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Abstract
Let T denote the unit circle in the plane. For various simple sets Λ in the plane we shall study the
question whether (T,Λ) is a Heisenberg uniqueness pair. For example, we shall consider the cases where
Λ is a circle or a union of two straight lines. We shall also use a theorem of Beurling and Malliavin.
© 2010 Elsevier Masson SAS. All rights reserved.
1. Introduction
We let T denote the unit circle in R2. If f is a function in L1(T) we write f (θ) instead
of f (eiθ ). Then f (θ) has period 2π and f (θ) belongs to L1(0,2π). We set dμ = f dθ , where
dθ denotes the arc length measure on T. μ has the Fourier transform
μˆ(x, y) =
2π∫
0
e−i(x cos θ+y sin θ)f (θ) dθ, (x, y) ∈ R2.
Now assume that Λ is a subset of R2. Following Hedenmalm and Montes-Rodríguez [2]
we say that (T,Λ) is a Heisenberg uniqueness pair (or only uniqueness pair) if μˆ(x, y) = 0 for
(x, y) ∈ Λ implies that f (θ) = 0 almost everywhere. We shall use Bessel functions and define
the Bessel functions Jk(t) by setting
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2π∫
0
eit sin θ e−ikθ dθ
for k ∈ Z and t > 0. We have the following results.
Theorem 1.
(i) Assume that Λ is a circle with radius R. Then (T,Λ) is a uniqueness pair if and only if
Jk(R) = 0 for all k ∈ Z.
(ii) Assume that Λ is a straight line. Then (T,Λ) is not a uniqueness pair.
(iii) Assume that Λ = L1 ∪L2 where L1 and L2 are two different straight lines. Then the follow-
ing holds. If L1 and L2 are parallel then (T,Λ) is a uniqueness pair. If L1 and L2 intersect
and the angle between the two lines equals πα, then (T,Λ) is a uniqueness pair if and only
if α is irrational.
(iv) Assume that N  3 and L1,L2, . . . ,LN are different straight lines which all intersect at
one point. We also assume that all angles between two of these lines are of the form πα
where α is rational. We set
Λ =
N⋃
k=1
Lk.
Then (T,Λ) is not a uniqueness pair.
(v) Assume that the different straight lines L1,L2,L3, . . . , all intersect at one point. Set
Λ =
∞⋃
k=1
Lk.
Then (T,Λ) is a uniqueness pair.
In the proof of Theorem 1 we shall use only basic Fourier analysis.
We shall also use a theorem of Beurling and Malliavin to obtain a refinement of (iii) in Theo-
rem 1. To formulate this we need some notation.
Assume that Γ is a subset of R with the property that Γ ∩ [−t, t] is finite for every t > 0. Let
n(t) denote the number of elements in the set {λ ∈ Γ ; 0 < λ < t} for t > 0, and let n(t) denote
the number of elements in the set {λ ∈ Γ ; t < λ < 0} for t < 0.
We shall need the following definition. We say that Γ is a BM-set if
lim|t |→∞
n(t)
|t | >
1
π
.
Then it is easy to see that if Γ is a BM-set then c + Γ and −Γ are also BM-sets (here c ∈ R).
For ϕ ∈ L1(R) let the Fourier transform ϕˆ be defined by
ϕˆ(x) =
∫
R
e−ixtϕ(t) dt, x ∈ R.
Assuming again that Γ ⊂ R and Γ ∩ [−t, t] is finite for every t > 0, we set
R(Γ ) = sup{a  0; (ϕ ∈ L1(R), suppϕ ⊂ (−πa,πa), ϕˆ|Γ = 0) implies ϕ = 0}.
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R(Γ ) lim|t |→∞
n(t)
|t |
(see Havin and Jöricke [1, p. 408]). Hence we have R(Γ ) > 1/π if Γ is a BM-set. In the follow-
ing theorem we shall use BM-sets.
Theorem 2. Let L1 and L2 be two different straight lines in the plane, given by
L1 =
{
(x1, y1) + t (cos θ1, sin θ1); t ∈ R
}
and
L2 =
{
(x2, y2) + t (cos θ2, sin θ2); t ∈ R
}
.
Let Γ1 and Γ2 denote BM-sets and set
Λ1 =
{
(x1, y1) + t (cos θ1, sin θ1); t ∈ Γ1
}
and
Λ2 =
{
(x2, y2) + t (cos θ2, sin θ2); t ∈ Γ2
}
.
Also set Λ = Λ1 ∪ Λ2 so that Λ1 ⊂ L1, Λ2 ⊂ L2, and Λ ⊂ L1 ∪ L2.
Then the following hold:
(a) If L1 and L2 intersect and the angle between L1 and L2 equals πα where α is irrational,
then (T,Λ) is a uniqueness pair.
(b) If L1 and L2 are parallel then (T,Λ) is a uniqueness pair.
We also remark that the above function μˆ satisfies the Helmholtz equation 	μˆ = −μˆ, where
	 denotes the Laplace operator.
Remark. Since this paper was written I have learned that some of the above results have also
been obtained independently by Nir Lev.
2. Proofs
Let τ denote a translation of R2 and let ρ denote a rotation of R2. It then follows from
elementary properties of the Fourier transform that
(T,Λ) is a uniqueness pair if and only if (T, τΛ) is a uniqueness pair
and
(T,Λ) is a uniqueness pair if and only if (T, ρΛ) is a uniqueness pair.
If g ∈ L1(−π,π) and has period 2π we say that g is odd if g(−θ) = −g(θ) for almost
every θ . Setting x = r cos θ0, y = r sin θ0 in the above formula for μˆ we obtain
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2π∫
0
e−ir(cos θ0 cos θ+sin θ0 sin θ)f (θ) dθ =
2π∫
0
e−ir cos(θ0−θ)f (θ) dθ
=
2π∫
0
f (θ0 − θ)e−ir cos θ dθ =
2π∫
0
f (θ0 + θ)e−ir cos θ dθ, r  0. (1)
If g and h belong to L1(0,2π) and have period 2π we set
g ∗ h(θ0) = 12π
2π∫
0
g(θ0 − θ)h(θ) dθ.
Defining gt by setting gt (θ) = eit cos θ , t ∈ R, θ ∈ R, we then have
μˆ(r cos θ0, r sin θ0) = 2πf ∗ g¯r (θ0). (2)
We shall need the following lemma.
Lemma 1. Assume that g ∈ L1(−π,π). Then g is odd if and only if
π∫
−π
g(θ)eit cos θ dθ = 0 for all t ∈ R. (3)
Proof. The necessity of condition (3) follows directly from the fact that eit cos θ is even. We shall
then prove the sufficiency. Therefore assume that (3) holds. Denoting the integral in (3) by I we
have
I =
π∫
0
g(θ)eit cos θ dθ +
0∫
−π
g(θ)eit cos θ dθ.
Performing a change of variable in the second integral we obtain
I =
π∫
0
(
g(θ) + g(−θ))eit cos θ dθ =
π∫
0
F(θ)eit cos θ dθ,
where F(θ) = g(θ) + g(−θ). Now we set u = cos θ so that θ = arccosu, and then obtain
I =
1∫
−1
F(arccosu)eitu
du√
1 − u2 . (4)
Let χ denote the characteristic function of the interval (−1,1). It is then easy to see that the
function
F(arccosu)
1√
1 − u2 χ(u)
belongs to L1(R). According to (4) and (3) the Fourier transform of this function is identically 0.
Hence the function vanishes almost everywhere and we conclude that F(arccosu) = 0 almost
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proved the lemma. 
Below we shall use the following trivial observation. Assume that f (θ) is odd and has period
2π and assume that θ0 = 0.
Then
f (θ0 + θ) is odd (as a function of θ ) if and only if f has period 2θ0. (5)
We let Kθ0 denote the straight line which contains the origin and the point (cos θ0, sin θ0). Let
μˆ(x, y) = 0 for all (x, y) ∈ Kθ0 . According to (1) we then have
2π∫
0
f (θ0 + θ)e−ir cos θ dθ = 0, r  0,
and
2π∫
0
f (θ0 + π + θ)e−ir cos θ dθ = 0, r > 0.
Setting ϕ = θ + π we see that the last integral above equals
2π∫
0
f (θ0 + ϕ)eir cosϕ dϕ.
We conclude that μˆ(x, y) = 0 for all (x, y) ∈ Kθ0 if and only if
2π∫
0
f (θ0 + θ)eit cos θ dθ = 0 for all t ∈ R. (6)
We shall now prove Theorem 1.
Proof of Theorem 1. (i) We may assume that Λ is the circle |(x, y)| = R where R > 0. It follows
from (2) that μˆ vanishes on Λ if and only if f ∗ g¯R = 0. We shall compute the Fourier coefficients
ck(g¯R) of g¯R . One has
ck(g¯R) = 12π
2π∫
0
e−iR cosϕe−ikϕ dϕ = 1
2π
2π∫
0
e−iR sin(ϕ+π/2)e−ikϕ dϕ
= 1
2π
2π∫
0
e−iR sin θ e−ik(θ−π/2) dθ = ik 1
2π
2π∫
0
eiR sinϕeikϕ dϕ = ikJ−k(R), k ∈ Z.
Invoking the formula Jk(t) = (−1)kJ−k(t) (see Stein and Weiss [3, p. 137]) we see that
ck(g¯R) = ik(−1)kJk(R).
Letting fˆ (k) denote the Fourier coefficients of f , we conclude that μˆ vanishes on Λ if and
only if fˆ (k)ik(−1)kJk(R) = 0 for all k ∈ Z. The statement in (i) in the theorem follows easily
from this. For instance, if all Jk(R) = 0, then fˆ (k) = 0 for all k and hence also f = 0. On the
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(ii) We may assume that Λ is the x-axis. According to (6) and Lemma 1 μˆ vanishes on Λ if
and only if f (θ) is odd. It follows that (T,Λ) is not a uniqueness pair.
(iii) Assume first that Λ = L1 ∪ L2 where L1 and L2 are parallel lines. We may assume that
L1 is the x-axis and that L2 is the line y = y0 where y0 > 0. Assume that μˆ = 0 on Λ. Since μˆ
vanishes on the x-axis f has to be odd. Also we have
2π∫
0
e−i(x cos θ+y0 sin θ)f (θ) dθ = 0 for every x ∈ R,
that is,
π∫
−π
e−ix cos θ e−iy0 sin θf (θ) dθ = 0, x ∈ R.
Lemma 1 implies that the function h(θ) = e−iy0 sin θf (θ) is odd.
Hence h(−θ) = −h(θ), i.e.,
eiy0 sin θf (−θ) = −e−iy0 sin θf (θ).
We then use that f is odd and obtain eiy0 sin θf (θ) = e−iy0 sin θf (θ).
It follows that(
ei2y0 sin θ − 1)f (θ) = 0.
If ei2y0 sin θ = 1 then 2y0 sin θ = 2πn where n ∈ Z, and sin θ = πn/y0 = bn where b > 0. But this
can happen for only finitely many θ in the interval (−π,π). Hence f (θ) = 0 almost everywhere,
and it follows that (T,Λ) is a uniqueness pair.
Now assume that Λ = L1 ∪ L2 where L1 and L2 intersect and the angle between the lines
equals πα where α is a rational number. After translation and rotation we may assume that L1
is the x-axis and L2 = Kθ0 where θ0 = π/n for some integers  and n. We set f (θ) = sinnθ .
Then f is odd and
f (θ + θ0) + f (−θ + θ0) = f (θ + θ0) − f (θ − θ0) = sinn(θ + θ0) − sinn(θ − θ0)
= sin(nθ + π) − sin(nθ − π) = 0
since sin θ has period 2π . Hence f (θ + θ0) is odd and it follows that μˆ vanishes on Λ. Thus
(T,Λ) is not a uniqueness pair.
Then assume that Λ = L1 ∪ L2 where L1 and L2 intersect and the angle between the lines
equals πα where α is an irrational number. We may assume that L1 is the x-axis and L2 = Kθ0
where θ0 = πα. Assume μˆ vanishes on Λ. Then f is odd and invoking (6) and (5) we see that f
has period 2θ0 = 2πα. Setting a = 2πα we have f (θ) = f (θ + a) almost everywhere. We ex-
pand f in a Fourier series
∑∞
−∞ cneinθ . Then f (θ + a) has the Fourier series
∑∞
−∞ cneinaeinθ
and we conclude that
cn = cneina, n ∈ Z,
and
cn(1 − eina) = 0, n ∈ Z.
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Hence a = 2π/n and α = /n, and we obtain a contradiction. Hence cn = 0 for n = 0. We
conclude that f is constant, and since f is also odd it follows that f = 0 almost everywhere.
Thus (T,Λ) is a uniqueness pair.
(iv) Without loss of generality we may assume that
Λ =
N⋃
k=1
Kθk
where θ1 = 0 and 0 < θk < π for k = 2,3, . . . ,N . We also assume that there exist integers k and
nk such that θk = πk/nk for k = 2,3, . . . ,N . We set f (θ) = sinMθ where M = n2n3n4 · · ·nN .
It is clear that f is odd and it is sufficient to prove that f has period 2θk for k = 2,3, . . . ,N . One
has
f (θ + 2θk) = sinM(θ + 2θk) = sin(Mθ + 2Mθk) = sinMθ = f (θ)
since 2Mθk = 2n2n3 · · ·nNπk/nk , which is the product of 2π and an integer. Hence (T,Λ) is
not a uniqueness pair.
(v) We may assume that
Λ =
∞⋃
k=1
Kθk
where θ1 = 0 and 0 < θk < π for k  2. We also assume that there exist integers k and nk
such that θk = πk/nk for k  2. Now assume that μˆ vanishes on Λ and that f has Fourier
coefficients cn. Then f is odd and arguing as in (iii) we obtain
cn(1 − ein2θk ) = 0, k = 2,3,4, . . . .
Now we fix n and assume n = 0. If cn = 0 we obtain ein2θk = 1 and hence n2θk = 2πpk for some
integer pk . It follows that θk = πpk/n and since 0 < θk < π we conclude that θk equals one of
the numbers πj/|n|, j = 1,2, . . . , |n| − 1. However, we have infinitely many different numbers
θk and therefore we obtain a contradiction. It follows that cn = 0 for n = 0 and hence (T,Λ) is a
uniqueness pair. Thus the proof of Theorem 1 is complete. 
We shall need the following refinement of Lemma 1.
Lemma 2. Assume that Γ is a BM-set and assume that g ∈ L1(−π,π). Then g is odd if and only
if
π∫
−π
g(θ)e−it cos θ dθ = 0 for every t ∈ Γ. (7)
Proof. In view of Lemma 1 we now only have to prove the sufficiency. Therefore assume that
(7) holds. Denoting the integral in (7) by I and arguing as in the proof of Lemma 1, we obtain
I =
1∫
−1
F(arccosu)e−itu du√
1 − u2 ,
where F(θ) = g(θ) + g(−θ).
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I =
∫
R
H(u)e−itu du = Hˆ (t).
It follows that suppH ⊂ [−1,1] and a change of variable shows that H ∈ L1(R). Furthermore
(7) implies that Hˆ (t) = 0 for all t ∈ Γ .
Since Γ is a BM-set we have R(Γ ) > 1/π and it follows from the definition of R(Γ ) that
there exists a > 1/π such that
(
ϕ ∈ L1(R), suppϕ ⊂ (−πa,πa), ϕˆ|Γ = 0
)
implies that ϕ = 0.
However, if a > 1/π then πa > 1, and we can therefore take the above ϕ equal to H . Hence
H = 0 and F = 0 and thus g is odd. 
We shall then finally prove Theorem 2.
Proof of Theorem 2. We shall first prove (a). As in formula (1) we have
μˆ(t cosϕ, t sinϕ) =
2π∫
0
f (ϕ + θ)e−it cos θ dθ, t ∈ R. (8)
Also let Kϕ denote the straight line which contains the origin and the point (cosϕ, sinϕ).
We may assume that L1 is the x-axis and L2 = Kθ0 where θ0 = πα. Also we may assume that
Λ1 = {(λ,0); λ ∈ Γ1} and Λ2 = {λ(cos θ0, sin θ0); λ ∈ Γ2}.
Assuming μˆ = 0 on Λ we then conclude that
2π∫
0
f (θ)e−it cos θ dθ = 0 for t ∈ Γ1
and
2π∫
0
f (θ0 + θ)e−it cos θ dθ = 0 for t ∈ Γ2.
An application of Lemma 2 then shows that f (θ) is odd and that f (θ0 + θ) is odd as a function
of θ . Hence f (θ0 + θ) = −f (θ0 − θ) = f (θ − θ0) and it follows that f has period 2θ0 = 2πα.
We can then use the argument in the proof of (iii) in Theorem 1 to conclude that f = 0.
We shall then prove (b). We may assume that L1 is the x-axis and L2 is the line y = y0 where
y0 > 0. Also we may assume that
Λ1 =
{
(λ,0); λ ∈ Γ1
}
and Λ2 =
{
(λ, y0); λ ∈ Γ2
}
.
Then assume that μˆ = 0 on Λ. As above μˆ = 0 on Λ1 implies that f is odd. Also we have
2π∫
e−i(x cos θ+y0 sin θ)f (θ) dθ = 0
0
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π∫
−π
e−ix cos θ e−iy0 sin θf (θ) dθ = 0
for every x ∈ Γ2. Lemma 2 then implies that the function h(θ) = e−iy0 sin θf (θ) is odd. Arguing
as in the proof of (iii) in Theorem 1 we then easily conclude that f = 0. Thus the proof of
Theorem 2 is complete. 
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