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Abstract
We investigate the spectral function of the Higgs mode in a two dimensional Bose gas, by using
the effective field theory in the zero temperature limit, which can explain the experimental feature
that the peak of the spectral function is a soft continuum rather than a sharp peak, broadened
and vanishing in the superfluid phase. This experimental feature cannot be explained in terms
of the O(2) model. We also find that the scalar susceptibility is the same as the longitudinal
susceptibility, in contrast with the previous result based on the O(2) model.
PACS numbers: 05.30.Jp, 74.20.De, 74.25.nd
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I. INTRODUCTION
In condensed matter physics, the Higgs mode was first explored in superconductivity [1],
and has recently been observed in ultra-cold Bosons in both three and two dimensional op-
tical lattices [2, 3]. Higgs modes in various other systems have also been studied [4]. The
Higgs mode in Bosons in an optical lattice has been theoretically studied by using O(2)
model [5–10]. However, it was found experimentally that the dependence of the response
function on the frequency exhibits a broad continuum rather than a sharp peak [3, 10]. This
feature cannot be explained in terms of the O(2) model [6–8]. Moreover, as the system devi-
ates from the critical point and enters the superfluid phase, the response function broadens
and vanishes [3]. This phenomenon also exists in Fermi superfluid [11].
In this paper, we study the spectral function of the Higgs mode in 2 + 1 dimensions by
using the effective field theory (EFT) in the zero temperature limit [12–14]. We study the
spectral functions of both the longitudinal and the scalar susceptibilities, which are then
found to be the same when q = 0. We also find that the feature of the peak of the spectral
function is consistent with the experiment. The peak of the longitudinal susceptibility is
soft, as observed in the experiment. Furthermore, our theory reproduces the disappearance
of the Higgs mode in the ordered phase, as observed in the experiment.
The rest of the paper is organized as the following. In Sec. II, we briefly introduce
the EFT in a two dimensional Bose gas. The correlation functions of the Higgs mode are
calculated in Sec. III. In Sec. IV, we present the numerical study. Sec. V is a summary.
II. EFFECTIVE FIELD THEORY
In imaginary time representation, the action of EFT can be written as [14]
S[ψ∗, ψ] =
∫ β
0
dτ
∫
dDx
{
ψ∗
[
∂
∂τ
−∇2 − r
]
ψ +
1
2
g(ψ∗ψ)2
+
1
2
h[∇(ψ∗ψ)]2 + g3
36
(ψ∗ψ)3 + . . .
}
,
(1)
where r = µ is the chemical potential, g, h, and g3 are coupling constants that can be
determined from fitting the results with the experimental data, the dots denote the higher
order terms. We consider only the leading order, that is, the case that g is the only nonzero
coupling constant.
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One can compare the EFT with the O(2) model, which is a relativistic model and can
describe the Bose gas at the vicinity of the critical point, with the action
S[Φ] =
∫
dD+1x
{
1
2
(∂µΦ)
2 − m
2
2
Φ2 +
U
4
Φ2Φ2
}
, (2)
where Φ is a two component vector. In EFT, if we write ψ as a two component vector,
the only difference with the O(2) model is the derivative with respect to t. Similar to the
parametrization of O(2) model, ψ can be parameterized as
ψ = v +
1√
2
(ψ1 + iψ2) . (3)
Then the action of effective field theory can be written as
S[v, ψ1, ψ2] = Sv[v] + Sfree[v, ψ1, ψ2] + Sint[v, ψ1, ψ2],
Sv[v] =
∫
dτ
∫
ddx
[
−rv2 + 1
2
gv4
]
,
Sfree[v, ψ1, ψ2] =
∫
dτ
∫
ddx
[
i
2
(
ψ1ψ˙2 − ψ˙1ψ2
)
+
1
2
ψ1(−∇2 +X)ψ1 + 1
2
ψ2(−∇2 + Y )ψ2
]
,
Sint[v, ψ1, ψ2] =
∫
dτ
∫
ddx
[
−
√
2(µ− gv2)vψ1 + gv√
2
ψ1(ψ
2
1 + ψ
2
2) +
1
8
g(ψ21 + ψ
2
2)
2
]
,
X = −r + 3gv2, Y = −r + gv2.
(4)
A. Feynman rules
The lowest-energy classical configuration of the potential is a constant field ψ = v, with
v =
√
r
g
. (5)
By choosing such a minimum, the global U(1) gauge symmetry is spontaneously broken.
There are ultra violet (UV) divergences in 1-loop calculation in 1 + 2 dimensions. One
can deal with the UV divergences by renormalization, i.e. rescaling the field as ψ → Z 12ψ
and introducing the counter terms defined as [15]
δz = Z − 1, δr = r0Z − r, δg = g0Z − g. (6)
where r0 and g0 are bare chemical potential and bare coupling constant, respectively, to
replace r and g in the original Lagrangian. We find that δg is sufficient to cancel the UV
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divergence showing up in 1-loop calculation. Thus we use Z = 1, δz = δr = 0. With only
one counter term, we need only one renormalization condition. Similar to the O(2) model,
we use the renormalization condition [6, 8, 15]
〈ψ1〉 = 0. (7)
The action at classical minimum with counter terms can be written as
S[v, ψ1, ψ2] = Sv[v] + Sfree[v, ψ1, ψ2] + Sint[v, ψ1, ψ2] + Sc[v, ψ1, ψ2]
Sv[v] =
∫
dτ
∫
ddx
[
1
2
(δg − g)v4
]
,
Sfree[v, ψ1, ψ2] =
∫
dτ
∫
ddx
[
i
2
(
ψ1ψ˙2 − ψ˙1ψ2
)
− 1
2
ψ1(∇2 − 2gv2)ψ1 − 1
2
ψ2(∇2)ψ2
]
,
Sint[v, ψ1, ψ2] =
∫
dτ
∫
ddx
[
gv√
2
ψ1(ψ
2
1 + ψ
2
2) +
1
8
g(ψ21 + ψ
2
2)
2
]
,
Sc[v, ψ1, ψ2] =
∫
dτ
∫
ddx
[
3
2
δgv
2ψ21 +
1
2
δgv
2ψ22 +
√
2δgv
3ψ1 +
δgv√
2
ψ1(ψ
2
1 + ψ
2
2) +
δg
8
(ψ21 + ψ
2
2)
2
]
.
(8)
The propagator can be written as [14]
D(ω,p) =
1
ω2 + ǫ2(p)

 p2 ω
−ω p2 + 2gv2

 ,
ǫ(p) =
√
p2(p2 + 2gv2),
(9)
where we have used a Nambu spinor to denote ψ1 and ψ2. The Feynman rules for the vertices
are shown in Fig. 1.
B. Susceptibility
The observable we are interested in is the spectral function of Higgs mode. The spectral
function can be defined via dynamic susceptibility as [6, 16]
χ′′AB(q, ω) = Im(χAB(q, iω → ω + i0+)), (10)
so that χ′′AB(q, ω) are the imaginary parts of retarded correlation functions, which can be
obtained from thermal correlation functions χAB(q, iω) by analytical continuation iω →
ω + i0+. The thermal correlation function χAB(q, iω) can be calculated in imaginary time
representation.
4
= −δgv 6√2 = −δgv 2√2
= −3δg = −δg = −
√
2δgv
3
= −δg= = −3δg
=
= −gv 6√
2
= −gv 2√
2
= −3g = −g
FIG. 1: Feynman rules of EFT. The solid line is the propagator of ψ1, the dotted line is
the propagator of ψ2.
The scalar susceptibility is introduced in Ref. [6]. It was argued that to observe the
Higgs mode in experiments, one should try to measure the spectral function of the scalar
susceptibility. The scalar susceptibility can be associated with the parameterization [14]
ψ(x, t) =
√
n(x, t)eiφ(x,t), n(x, t) = v2 + ρ(x, t). (11)
Using Eq. (3), we find
ρ(x, t) =
√
2vψ1 +
1
2
ψ21 +
1
2
ψ22. (12)
Similar to the approach in Ref. [6], it is found that
χρρ = 2v
2χψ1ψ1 +
√
2v
(
χψ1ψ21 + χψ1ψ22
)
+
1
4
(
χψ2
1
ψ2
1
+ χψ2
2
ψ2
2
+ 2χψ2
1
ψ2
2
)
. (13)
In this paper, we study the spectral functions of both longitudinal susceptibility χ′′ψ1ψ1
and scalar susceptibility χ′′ρρ.
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(a) (b) (c)
FIG. 2: The diagrams of 1PI contribution 〈ψ1〉 at 1-loop level.
III. CALCULATION OF CORRELATION FUNCTIONS
Throughout the paper, we consider zero temperature limit, and in 2+1 dimensions only.
We use dimensional regulation (DR) [17] to regulate the UV divergence. For simplicity, in
D = 2− ǫ dimensions, we define NUV as
NUV ≡ 2
ǫ
− γE + log(16π) + log M
2
2gv2
, (14)
where γE is the Euler constant, M is renormalization scale.
A. 1-loop level
1. Counter terms at 1-loop order
The renormalization condition in Eq. (7) requires the 1-particle-irreducible (1PI) tadpole
diagrams of ψ1 vanish. All the 1PI diagrams at 1-loop level are shown in Fig. 2. The
diagrams shown in Fig. 2. (a), (b) and (c) are denoted as I ta, I
t
b and I
t
c respectively, and can
be written as
I ta = −gv
6√
2
f ta, I
t
b = −gv
2√
2
f tb , I
t
c = −
√
2δ(1)g v
3, (15)
where we use the superscript of δ
(1)
g to denote δg at 1-loop level, f
t
a and f
t
b are obtained in
Eq. (A17). Using the renormalization condition
〈ψ1〉 = I ta + I tb + I tc = 0, (16)
we find that in D = 2− ǫ dimensions, the counter term at 1-loop level can be written as
δ(1)g =
g2
8π
(NUV − 2) , (17)
where NUV is defined in Eq. (14).
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(a) (b) (c) (d)
(e) (f) (g)
FIG. 3: The diagrams of 1PI contribution to Π11 at 1-loop level.
2. 1PI contribution to self-energy at 1-loop order
The 1PI contribution to self-energy of ψ1 is denoted as Π11. The diagrams contributing
to Π11 at 1-loop level are shown in Fig. 3. The diagrams shown in Fig. 3. (a), (b), (c), (d),
(e), (f) and (g) are denoted as Iψ1a , I
ψ1
b , I
ψ1
c , I
ψ1
d , I
ψ1
e , I
ψ1
f and I
ψ1
g , respectively, and can be
written as
Iψ1a = −3gf ta, Iψ1b = −gf tb , Iψ1c (ωq, q2) = 18g2v2f pa (ωq, q2),
Iψ1d (ωq, q
2) = 2g2v2f pb (ωq, q
2), Iψ1e (ωq, q
2) = Iψ1f (ωq, q
2) = 6g2v2f pc (ωq, q
2), Iψ1g = −3δg,
(18)
where f ta, f
t
b , f
p
a (q
2), f pb (q
2) and f pc (q
2) are given in Eqs. (A17), (A34), (A35) and (A28). δg
are given in Eq. (17). We find
Π11(ωq, q
2) =
∑
n=a,...,g
Iψ1n =
g2v2
(
−
(ω2q−20g2v4) sec−1
(
2gv2
ωq
)
√
4g2v4−ω2q
− 4πgv2 + 2ωq
)
4πωq
− g
3q2v4
4πω3q
(
4g2v4 − ω2q
)3/2 (
√
4g2v4 − ω2q
(
104πg3v6 − 100g2ωqv4 − 26πgω2qv2 + 21ω3q
)
−4 (100g4v8 − 37g2ω2qv4 + 2ω4q) sec−1
(
2gv2
ωq
))
+O(q4).
(19)
The 1PI contribution to self-energy of ψ2 is denoted as Π22, The diagrams contributing
to Π22 at 1-loop level are shown in Fig. 4. The diagrams shown in Fig. 4. (a), (b), (c), (d)
and (e) are denoted as Iψ2a , I
ψ2
b , I
ψ2
c , I
ψ2
d , and I
ψ2
e respectively, and can be written as
Iψ2a = −gf ta, Iψ2b = −3gf tb , Iψ2c (ωq, q2) = 2g2v2f pd (ωq, q2),
Iψ2d (ωq, q
2) = 2g2v2f pe (ωq, q
2), Iψ2e = −δgv2,
(20)
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(a) (b)
(c) (d)
(e)
FIG. 4: The diagrams of 1PI contribution to Π22 at 1-loop level.
(a)
(b) (c)
FIG. 5: The diagrams of 1PI contribution to Π12 at 1-loop level.
where f pe (q
2) = −2f pc (q2), f ta, f tb , f pc (q2) and f pd (q2) are given in Eqs. (A17), (A28) and (A36),
while δg is given in Eq. (17). We find
Π22(ωq, q
2) =
∑
n=a,...,e
Iψ2n = −
g2ωqv
2 sec−1
(
2gv2
ωq
)
4π
√
4g2v4 − ω2q
+
g3q2v4
(
4g2v4
√
4g2v4 − ω2q sec−1
(
2gv2
ωq
)
− 4g2ωqv4 + ω3q
)
4πωq
(
ω2q − 4g2v4
)2 +O(q4).
(21)
The 1PI contribution to self-energy that one ψ1 is annihilated while a ψ2 is created is
denoted as Π12, The diagrams contributing to Π12 at 1-loop level are shown in Fig. 5. The
diagrams shown in Fig. 5. (a) (b) and (c) are denoted as Iψ1ψ2a , I
ψ1ψ2
b and I
ψ1ψ2
c respectively,
and can be written as
Iψ1ψ2a = 0, I
ψ1ψ2
b (ωq, q
2) = 6g2v2f pf (ωq, q
2), Iψ1ψ2c (ωq, q
2) = −2g2v2f pg (ωq, q2), (22)
where f pf (q
2) and f pp (q
2) are given in Eqs. (A37) and (A38). We find
Π12(ωq, q
2) = Iψ1ψ2b (ωq, q
2) + Iψ1ψ2c (ωq, q
2) =
g3v4 sec−1
(
2gv2
ωq
)
π
√
4g2v4 − ω2q
− g
2v2
8
− g
2q2v2
8πω2q
(
4g2v4 − ω2q
)3/2 (
√
4g2v4 − ω2q
(
32πg3v6 − 28g2ωqv4 − 8πgω2qv2 + 5ω3q
)
−4 (28g4v8 − 13g2ω2qv4 + ω4q) sec−1
(
2gv2
ωq
))
+O(q4).
(23)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIG. 6: The diagrams of 1PI contribution to cross-susceptibilities at 1-loop level.
3. 1PI contribution to cross susceptibilities
The cross susceptibilities at 1-loop level are denoted as χ
(1)
ψ2
1
ψ1
, χ
(1)
ψ2
2
ψ1
, χ
(1)
ψ2
1
ψ2
1
, χ
(1)
ψ2
2
ψ2
2
and
χ
(1)
ψ2
1
ψ2
2
, where we use the superscript to denote the susceptibilities at 1-loop level. The 1PI
diagrams contributing to cross susceptibilities at 1-loop level are shown in Fig. 6. The
diagrams shown in Fig. 6. (a), (b), (c), (d), (e), (f), (g), (h) and (i) are denoted as Icsa , I
cs
b ,
Icsc , I
cs
d , I
cs
e , I
cs
f , I
cs
g , I
cs
h and I
cs
i respectively, and can be written as
Icta (ωq, q
2) = −26gv√
2
f pa (ωq, q
2)
q2
ω2q + ǫ
2(q)
, Ictb (ωq, q
2) = −22gv√
2
f pf (ωq, q
2)
ωq
ω2q + ǫ
2(q)
,
Ictc (ωq, q
2) = −22gv√
2
f pc (ωq, q
2)
q2
ω2q + ǫ
2(q)
, Ictd (ωq, q
2) = −22gv√
2
f pb (ωq, q
2)
q2
ω2q + ǫ
2(q)
,
Icte (ωq, q
2) = 2
2gv√
2
f pg (ωq, q
2)
ωq
ω2q + ǫ
2(q)
, Ictf (ωq, q
2) = −26gv√
2
f pc (ωq, q
2)
q2
ω2q + ǫ
2(q)
,
Ictg (ωq, q
2) = 4f pa (ωq, q
2), Icth (ωq, q
2) = 4f pb (ωq, q
2), Icti (ωq, q
2) = 4f pc (ωq, q
2).
(24)
9
We find at 1-loop level that
χ
(1)
ψ2
1
ψ1
(ωq,q) + χ
(1)
ψ2
2
ψ1
(ωq,q) =
∑
n=a,...,f
Ictn (ωq, q
2)
= −
g2v3 sec−1
(
2gv2
ωq
)
πωq
√
8g2v4 − 2ω2q
+
q2g2v3
2πω3q
√
8g2v4 − 2ω2q
(
2gq2v2 + q4 + ω2q
) (
ω2q − 4g2v4
)
×
{
4
(
ω2q − 3g2v4
) (
ω2q
(
q2 − 2gv2)− 12g2q2v4) sec−1(2gv2
ωq
)
+
√
4g2v4 − ω2q
[−40πg3q2v6
+4g2v4ωq
(
9q2 − 2πωq
)
+ 2gv2ω2q
(
5πq2 + ωq
)
+ ω3q
(
2πωq − 7q2
)]}
+O(q4),
χ
(1)
ψ2
1
ψ2
1
(ωq,q) + χ
(1)
ψ2
2
ψ2
2
(ωq,q) + 2χ
(1)
ψ2
1
ψ2
2
(ωq,q) = I
ct
g (ωq, q
2) + Icth (ωq, q
2) + 2Icti (ωq, q
2)
=
2g2v4 sec−1
(
2gv2
ωq
)
πωq
√
4g2v4 − ω2q
− gq
2v2
πω3q
(
4g2v4 − ω2q
)3/2
(
8g2v4
(
ω2q − 3g2v4
)
sec−1
(
2gv2
ωq
)
+
(
8πg3v6 − 6g2ωqv4 − 2πgω2qv2 + ω3q
)√
4g2v4 − ω2q
)
+O(q4).
(25)
At 1-loop level, the self energy can be written as
Σ(1)(ωq, q
2) = D0(ωq,q) +D0(ωq,q) · Π ·D0(ωq,q) (26)
where D(ωq, q
2) is defined in Eq. (9), while Π(ωq, q
2) is defined as
Π(ωq, q
2) ≡

 Π11(ωq, q2) −Π12(ωq, q2)
Π12(ωq, q
2) Π22(ωq, q
2)

 , (27)
The thermal correlation function χ
(1)
ψ1ψ1
at 1-loop level is the matrix element(
Σ(1)(ωq, q
2)
)11
at 1-loop level. One can find that there is an infrared singularity in χψ1ψ1
when ωq → 0 and q = 0. However, for scalar susceptibility, such an infrared singularity is
cancelled, as in the O(2) model [6]. Using Eq. (13), we find that
χ(1)ρρ (ωq,q) =
q2 (gv2 + 8πv2)
4πω2q
+O(q4) (28)
B. Higher order contributions
We can sum up all the 1PI contributions to infinite orders, as shown in Fig. 7. The
self-energy is denoted as Σ, and the 1PI contributions can be written as a matrix, as in
Eq. (27).
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1PI + 1PI 1PI
+ 1PI 1PI 1PI + . . .
= or
Σ = +
or or
FIG. 7: The 1PI summation.
The equation in Fig. 7 can be written as
Σ(ωq, q
2) =
∞∑
n=0
D(ωq,q) ·
(
Π(ωq, q
2) ·D(ωq,q)
)n
= D(ωq,q) ·
(
I −Π(q2) ·D(ωq,q)
)
−1
=
(
D(ωq,q)
−1 − Π(ωq, q2)
)
−1
,
(29)
where I is the identity matrix, D(ωq, q
2) is defined in Eq. (9). Eq. (29) is the well-known
Dyson equation. For simplicity, we only give the result at q = 0, which can be written as
Σ(ωq, q
2) ≡

 Σ11(ωq, q2) Σ21(ωq, q2)
Σ12(ωq, q
2) Σ22(ωq, q
2)

 , (30)
with
Σ11(ωq, q
2 = 0) = 16πg2v2ωq sec
−1
(
2gv2
ωq
)
/
[
π2
(
g2v2 + 8ωq
)
2
√
4g2v4 − ω2q
−4g3v4 sec−1
(
2gv2
ωq
)(
g
√
4g2v4 − ω2q sec−1
(
2gv2
ωq
)
+ 2(g + 12π)ωq
)]
,
(31)
Σ22(ωq, q
2 = 0) =
16πgv2
ωq
×
{[
2
√
4g2v4 − ω2q
(
2πg2v2 − gωq + 4πωq
)
+g
(
ω2q − 20g2v4
)
sec−1
(
2gv2
ωq
)]
/
[
π2
(
g2v2 + 8ωq
)
2
√
4g2v4 − ω2q
−4g3v4 sec−1
(
2gv2
ωq
)(
g
√
4g2v4 − ω2q sec−1
(
2gv2
ωq
)
+ 2(g + 12π)ωq
)]}
,
(32)
Σ12(ωq, q
2 = 0) = −Σ21(ωq, q2 = 0) = −8π
[
π
(
g2v2 + 8ωq
)√
4g2v4 − ω2q
−8g3v4 sec−1
(
2gv2
ωq
)]
/
[
π2
(
g2v2 + 8ωq
)
2
√
4g2v4 − ω2q
−4g3v4 sec−1
(
2gv2
ωq
)(
g
√
4g2v4 − ω2q sec−1
(
2gv2
ωq
)
+ 2(g + 12π)ωq
)]
.
(33)
11
+ +
+ +Σ11
Σ11
Σ21
Σ21
Σ11
Σ11
χψ2
1
ψ1 =
χψ2
2
ψ1 =
FIG. 8: The 1PI summation.
The spectrum ω(q) can be given as the poles of the self-energy [14],
det
(
D(ω,q)−1 − Π(ω, q)) = 0. (34)
We find
lim
ω→0
[
det
(
D(ωq,q = 0)
−1 − Π(ωq, q2 = 0)
)]
= 0. (35)
which implies that ω(q2 = 0) = 0 is a solution of Eq. (34). Therefore there is no gap in the
spectrum of ψ, respecting the Hugenholz-Pines theorem [18].
The correlation function χψ1ψ1 can be obtained as
χψ1ψ1(ωq,q) = Σ11(ωq, q
2 = 0). (36)
The 1PI summation of cross-susceptibilities are shown in Figs. 8 and 9. The diagrams
in Fig. 8 represent
χψ2
1
ψ1(ωq,q) + χψ22ψ1(ωq,q) = −2
6gv√
2
f pa (ωq, q
2)Σ11(ωq, q
2)− 22gv√
2
f pf (ωq, q
2)Σ21(ωq, q
2)
− 22gv√
2
f pc (ωq, q
2)Σ11(ωq, q
2)− 22gv√
2
f pb (ωq, q
2)Σ11(ωq, q
2) + 2
2gv√
2
f pg (ωq, q
2)Σ21(ωq, q
2)
− 26gv√
2
f pc (ωq, q
2)Σ11(ωq, q
2).
(37)
12
Σ Σ Σ
Σ Σ Σ+2 +2 +2
+++
Σ Σ Σ
Σ Σ Σ
+ ++
+2 +2+2
Σ Σ Σ+ + +
Σ Σ Σ+ + +
Σ Σ Σ+ + +
χψ2
1
ψ2
1
=
χψ2
2
ψ2
2
=
χψ2
1
ψ2
2
=
FIG. 9: The 1PI summation.
The diagrams in Fig. 9 represent
χψ2
1
ψ2
1
(ωq, q
2) = 4f pa (ωq, q
2) + 8g2v2
(
3f pa (ωq, q
2) + f pc (ωq, q
2)
)2
Σ11(ωq, q
2)
− 8g2v2 (f pf (ωq, q2))2Σ22(ωq, q2)− 16g2v2 (3f pa (ωq, q2) + f pc (ωq, q2)) f pf (ωq, q2)Σ12(ωq, q2),
χψ2
2
ψ2
2
(ωq, q
2) = 4f pb (ωq, q
2) + 8g2v2
(
f pb (ωq, q
2) + 3f pc (ωq, q
2)
)2
Σ11(ωq, q
2)
− 8g2v2 (f pg (ωq, q2))2Σ22(ωq, q2) + 16g2v2 (f pb (ωq, q2) + 3f pc (ωq, q2)) f pg (ωq, q2)Σ12,
χψ2
1
ψ2
2
(ωq, q
2) = 4f pc (ωq, q
2) + 8g2v2
(
f pc (ωq, q
2) + 3f pa (ωq, q
2)
)× [Σ11(ωq, q2)f pb (ωq, q2)
+3Σ11(ωq, q
2)f pc (ωq, q
2) + Σ12f
p
g (ωq, q
2)
]
+ 8g2v2f pf (ωq, q
2)× [Σ21(ωq, q2)f pb (ωq, q2)
+3Σ21(ωq, q
2)f pc (ωq, q
2) + Σ22(ωq, q
2)f pg (ωq, q
2)
]
.
(38)
Using Eqs. (13), (36), (37) and (38), we find
χρρ(ωq,q = 0) =
[
64πg2v4ωq sec
−1
(
2gv2
ωq
)]
/
[
64π2ω2q
√
4g2v4 − ω2q
−8g2v2ωq
(
g(g + 12π)v2 sec−1
(
2gv2
ωq
)
− 2π2
√
4g2v4 − ω2q
)
+g4v4
√
4g2v4 − ω2q
(
π2 − 4 sec−1
(
2gv2
ωq
)
2
)]
.
(39)
In experiments, the spectral function is normalized after being measured [3]. We find
13
that after normalization, the spectral functions χ′′ψ1ψ1(ωq,q = 0) and χ
′′
ρρ(ωq,q = 0) are the
same as each other. In the rest of the paper, we only concentrate on χ′′ψ1ψ1(ωq,q = 0).
IV. NUMERICAL RESULTS
To obtain the numerical results, we need to match the coupling constant g. One can match
the coupling constant g at tree level and the leading order of q2, the result is g = 8πas [14],
where as is the s-wave scattering length. However, in experiments, the system is tunable
via j ≡ J/U , where J is the hopping constant, U is the interaction strength. To obtain the
dependence of the parameters on the the hopping constant J , we introduce an action derived
from the Bose-Hubbard model by using Hubbard-Stratanovich transformation [19–21],
S[ψ∗, ψ] =
∫ β
0
dτ
∫
dDx
{
K1ψ
∗
∂
∂τ
ψ +K2| ∂
∂τ
ψ|2 +K3|∇ψ|2 + r|ψ|2 + u
2
|ψ|4 +O(ψ6)
}
,
(40)
where
r =
1
Zad
(
1
J
−
(
n0 + 1
n0U − µ +
n0
µ− (n0 − 1)U
))
,
n0 =


0, µ/U < 0;
1, 0 < µ/U < 1;
2, 1 < µ/U < 2;
. . .
K1 = − r
µ
,
(41)
where Z is the coordinate number, a is the lattice spacing, µ is the chemical potential.
Comparing Eq. (40) with Eq. (1), one can find that when K2 = 0, Eq. (40) reduces to
Eq. (1), which is the EFT.
Based on the comparison of Eqs. (40) and (41) with Eq. (1), we assume
r = α
(
j
jc
− 1
)
, r¯ ≡ r
α
=
(
j
jc
− 1
)
. (42)
where α is an arbitrary constant parameter with dimension of m2. Then we can use the
dimensionless variable
ω¯ ≡ ωq
α
. (43)
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FIG. 10: The normalized spectral function χ′′ψ1ψ1(ωqq = 0) at r¯ = 2. The dotted line is for
g = 0.1, the solid line is for g = 0.3 and the dashed line is for g = 0.5. One can see that the
peaks of the spectral functions are broadened continuums rather than sharp peaks.
However, similar to O(2) model, when g decreases, the peak becomes sharper.
After variable substitution and normalization, χ′′ψ1ψ1 depends only on the massless param-
eters r¯, ω¯q and g. The perturbation works only when g ≪ 1, so we choose g < 1. The
normalized spectral function χ′′ψ1ψ1(ωq,q = 0) is shown in Fig. 10 with the parameter values
r¯ = 2 and g = 0.1, g = 0.3 and g = 0.5.
We find that the peaks of the spectral functions form broadened continuums rather than
sharp peaks, in consistency with the experiment [3]. We also find that similar to O(2) model,
when g decreases, the peak becomes sharper. This cannot explain the disappearance of the
Higgs mode observed in the experiment [3].
When r¯ ≫ ω¯q, the spectral function can be simplified as
χ′′ψ1ψ1(ω¯q,q = 0) ≈
1
N
4πg (πr¯ (g2ω¯q + 24πgω¯q + 64π
2ω¯q)− 8ω¯q (π2gr¯))
r¯
(
(g2ω¯q + 24πgω¯q + 64π2ω¯q)
2 + (8π2gr¯)2
) (44)
where N is the normalization factor. So we can find the maximum is at
ω¯q =
8gr¯π2
g2 + 24gπ + 64π2
≈ g
8
(
j
jc
− 1
)
(45)
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FIG. 11: The spectral function of longitudinal susceptibility χ′′ψ1ψ1 at g = 0.3. The dashed
line is the approximate position of the maximum of the spectral function shown in Eq. (45).
when r¯ ≫ ω¯q and g ≪ 1.
In the experiment, by increasing the lattice potential depth, g increases approximately
linearly and J decreases exponentially [22]. The spectral function as a function of j/jc, while
g is kept constant, is shown in Fig. 11. One can see clearly the peak and the energy gap, as
well as the disappearance of the Higgs mode. We find that the spectral function shown in
Fig. 11 fits well the observation in the experiment [3].
V. CONCLUSION
The Higgs mode discovered in the 2D optical lattice ended the debet whether the Higgs
mode can be observed in the 2D neutral superfluid. However, the feature that the peek is
a soft continuum above the gap energy rather then a sharp peak, and the disappearance of
the response when the system goes into the ordered phase, cannot be explained using the
O(2) model.
In this paper, we have investigated the spectral function of the Higgs mode by using an
EFT model. We calculate the spectral functions of both longitudinal susceptibility χ′′ψ1ψ1
16
and scalar susceptibility χ′′ρρ. The spectral functions are obtained and shown in Eqs. (36)
and (39), and are drawn in Fig. 10 and Fig. 11.
We find that the visibility of the Higgs mode is the same in longitudinal and scalar
susceptibilities. Our EFT calculation reproduces various experimental features, including
the softness of the peak of the spectral function and the disappearance of the response with
the increase of j/jc.
This work is supported by National Natural Science Foundation of China (Grant No.
11574054).
Appendix A: The results of Feynman diagrams
1. Results of some integrals
Similar to Ref. [14], we also use the definition
Im,n(A
2) ≡M ǫ
∫
dDk
(2π)D
k2m
kn(k2 + A2)
n
2
=
M ǫAD+2m−2n
(4π)
D
2
Γ(D−n
2
+m)Γ(n−m− D
2
)
Γ(D
2
)Γ(n
2
)
. (A1)
Another integral we need can be defined as
Ja,b,c(A
2, B2) ≡M ǫ
∫
dDk
(2π)D
1
(k2)a(k2 + A2)b(4k2(k2 + A2) +B2)c
. (A2)
It can be calculated in Mellin-Barnes representation [23], as
Ja,b,c =
M ǫ
22c2πi
∫ i∞
−i∞
dz
Γ(c+ z)Γ(−z)
Γ(c)
∫
dDk
(2π)D
(
B2
4
)z
(k2)a(k2 + A2)b(k2(k2 + A2))c+z
. (A3)
With the help of Im,n calculated in Eq. (A1), it can be written as
Ja,b,c(A
2, B2) =
M ǫ
(
A2
2
)D
2
−a−b−2c
22c+1Γ(c)Γ(D
2
)(4π)
D
2
√
π
1
2πi
∫ i∞
−i∞
dz
(
B2
A4
)z
× Γ(c+ z)Γ(−z)Γ(
D
2
− a− c− z)Γ(a+b
2
+ c− D
4
+ z)Γ(a+b+1
2
+ c− D
4
+ z)
Γ(b+ c+ z)
.
(A4)
For convenience, we define
j(a, b, c, d, e) ≡ 1
2πi
∫ i∞
−i∞
dz
Γ(a + z)Γ(b+ z)Γ(c + z)Γ(d− z)Γ(−z)
Γ(e + z)
tz, (A5)
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which is calculated by closing the contour of the integral and using
Res(Γ(a± n), z = ∓(n + a)) = ±(−1)
n
n!
. (A6)
It is obtained that
j(a, b, c, d, e) =
∞∑
n=0
(
Γ(d)Γ(1− d)Γ(a+ n)Γ(b+ n)Γ(c+ n)
Γ(e+ n)Γ(1− d+ n)
tn
n!
+tdΓ(−d)Γ(1 + d)Γ(a+ d+ n)Γ(b+ d+ n)Γ(c+ d+ n)
Γ(e+ d+ n)Γ(1 + d+ n)
tn
n!
)
,
(A7)
where we have used the relation
Γ(x− n) = (−1)nΓ(x)Γ(1− x)
Γ(1− x+ n) , (A8)
when n is an integer.
Then using the definition of Hypergeometric function
pFq

 a1, a2, ..., ap
b1, b2, ..., bq
∣∣∣∣∣∣ x

 = ∞∑
n=0
∏p
i=1(ai)n∏q
j=1(bj)n
xn
n!
, (A9)
we find
j(a, b, c, d, e) =
Γ(a)Γ(b)Γ(c)Γ(d)
Γ(e)
3F2

 a, b, c
e, 1− d
∣∣∣∣∣∣ t


+ td
Γ(a + d)Γ(b+ d)Γ(c+ d)Γ(−d)
Γ(e + d)
3F2

 a + d, b+ d, c+ d
e+ d, 1 + d
∣∣∣∣∣∣ t

 .
(A10)
With the help of j(a, b, c, d, e) calculated in Eq. (A10), Ja,b,c can be written as
Ja,b,c =
M ǫ (A2)
D
2
−a−b−2c
22cΓ(D
2
)(4π)
D
2
×

Γ(a+ b+ 2c− D2 )Γ(D2 − a− c)
Γ(b+ c)
3F2

 c, a+b2 + c− D4 , a+b+12 + c− D4
b+ c, 1 + a+ c− D
2
∣∣∣∣∣∣
B2
A4


+
(
B2
4A4
)D
2
−a−c Γ(D
2
− a)Γ(a+ c− D
2
)
Γ(c)
3F2

 D2 − a, b−a2 + D4 , b−a+12 + D4
D
2
+ b− a, 1− a− c+ D
2
∣∣∣∣∣∣
B2
A4



 .
(A11)
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FIG. 12: All tadpole diagrams at 1-loop level.
When using DR to regulate the UV divergences we need to calculate the ǫ-expansion of
the Hypergeometric function which can be written as
h ≡ A
ǫΓ(x1 + α1ǫ)Γ(α2ǫ)
Γ(x2 + α3ǫ)× (x3 + α4ǫ) 3F2

 y1, y2 + β1ǫ, β2ǫ
y3, y4 + β3ǫ
∣∣∣∣∣∣ t

 . (A12)
Using the definition Eq. (A7), we find
h =
AǫΓ(x1 + α1ǫ)Γ(α2ǫ)
Γ(x2 + α3ǫ)× (x3 + α4ǫ) +
AǫΓ(x1 + α1ǫ)Γ(α2ǫ)
Γ(x2 + α3ǫ)× (x3 + α4ǫ)
∞∑
n=1
Γ(y1+n)
Γ(y1)
Γ(y2+β1ǫ+n)
Γ(y2+β1ǫ)
Γ(β2ǫ+n)
Γ(β2ǫ)
Γ(y3+n)
Γ(y3)
Γ(y4+β3ǫ+n)
Γ(y4+β3ǫ)
tn
n!
.
(A13)
Then we can expand the Gamma function around ǫ → 0 in each term and gather the
summation, and obtain
h =
1
ǫ
Γ(x1)
α2x3Γ(x2)
+
Γ(x1)
(
log(A) + α1ψ
(0)(x1)− α3ψ(0)(x2)− γEα2
)
α2x3Γ(x2)
− α4Γ(x1)
α2x23Γ(x2)
+ t
β2Γ(x1)
x3α2Γ(x2)
∞∑
n=0
Γ(n + 1)
Γ(y1+1+n)
Γ(y1)
Γ(y2+1+n)
Γ(y2)
Γ(y3+1+n)
Γ(y3)
Γ(y4+1+n)
Γ(y4)
tn
Γ(n+ 2)
+O(ǫ)
=
1
ǫ
Γ(x1)
α2x3Γ(x2)
+
Γ(x1)
(
log(A) + α1ψ
(0)(x1)− α3ψ(0)(x2)− γEα2
)
α2x3Γ(x2)
− α4Γ(x1)
α2x23Γ(x2)
+ t
β2Γ(x1)
x3α2Γ(x2)
Γ(y3)Γ(y4)Γ(y1 + 1)Γ(y2 + 1)
Γ(y1)Γ(y2)Γ(y3 + 1)Γ(y4 + 1)
4F3

 1, 1, y1 + 1, y2 + 1
2, y3 + 1, y4 + 1
∣∣∣∣∣∣ t

+O(ǫ).
(A14)
where γE is the Eular constant, ψ
(0)(x) is the digamma function.
2. Tadpole diagrams
All the tadpole diagrams at 1-loop level are drawn in Fig. 12. The diagrams in Fig. 12. (a),
(b) and (c) are denoted as f ta, f
t
b and f
t
c , and can be written as
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FIG. 13: Other diagrams at 1-loop level.
f ta =
1
2
M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2
ω2 + ǫ2(k)
,
f tb =
1
2
M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2 + 2gv2
ω2 + ǫ2(k)
,
f tc = M
ǫ
∫
dω
2π
∫
dDk
(2π)D
ω
ω2 + ǫ2(k)
.
(A15)
We first integrate over ω, then express the result in terms of Im,n defined in Eq. (A1),
f ta =
1
4
I1,1(2gv
2), f tb =
1
4
I−1,−1(2gv
2), f tc = 0. (A16)
In D = 2− ǫ dimensions, using Eq. (A1), we find
f ta =
2gv2
4
(
−NUV
8π
+
1
8π
)
, f tb =
2gv2
4
(
NUV
8π
+
1
8π
)
. (A17)
3. Polarization diagrams
Other 1-loop diagrams we need are listed in Fig. 13, and the diagrams in Fig. 13. (a),
(b), (c), (d), (e), (f) and (c) are denoted as f pa (q
2), f pb (q
2), f pc (q
2), f pd (q
2), f pe (q
2), f pf (q
2) and
f pg (q
2), and can be written as
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f pa (ωq, q
2) =
1
2
M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2
ω2 + ǫ2(k)
(k + q)2
(ω + ωq)2 + ǫ2(k + q)
,
f pb (ωq, q
2) =
1
2
M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2 + 2gv2
ω2 + ǫ2(k)
(k + q)2 + 2gv2
(ω + ωq)2 + ǫ2(k + q)
,
f pc (ωq, q
2) = −1
2
M ǫ
∫
dω
2π
∫
dDk
(2π)D
ω(ω + ωq)
(ω2 + ǫ2(k))((ω + ωq)2 + ǫ2(k + q))
,
f pd (ωq, q
2) = M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2
ω2 + ǫ2(k)
(k + q)2 + 2gv2
(ω + ωq)2 + ǫ2(k + q)
,
f pe (ωq, q
2) = M ǫ
∫
dω
2π
∫
dDk
(2π)D
ω(ω + ωq)
(ω2 + ǫ2(k))((ω + ωq)2 + ǫ2(k + q))
= −2f pc (q2),
f pf (ωq, q
2) = M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2
ω2 + ǫ2(k)
−(ω + ωq)
(ω + ωq)2 + ǫ2(k + q)
,
f pg (ωq, q
2) = M ǫ
∫
dω
2π
∫
dDk
(2π)D
k2 + 2gv2
ω2 + ǫ2(k)
−(ω + ωq)
(ω + ωq)2 + ǫ2(k + q)
.
(A18)
We also calculate those integrals at long wave length limit as in Ref. [14], that is, after
integrating over ω, we expand the result at q2 → 0 before integrating over k.
Take f pc (q
2) as an example, after Feynman parameter, f pc (q
2) can be written as
f pc (ωq, q
2) = −1
2
∫ 1
0
dx
∫
dω
2π
∫
dDk
(2π)D
(
ω2 + (1− 2x)ωωq − x(1− x)ω2q(
ω2 + xǫ2(k + q) + (1− x)ǫ2(k) + x(1 − x)ω2q
)2
)
.
(A19)
The terms with odd powers of ω do not contribute. Hence the integral can be written as
f pc (ωq, q
2) = f pc1 + f
p
c2,
f pc1 = −
1
2
∫ 1
0
dx
∫
dω
2π
∫
dDk
(2π)D
(
ω2(
ω2 + xǫ2(k + q) + (1− x)ǫ2(k) + x(1− x)ω2q
)2
)
,
Ipc2 = −
1
2
∫ 1
0
dx
∫
dω
2π
∫
dDk
(2π)D
(
−x(1 − x)ω2q(
ω2 + xǫ2(k + q) + (1− x)ǫ2(k) + x(1− x)ω2q
)2
)
.
(A20)
After integrating over ω, f pc1 can be written as
f pc1 = −
1
8
∫ 1
0
dx
∫
dDk
(2π)D
1
(xǫ2(k + q) + (1− x)ǫ2(k) + x(1− x)ω2q )
1
2
. (A21)
By using integration-by-part (IBP) recursive relation [24],
D
∫
dDkf(k) +
∫
dDk
(
k · ∂
∂k
f(k)
)
= 0, (A22)
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we obtain
f pc1 = −
1
8D
∫ 1
0
dx
∫
dDk
(2π)D
1
(xǫ2(k + q) + (1− x)ǫ2(k) + x(1− x)ω2q )
3
2
× ((1− x)× (k4 + k2(k2 + 2gv2))+ x× (k · (k + q) (2(k + q)2 + 2gv2))) .
(A23)
Then by integrating over x, we write the result as
f pc1 = −
1
4D
∫
dDk
(2π)D
(
k4 + k2(k2 + 2gv2)
ǫ(k)
(
(ǫ(k) + ǫ(k + q))2 + ω2q
)
+
k · (k + q) (2(k + q)2 + 2gv2)
ǫ(k + q)
(
(ǫ(k) + ǫ(k + q))2 + ω2q
)
)
.
(A24)
Then we use the long wavelength approximation, and expand f pc1 around q
2 → 0, and obtain
f pc1 = −
1
4D
{
2
[
J
−
3
2
, 1
2
,1 + J− 1
2
,− 1
2
,1
]
+
q2
2D
[
(1−D)ω4qm6J 1
2
, 5
2
,3
−ω2qm4
(
(4−D)ω2q − 4(4D − 3)m4
)
J
−
1
2
, 5
2
,3
+4
(
(3− 16D)ω2qm6 + 12(2−D)m10
)
J
−
3
2
, 5
2
,3
+16
(−7(1 +D)ω2qm4 + (32− 17D)m8) J− 5
2
, 5
2
,3
+16
(−(11 + 16D)ω2qm2 + (66− 41D)m6) J− 7
2
, 5
2
,3
+16
(−2(2 +D)ω2q + (76− 51D)m46) J− 9
2
, 5
2
,3
+64(13− 8D)m2J
−
11
2
, 5
2
,3 + 128(D − 2)J− 13
2
, 5
2
,3
]}
+O(q4).
(A25)
In above, we have used the relation∫
dDk(k · q)2 =
∫
dDk
k2q2
D
, (A26)
and defined m2 ≡ 2gv2 for convenience.
Using the same procedure as for f pc2 , we find
f pc2 =
ω2q
2D
{
2
[
J
−
3
2
, 1
2
,2 + J− 1
2
,− 1
2
,2
]
− q
2
2D
[
(D − 1)ω4qm6J 1
2
, 5
2
,4
−ω2qm4
(
(4−D)ω2q − 8(2− 3D)m4
)
J
−
1
2
, 5
2
,4
−16m6 (−(7D + 1)ω2q + 5(D − 3)m4) J− 3
2
, 5
2
,4
−8 (−(32 + 27D)ω2qm4 + 2(90− 31D)m8) J− 5
2
, 5
2
,4
−16 (−2(11 + 6D)ω2qm2 + (223− 79D)m6) J− 7
2
, 5
2
,4
−16 (−4(2 +D)ω2q + (300− 101D)m4) J− 9
2
, 5
2
,4
+128(8D − 27)m2J
−
11
2
, 5
2
,4 + 256(D − 4)J− 13
2
, 5
2
,4
]}
+O(q4).
(A27)
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In D = 2− ǫ dimensions, using Eqs. (A11) and (A11), we find
f pc (ωq, q
2) = −1
4
{
NUV
8π
− ωq cos
−1
( ωq
m2
)
8π
√
m4 − ω2q
+
q2m2
16πω3q
(
m4 − ω2q
)2 [3m4ω2q√m4 − ω2q cos−1 ( ωqm2
)
−2m8
√
m4 − ω2q cos−1
( ωq
m2
)
+
(
m4 − ω2q
) (−2m4ωq − πm2ω2q + ω3q + πm6)]}+O(q4).
(A28)
The other integrals are simpler, so we do not need to use IBP relation. After integrating
over ω, we can expand the result around q2 → 0 and write it in terms of functions Ja,b,c.
The results are
f pa (ωq, q
2) =
1
4
{
2J
−
3
2
, 1
2
,1 +
q2
2D
[(
(3D − 1)ω4qm4
)
J
−
1
2
, 5
2
,3
+
(
(5D − 4)ω4qm2 − (28− 16D)ω2qm6
)
J
−
3
2
, 5
2
,3
+
(
2Dω4q − (140− 32D)ω2qm4 + (16D − 32)m8
)
J
−
5
2
, 5
2
,3
+
(
(16D − 160)ω2qm2 + (16D − 192)m6
)
J
−
7
2
, 5
2
,3
−80Dm2J
−
9
2
, 5
2
,3 + (64− 32D)J− 11
2
, 5
2
,3
]}
+O (q4) .
(A29)
f pb (ωq, q
2) =
1
4
{
2J 1
2
,− 3
2
,1 +
q2
2D
[(
(3−D)ω4qm4
)
J 3
2
, 1
2
,3
+
(
(4 +D)ω4qm
2 − (16D − 36)ω2qm6
)
J 1
2
, 1
2
,3
+
(
2Dω4q − (32D − 52)ω2qm4 + (160− 48D)m8
)
J
−
1
2
, 1
2
,3
+
(−(32 + 16D)ω2qm2 + (576− 176D)m6) J− 3
2
, 1
2
,3
+
(−48ω2q + (736− 240D)m4) J− 5
2
, 1
2
,3
+((384− 144D)m2)J
−
7
2
, 1
2
,3 + (64− 32D)J− 9
2
, 1
2
,3
]}
+O (q4) .
(A30)
f pd (ωq, q
2) =
1
2
{
2J
−
1
2
,− 1
2
,1 +
q2
2D
[(
(3−D)ω4qm4
)
J 1
2
, 3
2
,3
+
(
(4 +D)ω4qm
2 − (16D − 36)ω2qm6
)
J
−
1
2
, 3
2
,3
+
(
2Dω4q − (32D − 52)ω2qm4 + (160− 48D)m8
)
J
−
3
2
, 3
2
,3
+
(−(32 + 16D)ω2qm2 + (576− 176D)m6) J− 5
2
, 3
2
,3
+
(−48ω2q + (736− 240D)m4) J− 7
2
, 3
2
,3
+((384− 144D)m2)J
−
9
2
, 3
2
,3 + (64− 32D)J− 11
2
, 3
2
,3
]}
+O (q4) .
(A31)
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f pf (ωq, q
2) = −ωq
2
{
J
−
1
2
, 1
2
,1 +
q2
D
[
Dω4qm
2J 1
2
, 3
2
,3 +
(
Dω4q − (7− 6D)ω2qm4
)
J
−
1
2
, 3
2
,3
+
(
(10D − 28)ω2qm2 + (8D − 12)m6
)
J
−
3
2
, 3
2
,3 +
(
(4D − 20)ω2q + (16D − 60)m4
)
J
−
5
2
, 3
2
,3
+(8D − 64)m2J
−
7
2
, 3
2
,3 − 16J− 9
2
, 3
2
,3
]}
+O (q4) .
(A32)
f pg (ωq, q
2) = −ωq
2
{
J 1
2
,− 1
2
,1 +
q2
D
[
(Dω4q + (1− 2D)ω2qm4)J 1
2
, 1
2
,3
+
(
(2D − 12)ω2qm4 + (20− 8D)m6
)
J
−
1
2
, 1
2
,3 +
(
(4D − 20)ω2q + (36− 16D)m4
)
J
−
3
2
, 1
2
,3
−8Dm2J
−
5
2
, 1
2
,3 − 16J− 7
2
, 1
2
,3
]}
+O (q4) .
(A33)
In D = 2− ǫ dimensions, we find
f pa (ωq, q
2) =
1
4
{
NUV
8π
+
1
8ωq
((
2m4 − ω2q
)
cos−1
( ωq
m2
)
π
√
m4 − ω2q
−m2
)
+
q2m2
16πω3q
(
m4 − ω2q
) 3
2
[
−9ω3q
√
m4 − ω2q + 10m4ωq
√
m4 − ω2q + 5πm2ω2q
√
m4 − ω2q
+
(−15m4ω2q + 4ω4q + 10m8) cos−1 ( ωqm2
)
− 5πm6
√
m4 − ω2q
]}
+O (q4) .
(A34)
f pb (ωq, q
2) =
1
4
{
NUV
8π
+
1
8ωq
((
2m4 − ω2q
)
cos−1
( ωq
m2
)
π
√
m4 − ω2q
+m2
)
− q
2m2
16πω3q
(
m4 − ω2q
)2 [2m8ωq
−5m4ω3q + ω4q
(
4
√
m4 − ω2q cos−1
( ωq
m2
)
+ πm2
)
−m4ω2q
(
5
√
m4 − ω2q cos−1
( ωq
m2
)
+ 2πm2
)
+m8
(
2
√
m4 − ω2q cos−1
( ωq
m2
)
+ πm2
)
+ 3ω5q
]}
+O (q4) .
(A35)
f pd (ωq, q
2) =
1
2
{
NUV
8π
− ωq cos
−1
( ωq
m2
)
8π
√
m4 − ω2q
+
q2m2
16πω3q
(
m4 − ω2q
)2 [−m4ω2q√m4 − ω2q cos−1 ( ωqm2
)
+2m8
√
m4 − ω2q cos−1
( ωq
m2
)
− (m4 − ω2q) (−2m4ωq − πm2ω2q + 3ω3q + πm6)]}+O (q4) .
(A36)
f pf (ωq, q
2) = −ωq
2


π − 2m
2 cos−1( ωq
m2
)√
m4−ω2q
16πωq
− q
2
16πω3q
(
m4 − ω2q
) 3
2
[
6m4ωq
√
m4 − ω2q
+3πm2ω2q
√
m4 − ω2q − 5ω3q
√
m4 − ω2q +
(−11m4ω2q + 4ω4q + 6m8) cos−1 ( ωqm2
)
−3πm6
√
m4 − ω2q
]}
+O (q4) .
(A37)
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f pg (ωq, q
2) = −ωq
2


2m2 cos−1( ωq
m2
)√
m4−ω2q
+ π
16πωq
− q
2
16πω3q
(
m4 − ω2q
) 3
2
[
4m4ωq
√
m4 − ω2q
+πm2ω2q
√
m4 − ω2q − 5ω3q
√
m4 − ω2q +
(−7m4ω2q + 4ω4q + 4m8) cos−1 ( ωqm2
)
−πm6
√
m4 − ω2q
]}
+O (q4) .
(A38)
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