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Abstract 
TD(? ) is a sophisticated estimator of value functions encountered as part of 
reinforcement learning. This research examines the behaviour of TD(k) as a 
statistical estimator of the value function. The relationship between the eligibility 
forms of TD(A) and the various ways that recurrent states can be used is explored. 
The reason why some forms of TD(X) diverge for some choice of a is investigated. 
A simple condition is presented that ensures that TD-like estimators converge in the 
mean for all a and this is used to propose a non-divergent form of Accumulating 
traces TD(k). 
The reason why TD(, %) shows a small sample advantage over simpler estimators is 
examined. The form of the estimator in the first few steps of estimation is shown to 
be close to a weighted reward estimator or WR(? ) estimator which does not use any 
"temporal difference" principles. By comparing the behaviour of the various forms 
of TD(k) to the behaviour of the corresponding WR(?. ) estimator in a range of 
models, it is proposed that the action of weighted rewards accounts for TD(A)'s small 
sample advantage. 
Estimates of the value function are often used to derive the optimum policy. An 
additional measure of success, the concordance coefficients is used to compare 
WR(%), TD(X) and simpler estimators for their suitability in this role. It is shown that 
the WR(? ) and TD(? ) estimators behave in a very different way to simpler estimators 
and this behaviour is largely parameter insensitive. An experiment that compares the 
estimates of optimal state values reveals that WR(%) and TD(A, ) retain their distinct 
behaviour. This proves to be an advantage when the initial estimates are optimistic 
but a disadvantage when they are pessimistic. 
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Chapter One 
Reinforcement Learning 
This chapter introduces the basic ideas of reinforcement learning in the most general 
terms. TD()) is then described as the best known technique specific to reinforcement 
learning and its spectacular success when applied to the problem ofplaying 
backgammon is outlined. The question of whether the success of the backgammon 
playing program is due to TD(A) or something else is considered. As TD(B) is such 
an important method within reinforcement learning its relationship to a broader 
philosophy of temporal difference learning is considered. 
Reinforcement learning 
An autonomous system that has to learn to improve its behaviour without the help of 
a supervisor or teacher has little choice but to attempt to characterise the quality or 
value of its behaviour in terms of the reward or benefit that accrues to it. Such 
situations are generally referred to as "reinforcement learning", (Sutton & Barto 
1998). 
The exact details of the assumed situation vary but the constants are that the 
autonomous system, or agent, has to evaluate and modify its behaviour using nothing 
but knowledge of a reward gained at some time in the future -a delayed reward. This 
can be contrasted with the easier problem of supervised learning, where more 
detailed information concerning the direction in which to modify the behaviour is 
supplied. That is, in supervised learning an "error vector" is supplied to the agent 
which indicates both the distance that the behaviour is from the optimum, or target, 
behaviour and the direction to "move in" to get closer to that target. 
Examples of reinforcement learning are very common in the natural world. In 
psychology reinforcement learning is supposed to work at a more primitive and basic 
level than logic or "reasoning" and the behaviourists have argued that all behaviour, 
even the most sophisticated, is due to conditioning. With regard to a more synthetic 
environment, AI researchers have invented many artificial tests of reinforcement 
learning, including pole balancing and playing games such as Backgammon, Chess 
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and Go. In these artificial situations expert knowledge has often been incorporated 
into the design of the unsupervised learning mechanisms. For example, Tesauro's 
Backgammon program (Tesauro, 1992) was given a predefined set of "features" to 
use to judge the quality of a position. There is nothing inherently different about 
such hybrid approaches as the final stage of learning involves improving play or 
behaviour using nothing but the reward eventually obtained. 
Value estimation 
A key idea in reinforcement learning is that the worth of any given state or action is 
judged by the reward it eventually produces, (Sutton & Barto, 1998). In many cases 
it is not enough to select the state or action which maximises the immediate reward 
because states subsequent to this might well be sub-optimal. In other words, it may 
be worth accepting a lower immediate reward than possible at a given state in order 
to reap the benefit of higher rewards later. Thus the task of maximising the eventual 
reward is likely to be a global, i. e. involving all the possible future states, rather than 
a local search or the optimisation of the states immediately reachable from the 
current state. 
The estimation problem may well be global but the agent can only use local 
information such as the nature of the current and immediately accessible subsequent 
states. This leads to the idea of an "optimal value function" which gives the expected 
best reward each state produces in the long run. Knowledge of the optimal value 
function reduces the global search for a maximum reward to a local search. The 
reason is that, with knowledge of the optimal value function, at each stage the agent 
simply has to select the action or next state with highest value. That is, the optimal 
behaviour is simply "greedy" with respect to the optimal value function, i. e. the 
agent simply selects the state or action that produces the maximum value function at 
the next stage. 
Clearly complete knowledge of the optimal value function makes the reinforcement- 
learning task trivial but obtaining knowledge of this is far from trivial. As a result 
part of the theory of reinforcement learning is concerned with finding ways of 
efficiently estimating value functions. Alternative approaches such as estimating 
model parameters and direct policy methods can also be applied and these sidestep 
the problem of direct value function estimation. However any policy, no matter how 
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derived, can be used to infer a value function and this can be used as a value function 
estimate. 
Backgammon and temporal difference learning 
The most successful direct application of reinforcement learning theory to date is 
Tesauro's backgammon program, which used Temporal Difference (TD) learning to 
estimate the state value function for the game using a neural network (Tesauro, 
1992). TD is a value estimation method introduced by Sutton (Sutton, 1988) and its 
role in reinforcement learning is the main topic of this study. In the case of 
backgammon the sequence of board states x1, x2, x3... xf results in a final reward z, 
which is 1 for a win and 0 for a defeat, and the output of a suitably trained neural 
network is simply P(xt), the probability of winning from position xt. 
The training method employed, for the neural network, was to start from an initial 
configuration and to use the network to select moves for both sides. The move 
selection consisted of presenting the network with all possible legal moves and 
selecting the one that maximised its output. That is, the next move, x; is given by: 
i= arg max(P(xk, w)) 
kelegalmoves 
where P(Xk, W) is the output of the neural network with weight vector w when 
presented with the board state xk derivable from the current board state by a legal 
move. The same procedure is used for the opponent's move but in this case the 
output of the network is minimised. That is, the neural network was being used to 
predict the evaluation function for the game. 
The weights were adjusted using the TD(, %) method (see Chapter Two for a detailed 
explanation) employing the outputs from the network on the moves it selected, i. e. 
taking P as the error signal. As the network was being used to play itself, there was 
no input of information from a trainer, other than the win or lose signalled at the final 
move. Tesauro also states that only raw features were used as input and not features 
constructed to have a relevance to the game. 
In several tests based on particular phases of the game of backgammon, it was found 
that the TD algorithm lagged behind a traditional supervised learning method at 
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selecting the best moves using the same configuration of network. However, unlike 
the expert-trained network, its performance continued to increase as the number of 
hidden units was increased. It was suggested that the TD algorithm is not highly 
subject to overfitting the data because of the way that new training data is generated 
during self-play. 
A more surprising result is that, when pitted against an algorithm-based backgammon- 
playing program, the TD algorithm won more games than the expert-trained network. 
This seems to suggest that differences in performance at predicting the best move may 
have more to do with a similarity between the test data and the expert-trained 
network's training data. Tesauro goes on to state that the TD network is as good, or 
slightly better, than Neurogammon 1, the best backgammon program in the 1989 
Computer Olympiad. This is all the more surprising because Neurogammon 1 uses 
hand-crafted features and the TD network does not. 
A later paper (Tesauro, 1994), describes how adding the feature set used by 
Neurogammon 1 gave the newly named TD-Gammon the ability to greatly surpass 
Neurogammon 1. Indeed, with the new program installed as a move evaluator within 
a program that used a heuristic for "doubling" strategy, the resulting TD-Gammon 1 
played well enough to rival a strong human opponent. By adding a two-ply look 
ahead to the supervising program, TD-Gammon 2 improved still further and, by 
increasing the number of hidden units to 80, TD-Gammon 2.1 is reckoned to play at 
strong master level and is extremely close to equalling the world's best human 
players. The performance of the various versions of TD-Gammon is listed in Table 1. 
Table 1: Performance of TD-Gammon 
Training Games Hidden Units Results 
TD 1.0 300,000 80 Lost 13 points in 51 games 
TD 2.0 800,000 40 Lost 7 points in 38 games 
TD 2.1 1,500,000 80 Lost 1 point in 40 games 
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Although the performance of reinforcement learning has been good when applied to 
other games, nothing has matched the outstanding success of TD-Gammon. Games 
that have been tried include Go (Schraudolph, Dayan & Sejnowski, 1994) and Chess 
(Thrun, 1995 and Baxter, Tridgell & Weaver, 1998). See Chapter Three for more 
details. 
The problem that TD-Gammon presents is that it is a complex learning system and it 
is difficult to see which of its features, or which features of the game, were important 
to its success - neural network design, TD(? ), the particular game feature set, the 
random play training regime, the stochastic nature of the game and so on. 
Learning by co-evolution 
The ability to learn by playing a reinforcement learning system against itself, termed 
"co-evolution", is an opportunity that is unique to reinforcement learning. The lack 
of need for a supervisor or teacher means that a reinforcement learning system can be 
pitted against itself at various stages of its history. This sounds like a very good idea 
but in practice it has proved disappointing. To quote Pollack & Blair, 1997, 
"... self-playing learners usually develop eccentric and brittle strategies which allow 
them to draw each other, yet play poorly against humans and other programs. " 
It is as if the two systems agree not to test each other by playing more creative 
strategies. 
The best counter-example of this folklore is TD-Gammon but why the method works 
in this case is difficult to determine. There is evidence that the co-evolution learning 
of TD-Gammon is more likely to be due to the structure of the game rather than any 
of the details of the learning algorithm (Pollack & Blair, 1997). Clearly more work 
is needed to understand what makes co-evolution a successful learning method. 
The role of TD(2) in reinforcement learning 
Tesauro's (1994) results with TD(X) applied to backgammon and, to a lesser extent 
TD(k) applied to chess (Baxter et al, 1998) and Go (Schraudolph, Dayan & 
Sejnowski, 1994), indicate that it is an appropriate learning method to use when 
taking a reinforcement learning approach to games. However the question of why 
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Tesauro's backgammon program performs so well is still open. The question 
remains, "is TD(X) so good an estimation procedure that it makes a decisive 
difference to reinforcement learning as suggested by Tesauro's backgammon 
program", (Tesauro, 1994). To quote again from Sutton and Barto (1998): 
"If both TD and Monte Carlo methods converge asymptotically to the correct 
predictions, then a natural next question is "Which gets there first? " In other 
words which method learns faster? Which makes the more efficient use of 
limited data? At the current time this is an open question. ". 
The TD philosophy 
The philosophy associated with the TD(k) estimator essentially says that learning 
does not have to be based just on the rewards obtained but on any current estimates 
of the value of the states so far encountered (Sutton, 1988 and Sutton and 
Barto, 1998). The basis for this idea is simply that the current estimate of a state's 
value represents the expected reward given that the agent finds itself in this state. In 
this sense the current estimate of the value can act as a surrogate for the eventual 
"real" reward. Actions that result in the agent moving to states with a high estimated 
value are as good as actions that eventually result in a final "real" reward - as long as 
the estimates are good. The advantage of using the current value estimates as 
surrogates for the reward is that it allows learning to occur as actions are selected by 
the agent, rather than having to wait until the final reward is received. 
To quote from Sutton and Barto (1998): 
"The next most obvious advantage of TD methods over Monte Carlo method 
is that they are naturally implemented in an on-line, fully incremental 
fashion. With Monte Carlo methods one must wait until the end of an episode, 
because only then is the return known, whereas with TD methods one need 
wait only one time step. " 
Thus although TD(A) is a specific estimator of the value function it can also be 
regarded as just one possible application of the more general principle of temporal 
difference learning. It is derived from a consideration of the idea that existing 
estimates of the value of subsequent states should be used to update the estimate of 
the value of the current state. 
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The philosophy of temporal difference learning is more subtle than this simple 
explanation might suggest. The principle of temporal difference learning is based on 
the observation that the dynamics of a wide class of reinforcement models possess a 
special property. In any realisation of the model the expected value of the value 
function at the next step is constant as the agent moves from state to state and it is 
equal to the expected final reward. In other words, a large class of reinforcement 
learning models have the Martingale property, where the expected value of the 
quantity of interest at this step is the same as the expected value at the next step 
(Chung, 1974). A Martingale is the probabilistic process which best characterises a 
range of gambling situations that are judged "fair". For example, consider a situation 
where a gambler starts with £M and the game being played is fair with a 0.5 
probability of winning or losing £x. In this case the gambler's expected wealth at the 
next turn is [=0.5(M + x) + 0.5(M - x) ], that is, it remains at £M. This argument, by 
extension, also shows that the expected wealth after any number of games is also 
£M. 
The same reasoning applies to the value function during reinforcement learning. In 
this case the expected value at the next step is equal to the current value by its 
definition rather than by any imposition of fairness. The value function at a given 
state can be expressed as the expected value at the next state by the Bellman 
equations (see Chapter Four). 
In general terms the Bellman equations say: 
Value of state si= Expected value of the state that occurs immediately after. 
That is, the value function has the Martingale property because by definition it 
satisfies the Bellman equation. 
The principle of temporal difference learning takes this simple observation and finds 
ways of constructing estimates using it. For example, Sutton and Barto (1998) in 
their "Driving Home" example suggest, 
"Each day as you drive home from work, you try to predict how long it will 
take to get home... " 
There then follows a description of estimating the total time of the journey given the 
times to various points on the journey. In this case the intermediate points along the 
Chapter 1: Reinforcement Learning 17 
journey are the states and the times are the intermediate rewards. The expected total 
time to home from any point on the way is its value function. The example 
continues: 
"Is it necessary to wait until the final outcome is known before learning can 
begin? Suppose on another day you again estimate when leaving your office 
that it will take 30 minutes to drive home, but then you become stuck in a 
massive traffic jam. Twenty-five minutes after leaving the office you are still 
bumper-to-bumper on the highway. You now estimate that it will take another 
25 minutes to get home, for a total of 50 minutes. As you wait in traffic, you 
already know that you initial estimate of 30 minutes was too optimistic. Must 
you wait until you get home before increasing your estimate for the initial 
state? According to the Monte Carlo approach you must because you don't 
yet know the true return. 
According to a TD approach, on the other hand, you would learn 
immediately, shifting your initial estimate from 30 minutes toward 50. In fact, 
each estimate would be shifted toward the estimate that immediately follows 
it... Each error is proportional to the change over time of the prediction, that 
is to the temporal difference in prediction. " 
It is important, in this example, not to confuse the gain in the prediction accuracy for 
this realisation against any long-term gain in accuracy that the adjustment may 
produce. It is quite obvious that after sitting in a traffic jam for 25 minutes you 
should increase your estimate for this realisation to 50 minutes and this is a 
correction that is not only in the direction of the temporal difference but is most 
sensibly taken to be the whole of the temporal difference. This makes it seem 
obvious that temporal differences are a sensible method of correcting estimates but it 
says nothing about the accuracy of prediction on the next journey! Clearly if your 
new estimate to get home from the office is 50 minutes and there is no traffic jam 
next time you make the journey your estimate is worse, not better. It all hinges on the 
probability of the traffic jam. If this was a common event your improved estimate 
will be better in the long run, but if a traffic jam is a low probability your estimate is 
made worse by the correction. 
The real key to temporal difference estimation is not an appeal to the improvement in 
the estimate in the current realisation, but that the corrections are made often enough 
and with a frequency proportional to the probability that the event occurs to reflect 
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the long term behaviour of the system. That is, in the case of the time to get home 
estimator, the estimate is raised every time a traffic jam occurs and lowered every 
time a traffic jam does not occur in just the right proportion to allow the estimate to 
converge (in some sense) to the average time to drive home. So the example is 
correct and appropriate but only when the role of the probability of a traffic jam, or 
some other similar event, is clearly understood in making the estimate more accurate 
in the long run and not just in the single realisation. 
Early learning? 
There is another issue that reflects on the philosophy of TD learning. Namely that 
TD(? ) is repeatedly shown to be a better estimator early in the stages of data 
acquisition, (Sutton and Barto, 1998). In the case of the driving home estimator it is 
stated that the TD approach should be preferred because it allows learning to start 
sooner than a simple "wait until finished" approach. 
The Bellman equation can again be used to relate the state's value function to the 
next state's expected value function. This implies that estimates already obtained can 
be used to improve the current estimate, so speeding up the learning process by 
"bootstrapping". To quote Sutton and Barto (1998), 
"TD methods learn their estimates in part on the basis of other estimates. 
They learn a guess from a guess - they bootstrap " 
and 
"TD methods have usually been found to converge faster than constant a MC 
methods on stochastic tasks... " 
Indeed it is possible to show that TD(%) estimators do work better than alternative 
estimators for small sample sizes. The key result here being the Markov chain 
random walk experiment used by Sutton (1988), Sutton and Barto (1998), Singh and 
Dayan (1998) and many others to show that TD(), ) does indeed outperform 
alternative estimators. It is indisputable that TD(2. ) is a better estimator than simple 
Monte Carlo estimators for some models for small sample sizes, but this doesn't 
mean that the TD philosophy is the reason for this superiority. 
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It is clear from the Bellman equations that TD estimators could make use of existing 
information more efficiently than simple estimators. For example, if a state with an 
unknown value is "connected" to a set of states with value function estimates that are 
accurate then TD learning can be applied to estimate the unknown value without any 
need to use the final reward statistics and without needed to obtain complete 
realisations or the process. All that is needed is to start the system off from the state 
and observe the average reward at the first transition to another state and use this as 
the estimate of the state's value. However if the "connected" states values are 
different from the real values then this procedure fails. Of course a complete TD 
estimator would allow the value estimates at the "connected" states to be updated in 
the same way and hence everything converges to the true value function. 
It seems more reasonable that the TD philosophy is likely to create estimators that 
are at their worst for small samples, when the early estimates are likely to be further 
from their true values, than later in the procedure. What is more, on examination of 
various models and TD estimators, see later chapters, much of the small sample 
advantage occurs on the very first step of estimation when the initial estimates have 
no information about the expected rewards. Whatever it is that gives these estimators 
their first step advantage it is difficult to see how it can be Temporal Difference 
learning. 
Clearly the superiority of TD(k) in small samples deserves further investigation. 
Outline of thesis 
The purpose of this study is to evaluate the TD(2. ) estimator against an appropriate 
range of alternatives and find out what aspects of it are important to its functioning. 
The following brief outline is given to help the reader see how the argument 
develops. 
The detailed model used in studying reinforcement learning is presented in Chapter 
Two - the Markov Decision Process (MDP) along with the Bellman equations that 
govern its value function. The three standard approaches to value function estimation 
are then presented - Monte Carlo, Dynamic Programming and Temporal Difference 
method. The detailed form of the TD(k) estimator is introduced along with a 
discussion of some of the motivation for its construction. This is then specialised to 
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the case of no discounting and only terminal rewards. The eligibility trace 
formulation of the TD(A, ) estimator is also introduced. 
Following on from the brief histories of TD(k) and its connection to the wider 
reinforcement learning context, Chapter Three focuses specifically on the work done 
to explore and evaluate the TD(X) estimator and on how it has been used. 
By selecting a policy the problem of estimating the value function reduces to that of 
estimating functions of state of a Markov chain. In Chapter Four the classical 
analysis of absorbing Markov chains is presented along with, an analysis of functions 
of state which obey generalised Bellman conditions. The analysis provides tools that 
make computing some expected values much easier. 
Chapter Five presents an initial examination of the behaviour of the TD estimator as 
compared to the simple Monte Carlo Alpha (MCA) update rule. The reason for the 
divergence of the Accumulate or Every Visit Off-line form of TD(? ) for some values 
of a is explored and a modification that removes the divergence is suggested and 
explored. The various forms of the eligibility trace TD(? ) estimator are related to 
first, every and last visit estimators and the reasons for the divergence of Replacing 
Traces and Accumulate traces is investigated. 
Following the preliminary investigation of the way in which recurrent states are used 
in estimation, Chapter Six looks in detail at the first and every visit forms of the 
MCA estimator and their performance. 
In Chapter Seven the focus shifts from the effects of different ways of using 
recurrent states to the central question of why TD(%) delivers a better small sample 
performance than the MCA estimator. An approximation to the TD(%) estimator, 
WR(? ) is derived and explored in the context of the standard 19-state Simple 
Random Walk (SRW) Model and a First Visit estimator. As WR(X) contains no 
temporal difference components its behaviour illuminates why TD(A, ) is better in 
small samples. 
Chapter Eight extends the exploration of the TD(? ) and WR(%) first visit estimators 
to additional models designed to reveal any differences between the two that might 
be due to temporal difference principles. 
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Chapter Nine then extends the exploration of the TD(k) and WR(X) estimators to 
Accumulating and Replacing traces forms using the models described in the two 
preceding chapters. and the potential for using WR(X) as an estimator in its own 
right, rather than just as an approximation to TD(k) is considered in Chapter Ten 
Chapter Eleven considers whether or not the moderate parameter-sensitive gains in 
RMS error TD(X) offers really make any difference to reinforcement learning tasks. 
The "concordance" coefficient is introduced and used to determine if TD(? ) or 
WR(%) offer any substantial advantages over alternative estimators when the 
estimated value functions are used to derive new policies. The performance of value 
functions estimated using TD(X) and MCA are then compared under conditions of 
different exploration/exploitation. 
The final chapter gathers together the results and conclusions of the entire thesis and 
puts them in context. It discusses the relevance of temporal difference learning as a 
philosophy and the importance of estimators like TD(? ) or WR(%). 
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Chapter Two 
Markov Decision Processes and Estimation 
After the general and non-mathematical consideration of reinforcement learning and 
temporal difference methods in Chapter One, this chapter sets out to make precise 
the ideas by introducing the most common mathematical model of reinforcement 
learning, a Markov Decision Process (MDP). This leads on to the Bellman equation 
of dynamic programming which the value function satisfies. The chapter then moves 
on to consider the three methods in common use for estimating the value function - 
Monte Carlo, Dynamic Programming and Temporal Difference. The detailed form of 
the TD(A) estimator is introduced, along with a discussion of some of the motivation 
for its construction. The most general form of TD(B) is very complicated and to see 
how it works a simpler form, which results when there is no discounting and only 
terminal rewards, is introduced. Finally an alternative formulation based on 
eligibility traces, which is much more suitable for implementation, is described. 
MDPs - Markov Decision Processes 
The most common probability model applied to reinforcement learning is the 
Markov Decision Process - MDP (Sutton & Barto, 1998; Sutton, 1997). 
An MDP consists of: 
"a set of states, S 
"a set of actions, A 
"a reward function R: S xAx S' -- R where S' represents the set of states 
subsequent to s. 
"a state transition function T: SxA -- II(S) where II(S) is a probability 
distribution over S 
For the most general model the reward function is assumed to depend on the current 
state s, the action a selected by the policy and the subsequent state, s'. That is, the 
reward is a function R(s, a, s'). By including a in the reward function, we can also 
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model the fact that actions might have different costs and so the reward might 
depend on how the state s' was reached. 
The state transition function, T(s, a) gives a probability distribution which in turn give 
the probability of each state s' being the result of s, a, i. e. II(s') is the probability of 
s' being the next state after action a in state s. For simplicity it is usual to write the 
function T as T(s, a, s') which gives the probability of state s' following action a in 
state s. The model is Markovian, and hence an MDP, if T(s, a, s') is independent of 
any previous states or actions other than the current state and action, (Bellman, 1957; 
Bertsekas, 1987; Howard, 1960; Puterman, 1994). 
We can associate a policy 7t with the model which deterministically selects actions at 
each stage of the development. If it is a function only of s, i. e. if it is a deterministic 
Markovian policy, then it induces a Markov process on the MDP. That is, if the 
policy is followed the MDP makes state transitions given by T(s, ic(s), s') which is 
clearly just a function of s and s' and can be written T"(s, s') and 
T" (SAS') = T(s, 7L(s), s') 
Similarly if it(s, a) is a Markovian stochastic policy, i. e. the probability of choosing 
action a depends only on state s, then the state transition probabilities are given by 
(s, s') _ n(s, a)T(s, a, s') 
a 
For a discussion of the generality of Markovian models, see Sutton & Barto, 1998. 
The value of a state and an action 
A key idea in reinforcement learning is the optimal value of a state. If a policy 7t is 
followed subsequent to state s being reached then the value of the state W(s) can be 
defined as the expected reward under the policy. In most cases the expected 
discounted reward is used to define the value of a state: 
co 
Va(s) = E[ZY`rc] 
c=o 
The expected value operator clearly depends on the policy being followed. 
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The justification for using a discounted reward is that it values a reward received 
now more than one of equal magnitude received some time in the future. But it also 
neatly solves the problem of computing the total reward in models that terminate and 
in models that do not terminate in the same way. That is, we don't care if the task 
terminates or continues indefinitely - the discounted reward can be computed in the 
same way. In the case of a terminal state st encountered at time t it is clear that V(s) 
is zero as no further rewards are received and rt+k, k>O, is zero. Setting y to 1 
produces an undiscounted total reward so there is no restriction entailed in working 
with the discounted reward as a theoretical device to define the value function. 
If the policy is known to be an optimal policy n* then the optimal value, V*(s) is the 
value of the state following the optimal policy. That is: 
V. (s) = max E[E y`r, ] 
19 t=o 
and V` can be used to define 7t* as that policy which maximises V"(s). 
If the optimal value function is known then the optimal policy can be derived from it 
by simply selecting the action which gives the largest expected value of V*at the next 
state. That is, the optimal policy is "greedy" with respect to the optimal value 
function. 
In the same way as a state can be assigned a value, so can an action in a given state. 
The value of an action Q(s, a) is the expected discounted reward obtained by taking 
action a in state s and then following policy it thereafter. Notice that the action a may 
not be the one specified by the policy when in state s. This can be thought of as 
forcing the action onto the policy and then discovering the expected reward. 
Q"(S, a)=E[ 7trr Iso =s, ao =a] 79 
t-o 
In the same way Q*(s, a) can be defined to be the optimal value of the action under 
the optimal policy 7r .. 
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As before, action a may not be the action selected by the optimal policy and thus the 
overall policy followed may not be optimal. It is only optimal after the selection of a 
in s. By definition: 
(s, a) = maxQR(s, a) 
n 
That is, the optimal value of an action is its largest value under any policy selected 
after taking action a. 
If the optimum action value function is known then it is clear that the optimum state 
value function can be obtained from it using: 
V(s)= max Q' (s, a) 
a 
A range of methods is available that enable an initial policy to be improved using an 
estimate of its value function to compute the optimal policy and optimal value 
function. These include Q learning (Watkins, 1989; Watkins & Dayan, 1992), Policy 
Iteration (Bellman, 1957), and Value Iteration (Puterman & Shin, 1978). 
Value functions for MDPs - the Bellman equations 
The state and action value functions can be expressed in terms of the parameters of 
an MDP and in these forms alternative methods of estimation and iterative solution 
become possible. Essentially the probability structure of the MDP allows us to 
evaluate the expectation operators in terms of the transition and reward functions. 
That is, for an MDP the value of a state using the recursive form is: 
V" (s) = E[Rt Ist = s] 
19 
=1 = E[ Ykrt+k+tjst sJ 
k=0 
co 
= 
_"7k 
E[rt+k+lIst = Sl 
k=0 
00 
= E[r, +lIst = s]+Zyk 
E[rº+k+lIsI = s] 
79 k=1 
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The first term is just the expected reward at the next step and this can be computed 
using the one-step transition probabilities: 
E[r, 
+, 
Is, = s] = 1: r<(s, a)j]T(s, a, s')R(s, a, s') 
a S. 
where nc(s, a) is the probability of selecting action a while in state s, T(s, a, s' ) is the 
state transition probability function and R(s, a, s' ) is the reward function. 
The second term is a little more difficult to evaluate but by simple change of the 
lower summation limit we obtain: 
Go Go 
., 
7k rt+k+llst = S] = YýYkEnlrt+k+2lst = Sl 
k=1 k=0 
= YER [Rt+Ilst = s] 
The expectation of the reward at time t+l given the state at time t can also be 
evaluated using the one-step transition probabilities: 
E[r1+1 Is, = s] =Z 7c(s, a)Z T(s, a, s' )E[R, +i I sº+1=s') 79 6. 
but by definition: 
E{R, 
+, 
Ist+, = s'} = V' (s') Putting both terms back together gives: 
V" (s) =f n(s, a)ET(s, a, s' )R(s, a, s') + yI]7t(s, a)I: T(s, a, s')V"(s' )] 
8 5.8 
_ Zn(s, a)j] T(s, a, s')[R(s, a, s')+yV' (s')] 
a S. 
The sums are taken over all actions permissible in state s at time t and over all 
possible successor states s' at time t+1. This equation is also 'intuitively reasonable 
for a "value" function. It says that the value of a state is the expected reward received 
in moving to the next state plus the expected value of the successor state discounted 
by y. 
This system of equations relating Vu(s) to the values of V"(s') on the successor states 
is called the Bellman equation and it is the fundamental equation of Dynamic 
Programming, (Bellman, 1957). 
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Estimating the value function 
Many methods of finding the optimum policy involve the use of an estimate of the 
value function corresponding to a current policy. Clearly the Bellman equations can 
be solved either recursively or exactly to give V. In a sense this is a complete 
solution to the problem of finding the value function but only if the parameters of the 
MDP are known exactly. In practice we have to use statistical techniques to estimate 
V". 
Sutton and Barto (Sutton & Barto, 1998) propose three distinct methods of obtaining 
approximations to V": 
" Monte Carlo methods 
" Dynamic Programming 
" Temporal Difference methods 
There is a sense in which TD methods are also Dynamic Programming methods but 
it is customary to distinguish them. 
Monte Carlo methods 
Monte Carlo methods correspond to classical statistical estimation of V"(s) or Q(s, a) 
as data is accumulated by observing examples of the behaviour. In this case V"(s) is 
estimated as the average return obtained over many samples or realisations of the 
behaviour. Similarly Q"(s, a) is estimated as the average return obtained as the result 
of taking action a in state s. 
The estimation procedure is to allow the system to run or to simulate the system and 
record the states visited and the rewards received. After each trial or realisation we 
can form a new estimate of the value of each state visited in the realisation. The 
estimate of V(s) is updated using the discounted reward actually obtained when the 
sequence terminates at time r(t) , after t realisations i. e.: 
Rt = r, +yr2 +y2r3 +... +y`(`)-'r (() 
and then forming the new sample average: 
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R. 
Vt (s, ) =K fit) J=1 
.1 
where K1(t) is the number of times the state s; has been visited in the t realisations. 
The calculation of the sample mean can be re-written as in iterative update involving 
the old estimate of the mean and the new data: 
Vt (S) = 
V, (s1)(Ki (t) -1) + R, 
Ki(t) 
or 
)+Rt 
K! t` 
Vt(s) =Vt-l(si)(l 
Ki(t) 
Writing at =1 gives the update rule in the form Ki(t) 
Vt (s) = V, -l(s)(1-a, 
)+R, at 
This is also the form of the Robbins Munro or Stochastic Iterative algorithm for 
estimating the mean (Bertsekas & Tsitsiklis, 1996). In this case the iteration is: 
Vº(s, ) = VV-1(s1)(1-(x t)+R, at 
where at is not now no longer taken to be 
1 but is a general function oft. 
Ki (t) 
The iteration can be shown (Bertsekas & Tsitsiklis, 1996) to converge to the 
expected value of R if: 
m 00 1imat =0 a, =oo and 1a< <oo 
t-, c=t c=i 
These are all reasonable conditions. The first states that a gets smaller as the amount 
of data increases, so reducing the variance of the estimator; the second makes sure 
that a has enough variation for the estimate to allow whatever initial bias there may 
be in VO to be removed in a finite number of samples; and the final condition states 
that this variation isn't too great to allow the estimate to settle down. Clearly all three 
conditions are satisfied by the harmonic series 1/N and hence the sample mean 
converges to the population mean. 
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In many applications the update rule is written: 
V, (s) = VV_1(s; )(1-a)+Ra 
where the dependence of a on the estimation step is taken for granted. This is 
sometimes referred to as the "alpha update rule" or the Monte Carlo Alpha (MCA) 
estimator and a is referred to as the "step size". In many cases the step size is set 
heuristically to allow the estimator to track a changing population parameter. 
The alpha update rule can also be written: 
VV (s; ) = V, _1(s; 
)(1-a)+R, a 
= Vt-1(s) -a(VV-1(s) -R1) 
=Vt-i(s) -aAt 
where A, is the "error" between the current estimate and the observed value. 
This form of the estimator makes it less clear that the estimator is derived from a 
generalisation of the standard sample average. It makes it look more like a gradient 
descent error minimisation process where the current estimate is adjusted in the 
direction that minimises the error on the current sample. 
So now all we have to do is observe the process, record the rewards, compute the 
discounted reward and use the alpha update rule to obtain the new estimate of the 
value function. There is also a small complication caused by the possibility of more 
than one visit to state s before the process terminates. One approach is to ignore 
additional visits and compute an estimate based only on a first visit. Another 
approach is to treat each occurrence of the state as if it was the start of a new 
realisation and compute an every visit update. The issue of how to deal with First and 
Every Visit estimation is considered in detail in Chapters Six and Seven. 
The alpha update rule has been extensively analysed (Wetherill, 1975), (Bertsekas & 
Tsitsiklis, 1996). As well as general convergence theorems it is possible to derive 
analytic expressions for the variance and bias of the alpha update rule, see Chapter 
Seven and Singh and Dayan (1998). 
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Dynamic Programming - Certainty Equivalence methods 
An alternative Monte Carlo/Dynamic Programming approach in the case of an MDP 
is to estimate the parameters of the MDP model and then solve the Bellman 
equations for V(s) or Q(s, a). If a fixed policy 7t is being followed on an MDP then 
the transitions between states become a Markov process with fixed transition 
probabilities - the induced Markov process. The basic approach of the certainty 
equivalent estimator (Sutton & Barto, 1998) can be summarised as, "estimate the 
parameters of the model from the data and then solve the model for the quantities of 
interest as if the estimates where the population values". In the case of an MDP this 
reduces to "estimate the transition probabilities in the induced Markov chain that 
results from following policy ;r and then use the Bellman equations to find the value 
function". Of course if the transition probabilities are accurate the value function 
derived from them will also be exact. As the sample size increases the estimated 
parameters converge to the population parameters and the solution to the estimated 
model becomes the solution to the true model. 
If we are simply interested in estimating the value function then we have to solve the 
Bellman equations using estimated quantities: 
V"(s) = Zn(s, a)lT(s, a, s')[R(s, a, s')+yV(s')] 
a s. 
These can be simplified by combining the effect of n(s, a) and T(s, a, s') into a single 
function P(s, s') which gives the probability of transition from state s to state s', 
i. e. P(s, s') is the Markov transition matrix induced on the MDP by following the 
policy 7t. By definition P(s, s') = Zit(s, a)2: T(s, a, s') . 
a s. 
Changing the order of summation in the Bellman equations gives: 
W(s) = 2]7t(s, a)ZT(s, a, s')[R(s, a, s') + yV (s')] 
S 
= 
jZn(s, 
a)T(s, a, s')[R(s, a, s')+yV' (s')] 
S, a 
_ 2: 2: n(s, a)T(s, a, s')R(s, a, s')+Zjn(s, a)T(s, a, s')yV"(s') 
it, a 8' e 
_ ZZn(s, a)T(s, a, s')R(s, a, s')+yEP(s, s')V7c (s') 8.8 3, 
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The first term: 
EZir(s, a)T(s, a, s')R(s, a, s') = R(s) 
S, a 
is clearly the expected value of the reward obtained in state s while following policy 
n. Putting all this together gives a much simpler form for the Bellman equations: 
V"(s) = R(s)+7 P(s, s')V"(s') 
S, 
It is clear that R(s) can be estimated simply by recording the average immediate 
reward received by each state s and P(s, s') can be estimated by recording the number 
of times the transition s to s' occurs. 
When these estimates are available the simplified Bellman equation can be solved by 
any of a number of methods but most generally by the iteration: 
Vk+l(s) = R(S)+Y N Efss'Vk(S') 
where R(s) is the sample estimate of the immediate reward for state s; fss' is the 
number of times the transition s to s' occurred; and N is the total number of 
transitions in the realisation. The iteration is performed until the estimates converge 
to the required degree of accuracy. 
It is easy to see that CE estimator is the Maximum Likelihood (ML) estimator. It is 
the ML estimator because if L(O), the likelihood function is maximised at ©, n and ý is 
a function of 0, i. e. 4=f(8), then L(4) is maximised by 4m f(©m ). Thus the Maximum 
Likelihood estimator of a function of a model parameter is the same function of the 
maximum likelihood estimator of the model parameter, i. e. the CE estimator. 
Of course being the ML estimator doesn't guarantee optimal properties in any small 
sample, only the asymptotic unbiasedness and efficiency are guaranteed (Cox & 
Hinkley, 1974). In addition there is the problem of computing the CE estimator. If 
there are n(S) states the CE estimator needs at least 2n(s) estimates and this rules it 
out as a practical proposition. 
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Temporal Difference methods 
Temporal Difference (TD) methods can be understood as a modification to Monte 
Carlo methods or to Dynamic Programming methods. They make use of predictions 
at time t+l, t+2 and so on to update the prediction at time t. Monte Carlo methods 
wait until time T, the termination of the sequence, before updating the estimate made 
at time t and Dynamic Programming makes use of data from all terminal states and 
complete knowledge of the transition probabilities before updating. 
TD(A, ) in its most general form is a complicated estimator and there are many 
different ways of looking at it, explaining it, and justifying it. It can even be written 
in different ways so as to emphasise these different aspects. The following account 
starts from the most general form of the TD estimator and works towards a simpler, 
more specialised form, that in fact proves to be sufficient for the situations 
considered in later chapters. 
The standard form of TD(, %) 
As described earlier in the Monte Carlo method the estimate of V(s) is updated using 
the rewards actually obtained when the sequence terminates at time T= , t(t) , i. e., 
supposing that state s; occurs at position m in realisation t: 
Rm = rm+l +Yrm+2 +72rm+3 +"""+ yt(t)_lrT 
(suppressing for the moment the obvious dependencies on t) and the updated 
estimate is: 
Vt+1(si) = Vt(Si)(1-a)+aRm 
where 0<a<1. 
Rewriting the Monte Carlo estimate as: 
Vt+l (Si) = Vt (S) + a[R m- V1(si )] 
= Vt(si)+aA, (t) 
reveals the fact that the update to V(s) can be viewed as proportional to the 
difference between the predicted value of the state Vk(st) and the discounted reward 
actually obtained, i. e. the value of Rm. 
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That is, it is the difference between prediction at time m when the state s; occurs in 
the realisation and the reality at time T= T(t) when all the rewards are known, i. e. a 
temporal difference. This suggests extending the use of differences between 
prediction and "reality" to times other than ti(t) . Of course the only "reality" 
available to us at time m, with m<T(t) , is the set of rewards obtained so far and the 
estimate of the value of the state that we have reached, i. e. V, (sm) where sm is the 
state that occurs at position m in the realisation. 
The general TD method (Sutton & Barto, 1998) uses, in place of the final reward at 
time T(t) : 
ao n-I 
Rm =(1-X)E%, 
n-I[ýYJ-Ipm+j+Yn 
Vt(Sm+n)] 
n=1 j=I 
where sm+n is the state that occurs at m+n in the realisation and rm+, is the reward 
obtained at m+j. 
The inner bracket is called the "corrected n-step truncated return" or just the "n-step 
return": 
n -1 
Rmn) _ 
Eyj-1rm+j +YnVt(Sm+n) 
j=I 
This is just the discounted return calculated using Vt(s) as an estimate of the returns 
when real rewards have not yet occurred, i. e. at more than or equal to n time periods 
in the future. 
That is, the rewards for state s at time m+l, m+2, .. to m+n-1 are assumed known but 
Vt(Sm+n) is used as an estimate of the total reward thereafter. This is very reasonable 
as Vt(sm+n) is supposed to be an estimate of exactly this - the expected total reward 
starting from state sm+n. Clearly how useful it is to substitute an existing estimate in 
place of the actual returns depends on how accurate and stable the estimate of 
Vt(Sm+n) is. 
For example, for n=1 we have: 
R(m, = rm+l +YVt (sm+) 
i. e. the actual reward at time m+1 and the estimate of the expected reward thereafter. 
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For n=2 
Rm) = rm+l +Yrm+2 +Y2Vt(Sm+2) and so on. 
Any of the R(") can in principle be used in place of Rt in the Monte Carlo estimator. As 
the expected value of y Vt(s, n+) is simply the rest of the discounted reward series it is 
clear that the expected value of R,, ') is also the expected reward in states s, i. e. V(s; ), 
which in turn is just the expected value of the discounted reward. 
To be precise we have: 
V(Sm+n) = E[R] 
The question is which of the R,,, (°) should be used in an update rule for the current 
estimate of V(s; )? The quality of any such modified estimator would depend on the 
value of n chosen and the quality of the Vt(sm+n) as estimators of the expected 
reward. 
Rather than select a particular value of n, the value R"m used in the TD(X) method, is 
a weighted average of all of the n-step returns (Sutton & Barto, 1998): 
co 
n=1 
Clearly this quantity, being a weighted average of the R", (), has the same expectation 
value as they do, i. e. the discounted reward, and so is suitable as a choice for the 
update rule for V(s; ). 
The TD(? ) estimator is thus: 
VV+1(s; ) = VV(s1)(1-(x)+aR; ' 
As ?. varies from 0 to 1 the weight put on R(") in the computation of R% varies. 
When X is small values of n close to 1 are weighted more strongly and as, % increases 
the weight is more evenly distributed across values of n. 
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Temporal difference form of TD(A, ) 
The TD(A, ) estimate can be written as a difference between the prediction and the 
"true" value: 
V, 
+, 
(s; ) = V, (s1)(1-a)+aRX 
= Vt(s) +a[Rm -Vt(s1)] 
= VV(s) +at'` 
In this form there is no clue as to why the method is called "temporal difference" 
because it appears to be just an average of estimates of reward at times m+l, m+2 
and so on. The name arises from an alternative view of the same estimate. The 
general TD(A) method can be re-written, using simple algebra, to display that it is a 
temporal difference method; see Appendix 1, The Difference Form of TD(%). 
When expressed in this form the learning increment can be divided into two distinct 
parts: 
eg =oý+oý 
The first part of this expression: 
Co n-1 
n=1 j=I 
is simply a weighted average of the discounted actual rewards at each step and is not 
of any great interest in terms of temporal difference learning. 
The second term is: 
o_ ßn-1[Wt(Sm+n)-Vt(Sm+n-1)J 
n-I 
w 
=E pnvyvt(sm+n) 
n-0 
where: 
V' Vt (S 
m+n) = 7Vt 
(Sm+n+l) - Vt (S m+n 
is the discounted first difference operator and ß=? y 
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It is now clear that the new estimate of the value of a state can be formed using just 
the difference in estimates at each step and is indeed a "temporal difference" 
estimate. 
A simple form of TD(?, ) 
A simpler and very common situation - no discounting and only terminal rewards - 
provides a clearer expression of the interaction between existing estimates of V(s) 
and actual data, i. e. the terminal reward in the TD(X) estimate. 
If no discounting is used the discounted difference operator reverts to the standard 
difference operator and if the only reward is the terminal reward RT received at time 
T-1 (i. e. on transition to the terminal state) then the first part of the TD increment, i. e. 
that depending on the received rewards becomes: 
co n-1 
n=1 j=1 
%T-m-1 -RT 
Because y=1, and V(srr, +,, )=0 for m+n_T, the second term becomes: 
0, 
OV [VtVt(S. 
+n-, 
)] 
n=1 
T-t 
= 
EÄ'n-I1Vt(Sm+n)-Vt(Sm+n-1)] 
n=I 
If the two terms are now put together again: 
Ax =A'+0ý 
T-m 
= 
1: V-1 [V (Sm+n)-V1(sm+n-I)]+XT m-IRT 
n=I 
T-m-1 
= A. " -I [Vl (Sm+n)- Vt (s 
m+n-1)] 
+ xT m-I RT - 
%1T-m-I Vt (sm+n-i 
n=1 
T-m-I 
I: V-I [Vt 
(S m+n)- 
V1 (S 
m+n-l)]+ 
xT-m-IL[RT 
- 
Vt 
(S m+n-1)] 
n=1 
L 
the last term in this sum looks just like rest of the series, i. e. it is a weighted 
difference but in this case a difference between RT, the actual reward received, and its 
estimate. All of the other terms in the series are differences between estimates of the 
future reward. 
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By writing RT=Vt(sT) we can make the series look even more uniform: 
T-m-1 
Vt (Sm+n-1)] + %'T-m-1 [RT - 
Vt (St+m-I 
n=I 
T-m 
1 V-1 
L[Vt 
(Sm+n) 
- 
Vt (Sm+n-1)] 
n=I 
This clearly demonstrates that the TD philosophy is to always correct the current 
estimate by an increment proportional to the weighted sum of the difference between 
the current estimates separated by one time interval. This is the original form of 
TD(, %) introduced by Sutton (Sutton, 1988). 
It also serves to demonstrate more clearly what happens in the limit when X =O or 
?, =1. In the case that %=0 we have for TD(O): 
T-m 
0ý 
- 
an-I [Vt Vt 
n=I 
= Vt(sm+l) - 
Vt(Sm) 
and the increment is just the difference between the value estimates of the states at m 
and m+l in the realisation. 
If %=I then we have for TD(1): 
T-m 
Qx _ 
IIXn-l[Vt(Sm+n)-Vt(Sm+n-l)] 
n=I 
L 
T-m 
=E [Vt (Sm+n) - 
Vt (Sm+n-1)] 
n=1 
= Vt(ST) -Vt(Sm) 
and the increment is just the difference between the actual reward and the current 
estimate of the state's value, i. e. the standard alpha update Monte Carlo estimate, or 
Monte Carlo Alpha (MCA). 
Eligibility traces form of TD(X) 
An alternative way of computing the TD estimator also leads on to alternative forms 
of the estimator. Eligibility traces (Sutton & ßarto, 1998) allow TD to be computed 
using local storage associated with each of the states. 
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The eligibility trace for a (non-discounted process) for state s step m in a realisation 
is given by: 
1ke; (m-1)+l if i=s. 
e; (m) _ ke; (m-1)ifiism 
Initially eligibility traces are set to zero and at each step the trace decays by a factor 
X. In addition each time a state is visited the eligibility trace is increased by 1. This 
type of eligibility trace is called an Accumulating trace because it accumulates on 
each visit to the state, see Figure 1. 
accumulating eligibility trace 
IIIII 
times of visit to a state 
Figure 1: Accumulating eligibility traces 
The terminology derives from the idea that the eligibility trace measures the state's 
eligibility for undergoing a learning change should a reinforcing event occur. In the 
case of the simplified TD(2, ) the eligibility traces are used to form i used to update 
state i: 
T-1 
[Vt (s, 
+I) - 
VV (s, )]ei (n) + [RT - 
Vt (ST)]ei (T) 
n=1 
This is exactly equivalent to TD(? ) with every visit to state i in a realisation being 
treated as if it came from an independent realisation, i. e. it is an every visit form of 
TD(? ). That is, Accumulating traces TD(X) is a way of implementing Every Visit 
TD(k). 
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The eligibility trace formulation naturally leads on to alternative forms of TD(A) 
simply by modifying the way traces are computed. For example, replacing trace 
TD(, %), Singh & Sutton (1996) use the following update rule: 
ej (m) = 
llfl=Sm 
lXe(m-1) if i#s. 
This resets the trace to 1 when the state has been visited. 
Replacing trace TD(? ) is a form of Last visit TD(? ) and is discussed further in 
Chapter Six. 
Finally there is the First TD(? ), introduced by Singh and Dayan (1998), where the 
eligibility trace is updated using: 
1 if i= sm and this is a first visit 
e; (m) _ kei (m -1) otherwise 
First TD(? ) is a form of First visit TD(k) and is discussed further in Chapter Six. 
accumulating eligibility trace 
Replace eligibility trace 
First eligibility trace 
liii II I times of visit to a state 
Figure 2: The three types of eligibility trace 
The key point about the eligibility trace approach to TD(X) is that it provides a 
simple algorithm for computing the estimate. The three methods differ only in the 
way that they treat states that recur within a realisation. Indeed, in the case of a non- 
recurrent MDP the three methods produce the same result. 
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Function approximation 
Any of the estimation methods can be used with function approximation (Sutton & 
Barto, 1998) to simplify the value function. In this case a particular form for the 
value function is assumed and standard statistical methods are used to fit the function 
to the current estimate. In practice the estimation of the value function is combined 
with the functional approximation. For example, the data obtained from sampling the 
model can be used to train a neural network or be used in direct gradient 
minimisation of the mean-square error of the approximating function. A particularly 
important case is the linear approximation. In this case each state is "coded" by a 
vector of features 4, and the value function is computed using: V(s) = 0T4 . where 
0 
is a vector of parameters adjusted to make V(s) close to the estimated value function. 
(Sutton & Barto, 1998) 
Clearly functional approximation restricts the form that an estimate can take and for 
this study a table-based estimator, i. e. a separate estimate of value for each state, is 
used so that the effect of using a particular estimator isn't confounded by the 
structure of the assumed function. This is equivalent to using a neural network with 
sufficient nodes to store the values in the table or any functional approximation with 
sufficient "degrees of freedom" to reproduce the estimated value function exactly. 
For example, if a linear approximation is used with the components of 4s all zero 
apart from the s`h component, which is set to one, then the vector 0 is simply a table 
of V(s) estimates. 
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Conclusion 
The Markov Decision Process - MDP is a useful model for many reinforcement- 
learning situations. In this case the value function satisfies the Bellman equations. 
When a policy is adopted the MDP can be treated as a Markov chain and realisations 
can be generated. 
There are three broad approaches to constructing suitable estimators of the value 
function: 
" The Monte Carlo estimator is essentially the sample mean cast into an 
iterative form - the alpha update rule. This can be viewed either as a 
generalisation of the sample mean, a stochastic iterative estimate related to 
the Robbins Munro estimator or a gradient descent error minimisation 
procedure. 
" The Certainty Equivalence (CE) estimator is based on solving the model 
equations using sample estimates of the model parameters - the transition 
probabilities and rewards. This is also the maximum likelihood estimator of 
the value function assuming that the underlying model is an MDP. The CE 
estimator is generally considered to be so computationally expensive as not 
be a practical proposition. 
9 The Temporal Difference (TD) estimator is in its most general form a 
complex looking estimator based on the idea of using the current estimates of 
the value function as "surrogates" for the eventual reward. The form of the 
estimator is simpler in the absence of discounting and intermediate rewards 
and this is the form that is most commonly used and analysed. The eligibility 
trace form of TD is particularly easy to calculate and its three variations 
correspond to different approaches to the use of recurrent states. 
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Chapter Three 
A Brief History of TD Estimation 
A brief overview of the history of Temporal Difference estimators and their 
evaluation, exploration and use is presented. Some key results relating to the 
hypothesis of this thesis are described. 
Surveys 
There are a number of useful surveys of the area of reinforcement learning and 
although none deals exclusively with TD they include much about it. The surveys by 
Keerthi and Ravindran (1995), Kaelbling, Littman and Moore (1996 ), Dayan (2001), 
Dayan and Watkins (2001) and Wyatt(2002) provide a good starting point for the 
exploration of the wider reinforcement learning literature. 
The book Reinforcement Learning: An Introduction by Sutton and Barto (1998) not 
only covers general reinforcement learning but does so with an emphasis on TD 
methods and a number of new results and demonstrations are presented. It provides 
an introductory account of reinforcement learning topics that had previously been 
scattered in the literature. The review by Rao (2000) gives some idea of how 
important an event its publication was: 
"Given its broad and in-depth coverage of all the important issues in 
reinforcement learning, this book appears destined to become the standard 
text in the field in the years to come. " 
Neuro-Dynamic Programming by Bertsekas and Tsitsiklis (1996) also contains a full 
discussion of TD methods but from the perspective of engineering and operations 
research. 
The development of temporal difference and TD(B) 
This history of temporal difference learning is a long one and it took some time for a 
fully formed theory to emerge. Ideas relating to the need for consistency among 
value predictions can be traced back to the work of Holland (1975,1976), studies of 
animal learning Klopf (1972) and game playing (Samuel, 1959). The TD(X) 
estimator in the form described in Chapter Two was introduced by Sutton (1988) 
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along with a proof of convergence for the TD(O) case. Sutton's 1988 paper, 
"Learning to predict by the methods of temporal differences", also introduced the 
term "Temporal Difference learning" and a much used Simple Random Walk (SRW) 
example which demonstrated that TD(? ) could outperform a simple Monte Carlo 
alpha (MCA) rule. The idea of n-step returns and the X return was introduced by 
Watkins (1989), who also discussed their error reduction properties. 
Eligibility traces have their origin in the work of Klopf (1972) who hypothesised that 
under certain conditions a neuron's synapses would become "eligible" for 
subsequent modification should reinforcement arrive at the neuron. This biological 
principle was extended by Sutton (1978a, 1978b, 1978c) and by Barto and Sutton 
(1981a, 1981b), Sutton and Barto (1981), Barto, Sutton and Anderson (1983). 
Eligibility traces as a way of computing TD(2) were introduced by Sutton (1984) in 
his PhD thesis, "Learning to predict by the methods of temporal differences", in the 
form of Accumulating traces TD, which is exactly equivalent to an Every visit 
TD(X). Replacing traces TD was introduced by Singh and Sutton (1996) 
"Reinforcement learning with eligibility traces", along with a discussion of the 
relationship of Accumulate and Replace TD to each other and to Every and First visit 
Monte Carlo estimators. First TD was introduced in the paper "Analytical Mean 
Squared Error Curves for Temporal Difference Learning" by Singh and Dayan 
(1998) as a generalisation of Replace TD. 
There have also been many efforts to improve the use or simplify the form of the 
TD(X) estimator. For example, Boyan (1999) extends the work of Bradtke and Barto 
(1996) to product a least squares form of TD which has no adjustable parameters. 
Dayan (1993) showed how the successor representation could be learned using 
TD(A) to improve its generalisation. Cichosz and Mulawka (1995) introduced a 
truncation procedure, based on an idea by Watkins (1989) to speed up the 
computation of TD(, %). 
Precup, Sutton and Dasgupta (2001) have proposed a new algorithm based on TD(%) 
which makes it possible to implement off-policy TD learning, so overcoming one of 
the biggest problems in utilising the TD estimator in procedures such as Q learning 
Watkins (1989). 
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Convergence and bounds 
Sutton (1988) proved that TD(O) converged in the mean to the true value function. 
Barnard (1993) illuminated the way that TD(O) worked by deriving it as a 
combination of one step of an incremental method for learning a model of the 
Markov chain and one step of a method for computing predictions from the model. A 
general proof that TD(? ) converged in the mean was provided by Dayan (1992). 
Peng (1993), Dayan and Sejnowski (1994) and Tsitsiklis (1994) proved that it 
converged with probability 1. Jaakkola, Jordan and Singh (1994) extended the proof 
to on-line updating where estimates are changed before the realisation ends. Gurvits 
et al. (1994) proved convergence for a more general class of eligibility trace 
methods. Schapire and Warmuth (1994) provided a worse case analysis for TD(?, ) 
with linear functional approximation. 
Bertsekas and Tsitsiklis (1996) provided perhaps the most general proof of 
convergence with probability I for a range of TD like estimator. The proof concerns 
an estimator of the form: 
00 
V11(i) = Vt+l (l) +a (i) Zm (l)d m 
M-0 
where the d, n are the temporal differences defined by: 
dm =rm +(V(sm+l) -V(Sm) 
i. e. the immediate reward received plus the difference between the current value 
estimates at the state that occurred at m and at m+l in the realisation. The zm are 
eligibility coefficients which can depend on the realisation in a range of different 
ways. For example, if zm (i) = r- with mi being the position in the realisation of 
the first visit to state i then we have the first visit TD(? ) estimator. Similar 
definitions give estimators that are equivalent to the other well known forms of 
TD(%) and many others. The only conditions that the zm and a(i) have to satisfy are: 
1.0, i. e. no negative eligibilities 
2. z_, (i) = 0, which is needed to guarantee that eligibility traces are initially zero. 
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3. zm (i) <_ z,,, _, 
(i) if the state at m isn't state i. This together with conditions (1) 
and (2) forces the eligibility coefficient to be zero until the first visit to the 
state. 
4. zm(i) S zm_, (i)+1 if the state at m is state i. This allows the eligibility 
coefficients to increase by at most 1 with each visit to state i. 
S. zm(i) is completely determined by the realisation, together with information 
collected before the realisation starts. 
6. zm (i) =1 the first time that it becomes positive. 
7. a(i) >_ 0 when state i occurs and a(i) =0 if it doesn't. 
8. a(i) = oo for all i where the sum is over all occasions when the state occurs. 
9. a2 (i) < 00 for all i where the sum is over all occasions when the state occurs. 
Conditions 1 to 6 are very undemanding on the form of the eligibility traces and are 
met by all version of TD(X) encountered in practice including every visit, 
online/offline and replacing traces forms. Conditions 7 to 8 are the usual conditions 
placed on a in an alpha update estimator to ensure convergence, but with the 
possibility that the state might not occur in every realisation. Notice that a fixed 
value of a does not satisfy condition 9. 
If conditions 1 to 9 are met then Bertsekas and Tsitsiklis (1996) proved that the 
estimator converges for all i to the true value function with probability 1. 
The most recent analysis of general TD(?, ), "Bias-Variance Error Bounds for 
Temporal Difference Updates" by Kearns and Singh (2000) provides upper bounds 
on its error in a form that doesn't involve the parameters of the MDP. The results 
apply to an estimator where a=I and not a fixed a where t is the number of 
realisations. Under these conditions convergence is proved to be exponentially fast, 
i. e. proportional to c` where c is a constant for fixed ?,. Of course, this also applies to 
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the case of TD(1), i. e. the MCA estimator, and indeed c is proved to be a decreasing 
function of %, i. e. convergence gets faster as ?. -* 1 
The upper bound also shows the bias variance trade off observed in other 
experiment-based studies, e. g. Sutton and Barto (1998) and Singh and Dayan (1998). 
That is, the asymptotic error upper bound increases as X --* 1. In addition the upper 
bound is smaller for intermediate values of X. The advantage of these results is that 
they are independent of the MDP's parameters, i. e. they are universal. 
Lagoudakis and Parr (2001) extend the error bounds of Bertsekas and Tsitsiklis 
(1996) to a zero-sum two-person game for both TD(X) and the least squares variant 
of the estimator. 
RMS error studies 
The earliest study of the behaviour of TD(, %) was Sutton's (1988) use of the SRW to 
illustrate its advantage over the MCA estimator for small samples. Many simulation 
studies of the behaviour of TD(%) are included in papers mainly dealing with other 
topics. One of particular note is by Sutton and Singh (1994),. "On bias and step size 
in temporal-difference learning", where the problem of choosing values of a and ? is 
considered in detail. Various schemes for varying a and X with sample size are 
compared using an a-cyclic model. The CE (maximum likelihood) estimator was 
also computed as part of the simulation and this proved to provide the best RMS 
error. 
Another simulation study White (1995), looked the comparative performance of 
Accumulate and Replace TD using the SRW model and a maze task. Optimum 
values of a and ?, were found for the average RMS error over ten steps. 
The largest and most complete study of the behaviour of TD(X) is that by Singh and 
Dayan (1998) where analytic expressions for the RMS error are given for 
Accumulate and Replace TD and for First TD, which is introduced for the first time. 
Analytic expressions are also presented for First and Every Visit MCA. 
Singh and Dayan (1998) also demonstrated for the first time that simulations can be 
very slow to converge to true values using a case in which the empirical method 
badly failed to match the analytical learning curve after more than 12 million 
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simulation runs on a small 5-state SRW problem for parameters a= 0.432 and 
X=0.5. The analytic formulae and the corresponding C programs presented in the 
paper provide a way of exploring the RMS error behaviour of the three common 
forms of TD without the danger of encountering estimation problems using 
simulation. 
As a result of investigating the behaviour of the RMS curves for the 19-state SRW 
MDP, Singh and Dayan present four hypotheses: 
HI: For a fixed Markov reward process and a constant A increasing a has 
two general effects on the learning curve: there is a largest value of a below 
which the bias converges to zero and above which the bias diverges (Sutton, 
1988; Dayan, 1992), and there is a largest value of a below which the 
variance converges to a non-zero value and above which it diverges. These 
largest feasible values of a need not be the same for bias and variance. Based 
on our limited investigation of learning curves, we conjecture that the largest 
feasible value of a for bias is greater than or equal to the corresponding 
value for variance. 
H2: For each algorithm, increasing a while holding A fixed increases the 
asymptotic value of MSE. Similarly, increasing A in the feasible range while 
holding affixed increases the asymptotic value of MSE. Therefore, the smaller 
the constant a and A the smaller the asymptotic MSE. 
H3: For each algorithm, larger values of a or A lead to faster convergence 
to the asymptotic value of MSE if there exists one. This may break down for A 
very near to 1. 
H4: In general, for each algorithm as one decreases 2, the feasible range of a 
shrinks, i. e., larger a can be used with larger A without causing excessive 
MSE. 
Although it isn't possible to prove these hypotheses at the present time, they are 
amply borne out by the RMS curves presented in the paper and elsewhere. 
The availability of analytic formulae for the RMS error of each type of TD(X) 
estimator applied to a specific MDP allows the calculation of a one-step optimal 
value of a and X. In the case of the 19-state SRW the optimal values X were initially 
close to one for each form of TD. Although not formally stated as a hypothesis, 
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Singh and Dayan's comment: 
"... in fact the drop in MSE may be very insensitive to the value of A except in 
the very first few trials, given the ability to schedule a appropriately. " 
seems a very reasonable conjecture. This is demonstrated by plotting the RMS ratio 
for the optimum 2 against other values of ? for a range of sample sizes. The charts 
presented demonstrate that the sensitivity of RMS reduction to X is clearly confined 
the first few (5-10) steps of estimation. 
After investigation of RMS curves for a cyclic MDP with recurrence controlled by a 
parameter, an additional hypothesis is added to the first four: 
H5: If the initial value function has a high bias, one should begin with a 
large X, while if the initial value function has a low bias, one should begin 
with a small X. Over time the effect of the initial bias weakens and the 
asymptotic X should depend mainly on other problem parameters. 
A comparison of the various TD, Monte Carlo alpha (MCA) and the CE (Maximum 
Likelihood) estimates is presented using the 5-state SRW model. The optimum 
values for a and 2 were used for the three TD estimators and the optimum values for 
a in the case of the First and Every visit form of the MCA estimators. The results 
demonstrate that the CE estimator forms a lower bound for the RMS error in this 
model and that the other estimators are close to each other with the exception of the 
Every visit MCA estimator, which has a worse RMS error for all sample sizes. On 
closer inspection it is clear that Replace TD has a lower RMS than First TD, which in 
turn is lower than Accumulate TD and First visit MCA. 
Finally, Singh and Dayan provide an eigenvalue analysis of the matrices used in the 
analytical expressions for the 19-state SRW to obtain information on convergence 
rates and regions. This confirms, for this model, the behaviour of the TD estimators 
observed in the RMS curves. 
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One of the important findings is stated clearly in their conclusion: 
"We had expected that there would be large differences between the three 
different TD algorithms: accumulate TD, replace TD and first TD. Singh & 
Sutton (1996) analyzed slightly different versions of accumulate TD and 
replace TD for .%=1, showing that the MSE of accumulate TD is lower at the 
start of learning, but becomes higher than that of replace TD after some 
number of trials. However, our results show that given suitable choices of a 
and . Z, the algorithms are essentially indistinguishable - we have cases in 
which accumulate TD does better, worse, or the same as replace TD. " 
This suggests that the differences between the three forms of TD are essentially to do 
with rescaling of a and, %. 
First and Every visit estimators 
The issue of First and Every visit estimators and the variations that are possible on 
this idea are not specific to the TD(, ) estimator but are generally applicable to any 
estimator where a state can recur within a realisation. One of the earliest discussions 
of the problem is to be found in Billingsley (1961) although it is clear that it was well 
known before this. Singh and Sutton (1996) provide an analysis of the MCA 
estimator in the First and Every visit case with a=1/N, i. e. the sample mean. A 
number of useful theorems are proved but from the point of view of estimation the 
key result is that after one trial the Every visit estimator is at least as good as the First 
visit estimator but this possible relative advantage always reverses itself as more 
samples are obtained. This result applies not only to situations with terminal rewards 
but with immediate rewards and an example is given where the Every visit estimator 
is better, in terms of RMS error, than the First visit estimator for the first five steps in 
a simple model using immediate rewards. Bertsekas and Tsitsiklis (1996) expand on 
the results of Singh and Sutton (1996) and come to similar conclusions. 
Singh and Dayan (1998) give exact analytic expressions for the RMS error of the 
First and Every visit MCA estimator for arbitrary a. 
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Uses of TD methods 
After the success of Tesauro's Backgammon playing program (Tesauro, 1994) many 
researchers turned to TD(? ) as ways of learning to play games. Indeed there are at 
least seven Backgammon programs which now use TD-learning and neural networks, 
including the open source GNU Backgammon, and the commercially available 
Snowie and Jellyfish. 
There have been several attempts to learn chess using TD methods. One of the 
earliest, Thrun (1995), specialised Tesauro's design to chess. The KnightCap 
program (Baxter, Trigdell & Weaver, 1997,1998,2000) developed methods of 
integrating TD(? ) estimation with search procedures. Beal and Smith applied TD(A) 
to the existence of pieces as inputs for Chess in their 1997 paper, Learning piece 
values using temporal differences, and to Shogi in 2001. They used heuristic search 
and game playing in general (2000). Trinh, Bashi and Deshpande (1998) used 
Chinese chess as a test bed for TD methods. Mannen and Wiering (2004) also 
applied TD methods to chess. 
The game of Go has also been approached by a variety of TD methods as explored in 
Schraudolph, Dayan and Sejnowski (1994), Chan, King and Lui (1996) and 
Enzenberger (2003), and Ekker, van der Werf and Schomaker (2004). For a recent 
survey of Al including TD approaches applied to Go see Bouzy & Cazenave (2001). 
A project is currently underway to add TD learning to an already highly successful 
checkers playing program, Chinook (Schaeffer, Hlynka & Jussila, 2001). With 
TD(X) the designer hopes to produce a checkers program that can finally beat the 
best human players. Patist and Wiering (2004) have also applied TD learning to 
Draughts. For a recent overview of TD(k) and board games see Ghory (2004). 
TD(? ) has also been used in applications other than game playing. For example 
Zhang and Dietterich (1995) apply TD(A. ) to train a neural network to schedule space 
shuttle payloads with good results. Guo and Kuh (1997) use TD learning in 
sequential decision making task as an alternative to the classical SPRT test and 
Hansen and Cohen (1992) show how a TD estimator of task duration used in 
scheduling gives as good a result as dynamic programming methods. Gosavi, Bandla, 
and Das (2002) describe an application of TD to airline seat pricing. 
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Reinforcement learning and TD methods in particular are often used in robotics. Gu 
and Hu (2002), for example, describe how TD(? ), using eligibility traces, can be 
used in combination with a fuzzy controller to allow a robot to learn to walk. Nie et 
al (2001) use TD(X) to learn low level skills in a robot football team which competed 
in the 2000 world championships. TD learning is also supported in the latest version 
of IBM's Agent Building and Learning Environment (ABLE) (IBM, 2004). 
Grigoriadis and Paliouras (2004) apply the TD(? ) estimator to the problem of 
directing a web crawler searching for information on a specified topic. 
To be added to these examples of TD learning in action are the case studies in 
Bertsekas and Tsitsiklis (1996) - Parking, Football, Tetris, Combinatorial 
Optimisation, Dynamic Channel Allocation and Backgammon - and in Sutton and 
Barto (1998) - TD-Gammon, Samuel's Checkers Player, The Acrobat, Elevator 
Dispatching, Dynamic Channel Allocation and Job-Shop Scheduling. 
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Chapter Four 
MDPs as Markov Chains 
By selecting a policy, the problem of estimating the value function reduces to that of 
estimating functions of the state of a Markov chain. A further restriction to an MDP 
that involves no discounting and only terminal rewards allows us to consider only 
the much simpler problem of estimating linear functions of the terminal probabilities 
of a finite absorbing Markov chain. In this chapter the classical analysis of 
absorbing Markov chains is presented along with an analysis of functions of state 
which obey generalised Bellman conditions. This leads to a simple way of computing 
the expected value of any function of the terminal rewards and path length of an 
absorbing Markov chain. This allows us to analyse the value function and its 
variance as a junction of state of an absorbing process. These results are used in 
following chapters to derive theoretical results concerning the performance of 
estimators related to TD(2). 
MDP + Policy=Markov chain 
Given an MDP and a policy 7t the result of following the policy is to induce a 
Markov chain on the MDP. In this case the value function is defined via the 
simplified form of the Bellman equations as shown in Chapter Two: 
V"(s) = R(s) + P(s, s')V (s' ) 
S. 
where R(s) is the expected immediate reward in state s and P(s. s') is the Markov 
transition matrix. If we restrict our attention to models with no immediate rewards 
and no discounting then the only possibility is that rewards are received on reaching 
a state in a terminal set T. 
In this case the value function for any given state s is simply: 
V"(s) = R(s)+P(s, s')V"(s') 
P'(s, s')R(s') 
s'eT 
where P* is simply the probability of making a transition from s to s' in any number 
of steps i. e. it is the probability of the process starting in s and terminating in s'. 
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In other words, for a large class of MDP models the problem of estimating the value 
function reduces to the problem of estimating the terminal probabilities of the 
induced Markov finite chain. This reduces our problem to comparing different 
estimators of linear functions on the terminal probabilities on a Markov chain. 
Absorbing processes 
Given that an MDP with only terminal rewards can be reduced to a Markov chain by 
following a fixed policy, it is worth examining the standard theory of absorbing 
processes. This provides us with expressions for many of the quantities needed in the 
examination of TD(k) and related estimators operating on a such absorbing 
processes. Although much of this theory is standard (Kemeny & Snell, 1983) the 
needs of statistical analysis of the TD estimator place a different emphasis on the 
quantities of interest. 
A Markov chain that has a set of states that have zero probability of exiting, i. e. a 
closed set, is called an absorbing process. The transition matrix for an absorbing 
process can always be put into the form: 
P=ST 
01 
where S is the matrix of transition probabilities between the set of non-absorbing 
states, T is a transition matrix from the non-absorbing states to the absorbing states 
and I is an identity matrix which represents the probability of transition within the 
absorbing states. It is possible consider more general processes where the transition 
matrix between terminal states is something more complex than I but, as once 
absorbed the process ceases to be interest, there is nothing to be gained. We can also 
complicate matters unnecessarily by considering chains composed of non- 
communicating subsets but again nothing is gained in generality. (Essentially we are 
only considering irreducible chains. ) 
The probability of terminating in state j starting from state i after k steps where the 
agent was not absorbed is simply: 
[Sk-'Tli; 
where []' is the ijth element of the matrix within the brackets. This can be thought of 
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as the probability of making k-1 transitions within the non-absorbing set and then a 
single transition to the absorbing set. 
That is: 
Pk = S1c-1T 
is the matrix of absorption probabilities corresponding to not being absorbed until the 
kt" step. 
If the reward on reaching the terminal state j is rj=[r]j and if the expected reward 
starting in state i after k-1 non absorbing steps is [Vk]; we have: 
Vk = Sk-'Tr 
The expected reward vector irrespective of the number of steps to absorption is 
simply: 
00 
v= S'-Tr 
k=I 
Using the standard result from matrix analysis (Varga, 2000): 
Ak-1 =(I_ A)-1 
k=1 
which is true if A is a stochastic or sub-stochastic matrix (i. e. row sums are 1 or less 
than one). As S is the probability matrix for an absorbing Markov chain the infinite 
sum converges and we can write: 
v= (I - S)-'Tr 
This gives us the expected reward for each of the states of the Markov chain induced 
by the policy it and hence an explicit solution for the value function in terms of the 
parameters. 
The fundamental matrix of the process: 
Q= Is, =(I -S)'' 
k=1 
has a simple interpretation. The element q; j =[Q]; j is the sum of the probability of 
starting at i and making the transition to j at the kph step. This is the expected number 
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of times the process enters j starting from i before absorption. The expected number 
of steps to absorption when starting from state i, i. e. E[n1], is simply: 
E[n; ]_q; j 
or in matrix terms 
n= Q1= (I - S)-ý 1 
where n is the vector of the expected number of steps to absorption and 1 is a vector 
of ones of the correct dimension to form the row sums. 
Finally P* = QT gives the probability or ending in each of the absorbing states. That 
is [P`]; j is the probability of starting in state i and terminating in the absorbing state j. 
Once again we have the connection between estimating the terminal probabilities of 
a Markov chain and the value function in that: 
v=(I-S)''Tr=P'r 
A summary of these results is given in Table 2. 
Functions on a Markov chain 
There is another equally valid approach to analysing the behaviour of a Markov 
chain in terms of the recursive relationships between functions of state and this 
particularly illuminating when it comes to the behaviour of TD estimators. It 
provides an analysis in terms of recursively defined state function similar to the 
Bellman equations. These results make computing means and variances of estimators 
similar to TD(k) easier and more transparent. 
A function of state of a Markov chain is defined to be a function f(s) where sES the 
set of states of the Markov chain. For any state function simple probability theory 
and the definition of the conditional expectation gives: 
E[f (S, 
+I 
)l s]=Z ps, s. 
f (s') 
S, E$ 
where pss- is the probability of making a transition from st to the state s', i. e. it is 
the one-step transition probability. Notice that the expression E[f(s, +, 
)I s, ] means the 
expected value of fat time t+1 given the current state is st. 
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Table 2: Summary of finite absorbing Markov chains 
S is the sub-transition matrix between 
ST the non-absorbing states and T is the 
0I sub-transition matrix between the 
absorbing states. 
Probability of absorption in each of the 
Pk = Sk-ýT terminal states at step k and not before. 
" 
Total probability of absorption in each 
p _ Sk-'T =(I-S)-'T =QT of the terminal states. k=1 
Vector of expected value of each state 
v Sk-'Tr = Pr k- Pk 
if absorption occurs at step k and not 
before. 
v= Sk-'Tr = (I - S)-Tr = QTr = P*r 
Expected value function of each state. 
k=1 
Number of times process enters state j 
Q= (I - S)-' starting from I 
n= Q1= (I - S)-'I 
Expected number of steps to absorption 
If a state function is such that it satisfies the following recursive relationship: 
f (s) =ZP.., f (S') 
S'E$ 
then: 
Eff(s+, )I s]=f(s ) 
That is, the expected value of fat time t+l is its current value at time t. 
Thus if a function of state satisfies: 
f(s) _ p8S, f(s') 
SCEs 
it is a Martingale' because its expectation at time t+1 is the same as its current value. 
1 For a fuller definition of a Martingale than is given in Chapter One see Chung 1974, Appendix 3. 
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This something of a circular argument because: 
f(s) = Ipss, f(s') 
S'E$ 
defines the function f(s) as the expected value of fat the next step but this clear 
connection quickly gets lost in any real situation. In fact it is easy to see that any 
such state function can be interpreted as an expected value of some function of the 
terminal rewards in a finite absorbing chain. 
Equally by definition and using the previous result: 
E{f (s1+i)I st ]_ Eps, s, 
jps's"f(s") 
S'ES S"E$ 
= P$$T(S ) 
$'ES 
=f(st) 
a result that can be extended by induction to: 
E[f(s, )Isjj=f(s) 
for all n. 
The condition: 
(S) 21, PsJ (S') 
S'es 
is just a simplified form of the Bellman equation and so any quantity which satisfies 
the Bellman equation gives rise to a Martingale induced on the Markov chain. As the 
value function satisfies the Bellman equation it is a particular example of a 
Martingale and so its expectation is constant with time as the process moves from 
state to state. 
For another useful example, the probability of reaching a particular nominated state 
s* from state s satisfies: 
Pg (S) = 1, PSS-P; (S' 
WES 
and so it satisfies a Bellman-like equation and has constant conditional probability. 
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That is: 
ps* (St)=Ps+(St+nI St) 
and this means that the expectation value of the termination probability is constant 
with time. 
Extended Bellman state functions 
The full Bellman equation includes intermediate rewards and if we are to use the 
methods described above to deal with this more general condition we have to extend 
the definition of a state function. The state function equivalent of the more general 
Bellman equation is: 
, PSS. 
[R(s, s')+f(s')] f(s) =F 
9'E$ 
where R(s, s') is some function of the transition from s to s'. 
In the more general Markov context this corresponds to a state function which is 
obtained by adding an amount that depends on the path taken to get to state s' and 
value of the function at s'. If a state function satisfies this more general Bellman 
condition then: 
f(s) _ IPss'[R(s, s)+f(s')l 
S, ES 
_ Pss'R(s, s') +E[f (s1+1)l sj 
s'ES 
or 
E[f(st+1)Is ]=f(sc)-1, p . R(s, s') 
S'es 
=f(sc)-E[RIsc] 
While this process is not a Martingale is still satisfies an interesting recursive 
relationship between its current value and the expected value of the subsequent state. 
Extending this to t+n gives: 
E[f(sº+. )Is, ]=f(s, )-E[Rls, ]-E[Rlst+lI 
... -E[Rls+ý-1] 
n-1 
= f(st)-I: E[RIs1+j] 
This seems an even less useful relationship but in the case where R is independent of 
s and s' things look more promising. 
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In particular if R(s, s') =r then: 
E[f (s 
+i 
)I sj=f (s, )-j] ps$, r 
S'ES 
= 
which generalises by induction to: 
ELf(st+n)I s, ] =f(s, )-nr 
A practical example of this sort of state function is quite easy to find. Consider 
LS. (s), the expected path length to particular nominated state s' from state s, i. e. the 
count of transitions starting at s until the process satisfies: 
Lý (s) =I + PSS. L. (s)l 
S'ES 
and so: 
E[L$ (st+n)I St I =LS (St) -n 
The expected path length at time t+n clearly going to be n steps less than that at t. 
Functions which satisfy this condition can be thought of as the expected values of 
any function of the terminal rewards combined with a function of path length. 
Matrix form of recursion 
There is a very direct connection between the state function recursions described in 
the previous sections and the fundamental matrix equations discussed in the section 
on absorbing Markov processes. The value function satisfies the basic recursion: 
V(s) =E pss V(s' ) 
S. 
This can be written in matrix form by using the decomposition into non-terminal and 
terminal states discussed earlier. 
The recursion can be split into a sum over terminal T and non-terminal NT states: 
V(s)psgV(s')= pSgV(s')+ýpssr(s') 
seNT seT 
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Translating this to matrix form gives: 
v= Sv +Tr 
where v is the vector of state values i. e. E[r], r is the vector of rewards and S and T 
are the transition matrices for transitions to the non-terminal and terminal states 
respectively. In other words, the value vector is the solution to this equation and so: 
v=Sv+Tr 
= (I - S)-l Tr 
E[r] = QTr 
which agrees with the earlier derivation. 
Using the fact that the same equations apply to any function of the terminal rewards 
we have: 
E[f (r)] = QTf [r] 
Hence: 
E[r2 (I - S)-' Tr2 
= QTr2 
where r2 means the element-wise square often written as r0r. 
Putting these two together gives: 
Var(r) = QTr2 - (QTr)2 
To summarise, for any absorbing finite Markov chain with fundamental matrix Q: 
E[r] = QTr 
E[r2] = QTr2 
Var(r) = QTr2 - (QTr)Z 
These formulae can be used to give the mean and variance of the reward for any 
absorbing finite Markov chain. 
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As another example of the use of the matrix recursion we have for path length to 
absorption: 
L$ (s)=1+Zps$, LS (s')] 
S'ES 
=1+Zp5S, Lfl (s')+Z psS, 
S'ES STET 
which on conversion to matrix form gives the standard result for path length: 
n =1+Sn 
n=(I-S)"'1=Q1 
An important final example that proves useful later is the recursion for? T-°'-'r 
i. e. the reward weighted by X raised to the path length from the occurrence of the 
state. It is clear that the expectation of ? j-'-'r at state s is related to its expectation 
and the subsequent state by: 
E, 
d 
[s] =Z XPSS. E d 
[S' 
S'ES 
=%, ZPss. B d[sý]+, PsS. r(s') S'ES S'ET 
which on conversion to matrix form gives : 
w=? Sw + Tr 
w= (I - XS)-'Tr 
where w is the vector of expected values of XT-`-'r = X, r for each state. 
By analogy with the corresponding equation for the expected reward, i. e. the value 
function, we have: 
w= (I - %S)-'Tr = Q(X)Tr 
where Q(? ) = (I -), S)-' and obviously Q(I)=Q and Q(O)=I. 
Following the previous argument the variance of w is: 
Var(w) = QQ, 2)Tr2 -(Q(X)Tr)z 
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To summarise: 
Conclusion 
(I - XS)-' Tr = Q(X)Tr 
Var(? r) = Q(X)Tr' - (Q(X)Tr)2 
An MDP becomes a simple Markov process, the induced Markov process, under a 
given policy it. In the case of only terminal rewards and no discounting the induced 
Markov chain is a finite absorbing process. In this case the value function is a simple 
function of the probabilities of terminating in each of the absorbing states. As a result 
the standard results of finite Markov chain theory is important and the results needed 
to develop expressions relevant to the linear chain used as a testing ground for TD(X) 
are presented. 
The value function is just one of many possible functions of state of a Markov chain 
and the more general theory provides a number of simplified approaches to 
calculating quantities of interest. When expressed in matrix form the connection 
between the recursive formulae and the standard theory of finite Markov chains 
becomes clear. 
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Chapter Five 
The Alpha Update Rule and Divergence 
A preliminary examination of the 19-state SRW Markov chain example confirms the 
small sample superiority of the TD(2) estimator but raises the question of why some 
forms diverge. To help answer this question the RMS error for the simple alpha 
update estimator is derived which reveals that it should converge for all a The 
TD(2) estimator is shown to be a modified alpha update estimator and conditions for 
this to converge in the mean are derived. Finally after considering the behaviour of 
the three most commonly used forms of TD(2) a convergent alternative to the 
Accumulate trace estimator is suggested. 
TD as alpha update 
Although the "temporal difference" form and the replacing traces form of the TD 
estimator given in previous chapters are useful, there is a third way to write TD 
estimators which makes clear their relationship with the alpha update estimator and 
is easier to use in theoretical calculations. 
For example the first visit TD estimator for a Markov chain with terminal rewards 
can be written: 
VN(S)+, (se) = VN(S)(s, )(1-a)+aRt 
T-t-1 
= VN(s)(St)(1-(')+a(1-?, ) E2, n-IVN(s)(St+n)+(X 1'-t-IrT 
n-I 
where N(s) is the number of times the state has occurred in the realisations or 
samples. 
This can be compared to the standard incremental MC estimator: 
VNýsý+ýýsc) = VN(s)(sc)(1-a)+arT 
From this it is clear that the TD(k) estimator replaces rT with: 
T-t-1 
Rý, = (1 -? 
) 2: 2, -IVN(s) (Sl+n + ýT-t-1rT 
n-I 
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As: 
T-t 
n=0 
R' can be viewed as a weighted average of the VN(s) and rT. 
The expected value of the reward at each step is constant and equal to the expected 
value of the reward at the current state. Thus TD(, %) forms a weighted average of a 
set of quantities which all have the same expected value, which is equal to the 
expected reward at the current state. If these quantities have a smaller variance than 
the terminal reward then the estimate formed using them should be better than the 
estimate using just the terminal reward. 
Divergence of Accumulating traces TD 
As an empirical demonstration of the efficiency of the Accumulate traces TD 
method, Sutton and Barto (1998) presented the RMS error of estimation for a 19- 
state linear SRW example with equal probability of a left or right transition. The 
reward was set to be -1 when the process terminated on the left and +1 when it 
terminated on the right. This choice of reward causes the estimates to converge to 
p; - 0.5, i. e. the probability of terminating on the right minus O. S. The initial value 
of the estimate was set to zero. The estimate was computed using 10 trials and 
repeated 10 times to give an average RMS per state error of estimation. The measure 
of error used is designed to demonstrate how good the estimation method is in the 
early stages of collecting data. 
Sutton and Barto (1998) make the point that best performance is achieved for 
intermediate values of ? and hence TD(?. ) is demonstrated to be a better estimator 
than TD(1), i. e. the Monte Carlo Alpha (MCA) estimator. The subject of the 
performance of TD(X) is taken up in detail in a later chapter. The feature examined in 
this chapter is the divergence of TD(k). From the chart in Figure 3 this covers only 
the range a=0 to 0.3. This behaviour is related to the way recurrent states are treated 
in the Accumulate form of the TD estimator. As will be explained in Chapter Six 
there are a number of possible ways of handling recurrent states. 
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Figure 3: RMS error of estimation (from Sutton and Barto, 1998) 
The RMS error of the MCA estimator 
In order to understand the behaviour of the general TD(B) estimator it is worth 
deriving expressions for the RMS error of the simple alpha update estimator - the 
Monte Carlo Alpha (MCA) estimator. 
To make things simpler we will consider a single state and assume that it occurs in 
each realisation, which allows the update to be written. 
Vk+l 
- 
Vk (1- a) + arr 
Notice that this applies to a general estimation procedure where Vk is the current 
estimate and rT is the latest sample. 
As a first step to deriving the RMS error of the MC estimator we first need its 
expectation. Assuming that a is a constant we can solve the first order recurrence 
relation with constant coefficients, by the standard method (Goldberg, 1958), for Vk: 
k 
Vk= a(1- (X)(k-t) rt + (1- (X)k Vo 
t=1 
where VO is the initial value assigned to the estimator and rt is the reward at 
realisation t. 
Chapter 5: The Alpha Update Rule and Divergence 66 
0.1 0.2 0.3 
The expectation of Vk can now be easily evaluated: 
k 
E[VkI= Z a(1-a)(k-t)E[rt ]+(1-(X)kVo 
t=1 
And if rt is a independent sample from a distribution we have E[rt]=E[r] and 
summing the series gives: 
E[Vk]=E[r][1-(1-a)k]+(1-a)'`V0 
= E[r] + (1- a)k (Vo - E[r]) 
The bias is: 
Bias = (1- (X)k (V0 (s) - E[r]) 
Of course if 0<a<1 then when k -a oo the bias goes to zero and 
E[V. ]= E[r] 
That is, the estimate is asymptotically unbiased irrespective of the starting value Vo 
and a. 
The variance can be found in the same way: 
k 
Var[Vk ]= VAR[E a(1- (X)(k-t) rr + (1- a)k Vo ] 
t-I 
k 
=VAR[ a(1-a)°k-'°rr ] 
t-I 
k 
=1 a2 (1- (1)Z(k-`) VAR[rr ] 
t_I 
= VAR[r]a 
1- (1- oc)zk 
(2 - a) 
using the standard properties of VAR[x] and the fact that VAR[V0]=0 and the rt are 
independent. 
Putting the bias and variance together gives the RMS error of the estimate: 
RMS[Vk 12 = VAR[r]a 
1-(l _ä )zk + (1- a)2k (Vo - E[r])2 (2 ) 
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From this it is clear that for a=0 the RMS2 error is [V0 - E[r]]2 , i. e. the initial bias, 
and for a=1 it is VAR[r], i. e. the variance in the data - which agrees with common 
sense. It is also clear that the RMS error never diverges and it is always bounded by 
Max[(Vo - E[r]), VAR[r]]Z for all a. 
The RMS behaviour of the MCA estimator 
Another useful way of expressing the relationship between the RMS error, the initial 
bias and the variance is to divide through by VAR[R] and write VR as the ratio of the 
initial bias to data variance (variance ratio). 
RMS[Vk]2 
-a1-(1-a)2k +(1-(X)2kVR 
VAR[r] (2-a) 
This allows us to draw a graph of how the variance in the estimator compares to the 
variance in the raw data. 
twe error 
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Figure 4: RMS error against a for k=10 and VR=1. 
Changing VR and Var[r] simply alters the value of the curve at a=1, i. e. RMS2= 
Var[r], and a=0, i. e. RMS2=Var[r]VR, and doesn't change the location of the 
minimum. As k increases the minimum moves towards lower and lower a. 
There are two other interesting measures of the behaviour of the alpha update 
estimator. The first is the asymptotic RMS error with increasing sample size: 
z 
Lim 
RMS[VJ 
=a VR k-ºoo VAR[r] (2 -a) 
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This indicates the error reducing properties of any given selection of a. It is the 
fraction by which the variance in the sample data is reduced the estimate in the long 
run. The following chart shows the obvious fact that the smaller a the smaller the 
residual variance in the estimator. 
Zrror reduction 
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Figure 5: Asymptotic error reduction against a 
An interesting measure of how a good a particular choice of a is at both is the 
number of steps needed to produce equal weighting for bias and variance in the RMS 
error. That is, given that at step k the RMS error is: 
RMS[Vk]2 = VAR[r]cc 
1_ 
((1- 
_ä2k +(1-a)2k(Vo -E[r])2 
For equal weighting we have: 
a[I-(1-(X)2k50] _ (1-(X)2k50 (2 -a) 
with solution 
-log 
? 
a k50 _ 21og[1-a] 
Figure 6 shows the way k50 varies with a and it is clear that the tracking ability of the 
alpha update rule decreases very rapidly for a>0.2. 
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Figure 6: Tracking ability of the alpha update rule 
Multiple increment updates 
What is clear is that the behaviour of the Accumulate TD(? ) estimator for larger 
values of a does not conform to the pattern described in the earlier sections and 
something else must be responsible for the divergence. 
The Accumulate TD(A, ) is an every visit estimator. What this means is that each 
occurrence of a state within a realisation is treated as if it was the start of an 
independent realisation. That is, if a realisation produces the state sequence: 
Sl -+ S3 --i S5 ---i Sl -3 S4 -i 
then a first visit estimator for state s, would treat this as the single realisation: 
Sl -) S3 -+ S5 --+ Sl -* S4 --) 
but an every visit estimator would treat the realisation as two realisations starting 
from Si i. e. 
Second realisation 
SI --ýS3-3S5-iSl -4S4--i """ 
First realisation 
In an every visit estimator the alpha update rule would be applied each time the state 
occurred. There are in fact two ways of doing this - on-line and off-line (Sutton and 
Barto, 1998). The distinctions between these two methods are discussed in Chapter 
Six, but essentially the on-line method performs the first update as soon as possible 
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so changing the estimate before the second update is performed. The off-line form 
attempts to make a single update when the realisation is complete. 
That is, the on-line every visit form makes the update: 
X; 
+1 = 
X; (1-a)+ax; 
=X ;+ a0; 
where 
Ai _(x1-X1) 
each time the state occurs in the realisation. The off-line form accumulates the 
increments, i. e. the "errors" for each observation, and then batch updates the current 
estimate in one step. That is, if the state occurs n; times there are n; increments Ok (or 
errors) to apply to convert the old estimate into the new estimate. This generalises the 
previous rule to give the i`" update as: 
n" 
Xi+l = Xi +a :L ýk 
k=1 
where 
Oak =(x -Xk 
When this is converted back into a non-incremental form it is clear that this is not 
equivalent to the weighted average: 
ni 
Xi+l = Xi +aE(Xk -Xk) 
k=I 
n; 
= Xi(1-nia)+aI: Xk 
k=I 
This is not a weighted average because (1-n; a)+a#1. Assuming that the Xk have the 
same expected value then it is equivalent to using na as the step size and even if 
a<1, na might not be and then the iteration may not converge. Taking expectations 
gives: 
E(X; +, 
) = E(X; (1-n; a)+a xk) 
k=I 
= E(X; )(1-E(n; )a)+aE(n; )E(x) 
assuming that n; is independent of x;. 
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Solving this recursion gives: 
E(Xi) = E(x)(1- (1- E(n)a)' ]+ (1-E(n)a)' X0 
In this case if E(n)a>1 or E(n)>1/a then the E(Xi) diverges. 
In the case of the Markov chain TD(k) example the expected path length is 81 states, 
giving a value just less than 5 for E(n), i. e. each state is visited roughly 5 times. 
Using this value the estimate could be expected to diverge for values of oc> 1/5, i. e. 
0.2 which corresponds reasonably well to the observed behaviour. 
Convergence of TD(2) 
For any TD(, %) estimator the update that results at time t+1 can be written (see 
Appendix 2) in the form: 
vt+, = (I-aDiag[x])v, +a(Mv, +nrr) 
where M is the matrix of weights for the non-reward based terms, n is the vector of 
weights for the reward based term, x is a vector of indicator functions for the event 
that state i occurred in the realisation, Diag[x] is the diagonal matrix with the 
elements of x along the diagonal and rt is the (scalar) reward actually obtained. 
For example for a First Visit estimator M and n are: 
[M],; =(i-aýý d"l 
tct)-"ý(t; l) 
if the state occurred and zero otherwise. 
Similar expressions exist for other variations on TD(? ) and the general idea is clear: 
the i, j`" element of M consists of the ? weights applied to state j and the i`h element 
of n is just the X weight applied to the reward in the calculation of state i's update. 
If M and n are non-negative and satisfy a relationship of the form: 
n+M1=x 
where IIxII <_ 1 
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The norm (Householder, 1964); Bellman, 1960) is any suitable matrix norm with a 
compatible vector norm, e. g. the absolute row max norm is defined 
as: IIXII = max(j: 
! x, I) , then 
it can be shown (Appendix 2) that: 
IIvº+, II :5 IIv, II(1-a)+air, I 
or 
IIv, II :! ý Max(IIvIhlrI) 
Thus as long as vo and rt are bounded so is the iteration and hence it does not diverge 
for any 0<_a<_1. 
Similarly if n+ MI = y, , where x 
is a vector of indicator functions for the event 
"state i occurred" in the realisation, then it can be also shown (Appendix 2) that the 
iteration converges to E[r], the vector of expected rewards, for 0<a<1. In other 
words, as long as the lambda weights for any state that occurs in the realisation sum 
to one the iteration converges in the mean to the value function. 
Eligibility trace TD 
The eligibility traces form of TD(A) make use of recurrent states in different ways. In 
the light of the results given in the previous section it is now worth examining them 
in more detail to make clear how they use recurrent states and to investigate if and 
why they diverge. 
Accumulating traces TD 
The Accumulating traces form of TD(X) can be written as given in Singh and Dayan 
(1998): 
t(t) ¶(t) 
vl(t)=vi(t-1)+a(E KI(t; n) Z (1 - , )V-n-IV. m(t-1)+? J(t)-n, tr(t) -icl(t)v1(t-1)) n=1 
(m-n+l 
where K; (t; n) is an indicator function for state i occurring at position n in realisation 
t, xi(t) is the number of times state i occurs in the realisation, and r(t) is the length 
of the realisation. 
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This computes a TD(B) update for every position in the realisation but the K; (t; n) 
indicator function is a zero unless state i occurs at position n in the realisation. It is 
easy to show that the X weights in: 
ý1-ýýým n_IV$mýt-1)'ý j(t)-n«i)rlt) 
m=n+I 
sum to one and hence can be regarded as forming a weighted average of the non- 
reward and reward terms. There are K; (t) non-zero such terms so the total weighting 
adds up to ic; (t). Thus the row sum of the matrices corresponding to M, and n in this 
case, does not sum to one but to xi(t) and hence the iteration does not converge for 
all a. 
If we write: 
Ki(t; n) i(t) R-1T` 
Ki(t) n=1 m=n+1 
R is a true weighted average of the non-reward and reward terms. 
The update can now be written as: 
v; (t) = v; (t -1)(1- ax1(t))+ax; (t)R 
Thus Accumulating traces TD diverges when aKi(t) is larger than 1. When %=1 R 
reduces to r(t) we recover the well known result that Replacing traces TD(1)= Every 
Visit MCA. 
From the update rule given above it appears that a, has no effect on the convergence 
of the Accumulating Traces form of TD(k) but this ignores the fact that R contains 
terms that involve v; (t-1) and these do effect the convergence for fixed a. 
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First TD(, %) 
The First TD(k) estimator can be written as (Singh and Dayan (1998)): 
t(t) 
Vi (t) = v; (t-1)+a( (1-X)X, m-n, (t; l)-Iv, m(t-1)+; 
ý(tý-°jt,, )r(t) -Ki(t)v1(t-1)) m=n, (t; l)+1 
where the function n; (t; d) gives the position in the realisation at which the dth 
occurrence of state i occurs and K; (t) is one if the state occurred and zero otherwise 
Again it is clear that the X weights sum to one and hence can be regarded as forming 
a weighted average of the non-reward and reward terms. That is the row sums of the 
matrices corresponding to M and n in this case do sum to one and the iteration does 
not diverge for any a in the usual range. 
This can also be seen by defining: 
t(t) 
R= (1-A)Xm (t; 1)-1ýs (t-1)+ 
m 
m=n; (t; 1)+1 
The update can now be written as: 
v; (t) = v; (t -1)(1- aK; (t)) + aK; (t)R 
using the fact that R is zero if K; is. This can be seen to be a true First Visit form of 
TD(X) i. e. the TD weighted average is computed just once starting from the first 
occurrence of the state n; (t; 1). It is also clear that when, %=1 R reduces to r(t) and we 
recover the well known result that First TD(1)= First Visit MCA. 
Replacing traces TD 
The Replacing traces form of TD(? ) can be written as (Singh and Dayan, 1998): 
Kc; (t)-1 n, (t; d+1) 
Ve(t)=V1(t-1)+a(7 2] (l-%)m-n, (t; d)-IV, (t-1) 
d=t m=ni(td)+1 m 
t(t) 
ý1 
- 
%1>%bm n (t: x (t))-1 Vim ýt -1) %. 
«t)-n (t: x (t))rýtý 
_K, (t)ai (t -1)) m=n, (t; x, (t))+1 
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The first term is a sum from the dt' occurrence to the (d+1) th with weights given by 
the distance from the d`" occurrence. The second term is the same but from the final 
occurrence of the state to the final state. 
The reward is weighted by XT(`)-°'(``"'(`)) which uses the number of steps from the last 
occurrence of the state to the reward. In this sense the Replacing traces TD estimator 
is a "last visit" estimator however the non-reward terms are not "last visit" terms in 
quite the same sense. The X weights can be summed in the usual way: 
ic, (t)-1 n, (t; d+I) t(t) 
(t; d)-1 + (1-%1 Äm n (t; K, (t))-I +V(t)-n, 
(t; K, (t)) 
d=1 m=n, (t; d)+1 m=n, (t; K (t))+I 
-K(I 
1-%ný(t: d+l)-n, (ra) +l - ý, 
T(t)-ný(t; Ký(t)) + ýt(t)-ýý(t: Ký(t)) 
d=1 
K (, t)-I 
-Kilt- 
"[Lý Vi(hd+l)-n, (t: d) 
d=1 
and it is clear that they no longer sum to one unless, %=1. Unless this is the case the 
matrices corresponding to M and n do not have rows that sum to one and the 
iteration does not converge for all a in the usual range. 
Defining R as: 
K, (1 n, (1) m n(I: d)l 
RK (0-1 v, m 
(t -1) 
1n, (t; d+l)-n, (t; d) d=1 m=ni (t; d)+1 
ý 
/V 
d=1 
t(t) (7 
^ý11 
m-n; (t: K, (t))-1 V(t)-n, (t: K, (t)) 
ý1 \1 
K'(Jt )/1-rl 
t/am (l 1)+ 
Ki(t)-1 
r(t) 
m=n, (K, (t))+l Ki(t)- Xn'(t, 
d+l)-n, (t; d) 
Ktlt1_ °. 
(t: d+l)-n. (º: d) 
d=1 dml 
it is clear that it is a true weighted average of the non-reward and reward terms. 
This allows the alpha update to be written as: 
., (t)-1 
v1(t)=vi(t-1)(1-(xK1(t))+ 
[cLKI(t)-a 
V+(t; d+l)-ni(t; d) 
d=1 
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As in the case of Accumulating traces we have a factor of ax; (t) which can cause 
the estimate to diverge if it becomes too large however the additional term acts to 
. '(t)-I 
reduce aK1(t) as X -a 1. Indeed when X=1 we have Vj(t` I)-°'(`; d) =x; (t) -1 and 
d=1 
the update reduces to: 
v; (t) = v; (t -1)(1- aK; (t))+aK; (t)R 
which is equivalent to a Last Visit MCA which is in turn the same as a First Visit 
MCA estimator. 
That the divergence gets worse when X =O can be seen in Figure 7. A Replacing 
traces TD(O) that just diverges with a value of a=0.6 in the 19-state linear SRW 
model shows that increasing the value of ?, allows the estimator to converge. (In this 
case the estimator is first observed to converge when X>0.7. ) 
Average RMS Error 
0.5 
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Sanpls 
Figure 7: Replacing traces TD with a=0.6 converges for values of ý>0. 
nth visit and last visit estimators 
The Replacing traces TD estimator raises the idea of using a last visit form of 
estimator and this in turn raises the idea of generalising the first visit form to the nth 
occurrence form. In the case of the simple MCA estimator an nth occurrence 
estimator gives essentially the same result as a First visit estimator - the same reward 
is received and the update is the identical. The only thing that changes is the 
probability of occurring for the nth time in a realisation. The same is true even for 
rewards that are functions of the path taken to reach the terminal state, such as TD 
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estimators. The reason in this case is the Markov property, which implies that the 
statistical properties of an nth occurrence estimator do not depend upon n beyond a 
basic probability of occurrence. This all suggests that the only result of using an nth 
visit estimator rather than a first visit estimator is to decrease the number of 
realisations that contribute to the estimate of a state's value. 
A last visit estimator isn't subject to the Markov property argument. This is because 
a last visit estimator isn't an nth occurrence estimator for any fixed n and the 
realisation after the last occurrence is special in that the state doesn't recur. What this 
means is that rewards or estimators that vary according to the path taken to the 
terminal state will give different results in a last visit form. 
Correcting the off-line Accumlate TD(2) estimator 
Given that the off-line Accumulating traces form of TD(X) can be written as: 
t(t) I t(t) 
VI(t)=v (t-1)+a(2] K1(t; n) Z (1 -Ä, )ß, m-n-IV, m(t-1)+ 
j(t)-n«t r(t) -Ki(t)Vilt-1)) n=I m=n+1 
it is clear that changing this to: 
T(t T(t 
vi(t)=V1(t-1)+a 
1/ (I Ki(t; n) (1- )ý, 
m-n-IVBm(t-ý)+ýtýt)-nýtýIT(t) 
-Kilt)Vilt-1)) 
Ki(t) n. l m=n+I 
gives the update as: 
v; (t) = v; (t -1)(1- a) + aR 
where 
1 t(t) t(t) 
i (t) 
K1(t; )1 ý1- Ä Äm-n-I Vsm (t -1) +? 
t()-ný() 
r\tý 
n-I 
(m- 
then R is a true weighted average of the non-reward and reward terms and the row 
sums of the corresponding M and n do sum to one and the iteration converges for all 
a in the usual range. Similarly the iteration converges in the mean to the value 
function for all a in the usual range (Appendix 2). It is also clear that an eligibility 
trace form of this estimator satisfies the conditions listed by Bertsekas & Tsitsiklis 
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(1996), see Chapter Three, and hence the estimator converges to the value function 
with probability one. 
This corrected version of the estimator could be computed using a single extra 
element of storage at each state and hence it is not computationally much more 
expensive. All that is needed is to keep a count of the number of times a state is 
visited and divide the "error increment" by this before using it in an update. 
Repeating the 19-state linear SRW Markov chain experiment with the form of off- 
line update used in Sutton & Barto (1998) and elsewhere reproduces the results given 
in the literature, see Figure 8. 
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Figure 8: Off-line Accumulate TD 
The corrected off-line rule produces RMS error curves that do not diverge for any 
value of a in the usual range - see Figure 9 (note the change of scale). 
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Figure 9: Off-line corrected Accumulate TD 
As well as not diverging, the lowest RMS value for a given value of, %, i. e. using the 
optimum a in each case, is lower for the asymptotically unbiased estimator 
Given that there is no way to know what value of a will cause divergence for any 
situation in which the parameters of the model are unknown and for any a, there is 
clearly an MDP that produces recurrent states often enough to cause the standard 
Accumulating traces TD to diverge. It therefore seems reasonable to prefer the 
corrected form. However while it has been demonstrated that it provides good 
performance on the 19-state SRW it cannot be assumed that it always produces a 
better RMS error than the standard Accumulating traces TD. To make progress on 
this question, an analytic expression for its RMS error is desirable such as that 
provided by as Singh and Dayan (1998) for the other eligibility trace forms of TD(k). 
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Conclusion 
The TD(X) estimator does out-perform simpler estimators, specifically the MCA 
estimator which corresponds to TD(1), on the linear Markov chain task for some 
ranges of X. An analysis of the MC estimator in the alpha update form reveals that it 
does not diverge for any a in the usual range of 0 to 1 irrespective of the parameters 
of the model. Clearly the form of the iteration used for all alpha update estimators, 
MCA or TD indicates that divergence will occur in all cases for some a>a 
independent of the form of the model e. g. the MCA estimator diverges if a>2. 
Conditions for a general TD style iteration not to diverge and to converge in the 
mean to the value function are presented. The relationship of the eligibility trace 
forms of TD(A. ) to first and every visit estimators has been made clear and the 
reasons for the divergence of the Accumulating and Replacing traces estimators have 
been outlined. A non-divergent form of the off-line Accumulating traces TD has 
been proposed and initial investigations indicate that it works as well, if not better, 
than the divergent form in the case of the 19-state SRW. 
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Chapter Six 
Sampling and MDPs 
The issues raised in Chapter Five, concerning the way that recurrent states are used 
makes it worth focusing on the question of First visit versus Every visit estimation. 
Here we look at the way the attempt to use all the information contained in a 
realisation leads to a number of different types of estimator. The properties of the 
MCA form of these estimators is then explored in detail. 
Taking samples from a recurrent Markov chain presents an interesting question of 
how to deal with multiple occurrences of states within realisations. It has long been 
known, Billingsley, (1961), that there are two distinct approaches to using the data 
derived from a realisation usually summed up by the descriptions "Every visit" and 
"First visit" estimators. In fact, Every and First visit are just two possibilities, as 
becomes apparent when generalisations applied to the alpha update rule. 
Sampling and estimators 
The simplest estimator of the expected reward in a MDP is the Monte Carlo (MC) 
estimator, which corresponds to the sample mean reward. There are two possible 
sampling schemes (Bertsekas, and Tsitsiklis, 1996) used to compute the MC 
estimator, which correspond to a fixed and variable sample size. 
The simpler sampling scheme is to generate a fixed number of samples for each state: 
" Take a sample from the MDP starting it in state i in the form of N 
realisations xx j=1,2.. N and the total reward received r; j 
" The estimate of the expected reward for state i is then simply I. =1N ' 
Of course this is just the usual sample mean of the quantity of interest computed 
from a random sample. 
Given the typical cost of generating a sample, this isn't an efficient use of the data 
contained in the sample and most practitioners prefer to use each realisation to 
estimate the average reward for each state that occurs within the realisation. 
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That is: 
" Take a sample from the MDP in the form of N realisations xjj=1,2.. N and the 
reward received r; j 
N 
The The estimate of the expected reward for state i is now %= 
i=l Ni 
where Ni is the number of realisations in which state i occurs 
The reason why this method of estimation can be used is the Markov property 
inherent in the MDP. As the process has no "memory" of what happened before the 
current state, each realisation can be taken as multiple samples starting the process 
off from each state that occurs in the realisation. The big change between the two 
estimators is that now Ni is a stochastic variable and not a fixed quantity set before 
the sample is taken. 
However as: 
INi E[f] ]= ELE 
Ni 
[ 
jýj 
N 
then, as long as EE -j INi is the sample mean, the estimator is unbiased and, by 
a similar argument, the variance of the estimator is the same as in the case of fixed N 
(Bertsekas, and Tsitsiklis, 1996). 
As the conditional expectation of reward is clearly not affected by the number of 
times a state occurs in a realisation this small problem can be ignored and the 
estimator can be treated as if it were being computed with a fixed Ni. 
It is worth noticing that this problem doesn't arise if an alpha update estimator is 
used. In the case of an alpha update estimate we have: 
riN, 
+l =rN, +l(l-a)+ari, 
E[riN, 
+l 
]= E[riN, ](1- a) + aE[ri, ] 
which is of course of exactly the same form as the alpha update estimator for fixed Ni 
and so its mean and variance are the same. As the sample size doesn't figure in the 
expression for the alpha update estimator it doesn't have the potential to introduce 
bias in the same way as in the case of the sample mean. Of course the alpha update is 
still biased but no more so than in the case of fixed sample size. 
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First and Every visit estimators for an MDP with terminal 
rewards 
If an MDP has only terminal rewards then any realisation produces a single reward, r 
say, and this is used to calculate the estimate of the average reward for each state. 
This makes the form of the First and Every visit estimators particularly simple 
because each sub-sequence of the realisation results in the same reward. 
To be more precise, suppose that state s; occurs in Ni of the realisations at least once, 
and these are numbered 1,2,3 to Ni. If each realisation in which it occurred produces 
a terminal reward of rj then the First visit estimator is: 
1 
TF = 
; 
T"j =-r, 
j=l Ni 
and it is clearly unbiased. 
If in addition we know that state s; occurred n; j times in the j`h realisation then, 
because the reward is the same for each of the recurrences, the Every visit estimator 
is simply: 
_T1 rE L ii N, 
JE 
L'Y 
j=1 
nik 
Ni 
; _, 
k=1 
writing NE for the total number of times s; occurred in all realisations. 
In this case the Every visit estimator can be seen to be a weighted average of the 
rewards. The weights are proportional to the number of times the state occurred in 
the realisation. It is clear that the expectation of rE isn't the expected reward as 
n; j and rj need not be independent. We might hope that any dependency between 
n; j and r, might reduce the variance of the estimator rather than increase the bias. 
First and Every visit on-line and off-line estimators 
As well as the First and Every visit estimator there is the distinction between the way 
estimators are evaluated using the "on-line" and "off-line" approaches, which have 
already been introduced briefly in Chapter 5. The idea is that an off-line estimator 
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performs one up-date per realisation to the estimator whereas an on-line estimator 
makes multiple updates per realisation, changing the current estimate each time. 
Clearly the on-line and off-line form of the First visit estimator is the same as only 
one update is ever made per realisation. 
The rationale for on-line updating is usually to make better estimates available as 
soon as possible but it can be seen as a consequence of the same idea that motivates 
the use of the Every visit estimator. Indeed it can be argued that the natural form of 
the Every visit estimator is an on-line estimator. 
Every visit on-line MCA 
The First visit MCA estimator for state i is simply: 
-Fa R r4i+1 -rN4(1-a)+ar 
where r is the reward obtained at the current realisation (for simplicity of notation its 
dependence on Ni is not shown). If we want to create an Every visit version of this 
update rule then the most obvious way of doing it is to apply the rule each time a 
state occurs in the realisation, i. e. treating each occurrence and its sub-realisation as 
if it was really an independent realisation. This "independent" update method is, of 
course an on-line update because it changes the value of the estimator once for each 
occurrence of the state. For example, for the first occurrence of the state the update is 
performed giving a new estimate: 
T2Eon-line = (, 1 
Bon-line (1- a) + ar) 
and for the second occurrence the update is performed on the new estimate : 
r3 on-line _ (r2 on-line (1- (x) + ar) _ ([r, E°"-line (1- a) + ar](1- a) + ar) 
and so on. 
In general if the state occurs n; j times that the on-line Every visit update is given by: 
nj 
Eon rN 
+l 
line 
_ -Eon-line `1 - a)np + ar (1- ask1 
k. 0 
_ TN n-line + r[1- (1- a)"° ] 
- ,ý 
Eon-line 
N (1 _ ß) + ßr - 
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It can now be seen that the Every visit on-line update is equivalent to a First visit 
update using a value of a of ß =1- (1- a)"" . As this depends on the data, i. e. the 
number of times the state occurs, this is no longer a simple alpha update rule. 
Divergent Every visit off-line MCA 
The off-line form of the Every visit MCA estimator has to make a single update per 
realisation. The most obvious way is to re-write the First visit update as an error 
increment rule: 
r4 TN1 +Oc(r-rN, ) 
-Fot GL 
=r +cu. 
Now we can simply sum the increments associated with each occurrence of the state 
to convert the First visit rule into an off-line Every visit rule. 
Each time the state occurs an error increment is added to the total increment and the 
resulting update is: 
Eoff-line Eoff-line Soff-line Eoft-line rNi+1 =rN, i-Of(i-iNI )-ý-OC(T'-YiNi )+... 
and in general we have: 
Eoff-line 
_( 
ff-fine 
rN, 
+l = 
(rN (1- ni, (x) + niar) 
In this form it is clear that off-line Every visit update also weights the reward by the 
number of times the state occurs. Unfortunately this weighting takes the form of a 
simple multiplier making it possible for n; ja to be greater than 1 and this makes it 
diverge. The usual solution to this problem is to reduce a to a value that is 
sufficiently small to make sure that n; ja is smaller than 1. However, as in the case of 
the Accumulating traces TD estimator, it is difficult to know what value of a will 
cause divergence and for any selected value there are clearly MDPs that are recurrent 
enough to make the estimate diverge. 
Non-divergent Every visit off-line MCA 
An alternative way of using the multiple increments to produce an off-line update is 
to "normalise" the error increments so that they have the same expected value as a 
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single error increment, i. e. by dividing the increment by the number of times the state 
occurred. This update is given by: 
r4.1 -line -1 `f rNNoff-line (1- a) + ar]+ 
[rNNoff-line 
(l 
- a) + ar]+... ) 
nij 
(FENoff-line (1-a) +ar) 
which is the same as the First visit update. That is, the non-divergent form of the 
Every visit off-line estimator is arithmetically the same as the First visit estimator. 
It is important to notice that this only happens because the quantity associated with 
each occurrence of a state within a realisation is the same, i. e. it is the same reward. 
In general this is not the case and in particular if there are intermediate rewards then 
the total reward for each occurrence will be different. 
So to summarise: 
First visit Every visit 
Off-line First visit MCA Divergent Every visit MCA 
or Non-divergent Every visit MCA* 
On-line First visit MCA Every visit on-line MCA 
* If there are only terminal rewards then Non-divergent Every visit MCA = First visit MCA 
Thus in the case of only terminal rewards there are three distinct estimators: First 
visit, on-line Every visit and off-line divergent Every visit. It is possible to derive 
analytical expression for the RMS of each of these estimators. 
RMS error for First visit MCA 
It is possible to derive an analytic expression for the RMS error for the first visit 
MCA estimator as given in Singh and Dayan (1998) but in a slightly different form. 
The First visit MCA update is: 
v, (n) =v; (n-1)+aK, (n)(r(n)-v; (n-1)) 
where K; (n) is an indicator function which is 1 if state i occurred in the nth 
realisation and 0 otherwise. 
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The expected value is: 
E[v; (n)]=E[r; ](1-(1-af; )")+(1-af; )"E[v; (0)] 
where f; is the probability that state i occurs in a realisation. For a Markov chain we 
have f; = 
[µT {I + S_; (I - S_; )-' }1 where S is the transition matrix for the transient 
states and S_; is the matrix with row i set to zero. 
The RMS error can be found in a similar way to be: 
RMSE[yl[v; (n)] = (1 +f'((1-a)2 -1))" RMS[v. (0)] + 
1- (1 + f; ((1-a)2 1))" a2VAR[r; ] 
1-(1-a)2 
It is easy to show that the estimator converges for all a and that it is asymptotically 
unbiased. 
Notice that if f; =1 these expressions reduce to those for the simple MCA estimator 
given in Chapter 5 for the MCA estimator which assumed that the state occurs in 
every realisation. 
RMS error for the divergent off-line Every visit MCA 
The RMS error for the divergent every visit off-line MCA estimator is as given in 
Singh and Dayan (1998) but put into a slightly different form. 
In this case the up-date takes the form 
v; (n) = v; (n -1) + ais (n)(r(n) - v; (n -1)) 
where i (n) is the number of times that state i occurred in the nth realisation. 
The mean is given by: 
E[vi(n)]=E[ri](1-(1-aE[Ki])fl)+(1-(XE[Ki])°E[vi(0)] 
E[K1 J= µT (I - S)"' where S is the transition matrix of the transient states of the 
Markov chain and µ is the initial distribution of states when the process is started, 
i. e the vector of probabilities that the system is started in state i. 
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The RMS error is given by: 
RMSElril[vj(n)]=E[(1-ax; )2]"RMS[vi(O)]+ 
1-E[(1-ax))Z] 
VAR[r]a2E[K12] 
The expectation values of the various expressions involving is are: 
E[x; ]= µT (I - S)-' 
E[i< ]= [µT (I - S)-' ]l + 2[µT (I - S)-1 ]I [S(I - S)-l ]ii 
_ [µT (I - S)-l ]; [I + 2S(I - S)-']ii 
= E[k; ] [I + 2S(I - S)-' ],; 
or in terms of First visit probabilities: 
E[x; ]= 
f' 
(1-f;; ) 
E[K? ]_ 
f; (1+fps) 
_ 
(1+f")E[xi] 
(1- f;; ) 
E[(1- ax; )2] =1-2aE[x; ]+a2E[x; 2] 
=1- 2aE[x; ]+ a2 
(l + f;; ) E[x; ] 
(1-f;; ) 
=1-2a 
f' 
+a2 
f; (I+f;; 
(1-f;; ) (1-f;; )2 
where f; is the probability of state i occurring and f;; is the probability that state i 
occurs given that state i has occurred. 
It is also clear that when 
a>2(1-f; 
) 
(1+f) 
the RMS error diverges and for a fixed aa process with 
2-a 
f'' 
2+a 
causes the RMS error to diverge. 
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RMS error for the Every visit on-line MCA 
The expression for the on-line version of the Every visit estimator is more 
complicated due its non-linear dependence on the number of times the state occurs. 
In this case the update is given by: 
vi (n) =v; (n-1)+(1-(1-a)K1('))(r(n)-v; (n-1) 
the mean is given by: 
E[v1(n)] = E[r1 ](1-E[(1- +E[(1- a)'i ]' E[v1(0)] 
and the RMS error is 
ZKý n 1- E[(1- a)2K 
In 
K, 2 RMSE[, 
+][Vi 
(n)] = RMSE<<, l[v, (O)E[(1 - a) 
]+1 
E[(1 a)2", ] 
E[(1- (1- a) ) ]VAR[ri ] 
-- 
We also have for the expected values used in the formulae: 
E[(1-a)"`']=E[ß"`]=(1- f)+Qf(1-f; r) 
1- 
E[(1-a)2k, ]=E[ß2k']=E[(ß2)k'(1-f, )+ß2f, 
(11) 
1_, 82f r 
E[(1-(1-a)k')2]=1-2E[ßk']+E[ß21"] 
Comparing First and off-line Every visit MCA 
The RMS error for both the First and off-line Every visit MCA estimator has the form 
RMSt =A'RMS0+l-At BVar[r; ] 1-A 
with 
A=A(a, fI, fil)=1-2a(1 
fIf.. 
)+a2 X11 
f1f 2 
and 
Z f; (1+f;; ) 
(1-f;; ) 
The expression for the First visit estimator is recovered by setting fj=0 in both A 
and B. 
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This equation has been checked against simulations for a range of models and against 
the First and Accumulate TD programs from Singh and Dayan (1998) with %, =1. In 
all cases the differences were within the tolerances of the simulation or computation. 
For example, see Figure 10 which shows the differences between predictions for the 
First and off-line Every visit estimator for the 19-state linear SRW model. 
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Figure 10: Difference in prediction for the First and off-line Every visit estimators 
The formula can be used to compare the two forms of the MCA estimator. To do this 
we first make the asymptotic error of each form of the estimator the same and then 
compare the rate of convergence, i. e. the value of A 
The First visit estimator has asymptotic RMS: 
RMSFE[", ][v, (°O)] =2 
aä VAR[ri] 
F 
The Every visit estimator has asymptotic RMS 
 
aF 
RMSEE[n1[vr(00)]= 
l+j 
VAR[ri] 
2- 
f' 
aE 
1- f 
Thus the same asymptotic bias is achieved if aE = 
1- f' 
aF and ar <2 -f 
for convergence of the Every visit estimator. 
In this case i. e. with equal asymptotic bias we have: 
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AF = A(aF, f;, 0) 
=1-aFf; (2-aF); 
and for aE = 
(1- 
the equivalent AE is: 
AE = A(aE, fi, fi) 
=1-aFf(2-aF)I 
1 
(1+f;; ) 
This implies that: 
1-AF 
_ 
aFf (2-aF) 
=(1+fi) 1-AE 
aF f1 
\2) 
1+ f.; 
and hence 
1-AF 
_(1+f;; )>-1 1-AE 
=: > AF: 5 AE 
We therefore have the result that if both estimators are adjusted to have the same 
asymptotic RMS error then the First visit constant a estimator converges faster than 
the Every visit on-line constant a estimator and this holds for all Markov models. 
For example, in the case of the 19-state linear SRW with aE=0.01 it is clear that the 
First visit estimator converges faster and has the same asymptotic error. 
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Figure 11: First and Every visit off-line estimators compared 
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Comparing First and Every visit on-line MCA 
The RMS error for the on-line every visit estimator is: 
RMS 
., 
[v; (n)] = RMSS, [vý (ý)JýI(1- a) 2k' ]" + 
1- Ej(1- a)2 ]" EI(1- (1- a) k)2 ]VA1ir, ] 1-E[(1-a) ] 
As there is no alternative formula for the on-line Every visit MCA estimator this was 
tested by simulation for a range of parameter values. For example, see Figure 12 
which shows the difference between predicated and empirical values for a single 
state with f; 0.4, f;; =0.6 and a=0.5. The formula and empirical testing always agreed 
to three or better decimal places with the statistical variation being of the same 
magnitude. 
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Figure 12: A typical Theory-Empirical curve for Every visit on-line MCA 
The RMS error is again of the form: 
_t RMSt =A' RMSO +1-A BVar[r] 
with 
A=E[(1-(X)2k, 1=(1-f; )+ßZ6(1-fei) 
1- ß2f;; 
B=E[(1-(1-a)k')2 
=1-(1-f; )-2ßf; 
(1-f.; )+ß2f; (1-f;; ) 
1-ßf;; 1-52f11 
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Clearly when the series converges the asymptotic RMS error is: 
RMSOlieE[r I[Vi (co)] =1 AB 
Var[r] 
(1- 2E[ßki ]+ E[ß2k' ]) 
Var[r] 
1-E [ß2k' ] 
al+f;; (1- a) Var[r] 
2-a 
Thus the on-line asymptotic error is: 
RMSOnlineEI41 [Vi (°O)]= ao (1 + fü (1- ao )) VAR[r] 
2-a0 (1-fi(1-a0)) 
The on-line Every visit estimator has the same asymptotic error as the First visit 
estimator if: 
as (l+f;; (1-a. )) 
_ 
aF 
2-ao (1-f;; (1-ao)) 2-aF 
or 
1+(1-ao);; 
aF = ao 
1-(1-ao)2f;; 
For equal asymptotic RMS we have for on-line Every visit and First visit: 
Ao =1-aof; 
2 -a0 
Z 1-(1-ao) f;; 
A -1-f. a 
1+(1-ao)f;; 1,12+a 1+(1-ao)f;; F- 01-(1-a0), f;; ° 1-(1-a0)2fii 
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Hence: 
1-AF 
=1+(1-ao)f;; 2+a 
1+(1-a°)f;; 
1-A° 2-a° ° 1-(1-a°)2f;; 
(1+(1-ao)f)>_(1-(1-ao)2f;; )= 
1+(1-ae)f1i 
>1ý 
1-(1-a0)2f;; 
(1+(1-a)f;; ) 
2+a 
1+(1-a°)f;; 
, 
(1+(1-a°)f;; ) (2+a°) 
(2-a°) ° 1-(1-a°)Zf;; (2-a°) 
2+ä° 
>-1 (1+(1-ao)fii) 
2+a° 
? (1+(1-ao)f11) 
0U 
(1+(1-ao)f;; ) 
(2+ao) 
_ 
(1+(1-(xo)f;; ) z1 
(2-a0) 
1-AF 
> 1=: > AF<Ao 1-Ao 
We therefore have the result that if both estimators are adjusted to have the same 
asymptotic RMS error then the First visit constant a estimator converges faster than 
the Every visit off-line constant a estimator and this holds for all Markov models. 
For example in the case of the 19-state linear SRW with cc6=0.01 it is clear that the 
First visit estimator converges faster and has the same asymptotic error, see Figure 13. 
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Figure 13: First and Every visit on-line estimators compared 
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Conclusion 
How to make use of all of the available data in a set of realisations from a Markov 
process is an intricate topic. Sampling schemes result in variations on estimators that 
can be classified as First/Every visit and as on-line/off-line, although this is more 
usually thought of as being about how soon to use the available data to update the 
current estimate. 
The question then arises of which form of the estimator is best? In the case of the 
simple MCA estimator exact analytic expressions for the RMS error can be used to 
reach firm conclusions that do not depend on the parameters of the Markov model. 
If all estimators are adjusted to have the same asymptotic RMS error then the First 
visit constant a estimator converges faster than either the Every visit on-line or 
Every visit off-line constant a estimator and this holds for all Markov models. Given 
this simple fact there seems little point in using anything but a First visit MCA 
estimator. Unfortunately while it is tempting to conjecture that the same holds for 
more complex estimators currently this is not easy to prove. 
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Chapter Seven 
An Exploration of TD and Time Weighted Reward 
Even though there are problems with selecting values of a and .% to optimise 
performance, there is no doubt that TD(A) performs well for small samples. The 
standard explanation of this behaviour is that it is due to "temporal difference 
learning". As commented earlier, this seems to be paradoxical as temporal 
difference learning can only work when there are already good estimates of the value 
function to be used. This raises the question of what the mechanism is that gives 
TD()) its advantage in the very early stages of learning. 
One of the standard "testbeds" for the estimation of value function is the n-state 
linear Simple Random Walk (SRW). This has been used many times to demonstrate 
properties of TD estimation - Sutton (1988), White (1995), Sutton and Barto (1998), 
Singh and Dayan (1998), and many more. All such studies conclude that all of the 
various forms of the TD(? ) estimator have an advantage over the simpler MCA 
estimators. In this chapter this model is used in an initial exploration of the small 
sample behaviour of TD(a. ). The First visit TD estimator is used but the results do 
not change in character if an alternative form of TD is used apart from the need to 
avoid regions where the estimator diverges and the need to rescale a and ?- see 
Chapter Nine. All of the RMS curves in this chapter were computed using the 
analytic RMS programs given by Singh and Dayan (1998) or by the expression for 
the First visit MCA given in the previous chapter. 
The SRW model 
The 19-state linear SRW model is very simple and consists of 17 transient states and 
two terminal states as shown in Figure 14. 
0.5 0.5 0S 0.5 0.5 0.5 0S 0.5 0.5 ýwlýOOOOOOOOý 
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Figure 14: The 19-state linear SRW model 
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The generalisation to an n-state linear SRW is obvious. The main characteristics of 
this model is that, with 19 states, a typical realisation is relatively long, averaging 81 
states for realisations starting from the middle state. Equal left and right transition 
probabilities create the longest realisations and the highest recurrence rate. 
The theoretical expected reward and variance at each state can be seen in Figure 15. 
It is clear that the SRW model is highly structured. 
Z [r] 
0. 
-0. 
state 
Figure 15: The expected reward at each state of the SRW with RMS error bars 
RMS learning curves 
The behaviour of the TD estimator is well described in Singh and Dayan (1998) and 
there is no doubt that it can outperform a simple MCA estimator in some models and 
for appropriate choices of a, and a. For example Figure 16 shows the TD estimator 
for TD %=0.95 a=0.4 and MCA with a=0.146. While these two estimators have the 
same asymptotic RMS error, the TD estimator has a faster rate of convergence. 
RMS Error 
50 
Sample 
Figure 16, The TD estimator for X=0.95 a=0.4 and MCA a=0.146 
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The only main problem with summarising the behaviour of the TD estimator is that it 
has two parameters affecting its behaviour at each sample size. One solution is to 
present performance measures that reduce one of the variables. The average RMS 
over the first ten steps of estimation is one standard method Sutton (1988), Sutton 
and Barto, (1998) of presenting the performance of TD varying ? and a. In the case 
of the SRW the results can be seen in Figure 17 and it is clear that values of X in the 
range 0.9 to 0.7 have an early advantage over the MCA estimator (%=1) for a 
reasonably large range of a. 
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Figure 17: The average RMS error over 10 steps for the SRW for First TD 
The 10-step average RMS error is a useful performance measure that indicates 
ranges of X and a for which TD might have an advantage over simpler estimators but 
it doesn't explore what happens in large samples. One method of showing the 
advantage that TD might have over the simpler MCA estimator is to plot the 
minimum RMS error achievable at a given sample size by adjusting a. This optimum 
a plot shows where one estimator is better than other for a fixed sample size. The 
optimum a plot can be constructed using the analytic RMS programs of Singh and 
Dayan (1998) and the numerical optimisation commands provided by Mathematica. 
The behaviour of First TD on the SRW can be seen in Figure 18. Again it is clear 
that ? in the range .8 to .9 has an early advantage over the optimum a MCA 
estimator (, %=1) and that intermediate values of % have a longer-term advantage. 
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Figure 18: Optimum a RMS error curves for First TD 
Both average RMS over ten steps and the optimum a RMS curves are used to 
compare TD and MCA estimators on a range of models in the subsequent chapters. 
Time-weighted reward 
Examination of the behaviour of estimators early in their application suggests that 
part of the problem with the MCA and CE estimators is their inability to assign non- 
extreme estimates in the early stages of learning. Both make use of the full reward, 
i. e. +1 or -1, to update the current estimates. TD(, ), on the other hand, weights the 
final reward by ß, T'" when updating the estimate at st: 
T-t-1 
VN(s)+l(st) 
- 
VN(s)(st)(1-(1)+a(1-2. )1X, °-'VN(s)(St+n)+a9, T-t-1rT 
n=1 
That is, each state's estimate is updated using a weight that depends on the distance 
of the state from the terminal state in the realisation. In other words, if a state occurs 
just before the reward is received it is updated by %rT, if it is two steps away from the 
end of the realisation it is updated by X2rT and so on. In terms of a general philosophy 
of reinforcement learning this isn't unreasonable in that it assigns more credit for the 
reward to states that are close to the state that resulted in the reward. 
This use of a time-weighed reward makes TD(), ) quite different from the other 
estimators and it raises the question if this mechanism alone could account for much 
of its advantage in the early stages of learning. 
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Small sample approximation 
If the initial estimate V0(se) is assumed to be zero, a common choice, then the TDQ. ) 
estimator at the first step, using a first visit form, is: 
T-t-I 
V1(st)= VO(st)(1-a)+a(1-? ) 2]A., -tV0(st+n)+aÄ, T-t-1rT 
n=i 
T-t-1 
=0(1-a)+ a(1-)) V-'O +aýT-t-'rT 
n =l 
= aX, 
T-t-Ir 
T 
So after the first update the estimate of the value of each state s; is simply a? J'r1 
where d; indicates how far in terms of number of states away from the end of the 
realisation state s; was. 
At the next step the estimator is of the form: 
T-t-1 
V2(St) = V1(St)(1-a)+a(1-7) ýV-IVI(st+n)+aA. T-t-irT 
n=1 
T-t-1 
= a? 
d, 
rT(1-a)+a(1-%) rT+a%, T-t-IrT 
n=1 
The sum over states that occurred in the realisation contains terms like 
(X Z (1-'%)ýn_I)d"+n) rT which are very small compared to the first and last terms, 
aV, rT (1-a), and aX, T_'-'rT respectively. 
A similar argument applies to subsequent steps in the computation of the estimator 
and so we can conclude that initially TD(X) behaves like: 
VN(s)+I(St) = VN(S) (St)(1- a) + a? T-t-lr 
This is a much simpler expression and it is clearly an estimator based on a time- 
weighted reward. That is, the reward is multiplied by a factor that is a function of 
how "close" the state was to the reward in that particular realisation. 
That is the update for each state can be written: 
VN(s)+I(S) = VN(s)(SYl-a)+a) r1 
where d; is the number of states from the end of the realisation at which s; occurred. 
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Of course the same reasoning can be extended to the every visit case, with the 
lambda wieght being generalised to include multiple occurrences of the state. 
This new non-temporal difference form of the estimator has both X and a as variable 
parameters and can be thought of as a time-weighted reward estimator WR(k) 
defined by: 
VN(S)+I (St) = VN(S) (St)(1- a) + aý`-`-'r 
Notice that even though this estimator is a function of only the terminal reward, the 
weighting involves the position the state occupies in the realisation and this means 
that the first and non-divergent off-line every visit estimators are distinct. 
From the simple-minded derivation of the small sample estimator it is reasonable to 
conclude that it is most effective for small values of a, but this doesn't take into 
account the way that the weights are distributed between the reward and non-reward 
based components of the update. Consider the expression for the TD estimator in 
terms of this division: 
T-t-1 
V1(st) = Vo (st)(1- a) + a(1- %) Z V-' Vo (s, +n) + a?, T-t-'rT 
n=1 
T-t-1 
= Vo (s t)(1- a) + a(1- 
A, "-'non - reward + aA, T"t"'reward 
n=t 
T-t-1 
It is clear that the non-reward based terms are weighted by (1- X) E V-1 =(I -), d ) 
n-1 
and the reward is weighted by? . That is: 
V, (s, ) = Vo(s, )(1-a)+a(1-?, d)non-reward +a? reward 
The weighting on the reward is equal to that on the rest non-reward based terms 
when d= 
Log[Y] 
Log[A. ] 
A graph of the equal weight threshold d can be seen in Figure 19. 
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Figure 19: Equal weight threshold for a range of X 
a 
The conclusion is that as % increases the TD estimator puts increasing weight on the 
final reward and becomes more like the WR estimator. 
Thus there are two reasons why WR can be regarded as a small sample 
approximation to TD. The first applies when the non-reward terms are close to zero 
and the second when ? is close to 1. Of course when the non-reward terms are small 
and X is close to 1 then both effects tend to make TD close to WR. 
To summarise: 
" The TD estimator should tend to the WR estimator as A -> 1 irrespective of 
the initial estimate. (TD=WR=MCA for X=1. ) 
" The TD estimate is close to WR if the current estimates of reward are small. 
9 In particular if the initial estimate of reward is zero then the TD and WR 
estimators are equal at the first update for all ? and remain close for ?. near 1. 
It therefore seems reasonable to test the hypothesis that the small sample advantages 
shown by TD are in fact due to the inclusion of weighted reward component. That is, 
where TD shows a small sample advantage this is due to it being like the WR 
estimator. Given the complexity of the TD estimator the best that can be done is to 
demonstrate for a reasonable range of models that when TD does show a small 
sample advantage that WR also shows the same behaviour and advantage. 
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Large sample behaviour 
It is clear that while TD may be approximated by WR in small samples this cannot 
remain so as the sample size increases. The WR estimator converges to E[A r] and 
TD converges to E[r] and they are likely to have different asymptotic errors. 
However, the effect of the inclusion of a weighted average of non-reward terms can 
be seen as a way of changing the effective X on the weighted reward as the sampling 
proceeds so as E[), dr] -* E[r]. 
An intuitive explanation of how the inclusion of the non-reward elements changes 
the effective X in the weighted reward mechanism is easy to construct. As the 
estimates of other states move towards their expected values, the values of the non- 
reward terms move towards E[reward], as described in Chapter Four. In this case the 
TD estimator becomes more like: 
T-t-1 
V, (st) = V0 (st)(1- a) + a(1- X) V-1 E[reward] + a7J '-'reward 
n=1 
As the lambda weights sum to 1 this tends to: 
T-t-I 
V1(st) = Vo(St)(1-a)+a((1-? ) IV- +aX, T-t-1)reward --* 
n=1 
V, (s, ) = Vo(s, )(1-a)+areward 
To summarise: 
" Initially TD(X) behaves like WR(,, ) but as the sample size increases its 
behaviour tends to become more like WR(X') where %'-> 1 as the sample size 
increases. 
This can be seen as the effect of the "temporal difference" component of TD(A, ) 
which slowly changes the effective value of ? applied to the weighted reward as 
better estimates become available. 
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Empirical results 
A simulation of the Simple Random Walk (SRW) with 19 states provides evidence 
that the small sample approximation holds good in at least this case. For example, the 
RMS error for the first 10 steps of estimation using %=0.9 and a=0.7 for the first visit 
TD and WR estimator (10,000 realisations) can be seen in Figure 20. 
RMS Error 
0.8r 
Figure 20: RMS error for TD and WR for X=0.9 and a=0.7 
The RMS errors of TD and WR are typically closer for smaller values of ? and a but 
the values illustrated correspond to a region of operation where TD performs well 
and hence is of practical significance. The empirical studies using the SRW strongly 
suggest that further investigation of the behaviour of the WR estimator is warranted. 
Statistics of the weighted reward 
The WR(X) estimator is a biased estimator of the reward because it is a more natural 
estimator of X, d1rT where d is the number of steps before the reward is received. The 
expected value and variance of ?, d, rr have already been derived in Chapter Four 
using the recursive methods developed there. That is: 
E[? r] = (I -, %S)-'Tr = Q(? )Tr 
and 
Vcar(?. r) = Q(, %)Tr2 - (Q(? )Tr)z 
where Q(X) = (I - XS)-` 
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Sample Size 
Plotting these expressions reveals why the WR(? ) estimator may well have a small 
sample advantage when ?<1. 
For %=1 it has the same expectation as the value function and as X reduces the 
expectations move away from the value function, less so for those states near the 
terminal states. 
This can be seen in Figure 21, where %=1 gives the true (population) value function. 
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Figure 21: Expected value of 7Vd r for each state for four values of X 
A corresponding chart for the RMS error of ), di rT about its mean, RMSE[)d, r][X, 
l r] , 
(i. e. the standard deviation), see Figure 22, indicates clearly why the estimator has a 
lower RMS error than the unbiased estimator WR(1). 
RMSZtA'r ['lar] 
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Figure 22: RMS error of A, d r for each state for four values of % 
As ? decreases the variance of ?. T_t_lr also decreases. Another way of viewing the 
advantage that a weighted reward gives is to plot the RMS deviation from E[r] i. e. 
the RMS deviation from the expected reward RMSE[Il E? di r], as shown in Figure 23. 
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Figure 23: RNIS error of %d for each state for four values of X 
The lower RMS deviation for "middle" states can clearly be seen in this chart. 
However, it should also be recalled that estimators such as the alpha update rule can 
reduce the variance component of the quantity being estimated but not the bias. 
Figure 24, shows the per state average of RMSEEX,, rj 
[%dIr]. In the case of the RMS 
error of WR considered as an estimator of the reward it makes sense to normalise by 
the average per state RMS of the reward. This yields a figure that shows the decrease 
in RMS value for values of, % less than 1. This is what is used in Figure 25 and it can 
be seen that the RMS value falls to 60% of its original value. Interestingly there is 
also an optimum value of ? at approximately 0.95. This type of normalised diagram 
is a useful tool in comparing different types of model because it provides an 
indication of the way a weighted reward estimator should behave. 
AveragePer 
state RMSI[Am (x'ri 
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Figure 24: Average per state RMSEIOrl [A, d'r] error of Xd r for values of ?, 
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Figure 25: Normalised average per state RMSE[I][? r] 
Analytic RMS curves 
As the WR estimator takes the form of a simple alpha update rule its expected value 
and variance can be easily computed following the methods developed in Chapters 
Four and Six but allowing for the difference in the expectation of k "r and r. The 
corrected RMS error for a sample size n for a given a and ?. is: 
RMSZ WR si 
1-{(1-af; (2-a))" 
E[wi][n( 
)]- 
(2-a) 
aRMSE[w, ][Wil+ 
ill - afi 
(2-a)} ° RMSE[Wi][WRo(si)] 
However the RMS operators are all evaluated with respect to E[w; ] and as W is a 
biased estimator we need to correct this to allow for the fact that E[w; ]#E[v; ]. 
To correct the RMS error for the bias we need to subtract (E[WRn]"E[w])2 and add 
(E[WR]-E[r])2 using: 
E[WRn(s1)] = (1-af; )°{WRo(s1)-E[w; ])+E[w, I 
RMS2 /si 
1-{(1-afi(2-a))" 
aVAR E[y][WR"l 
)]_ 
- (2-a) 
[Wi]+ 
{(1-af; (2-a))"(WRo(s1)-E[w1I)2 - 
(E[WRn(s1)]-E[w1})2 +(E[WR,, (si)]-E[ri])2 
Notice that as both VAR[w; ] and E[w; ] depend on X all of the above expressions are 
functions of A. as well as a. 
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As WR(s; ) is asymptotically unbiased as an estimator of E[w; ], i. e. 
WRn (s; ) -> E[w; 1, we have: 
n-ºco 
RMSZ [ W. (s1)] = (2 
a 
a) 
VAR[w1 ]+ (E[we ]- E[ri })2 
which represents the asymptotic RMS error for W,, (si) estimating E[r; ]. 
From this it can be seen that WR(? ) is asymptotically biased by (E[w; ]- E[r; ])Z 
even if a is reduced to zero. Of course as E[w; ] -ý E[r; ], WR(%) is asymptotically 
unbiased in a scheme where a --+ 0 and 2 -+ 1 with sample size. 
Empirical v Theoretical RMS 
The formulae developed in the previous section can be used to predict the RMS error 
for any state in any MDP. For example for state I in the 17-state linear MDP the 
theoretical estimate compares well with empirical values (20,000 trials) for a=0.2 
and X=0.5 which is typical, see Figure 26. 
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Figure 26: Empirical v theoretical RMS for State 1, a=0.2 and X=0.5 
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Theory-tnpisical 
The agreement between the theoretical predictions for average RMS per state is also 
excellent. For example for A, =0.9 and a=0.7 the empirical (20,000 trials) and 
predicted RMS curves are very close, as shown in Figure 27. 
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Figure 27: Empirical v theoretical Average RMS per state for a=0.7, %=0.5 
Comparing WR(2) with TD(2) using the SRW 
The WR(, %) estimator can be compared to the equivalent TD(, %) estimator in an effort 
to see how much of the early learning performance can be attributed to its action. 
This was achieved using analytic formula for First TD derived and implemented as C 
programs by Singh and Dayan (1998). The program was modified to compute an un- 
weighted RMS error and was integrated into a Mathematica notebook which set up 
the model matrices and computed the RMS error of the WR estimator using the 
formulae given earlier. First TD is used throughout this chapter; the behaviour of the 
other forms of the TD estimator is considered in Chapter Nine. 
The first comparison to be made is the average RMS error in the first ten steps of the 
SRW since this is often presented as an illustration of the small sample superiority of 
TD over other estimators (Sutton, 1984; Singh. and Dayan, 1998. ). 
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The average RMS error for a range of 2 and a for the first visit WR estimator 
produced the result shown in Figure 28 which should be compared to the equivalent 
chart for TD(A. ) in Figure 29. As can be clearly seen the behaviour of the WR(%) 
estimator is very similar to TD(k) and is, of course, identical for X= I where the W(1) 
and TD(1) are both equivalent to the Every visit MCA update rule. 
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Figure 28: RMS error for a range of X and a- WR(?, ) 
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Figure 29: RMS error for a range of X and a -TD(A) 
Comparing the actual RMS error curves over the first 10 steps of the estimator, see 
Figure 30, for a range of % and a reveals the general behaviour of the two estimators. 
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Figure 30: Comparison of WR(X) with TD(X) over first 10 steps 
The graphs confirm that the difference between the WR and TD estimators tends to 
increase with a and the sample size for small k. This is probably due to the fact that 
WR is asymptotically biased and for small % this bias, (E[w; ]- E[r; ])2 , 
is large and 
reached in only a few samples. After this WR cannot reduce its RMS error but TD, 
being asymptotically unbiased can, and its asymptotic RMS decreases as a 
decreases. 
The behaviour with, % is more complex but can be best summarised as being an 
increase in difference with sample size as X increases and then a decrease for ?, 
sufficiently large to shift the weights to the reward. For values of ? that do better 
than MCA for small samples, the WR estimator is close to the TD estimator and 
shows the same small sample advantage. 
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Large sample behaviour 
Examining the behaviour of the estimators over more steps clearly reveals the 
importance of the bias in WR. Figure 31 shows RMS curves for TD, WR, the best 
MCA estimates and the difference TD-WR for a typical ?, (, %=0.9 and a=0.8) that 
produces a good small sample performance. 
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Figure 31: TD and WR for X=0.9 and a=0.8 
It can be seen that the WR estimator is initially close to the TD estimator until they 
converge to their respective asymptotic errors. This effect becomes more pronounced 
with smaller X. This is shown in Figure 32, for a value of ), =0.7 and a=0.8, where the 
TD estimator first starts to show a small advantage over the best MCA estimator. 
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Figure 32: TD and WR for ?, =0.7 and a=0.8 
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It is clear that the contributions from the non-reward elements in the TD estimator 
act to reduce the bias as described earlier. That is, as the sample size increases the 
non-reward terms in the TD estimator start to make the it behave like WR with % 
tending to one. 
This raises the idea of comparing the TD estimator to the WR estimator with the 
same asymptotic error achieved by increasing the value of ? selected. This can be 
achieved by solving: 
RMS2 [TD0 (? )] = RMs2 [ WRQ (V)] 
for 2' using the value of asymptotic error computed for the TD estimator. However, 
for small values of A. and large (fixed) a there is no WR estimator with the same a 
and asymptotic error. That is, it is impossible to find a A, ' that gives the same 
asymptotic error for the same a but it is possible to find a set of A, ' a' which give the 
same asymptotic error. The further raises the question of which Va' values to 
choose to compare with the TD estimator? A reasonable approach is to find the A, ' a' 
that gives the best fit to the TD RMS error curve. For example in the case of TD 
using X=0.9 and a=0.8 the best fitting WR estimator uses A, '=0.96 and W=0.79. As 
can be seen in Figure 33, the fit is good. 
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Figure 33: TD for, %=0.9 and a=0.8 and WR for )'=0.96 and a'=0.79 
For smaller values of X the best fitting values of X' a' move further away from the 
TD values but the fit of the RMS curves remains good. For example, for TD using 
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X=0.7 and a=0.8 the best fitting WR estimator uses 4'=0.94 and a'=0.3 ]. In this case 
the larger value of ý,. is needed to reduce the asymptotic bias but again the fit is good, 
as can be seen in Figure 34. 
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Figure 34: 'I'D for k=0.7 and a=0.8and WR for 2, '=0.94 and u'=0.31 
The RMS error between the two estimators over a sample size ol'50 can be seen to 
be small for the full range of ? and a in Figure 35. 
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Figure 35: RMS error between '1'1) and the best fitting WIZ 
The ratio of the best a' to the u used in the TU estimator can he seen in Figure 36 
and the ratio of the ý, used in the 'I'I) estimator to the best 2' can he seen in Figure 37. 
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Figure 37: Ratio of ?, to X' ( best fitting W12) for a range of k and a 
What these charts indicate is that the WR estimator can he made to behave like the 
'I'I) estimator für small and large samples as long as it is adjusted to have the same 
asymptotic RMS error by varying the value of'),. and ºx used. For large 2 the values of 
? and a used in the WR estimator are even closer to the values used in the 'I'I ) 
estimator. 
While the situation concerning the relationship between the X and (x values used in 
the two estimators is complicated, it is clear that not only can the WR estimator 
account for the small sample behaviour oC'1'1), it can also pcrliOrm similarly, to the 
point where both estimators have settled down to their asymptotic error rate. This 
suggests that there is no need to postulate any other mechanism than the use of 
weighted rewards in the action of the 'I'U estimator. The WR estimator, at least in 
this case, seems to he capable of extracting inlormation as efficiently as tile 'i'l) 
estimator. 
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Non-zero initial estimate 
The case of the zero initial estimate is special because in this case the WR and "1'1) 
estimators are identical at the first step for any 2 and (x. Ii the initial estimate is non- 
zero then this agreement is lost and only the arguments for similarity at large values 
ofX apply. It is worth examining what happens in this case by using the SRW model 
with an initial estimate of'expected reward of 1 at each state. This doubles the initial 
RMS bias. 
As can he seen in Figure 38, which shows the average RMS error over ten steps Ior 
both the TD and WR estimators for a range of ?, and a values when the initial 
estimate is non-zero, the 'I'D estimator shows no early advantage over the MCA 
estimator (i. e. a, =1). The WR estimator on the other hand does show some improved 
performance when given time to make up tier the higher initial bias. It seems that the 
TD estimator, which is no longer behaving like WR in the early stages of estimation 
due to the higher initial bias, has lost its small sample advantage. 
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The same situation is revealed by the individual RMS error curves for the first ten 
steps in Figure 39. As can be clearly seen TD gets closer to WR as X tends to 1 but it 
is a worse approximation than in the case of a zero initial estimate. 
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Figure 39: Comparison of WR(), ) with TD(X) over first 10 steps with non-zero 
initial estimate 
The same behaviour is revealed by examining the large sample RMS curve. Even for 
reasonably large values of X the TD estimator doesn't perform particularly well and 
isn't very close to the WR estimator. For example compare Figure 40 with the 
previous one for a zero bias. 
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Figure 40: Non-zero initial estimate TD and WR for X=0.9 and a=0.8 
As ? increases, however, the behaviour does slowly converge to that displayed by 
WR. See Figure 41 for X=0.95. 
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Figure 41: Non-zero initial estimate TD and WR for X=0.95 and a=0.8 
The conclusion is that the non-reward elements in the TD estimator damage rather 
than enhance its small sample performance when the initial estimate isn't zero. They 
do this by taking it away from the WR estimator which continues to perform well in 
its own right. 
Weighted assignment versus temporal difference 
The performance of the WR(A, ) estimator compared to TD(? ) indicates that the 
superiority of the small sample performance of TD(X) doesn't rely on temporal 
difference philosophy but can be accounted for by a simple and classical variance 
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reduction technique. By trading variance for bias, the WR(, %) estimator with X< I 
performs better earlier than the simple MCA estimator. Of course, given that the 
WR(A) estimator is asymptotically biased, it isn't equivalent to TD(?, ) as the sample 
size increases because TD(k) is asymptotically unbiased. The way that the inclusion 
of the non-reward terms in TD(? ) removes the bias can be seen as the action of 
temporal difference but this does not seem to contribute to its small sample 
behaviour. In every case of the SRW where TD has shown a small sample advantage 
then it has been close to the WR estimator. Even in the large sample case it has been 
possible to match the behaviour of TD by a suitably adjusted WR estimator. 
If TDQ) has a "philosophy" is it possible to ascribe a "philosophy" to WR(?. )? The 
basic idea behind WR(2) is that the reward is weighted by its "distance" from the 
state that produced it. The nature of the weighting ?, where d is the number of 
states encountered before the terminal reward, may seem an arbitrary choice but it is 
proportional to the probability of the realisation from the state to the terminal state. 
That is, if the probability of the transition from the state at time t to the state at time 
t+1 is simply pXýx1, the probability of the sequence X={xl, x2,... xn+, } occurring is, 
by definition: 
P(X) = px, px, x2 pxpxn. 1 
If we assume that the probabilities are constant and equal to X then: 
P(X) = P., P.,: z ... 
P.. ".., = 
Ä'° 
In other words, the ?. ° weighting factor can be thought of as an approximation to the 
probability of the rest of the realisation occurring. Now consider the way that this 
affects the estimation of reward for a state that is "close" to a terminal state with 
reward R and a "long way" from a terminal state with reward -r. Clearly the value 
function for the state will be closer to r than -r and this is reflected in the likely 
position of the state in a realisation that ends with a reward r and one that ends with a 
reward -r. By using the position in the realisation to weight the reward it can be seen 
that we are taking account of the likelihood that the state is "associated" with the 
reward. By doing this we are not forming an unbiased estimate of the reward but one 
that over- or under-estimates the value according to the "distance" that the state is 
from each of the terminal states. 
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Conclusion 
The small sample performance of TD(?, ) seems to be mainly due to the effect of it 
incorporating a weighted reward. In the case of a zero initial estimate TD and WR 
are equal at the first step. When the initial estimate is non-zero then TD and WR are 
not identical at the first step but in either case TD becomes increasingly like WR as 
? tends to one. 
In any situation where TD performs well in a small sample it is close to the WR 
estimator with the same parameters. This makes good sense and explains how TD 
can provide improved estimates so early, even when the information in the current 
estimates is so low. The small sample performance of TD can be accounted for by 
classical variance reduction principles. 
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Chapter Eight 
WR and TD in Other Models 
The behaviour of TD in the SRW model agrees with the hypothesis that its small 
sample advantage is due to the use of weighted rewards. However the SR W model 
has a number of special features. This raises the question of the performance and 
behaviour of both WR and TD in a wider context. Two additional models are 
analysed to discover if temporal difference learning can provide a small sample 
advantage over and above the WR estimator. 
Factors affecting TD and WR 
The SRW is a very special model as far as TD and WR is concerned. First it is a 
recurrent model in the sense that any non-terminal state can occur any number of 
times in a realisation. As TD makes use of the current estimate of reward each time a 
state occurs and WR doesn't, increasing recurrence increases the difference between 
these two estimators. The SRW with equal left and right probabilities has the longest 
expected path length and the maximal recurrence of any given state. On average each 
state occurs 4.7 times in each realisation. In this sense it is already a test of the effect 
of recurrence on TD and WR. The second important feature is the strong association 
between expected path length and expected reward - as can be seen in Figure 42. 
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Figure 42: The variation in expected reward with expected path length. 
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This relationship between expected path length and reward makes the SRW an ideal 
candidate for a weighted reward estimator to outperform the MCA estimator. This 
raises the question as to whether or not such relationships are common or very 
specific to the SRW? As the expected path length is given by: 
E[path] = Ql 
where 1 is a vector of ones. 
The expected reward is given by: 
E[r] = QTr = QR 
where R is a vector of the expected reward at each state by direct transition to a 
terminal state. In both cases Q is the same fundamental matrix and so in general there 
is likely to be relationship between expected path length and reward. However, even 
if there isn't a relationship between the means this doesn't rule out a relationship 
between the actual path length and actual reward received or the variability of the 
reward received. 
It is still worth investigating the behaviour of TD and WR in additional models that 
differ from SRW in determinism, recurrence and in expected path length/reward 
relationships. In this chapter two models are explored in detail - the cyclic model and 
the bottleneck model. The cyclic model is interesting because it has a fixed expected 
path length and the bottleneck model should provide an opportunity for TD to 
outperform WR if temporal difference learning provides it with an early advantage. 
The bottleneck model also offers the opportunity to investigate the effect of changing 
the level of determinism in the model i. e. the degree of variability of the reward. 
A cyclic model 
An explicitly cyclic model is that used by Singh and Dayan (1998) to examine the 
behaviour of the TD estimator. This consists of a ring of states each directly 
connected to its own terminal state and hence direct reward - see Figure 43. 
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Figure 43: The cyclic model. 
Two parameters control the model, c and 4. The probability ol't ansition to a 
terminal state is given by I -c and so c alone controls the expected path length. As c 
increases to I the expected path length increases as shown in Figure 44 and the 
expected number of times a state occurs in a realisation is as shown in Figure 45. It is 
worth pointing out that for n=5 the expected path length only reaches that of the 
SWR at c>0.99. 
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Figure 44: The effect of c on expected path length 
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Figure 45: The effect of' c on the expected "recurrence" of I state 
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The 4 parameter doesn't affect path length or recurrence, instead it controls the 
"rotation" of the model in the sense that as it increases to 1 the probability that the 
next move will be to the adjacent state increases. For 4 less than 1 the remaining 
probability, i. e. c(l-4), is distributed equally among transitions to the other non- 
terminal states in the ring (transition arrows not drawn in the diagram). Thus for 4 
close to 1 the current state tends to move round cyclically until it terminates. As 4 
reduces towards 0 the cyclic behaviour merges with a disordered jumping about 
between states. 
What makes this model interesting from the point of view of testing TD and WR is 
that for all c and 4 the expected path length starting from state i is a constant. In this 
situation we would expect WR to have little to no advantage over the MCA 
estimator and if TD has no additional learning abilities then it too would do no 
better. It is also worth pointing out that this is a very difficult model to learn. The 
reason is that it is much like a chaotic roulette wheel where the initial position of the 
ball has little predictive value for the eventual reward. As c is increased the "spin" of 
the "wheel" becomes more vigorous and the connection between reward and initial 
state becomes more tenuous. To make the model relevant to practical situations it 
seems reasonable to set c to a value that keeps a connection between initial state and 
reward. 
The rewards used in the original paper (Singh and Dayan 1998) are 2i-n-1 where i is 
the state number and n the number of states. (n=5). With this choice the expected 
reward at each state reduces towards zero as c tends to one. For example, with c=0.1 
and 4=l (although i has little effect on the expected reward) the expected reward is 
different at each state - see Figure 46. This appears to be an interesting model and a 
good test of the estimators but it is worth noting that that for c=0.1 the expected path 
length is only 0.2 which means that we are simply seeing the rewards obtained by 
starting in a state and jumping directly to the connected terminal state (for five states 
the rewards are -4, -2,0,2, -4). 
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Figure 46: The expected reward at each state for c=0.1 with RMS error bars 
If c is increased to 0.5, as in Figure 47, the effect is to reduce the expected reward 
towards zero and to increase the variability of reward received (as indicated by the 
larger RMS error bars). In this case the expected path length is just 2 states and so 
the model is still much simpler than the 19 state SRW. 
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Figure 47: The expected reward at each state for c=0.5 with RMS error bars. 
With c set to 0.9 the expected path length is still only 10 and now the differences 
between the expected rewards are clearly swamped by the RMS error at each state, 
see Figure 48. Thus the cyclic model provides a difficult estimation problem but it 
isn't of practical importance because the expected reward at each state becomes 
equal as the model complexity increases. 
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Figure 48: The expected reward at each state for c=0.9 with RMS error bars 
Now that the fundamental behaviour of the cyclic model has been explored the next 
question is what the effect of a weighted reward would be? A simple-minded 
approach would suggest that as the expected path length at each state is constant then 
weighting by 2 would have a negligible effect and this is indeed the case. The 
curves for the expected weighted reward and its RMS variation can be seen in Figure 
49 for c=0.9 and 4=1 but there is no qualitative change for other values of c and 4- 
although there is a small reduction in the expected values and the RMS variation. 
Notice that these graphs are for a wider range of X values than in the case of the 
SRW. 
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Figure 49: Expected value and RMS error of %d r for each state for 4 values of ?. 
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Finally, it is worth examining the per-state error reduction for the range of values of 
X. Figure 50 shows that the RMS error reduces as X gets smaller, which is quite 
different behaviour from the SRW model where there was a distinct dip for ? values 
around 0.95. This is reasonable given the way that the cyclic model's means hardly 
vary with ? but its variances reduce with X. 
Average Per state 
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Figure 50: RMS reduction for a range of ? values (c=0.9 4=1) 
TD and WR with zero initial estimate 
Before starting to examine the behaviour of TD and WR on this model one small 
change needs to be made. The expected reward for each state is very close to zero 
and starting the estimator off with an initial estimate of zero results in a smaller 
initial RMS error than the asymptotic error for any a in the MCA estimator. This 
means that the optimal a is zero or very nearly zero because adding information from 
the data simply makes the estimate worse than the initial estimate. This is a well- 
known phenomenon and the usual solution is simply to test the estimators using a 
non-zero initial estimate. However, we need to examine TD and WR when the initial 
estimate is zero and non-zero so in this case adding a constant, one say, to the 
rewards to move their expected value away from zero is a better solution. This 
change to the reward structure makes it possible to compute an optimal value of a 
for every samples size and use this to evaluate the performance of the TD estimator. 
This reveals that there is no value of a or X that makes TD better than MCA for an 
optimal choice of a. As X tends to 1 the best-performing TD tends to the optimal 
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MCA but it fails to outperform it. A typical optimal a performance chart can be seen 
in Figure 51 for c=0.9 4=1. The value of 4 has little effect and this is a reasonable 
behaviour if the additional power of TD comes from the association between reward 
and path length observed in the SRW. 
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Figure 51: Optimal a TD estimators for c=0.9 4=1 
Comparing the average RMS error over the first ten steps for TD and WR reveals 
that once again they are similar but neither does better than MCA for the best choice 
of a- see Figure 52. Even though neither estimator is better than a simple MCA 
estimator they show a clear similarity as in the case of the SRW model. It seems that 
even if TD isn't better, it is still close to the WR estimator. 
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Figure 52: Average RMS error for the first ten steps for TD and WR c=0.9 4=1 
Comparing the detailed RMS behaviour for the first ten steps again reveals how close 
TD and WR are - see Figure 53. For large ?, TD and WR are close, even when the a 
value is such that the initial estimate is better that the asymptotic error. 
TD 
w. z 
.4 
a 
Chapter 8: WR and TD in Other Models 
130 
0.2 
0.2 
0.5 
0.8 
0.9 
1.0 
1.8 
1.6 
1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
* 
ýT f_ - 0.8 =-s-: 
1.8 
1.6 
1.4 
1.2 
'ý- 
0.8 *ý-ý-" 
1.8 
1.6 
1.4 
1.2 
0.8 
0.5 
1.8 
1.6 
1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
I 2-4-a 
0.8 
1.8 
1.6 
1.4 
1.2 if4t 
0.8 
1.8 
1.6 ý, ý "-ý-ý "" 
1.4 
1.2 
0.8 
WR TD 
0.8 
1.8 
1.6 
1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
i*frr"" 1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
aa"a"""" 
0.8 
1.8 
1.6 ": 
aa""a"" 
4-# -"--"--a- I- I 1.4 
1.2 
0.8 
1.8 
1.6 
1.4 
1.2 
3ä-a 8ý1ö 
0.8 
NB: vertical axis is the per-state RMS error, horizontal axis is sample size 
Figure 53: Comparison of WR(%) with TD(X) over first 10 steps 
Large sample performance is also similar to the SRW case with TD and WR close 
for large values of ?. and moving further away due to the difference in asymptotic 
error as ? decreases. One difference is that a has to be small to ensure that the 
asymptotic error is smaller than the initial error. The results are qualitatively 
unaffected by the value for c and 4. An example for c=0.9,4=1, X=0.95 and a=0.1 
can be seen in Figure 54. 
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Figure 54: TD and WR for 1=0.95 and a=0.1 (c=0.9,4=1) 
As in the SRW case, using a WR estimator with the same asymptotic error produces 
a good match over the full range of % and a. For example, Figure 55 shows the WR 
RMS curve for the same A. and a and for optimal A. and a for A. =0.6 and a=0.2. The 
optimal % and a. were 0.88 and 0.08 respectively. 
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Figure 55: RMS curves for TD and WR for ? =0.6 and a=0.2 (above) and for 
WR optimal k and a. (0.88 and 0.08). 
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TD and WR with non-zero initial estimate 
When the estimators are started off with non-zero initial estimates then the pattern 
observed in the case of the SRW model is encountered again. Setting the initial 
estimate to one (and restoring the reward structure so that it has an mean of zero) 
reveals that TD performs worse than the WR estimator, presumably because of its 
use of poor initial estimates. For example, the average RMS error for the first ten 
estimation steps can be seen in Figure 56. Notice that the TD estimate is worse and it 
is still beaten by the MCA estimate. However the WR estimate is not only better then 
the TD estimate, it outperforms the MCA estimator for a range of values of ? and it 
gets better as X decreases which is in agreement with the theoretical RMS reduction 
curve (Figure 50). 
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Figure 56: Average RMS error for the first ten steps for TD and WR c=0.9 4=1 
with a non-zero initial estimate. 
The fact that WR appears to be less affected by the bias can also be seen in the large 
sample behaviour of the RMS error. Figure 57 shows the RMS curve for X =0.6 and 
TD 
WR 
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a=0.2 which can be compared to the result in Figure 55 using a zero initial estimate. 
This behaviour is typical and again qualitatively unaffected by the model parameters. 
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Figure 57 RMS curve for TD and WR for ?. =0.6 and a=0.2 
with non-zero initial estimate 
Summary of cyclic model 
Investigating the behaviour of TD and WR with a parameterised model clearly 
results in a huge amount of data as the parameter space provided by the model and 
the estimators, i. e n, c, 4 ? and a, has to be explored. However the variation in 
behaviour caused by values of c and 4 that produce realisations with more than a few 
states in a realisation is minor. 
The main conclusions to be drawn are: 
1) TD doesn't out perform a simple MCA estimator for any values of ?, and a 
irrespective of the initial estimate. 
2) TD is close to WR for a range of % in the first few steps of estimation, 
especially if the difference in the asymptotic error is corrected for. 
However, they both perform poorly compared to the simple MCA estimator 
when the initial estimate is zero. 
3) When the initial estimate is non-zero the performance of TD is similar to WR 
for 1. close to 1 but worse than the WR estimator when X is small. The WR 
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estimator outperforms the simple MCA estimator (using the same initial 
estimate) in this case. 
Point one is to be expected if TD is making use of weighted rewards to improve its 
estimation as this particular model shows no association between expected path 
length and expected reward. Point two is further confirmation that the behaviour of 
TD can be accounted for by weighted reward principles. Point three, however, 
provides something new to be considered. At first sight it appears that the WR 
estimator is out-performing the MCA and the TD estimator due to a lower sensitivity 
to a higher initial bias. However, while it might well be less sensitive to the initial 
bias, WR is also being helped by the fact that in this case the expected rewards are 
close to zero. As 2 is reduced the expected value of %dr tends to zero, which just 
happens to be closer to the expected value of the reward in this case. As a result WR 
improves as 7 gets smaller, which is not in line with its general behaviour. The fact 
that WR is better than TD or MCA for larger values of X is still evidence that it isn't 
as influenced by initial bias. 
The bottleneck model 
One of the ideas of temporal difference learning is that good estimates of the 
expected reward at some states can be used to improve the estimates at other states. 
For example, if there are a few states that have to be entered on the way to a final 
reward then good estimates of reward at these "bottleneck" states quickly propagate 
to other states further separated from the reward. It could be argued that the SRW 
model is already an example of a bottleneck because the two states at either end of 
the linear chain "learn" their expected reward quickly (because they have a low 
reward variance) and because they have to be passed through to reach the reward. A 
more explicit bottleneck model is, however, worth exploring to see if there are any 
gains in estimation performance due to temporal difference learning in TD as 
opposed to weighted reward learning. 
A bottleneck model can be constructed from a Simple Random Walk with reflecting 
end states by adding a probability of direct transition to one of a number of states 
leading to the reward states. For simplicity two bottleneck states are used, one 
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connected to three positive terminal rewards and one connected to three negative 
terminal rewards. Clearly the bottleneck states quickly (earn their expected rewards. 
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Figure 58: The bottleneck model 
Two parameters, p and r, control the model. The probability of' making a transition to 
a neighbouring state in the SRW is p/2 and the probability of making a transition to 
one of the bottleneck states is I -p. This probability is divided in the ratio r to I -r 
between the two states. The states in the left hand portion of the SWR divide the 
probability up in the ratio r to r-I and in the right hand half in the ratio r-I to r. Thus 
p controls how long the model remains in the SRW part of the model and r controls 
the relative strength of connection of the left and right hand parts to the two 
bottleneck states. Clearly as p increases both the expected path length and the 
cyclicity increases and this tends to blur the differences between the expected 
rewards at each state - much as in the case ofthe cyclic model. I Llually as r tends to 
.5 the expected rewards 
in the two halves of"the SWR tend to the same value as they 
have equal chance of', jumping to either of the bottleneck states. Clearly r can he 
thought o1"as controlling the level oNeterminism in the reward. That is, fier rI each 
halfofthe SRW always jumps to the same bottleneck states 
Only p affects the expected path length and recurrence, as show in I igures 59 and 
60. 
Chapter 8. WR and TD in Other Models 
136 
E[path Length] 
20 
17.5 
15 
12.5 
li 
7.! 
2. 
1p 
Figure 59: The effect of p on expected path length 
E[recurrence] 
8r 
Figure 60: The effect of p on the expected recurrence of a state 
The rewards used are i-term-0.5 where i is the state number and term the number of 
terminal states. For values of r close to 0.5 the expected reward at each state tends to 
zero and produces a model that is uninteresting from the point of view of policy 
improvement. As r increases towards 1 (or decreases towards 0) the difference 
between the expected reward in states in the left and right half of the SRW increases. 
The effect of increasing p for a fixed r is to increase the expected path length and to 
decrease the difference in the expected rewards between the right and left half of the 
SRW. This behaviour can be seen in Figure 61 where expected rewards are plotted 
with error bars for the 8 states in the SRW (the expected rewards at the bottleneck 
states don't vary with p or r). 
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Figure 61: The expected reward RMS error bars for a range of p and r values 
As with the cyclic model, expected rewards that are close to zero tend to remove 
asymptotic bias from the WR estimator and hence give it an unfair advantage. For 
this reason the behaviour of the estimators with two models using p=0.9 r=0.9 (high 
path length and determinism) and p=0.6 r=0.7 (lower path length and determinism). 
Now that the fundamental behaviour of the bottleneck model has been explored the 
next question is what the effect of a weighted reward would be? The simplest way to 
illustrate the behaviour of WR is to examine the per-state error reduction for the 
range of values of X. Figure 62 shows that the RMS error reduces for values of 2, 
smaller than one and there is likely to be an optimal value of ? each case. This 
behaviour is similar to that of the SRW model. 
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Figure 62: RMS reduction for a range of X values 
(using p=0.9 r=0.9 and p=0.6 r-0.7. ) 
TD and WR with zero initial estimate 
1 
Typical optimal a performance charts can be seen in Figure 63 for p=0.9 r=0.9 and 
p=0.6 r=0.7. It can clearly be seen that there is a range of X values for which it is 
better than the MCA estimator (%=1) in both cases. 
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Figure 63: Optimal a TD estimators (using p=0.9 r=0.9 and p=0.6 r=0.7. ). 
Comparing the average RMS error over the first ten steps for TD and WR reveals 
that once again they are similar for both models - see Figure 64. 
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Comparing the detailed RMS behaviour for the first ten steps again reveals how close 
TD and WR are - see Figure 65 for p=0.9 r=0.9 and Figure 66 for p=0.6 r=0.7. For 
large ? TD and WR are close even for large a. 
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Figure 66: Comparison of WR(X) with TD(X) over first 10 steps p=0.6 r=0.7 
Large sample performance is also similar to the SRW case with TD and WR close 
for large values of ? and moving further away due to the difference in asymptotic 
error as X decreases. One difference is that WR actually outperforms TD for larger 
sample sizes as can be seen in Figure 67. 
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Figure 67: TD and WR for x, =0.8 and a=0.6 (using ß. 9, r--0.9 and rß. 6 r=O. 7) 
As in the SRW case, using a WR estimator with the same asymptotic error produces 
a good match over the full range of ? and a. For example, Figure 68 shows the WR 
RMS for optimal ? and a for TD, using ? =0.8 and a=0.6 for both models. 
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TD and WR with non-zero initial estimate 
When the estimators are started off with non-zero initial estimates the pattern 
observed in the case of the SRW model is encountered again. Setting the initial 
estimate to two doubles the initial bias. It reveals that TD performs worse than the 
WR estimator, presumably because of its use of poor existing estimates. For example 
the average RMS error for the first ten estimation steps can be seen in Figure 69. 
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The fact that WR is again less affected by the bias can also be seen in the large 
sample behaviour of the RMS error. Figure 70 shows the RMS curve for X. =0.6 and 
a=0.2 and comparison with the result in Figure 67 using a zero initial estimate that 
WR initially outperforms WR and MCA and it takes time for TD to catch up. This 
behaviour is typical and is again suggestive of the fact that TD takes longer to 
recover from poor initial estimates than WR or MCA. 
I 
F 
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Summary of the bottleneck model 
The bottleneck model is practically interesting for values of p and r that produce 
reasonably large differences in expected reward at each state. For these values TD 
does outperform the simple MCA estimator for a range of ?, values. However, 
irrespective of the model parameters, TD and WR are close for large X and small a. 
When TD shows a small sample advantage over the MCA estimator so does the WR 
estimator. This strongly suggests that any advantages of the TD estimator in the early 
stages can be attributed to WR learning. As in the case of the SRW and the cyclic 
model, this effect becomes all the more clear when the estimators are started from a 
non-zero initial estimate. In this case TD only shows an advantage over MCA later in 
the procedure and this again tends to confirm that any temporal difference learning is 
effective later rather than earlier in the estimation procedure. 
Conclusion 
The additional models, cyclic and bottleneck, confirm the findings about the 
behaviour of TD and WR in the SRW. In all cases TD and WR are initially close and 
when TD performs well early on so does WR, and they are close. When the initial 
estimate is non-zero and the initial bias is higher TD does worse than WR for small 
samples and only recovers later. 
It 
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Overall it seems reasonable to suppose that the small sample advantage of the TD 
estimator is due to the action of weighted rewards rather than temporal difference 
learning. This is reasonable philosophically, because temporal difference learning 
needs good estimates to be effective and these are least likely to be available early 
on. It is also borne out by the behaviour of the estimators in diverse models that show 
a range of behaviours - cyclicity, path length, path length reward relationship, 
determinism and bottleneck structure. 
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Chapter Nine 
Replace and Accumulate TD and WR 
All of the results obtained so far have compared the First visit form of TD and WR. 
In this chapter we look at the interaction between TD and WR in the way that the 
data from a realisation is used. The standard Accumulate and Replace traces form of 
TD are compared to their equivalent WR estimators, i. e. Every visit WR and Last 
visit WR, for each of the three models, SWR, Cyclic and Bottleneck 
Analytic RMS curves for Every and Last visit WR 
The methods of Chapters Four and Six cannot be used to derive an analytic 
expression for WR in the Every visit and Last visit forms. This makes the analysis of 
Every and Last visit WR and their comparison with Accumulating and Replacing 
traces TD more difficult. However, it is possible to modify the analysis and the 
resulting program given in Singh and Dayan (1988) to compute the analytical RMS 
curves for both versions of WR. 
Analytic form of RMS error of Replace WR 
Replace TD is given by, using the notation in Singh and Dayan (1988): 
K (t)-1 n, (t; d+I) 
51 (1_ %); Vn-n, (t; d)-IVa. (t-1) vi(t) =V1(t-1)+a( 
". " 
d=1 m=n; (t; d)+1 
T(t) 
+ (1-%)r-ni(t; Ki(t»-Iv, (t-1)+ , `ct)-nict; Kict»r(t)-K1(t)vc(t-1)) m=n; (t a, (t ))+1 
The corresponding WR estimator simply ignores the non-reward values: 
v1 (t) = v; (t-1)+a( (')-n, (t; x. (t)) r(t)-K; (t)vi(t-1)) 
This is clearly a Last visit form of the WR estimator, i. e. the WR estimator is 
calculated as if the realisation started with the last occurrence of the state. Thus 
"Replace WR" is the same as "Last visit W. 
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Last visit WR is not the same as First visit WR despite the fact that a first visit is the 
same as a second visit or in general an nth visit due to the Markov property. The 
reason is simply that a last visit isn't equivalent to an nth visit for any fixed n. At 
each realisation the last occurrence will have n=x; (i) , i. e. the number of 
occurrences of the state, at the end of the realisation. Also the statistics of the 
realisation from the last occurrence of a state is different because the state does not 
recur, i. e. the passage to the terminal state is without state i recurring. 
Even though the mean and variance of WR computed by a Last visit estimator aren't 
easy to derive, it is clear that they follow the same sampling pattern as the First visit 
estimator. That is, the RMS error of the Last visit WR estimator is: 
RMSE[rl[WRiastn (s, )] - 
1-{(1 (a f; ä2)-a))n aVAR[wiýýazý + 
{(I 
- OCfi 
(2 
- a) 
)" (WRO (s) 
- 
E[wi last )2 
- 
(E[WRn (s1)] - E[wi last )2 + (E[WR, (si )] - E[ri ý)2 
with 
E[WR" (s)] = (1-(xf; )" {WR0 (s) - E[w; ]las`) + E[w; ]gas` 
It is clear that given values for E[w; ]las` and VAR[w; ]IaS` , 
i. e. * the mean and variance 
of the weighted reward for a given value of %computed from the last occurrence of 
the state, then the RMS behaviour of the estimator for values of a can be computed. 
To do this it is only necessary to set a equal to 1 and the initial estimate to zero in 
the formula for Replace TD: 
v1 (1) = Va)-_, a. K, c»r(t) 
That is, the mean and variance of the First visit estimate starting from an initial 
estimate of zero with a=1 gives the mean and variance of the Last visit weighted 
reward at each state. These quantities are computed by Singh and Dayan's (1988) 
program for the analytic RMS of each of the TD estimators and using the program 
with v; (0) =0 and a =1 provides the values needed to use the standard First visit 
formula given above to compute the RMS error curves for the Replace version, i. e. 
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Last visit, of WR. By modifying the program to provide the mean and variance, 
rather than the RMS error, it is possible to use it and the formula for the First Visit 
WR within a Mathematica notebook to compute the RMS error of the Last visit WR 
estimator at each step. 
The agreement between the theoretical predictions for average RMS per state and 
simulation is excellent. For example, for %=0.9 and a=0.7 the empirical (20,000 
trials) and predicted RMS curves are very close as shown in Figure 71. 
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Figure 71: Empirical v theoretical average RMS per state for a=0.4, ?, =0.9 
Comparison of Replace WR(2) with Replace TD(,, ) 
Regions of optimal performance 
Using the same Mathematica programs and the modified program derived from 
Singh and Dayan (1988), analytic RMS error curves for the Replace forms of TD and 
WR can be compared for each of the models described earlier - SRW, Cyclic and 
Bottleneck. As Replace TD makes use of a Last visit WR approach we would expect 
it to do better in any model where the reward was predominantly obtained by direct 
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transition to a terminal state. If direct reward is more probable than indirect reward 
the WR weighting would tend to emphasise the short last visit sequences over the 
less likely longer sequences. As both the Cyclic and Bottleneck models feature 
single- or two-step transitions to terminal states, Replace TD should perform better 
than first TD on these models. The other effect to be taken into account is the effect 
of recurrence or cyclicity causing Replace TD to not converge. 
The first thing to investigate is the effect of the replace method on the regions where 
TD performs better than MCA in the three models. In the case of the SRW the high 
recurrence rate causes Replace TD to not converge for a large range of a and this 
results in a very different looking set of optimal RMS curves, see Figure 72. 
However, it is still clear that there are values of T, in the region 0.8 to 0.9 where it 
has clear advantage over the MCA ?. =1 estimator. 
o. 
o. 
o. 
o. 
Figure 72: Optimal a Replace TD estimators for the SRW 
In the case of the Cyclic model the recurrence rate is lower and Replace TD 
converges for a much wider range of (x. For example, in Figure 73, where e=0.9 and 
4=1, it is clear that using a Last visit approach has little advantage and Replace TD 
performs in a similar way to the equivalent MCA estimator for large values of X. 
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Figure 73: Optimal a TD estimators for the Cyclic model with c=0.9, ý=1 
In the case of the Bottleneck model the recurrence rate depends on the value of p. For 
p close to 1 there are large ranges of a for which Replace TD doesn't converge and 
this can be seen in both charts in Figure 74 as irregularities in the curves. The 
performance of Replace TD is generally very similar to First visit TD with a small 
early advantage over the MCA estimator. 
Given that the optimal curves are free to use any value of a to obtain a low RMS 
error the fact that curves for Replace TD and First visit TD are very similar is in 
agreement with Singh and Dayan's (1988) observation that the effect of cyclicity on 
differences between First visit, Replacing traces and Accumulating traces is largely a 
rescaling in the values of ?. and cc. 
Chapter 9: Replace and Accumulate TD and WR 152 
10 20 30 40 50 
1.2 
1 
0.6 
0.6 
0.4 
0.2 
-Äa1 
10 20 30 40 50 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
10 20 30 40 50 
Figure 74: Optimal a Replace TD estimators for the Bottleneck model 
(using p=0.9, r-0.9 and p=0.6, r0.7) 
Average ten-step RMS error 
The average RMS error for a range of X and a for the Replace (Last visit) WR and 
TD for the first ten steps for a range of models can be seen in Figure 75. The SRW 
results suffer from the lack of convergence of Replace TD for a large range of a 
values. However in the small region where it does converge it can be seen that it is 
close to Last visit WR. The same observation applies to the other models and we can 
conclude that where Replace TD does converge it is close to Last visit WR. 
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Figure 75: RMS error for Replace TD and Last visit WR 
for a range of X and a in SWR, Cyclic and Bottleneck models 
Comparing the actual RMS error curves over the first 10 steps of the estimator for 
each of the models in turn, for a range of ), and a, see Figures 76 and 77, reveals the 
general behaviour of the two estimators. It shows that, as long as it converges, the 
Last visit WR estimator is close to the Replace TD estimator. 
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Figure 76: Comparison of Replace WR(X) with TD(? ) over the first 10 steps 
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Figure 77: Comparison of Replace WR(A, ) with TD(? ) over the first 10 steps 
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Large sample behaviour 
The large sample behaviour in each of the models is made more difficult to study 
because of the tendency of Replace TD to diverge for some values of ?. and a, but in 
general the behaviour is as described for First visit TD. For example, in Figure 78 
Replace TD for X=0.9 and a=0.2, values for which it converges and performs well, 
are initially close to the equivalent WR estimator. In this case the WR estimator 
eventually outperforms the TD estimator, probably because of the additional bias 
introduced by the non-reward terms. 
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Figure 78: SRW Replace TD and WR for 2. =0.9 and a=0.2 
For the cyclic model the behaviour is similar but in this case the Replace TD 
estimator has a smaller asymptotic bias than the WR estimator, see Figure 79. This is 
presumably because of the reduced recurrence rate compared with the SRW model. 
As before, the TD estimator is initially close to the WR estimator until they reach 
their respective asymptotic RMS values. 
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Figure 79: Cyclic Replace TD and WR for X=0.8 and a=0.2 
The Bottleneck model shows the same behaviour. Figures 80 and 81 show that again 
TD and WR are initially close and then eventually settle to their respective 
asymptotic RMS values. The example in these figures shows the largest difference 
between the two estimators. 
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Figure 80: Replace TD and WR for X=0.8 and a=0.5 (using p=0.9 r=0.9) 
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Figure 81: Replace TD and WR for X=0.8 and a=0.5 (using p=O. 6 r-0.7) 
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Analytic RMS error of Accumulate WR 
As already discussed, the methods of Chapters Four and Six cannot be used to derive 
an analytic expression for WR in the Every visit and Last visit forms. This makes the 
analysis of Accumulate TD, which corresponds to Every Visit WR when non-reward 
terms are ignored, more difficult. However, it is possible to modify the analysis and 
the resulting program given in Singh and Dayan (1988) to compute the analytical 
RMS curves for Every Visit WR. 
Accumulate TD, using the notation in Singh and Dayan (1988), is given by: 
t(t) c(t) 
v; (t) = v; (t-1)+a(E K; (t; n) (1- ) )? 
m-n-1Vs. (t-1)+X t)-n'("r(t) -i 1(t)v; (t-1)) 
n=1 m=n+l 
The corresponding WR estimator simply ignores the non-reward values: 
S(t) SM 
v1(t) = v1 (t -1) + a(l K; (t; n) X ý: 
(I)-n`"'r(t) 
-K; (t)v1(t -1)) n=1 m=n+I 
This is clearly the Every visit form of the WR estimator. Thus Accumulate WR is the 
same as Every visit WR. The formula for the RMS error of Every Visit WR cannot 
be obtained by the methods of used earlier and it doesn't follow the same form as for 
the First visit estimator. 
In this case the solution to the problem of obtaining the analytic RMS error is to 
notice that setting the term (1- ,, ) to zero in Accumulate TD reduces it to Every visit 
WR: 
t(t) t(t) 
v; (t)=v; (t-1)+a(y K; (t; n) Z (1-X);, m-n-IV,. (t-1)+Xt(t)'n ")r(t) -Ki(t)v1(t-1)) 
n=i m=n+l 
t(1) 
= v; (t -1) + a(j] K1(t; n)?: 
(`)-n"') r(t) -K; (t)v; (t -1)) 
n=1 
As the terms that vanish are all multiplied by (1- )) and these terms appear as 
(1- %) or (1- X)2 in the final equations for the RMS error of Accumulate TD, the 
RMS error for Every Visit WR can be obtained by setting these terms to zero even 
when ?#1. Applying this procedure to the appropriate version of Singh and Dayan's 
(1988) program allows us to calculate the RMS error of Every Visit WR. 
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The agreement between the theoretical predictions for average RMS per state and the 
simulation is excellent. For example for X=0.9 and a=0.1, the empirical (20,000 
trials) and predicted RMS curves are very close, as shown in Figure 82. 
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Figure 82: Empirical v theoretical Average RMS per state for a=0.1, %=0.9 
Comparison of Every WR(2) with Accumulate TD(2) 
Regions of optimal performance 
Using the same Mathematics programs and the modified program derived from 
Singh and Dayan (1988), analytic RMS error curves for the Accumulate forms of TD 
and WR can be compared for each of the models described earlier - SRW, Cyclic 
and Bottleneck. 
As Accumulate TD makes use of an Every visit WR approach we would expect that 
any differences between TD and WR to be emphasised due to the multiple updates 
performed for each realisation. Even so, as the weighted reward component of each 
update is the same, the estimators should still be close for ? close to I and small a. 
Also, as Accumulate TD tends not to converge for large a in*recurrent models and 
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performs best for values of % close to 1, any differences that are larger should prove 
to be in regions where Accumulate TD isn't better than MCA. 
The first thing to investigate is the effect of the accumulate method on the regions 
where TD performs better than MCA in the three models. In the case of the SRW the 
high recurrence rate causes Accumulate TD to not converge for a large range of 
a and this results in the optimal RMS curves in Figure 83. However, it is still clear 
that there are values of ? where it has clear advantage over the MCA =1 
estimator. 
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Figure 83: Optimal a Accumulate TD estimators for the SRW 
In the case of the Cyclic model the recurrence rate is lower and Accumulate TD 
converges for a much wider range of a. For example, in Figure 84 where c=0.9 and 
4=1, it is clear that using an every visit approach has an advantage for this model and 
Accumulate TD does outperform the equivalent MCA estimator even for small 
values of 7. 
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Figure 84: Optimal a TD estimators for Cyclic model with c=0.9,4=1 
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10 20 30 40 50 
In the case of the Bottleneck model the recurrence rate depends on the value ofp. For 
p close to 1 there are large ranges of a for which Accumulate TD doesn't converge 
As can be seen in Figure 85, the performance of Accumulate TD is generally very 
similar to First and Replace TD with a small early advantage over the MCA 
estimator. 
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Figure 85: Optimal a Accumulate TD estimators for the Bottleneck 
(using p=0.9, r=0.9 and p=0.6, r=0.7) 
Again the similarities between the optimal RMS curves between Accumulate, 
Replace and First TD is further confirmation of the observation in Singh and Dayan 
(1988) that changing the way recurrence is used in TD estimation mainly results in a 
change in the effective a and ?. 
Average ten-step RMS error 
The average RMS error for a range of ? and a for the Accumulate (Every visit) WR 
and TD for the first ten steps for a range of models can be seen in Figurc 86. The 
SRW results suffer from the lack of convergence of Accumulate TD for a large range 
0-0.9 r-0.9 
10 20 30 40 50 
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of a values and are only plotted for a=0 to 0.3. However, in the small region where 
they do converge, it can be seen that the trend is similar to Every Visit WR. The 
same observation applies to the other models and we can conclude that where 
Accumulate TD does converge it is close to Every Visit WR. 
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Comparing the actual RMS error curves over the first 10 steps of the estimator for 
each of the models in turn, for a range of ? and a, see Figures 87 and 88, reveals the 
general behaviour of the two estimators. It shows that, as long as it converges, the 
Every Visit WR estimator is close to the Accumulate TD estimator. 
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Figure 87: Comparison of Accumulate WR(X) with TD(, ) over the first 10 steps 
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Figure 88: Comparison of Accumulate WR(?, ) with TD(X) over the first 10 steps 
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Large sample behaviour 
The large sample behaviour in each of the models is made more difficult to study 
because of the tendency of Accumulate TD to diverge for some values of X and a, 
but in general the behaviour is as described for First and Replace TD if the rescaling 
of the values of A. and a is taken into account. For example, in Figure 89 Replace TD 
for X=0.9 and a=0.1, values for which it converges and performs well, are initially 
close to the equivalent WR estimator. Unlike the case of the Replace TD estimator, 
the Accumulate (Every visit) WR estimator has a higher asymptotic RMS error. This 
could be due to the more effective way that the non-reward terms are averaged to 
correct the asymptotic bias inherent in using a weighted reward. 
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Figure 89: SRW Accumulate TD and WR for X=0.9 and a=0.1 
For the cyclic model the behaviour is similar and again the Accumulate TD estimator 
has a smaller asymptotic bias than the WR estimator, see Figure 90. As before, the 
TD is initially close to the WR estimator until they reach their respective asymptotic 
RMS values. 
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Figure 90: Cyclic Accumulate TD and WR for X=0.8 and a=0.1 
The Bottleneck model shows the same behaviour. Figures 91 and 92 show that again 
TD and WR are initially close and then eventually settle to their respective 
asymptotic RMS values. 
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Figure 91: Accumulate TD and WR for X, =0.8 and a=0.3 (using p=0.9, r-0.9) 
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Figure 92: Replace TD and WR for ?. =0.8 and a=0.5 (using p=0.6, r=0.7). 
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Conclusion 
The Accumulate TD estimator makes use of an Every visit WR term and Every visit 
WR is initially close to Accumulate TD, and the two only diverge when either 
Accumulate TD diverges or when they settle to their asymptotic RMS values. 
Whatever additional properties using Accumulate TD brings to the estimation 
procedure, any early advantage it might show over MCA can still be explained by its 
incorporation of a Every visit WR term. Unlike the Replace TD estimator 
Accumulate TD tends to achieve a lower asymptotic RMS than its equivalent WR 
term. This could be due to the fact that it makes better use of the non-reward terms to 
reduce the bias in the Every visit WR term. 
The Replace TD estimator makes use of a Last visit WR term and Last visit WR is 
initially close to Replace TD and the two only diverge when either Replace TD 
diverges or when they settle to their asymptotic RMS values. Whatever additional 
properties using Replace TD brings to the estimation procedure, any early advantage 
it might show over MCA can still be explained by its incorporation of a Last visit 
WR term. Indeed in the case of the two models with lower recurrence than the SRW 
model, the Last visit WR estimator has a lower asymptotic RMS error than Replace 
TD, suggesting that the inclusion of the "unbalanced" non-reward terms isn't 
particularly useful in achieving a lower asymptotic RMS error. 
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Chapter Ten 
WR(%) as an estimator. 
As the WR(2) estimator seems to be responsible for the early good performance of 
TD(, ) it raises the possibility that it might be a useful simplification of the TD 
estimator and hence have a practical use. In the previous chapters the focus has been 
on how close WR is to TD when TD has an advantage over the MCA estimator in 
small samples. In this chapter the emphasis is on how well WR performs as an 
estimator in its own right. The First visit WR estimator is compared to the First visit 
MCA estimator. Comparisons with other forms of estimator produce very similar 
results after allowance has been made for lack of convergence and rescaling of % 
and a 
Initially the WR estimator doesn't seem particularly promising because for most 
values of ? it has a large asymptotic RMS error. The TD estimator has the advantage 
that it automatically reduces the bias as more data is collected and hence it can be a 
good large sample estimator as well as small sample estimator. However the 
asymptotic error in WR decreases as a, increases to 1 and for many applications the 
variance reduction that it produces might make it worth using. Also, as observed in 
the previous chapters, there are models for which WR has a lower asymptotic RMS 
error than TD working at the same 2... For example in the case of the 19-state SRW it 
is clear that the WR estimator has an advantage over the MCA estimator with the 
same asymptotic error. This is generally true for the SRW for values of ? close to 1. 
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Figure 93: 19-state SRW WR X=0.95 a=0.4 
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Figure 94 displays the WR estimators for different values of X each with its optimum 
a and shows that WR has an advantage over MCA as long as 2., is large enough. 
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Figure 94: Optimum a WR estimators for the SRW 
Notice that as the MCA estimator is asymptotically unbiased there is always a sample 
size for which the MCA estimator is better than any WR estimator. Smaller values of 
? show an initial advantage over the MCA estimator but it is quickly lost due to their 
much higher asymptotic RMS error. 
In the case of the cyclic model the WR estimator is worse than the MCA estimator, 
as is the TD estimator. This is probably a consequence of their being little 
relationship between the starting state and the reward received in this particular 
model. This at least demonstrates a model for which the TD and the WR estimators 
are out-performed by the simple MCA estimator. The optimum a WR estimators for 
c=0.9 ý=1 can be seen in Figure 95. 
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Figure 95: Optimum a WR estimators for the Cyclic model with c=0.9 4=1 
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8amp1. 
In the case of the Bottleneck model the WR estimator performs best, compared with 
the MCA, when the path length is long p=0.9 and the two halves of the SRW are 
very different r=0.9 - See Figure 96. 
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Figure 96: Optimum a WR estimators for the bottleneck model with p=0.9 
r=0.9 (top) and p=0.6 r=0.7 
The effect of initial bias 
The advantage that WR shows over MCA seems to persist with larger initial biases. 
Indeed, when the additional number of steps needed for the estimator to reach its 
asymptotic error from the greater initial RMS error is taken into account, the 
behaviour is more or less the same. For example, Figure 97 shows the WR and MCA 
estimators for the SRW shown in Figure 93 but with an initial estimate that makes 
the RMS error 50 i. e. 100 times greater. If allowance is made for scale and the fact 
that the asymptotic errors are the same in both cases then the behaviour is very 
similar. 
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Figure 97: WR X=0.95 a=0.4 but with initial RMS error =50 
In the same way Figure 98 is the corresponding optimum a chart to Figure 94 and 
again, as long as allowance is made for scale, the behaviour of the WR estimators is 
very similar. 
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Figure 98: optimum a WR for the SRW with the initial RMS error =50 
Analytical optimal values 
By using an iterative form of the formulae for the RMS error of the WR estimator: 
E[WR, (s1)] = (1-af; )E[WR, -, 
(s1)]+afiE[w1] 
RMS, = (1-af(2-a))RMS, _l+a2f 
Var[wi] 
-af (E[r1 ]- E[w1 ])(2E[ WR , -1(s, 
)] - 2E[r; ]+ 
a(E[ri]+E[w; ]-2E[WRt-1(s; )]) 
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we can solve for minimum RMS at each step. This minimisation can be achieved in 
both ý. and a using numerical optimisation (provided by Mathematica). This provides 
a one-step greedy WR estimator (Singh and Dayan 1998) which while not globally 
optimum gives an upper limit on the RMS error obtainable by a WR estimator. 
The result of optimising ? and a in this way using the 19 state SRW can be seen in 
Figure 99, which shows the resulting RMS error compared to a one-step greedy 
optimum MCA (X=I) estimator and the usual sample average (1/N) estimator. 
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Figure 99: One-step a, X-greedy WR compared to MCA with a=1/N 
and one-step optimal a 
From this it is clear that with a one-step optimum schedule for ? and a, WR(X) is a 
better estimator than the optimum a MCA update estimator which is close in 
performance to the a=1/N, i. e. the sample mean estimator. 
The behaviour of the optimum X and a can be seen in Figures 100 and 101. From 
Figure 100 it can be seen that the optimum value of a quickly becomes close to 1/N 
which is also close to the optimum value of a for the MCA estimator. The reason is 
simply that as a, becomes closer to 1 then the WR estimator approximates the MCA 
estimator and the optimal a in each case are close. In the case of ?. the only surprise 
is that the rate at which it approaches 1 relative to sample size is slow. 
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Figure 100: Optimum a compared to a=1/N 
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Figure 101: Optimum X. 
In the case of the Cyclic and Bottleneck models discussed in earlier chapters the 
performance of WR is what would be expected. For the Cyclic model the optimum 
WR performs exactly like the optimum MCA estimator as the optimum value of X 
rapidly approaches 1, revealing that in this case WR can do no better than MCA, see 
Figure 102. 
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Figure 102: One-step a, %-greedy WR compared to MCA with a=1/N and 
optimal a for the Cyclic model with 4=1 c=0.9 
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The optimal values of ?. and a can be seen in Figures 103. It can be seen that the 
optimum value of a is not like 1/N in this case and ) quickly approaches 1. 
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Figure 103: Optimal a and X for the Cyclic model with 4=1 c=0.9 
The RMS curves for the Bottleneck model for two sets of parameters can be seen in 
Figure 104. The optimum performance seems to vary little with changes in the model 
parameters and this holds for the optimal values of a, and a, as can be seen in Figure 
105. 
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Figure 104: RMS for optimal a and 7, for the Bottleneck model 
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Figure 105: Optimal a and I for the Bottleneck model 
Conclusion 
The WR estimator is simple to compute and seems to have advantages over the MCA 
estimator in some models. However the problem, as with the TD estimator, is 
selecting good values of X and a. As the charts of optimal X and a demonstrate, good 
choices depend very much on the underlying model. It is also clear that values of ?. 
less than 1 are best early on in estimation and the optimum a isn't changed very 
much from its optimum MCA value. Clearly more research is needed to characterise 
the relationship between model type and the behaviour of the WR estimator. 
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Chapter Eleven 
The Performance of Value Estimation 
The work outlined in earlier chapters makes it clear that TD(B) is a better small 
sample estimator, in the RMS sense. It is still unclear, however, whether this 
advantage is an important one in practice and this question raised issues about what 
the estimates are being used for. Are there differences between simple estimators 
such as MCA and more advanced estimators such as TD and WR that would suggest 
that they are worth using? 
RMS error- an appropriate metric? 
Although the single measure of estimation accuracy used so far has been RMS error 
or something directly based on it, e. g. average RMS error over a given number of 
samples, this isn't necessarily the only possible or best choice. While the use of RMS 
error is reasonable from the point of view of classical estimation theory it doesn't 
really address the problem of making good decisions. The argument is that an 
estimator that is close to the true value function in the RMS sense is presumably a 
good estimator from the point of view of decision making. The estimation of a value 
function is not an end in itself but a step in testing or refining a policy. In this case 
simply being close to the true value function in the RMS sense may not be the end of 
the story. 
A simple rank order index 
If we have an estimate of the value function for each state v(s) then the RMS error 
is, as discussed, a reasonable approximation of the quality of the estimate in terms of 
how close it is to the true value function V(s). That is, as: 
RMSZ = [V(S) - V(s)]2 
S 
gets smaller the estimate becomes closer to the true value. 
However, this is actually more than is required for decision making based on the 
value function. If the reinforcement learning agent is currently in state s then the 
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optimum algorithm is simply greedy with respect to the optimum value function and 
it should select the state s' that maximises the value function (Sutton & Barto, 1998). 
That is: 
s. +i'= arg max[V(s')] 
where s' is in the set of states reachable from s in a single step. If we have an 
estimate of the optimum value function V (s) then it will give the same set of 
decisions as V(s) if it obeys the same order relations as V(s). That is, if. 
V(s; ) > V(s; ) a V(Si) > v(s; ) 
then 
s+, '= arg max[V(s')] =arg max[v (s')] 
s' 
and the estimated value function results in the same optimum policy as the true 
optimum value function. 
So, even if the estimate of the value function is a long way from the true optimum 
value function in the RMS sense it could still provide the same optimum policy and 
hence be as useful as an "accurate" estimate. 
As a trivial example consider an estimator of the true value function multiplied by an 
unknown positive constant: 
V(s) = yV(s) where y>0 
In this case it is clear that the RMS error can be made as large as desired by 
increasing y but the scaled estimate still results in the same policy being followed. 
This conclusion leads to the desire to quantify the quality of the estimate of the value 
function in terms more directly related the optimality of the policy. Put simply, it 
would be better to use a measure that was proportional to the number of correct 
decisions resulting from the current estimate when used as the value function in a 
greedy policy. There are a number of possible ways of constructing such a measure 
but the most direct is simply to count the number of times the estimated value 
function obeys the same order relations among "connected" states. In general this 
Chapter Eleven: The Performance of Value Estimation 
involves an upper triangular matrix of order relations between the N states of an 
MDP. In the case of the the linear SWR MDPs considered in earlier chapters, 
however, this reduces to a much simpler matrix. 
We can define a measure of "concordance" between the estimate and the true value 
function as: 
C= (number of times V (s) gives the same "greedy" decision as V(s))/N 
This gives a number between 0 and 1, which can be interpreted as the proportion of 
times the estimate gives the same decision as the true value. If C is 0 the estimate 
gives wrong decisions at each state and if C is 1 then it gives correct decisions at 
each of the states. Clearly there are other possible definitions of concordance 
between the estimate and the true value, including the standard Spearman rank order 
correlation, but this definition has the advantage of being simple to interpret and it 
doesn't include aspects of agreement of rank order that have no bearing on decision 
making. 
A concordance study of the SRW 
As the 19-state SRW has provided the proving ground for TD(X) and WR(X) 
estimators to date, it seems sensible initially to investigate this model and the 
performance of the standard estimators as measured by the concordance coefficient. 
In the case of the SRW the concordance coefficient takes a simple form. As each 
state has just two potential successor states C can be written as: 
BN 
where c(s) is defined to be: 
c(s)=1 ifv(s-1)? (s+1) 
=1 if v(s-1) <v(s+1) 
=0 otherwise 
and if V(s-1)z V(s+1) 
and if V(s-1)< V(s+l) 
As the values of V(s) are monotonic increasing from s=0 to s=N, there are a number 
of simpler ways of writing this expression but this is a general form that works for all 
MDPs of the same general form. 
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Using this definition of C, simulations using 1000 repetitions for samples sizes from 
1 to 50 for First visit TD(, %) and WR(A) for a range of values of a, were run. The 
results are very different from the same comparison using the RMS error. Comparing 
TD(A. ) against the First visit MCA estimator and the equivalent alpha update rule 
given by TD(1) indicates immediately that TD(%) arrives at 100% correct decision 
making within approximately five samples whereas the Monte Carlo and MCA 
converge slowly to 100% after 40 or 50 samples. For example, for a=0.1, the first 
visit TDO) estimator and the standard First visit MCA estimator give the results 
in 
Figure 106. 
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Figure 106: TD(. %) concordance with sample size for a=0.1 
Notice that in Figure 106 the Monte Carlo estimator reaches 90% accuracy only after 
32 samples whereas TD(?, ) for 0<?, <1 reaches 90% accuracy after two samples! Even 
TD(0), which is slower to converge, reaches 90% accuracy well before the MCA 
estimator. The MCA rule, also outperforms the Monte Carlo (a=1/N) estimator but it 
converges at more or less the same rate. 
It is also clear that this behaviour is very insensitive to the choice of ?,, apart from the 
extreme values of 0 and 1. The same is true of a if extreme values, i. e. close to 0 or 
1, are avoided. As a increases the TD(, %) estimators converge just as quickly but then 
noise appears to upset the perfect score as additional samples are added. For 
example, as can be seen in Figure 105, even a value of a as large as .9 doesn't stop 
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TD(A. ) from converging to 1 quickly and only values of ? close to 1 are impaired by 
the additional noise. 
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Figure 107: TD(X) concordance with sample size for ac=0.9 
The same behaviour can be seen in the experiment using WR(?, ), the only real 
difference being that it doesn't converge quite as rapidly, but given its greater 
simplicity its performance is good enough to make it a suitable alternative to TD() ). 
Notice that as the order of the estimates isn't spoiled by WR(X) being a biased 
estimator, there is no need to use a scheme of reducing, % to eliminate the asymptotic 
bias. If we are only concerned with decision-making performance then asymptotic 
bias is irrelevant as long as the concordance of the estimate is high. As can be seen 
in Figure 108, the behaviour of WR( a, ) is very similar to TD(?. ). 
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Figure 108: WR(A) concordance with sample size for a=0.1 
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As in the case of TD(, ) the performance of WR(X) also isn't particularly sensitive to 
the choice of a. For example, Figure 109 shows the concordance for a =0.9, an 
extreme value. Again the convergence for most values of X is little changed and the 
only real effect is the evident noise as the number of samples increases beyond the 
point of convergence of the estimator. 
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Figure 109: WR(X) concordance with sample size for a=0.9 
Discussion of concordance 
The performance of TD(? ) and WR(%) as measured by concordance with the true 
value function is very different from the results given by the RMS measure of error. 
To summarise: 
9 The performance of TD(A, ) and WR(X) as measured by concordance is 
striking. They both show significant advantages over simple estimators such 
MCA. 
. The performance of TD(A, ) and WR(X) is insensitive to the values of X and a 
selected as long as extreme values near 0 or 1 are avoided. 
Using traditional learning techniques the percentage of correct decisions is still less 
than 100% after 50 realisations, but both TD(? ) and WR(? ) deliver 100% correct 
decision making after only 5 to 10 realisations, irrespective of the values of X and a 
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as long as they are not extreme. This could be a clear and important advantage and it 
is certainly a distinct difference between the two types of estimator. 
Concordance with non-monotonic value functions 
The value function for the simple linear MDP is monotonic and hence it remains a 
possibility that the advantage seen in TD(? ) and WR(X) is entirely due to a tendency 
to produce monotonic estimates, see Figure 110. 
RM8 error 
o. 
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Figure 110: Value function for the 19 state SRW 
For example, if an estimator is constructed of the form: 
V(S) = ms +c 
where s is the state number, i. e. s=0, N-1, and m is a slope and c an intercept estimated 
from the data, then the estimates produced always satisfy the inequalities because they 
are constrained to be monotonic. Of course such an estimator is of little use in practice 
because the value function encountered in any real situation is unlikely to be monotonic. 
The point is that, unless the estimators are tested on an MDP that has a non- 
monotonic value function, the good performance of TD(? ) and WR(?. ) might simply 
be because of a tendency to give monotonic estimates. 
An MDP with non-monotonic value function 
It is possible to construct a suitable model which retains most of the characteristics of 
the linear MDP and has a non-monotonic value function by introducing two states 
which have probabilities of making direct transitions to the terminal states. 
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Figure 111: Model with non-monotonic value function 
As can be seen from Figure 111, states 6 and 12 provide a symmetric probability of 
the agent "leaking" out of the usual process and terminating at the "unexpected" end 
of the chain. To make the theory and testing simpler, and to maintain the similarity to 
and symmetry of the original linear MDP, both "leaky" states are taken to have the 
same probability of reaching a terminal state. For small values of the leak probability 
the value function is still monotonic but as it increases the value function changes to 
be non-monotonic, see Figures 112 and 113. 
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Figure 112: The value function for the "leaky" MDP with leak=0.2 
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Figure 113: The value function for the "leaky" MDP with leak=0.4 
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While this MDP is clearly related to the original linear MDP, the SRW, there are a 
number of differences, apart from its non-monotonic value function, that have to be 
kept in mind when interpreting results using it. The first is that its overall variance is 
typically higher than the original model. The introduction of "leaky" states makes the 
system inherently less predictable and so estimating the value function is a harder 
task. As can be seen from Figure 114, the variation in variance per state reaches a 
maximum when the leak probability is approximately 0.2. 
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Figure 114: Variation in average RMS per state with "leak" probability 
A second difference is in the expected path length. This decreases dramatically as the 
leak probability increases as can be seen in Figure 115. 
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Figure 115: Expected path length with "leak" probability 
Another important difference in the interpretation of the results of this particular 
model is the probability of each state occurring in a realisation. It can be seen from 
Figure 116 that the probability of occurrence of states close to the terminal state is 
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much reduced by the possibility of a direct jump from states 6 and 12 to the terminal 
states. 
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Figure 116: Probability of a state occurring with "leak" probability 
In short we should expect the performance of value function estimators to be worse 
on this model than on the previous linear MDP, but what is of interest is whether or 
not the TD(X) and WR(, %) estimators retain their advantage over simpler estimators. 
The RMS performance estimator for a non-monotonic MDP 
Before moving on to compare the concordance performance of TD(%), it is worth 
looking at the RMS performance of the First visit MCA, TD(%) and WR(') 
estimators as this helps relate the task back to the previous linear MDP with zero leak 
probability. Using the analytic expressions for TD(? ) from Singh and Dayan (1998), 
it is possible to compute the first visit estimators using optimal values of a and 
compare performance with the leak probability, see Figure 117. As can be seen while 
TD(A, ) remains a better estimator than the MCA estimator (X. =1) the asymptotic error 
increases with the leak probability indicating that the problem is harder. 
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Figure 117: Performance of TD(k) with "leak" probability 
The results for the other variations on the TD(A, ) estimator are similar to the first visit 
case. 
It is also worth examining the hypothesis that WR is close to TD in the cast of small 
samples for this new model. As it is closely related to the SRW, there it little change 
in the small sample results. For example for the case of leak=0.4, which is an 
extreme case, the small sample performance of TD(?, ) and WR(? ) can be seen in 
Figure 118. As with the SRW, i. e. leak=O, WR and TD are close over the first 10 
samples and the results are similar for other values of the leak probability. 
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Figure 118: Comparison of WR(%) with TD(? ) over first 10 steps with leak=0.4 
Concordance performance estimator for a non-monotonic MDP 
The results from simulation experiments using the new "leaky" model confirm the 
fact that TD(B) and WR(, %) have a noticeable advantage when decision making is the 
aim of estimating the value function, even when it isn't monotonic. As can be seen in 
Figures 119 to 122 for a leak probability of 0.1 to 0.4, both TD(?. ) and WR(X) 
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outperform the First visit Monte Carlo and MCA estimators. It is also clear that 
performance of the TDO) and WR(X) estimators gets worse, in the sense that they 
take longer to converge, as the leak probability increases but they still reach good 
asymptotic performance and are both much better than the corresponding MCA and 
Monte Carlo estimator. 
The performance in these cases is more affected by the value of a than in the case of 
the MDP with zero leak probability but again the effect is relatively minor with the 
noise spoiling the performance at larger values of a. 
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Figure 119: Concordance results for TD(X) and WR(A. ) leak=0.1 for a=0.1 
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Figure 120: Concordance results TD(k) and WR(%) leak=0.2 for a=0.1 
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Figure 121: Concordance results for TD(k) and WR(%) leak--0.3 for a=0.1 
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Error pattern 
Where the errors occur when using the estimated value function is an interesting 
question. The pattern of errors turns out to be very similar for a wide range of values 
of a and, %. For example, Figure 123 shows the concordance measure evaluated at 
each state for X=0.5 a=0.1 and leak =0.2 for a sample size of 10. 
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Figure 123: Concordance per state for a sample size of ten X=0.5 a=0.1 leak=0.2 
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As can be seen, most of the errors in the TD(? ) and WR(?, ) occur at the states where 
the gradient of the value function changes but the First visit MC estimator makes 
bigger errors at states closer to the terminal states. The estimators all perform well 
for the middle states and this is presumably because these have a high probability of 
occurring in a realisation and hence there is more data available for the estimate. This 
performance can be compared against a theoretical computation of the statistical 
distance between the value function of neighbouring states. A suitable measure is a 
modified F statistic, which indicates how discriminable two groups are on the basis 
of a single univariate measurement. 
The F statistic in this case is: 
(V(s, 
_, ) - V(s, +, )y F' _ Var{V(s; 
_1)} + 
Var{V(si. 1)} 
Nps, 
-, 
NPs., 
where N is the number of realisations and p; is the probability of state i occurring in a 
realisation. The larger the value of F, the further apart are the value functions of the 
states adjacent to s;, and hence the more likely it is that a decision based on an 
estimate of the value function is to be correct. The connection between F and 
concordance at a given state is not exact because there are other effects not taken into 
account - specifically the effect of occurrence probability on the sample mean and 
variance - but the value of F does give an indication of the "ease" of decision 
making at each state. As can be seen in Figure 124 (for a leak probability of 0.2) the 
curve is very similar to the pattern of errors encountered for the three estimators. 
o ie 
014 
0 12 
01 
o0$ 
00$ 
004 
002 
osee 10 12 14 le to 
sua 
Figure 124: Theoretical indication of "case" of decision making at each state 
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What is interesting is the way that all three estimators do better at the middle states 
than would be expected; presumably due to the higher probability of occurrence of 
the middle states, and the effect that this has on the estimators' variance. The TD(X) 
and WR(?, ) estimators also perform better than expected and better than the MCA 
estimator for the states closer to the reward; the reason for this is less obvious. 
As the sample size increases the TD(X) and the WR(A, ) estimators arrive at a stage 
where the only errors that they are making are at the "leaky" states where the slope 
of the value function changes. What is interesting is that the errors made at these 
leaky states are similar to the errors made by the MC estimator at the same sample 
size, see Figure 125. 
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Figure 125: Concordance per state for a sample size of 50 ?, =0.5 a=0.1 Teak=0.2 
What this indicates is that the TD(, %) and WR(, %) estimators are not specially prone to 
making errors at states where the value function changes slope, which was the 
original worry concerning the excellent performance of these estimators on the MDP 
with a monotonic value function. It seems that states either side of a state where the 
value function changes slope are inherently difficult to estimate and TD(%) and 
WR(A) are no worse than expected at such changes of gradient. This can be taken as 
yet further evidence that TD(%) and WR(Y) are not making use of the monotonic 
properties of the value function to improve their estimates. 
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Exploration versus Exploitation 
The examination of the rank properties of value function estimates it is clear that 
TD(k) and WR(%) are distinctly different to estimators that do not involve weighted 
rewards such as MCA. Whether or not these differences result in improved 
performance in reinforcement learning systems depends very much on how they are 
used. Estimating a value function is usually just a step in a larger procedure 
concerned with obtaining an optimum policy. What matters is how the value function 
estimates influence the convergence of algorithms such as policy iteration. There is 
also the question of "exploration versus exploitation". (For a full account of this 
topic and of methods for finding optimum policies see Sutton & Barto, 1998). 
Given an estimate of a value function then an exploitative policy, or greedy policy, 
would be to simply select the action that resulted in the maximum reward at each 
step. However a greedy policy doesn't explore states that haven't been visited or 
states for which the value function estimates may be unreliable - in a sense this 
results in a local optimum whereas the aim is to find a global optimum. If the 
objective is to achieve a long term optimal reward then exploitation has to be traded 
for some exploration of states to see if a better reward is indeed possible. This raises 
the question of the effect of a value function estimator on exploration and 
exploitation. It seems reasonable to suppose that estimators that achieve high 
concordance with the true value function should provide better exploitation but it 
isn't clear what effect this would have on exploration. 
Clarifying this situation is a large undertaking and a suitable subject for further work 
but a simple experiment indicates the direction that this further work might take and 
casts some light on the interpretation of the difference between TD and WR and 
MCA estimators. 
Evaluating an estimate 
So far the transition probabilities of the SRW have been regarded as the result of 
applying some policy but it is also reasonable to regard them as being a stochastic 
policy applied to the states of the chain. The reward on the left is -1 and +1 on the 
right and the problem that the reinforcement-learning agent has to solve is to assign 
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transition probabilities that maximise the reward. It is clear that the solution is to 
assign 0 to the left-moving probabilities and 1 to the right-moving probabilities - this 
is the optimum policy. It is also clear that each state has an optimum value of +1. 
Starting from a policy that assigns a probability of .5 to both the right and left 
moving probabilities the value function corresponding to this policy, V, can be 
estimated from realisations. From this value function estimate a new greedy policy 
can be derived by setting the probability of transition to the state with the largest 
estimated value function to 1 and setting it to 0 for all other states. This greedy policy 
is 100% exploitative and in this situation one would expect estimators with a higher 
concordance score to produce results closer to the true value function - as only 
ordinal properties of the estimate are taken into account when the policy is derived. 
The derived policy can then be evaluated by using it to compute the new value of 
each state. 
To explore the effect of introducing exploration into the policy, a "softmax" (Sutton 
& Barto, 1998) function can be used to derive the policy from the estimated value 
function. Softmax assigns the probability: 
en" Phi _ 
eßvk 
k 
to the transaction probability between state i and j, P; j, based on the estimated value 
function V. The sum is over states reachable from state i. The parameter ß controls 
the degree of exploration. For sufficiently large values of ß, softmax reverts to 
"hardmax", i. e. it assigns probability 1 to the transition to the state with the largest 
value. For smaller values of ß, the transition to the state with the largest value is 
assigned a probability <1 and hence other connected states are "explored" by the 
derived policy. Once again the derived policy can be evaluated by calculating the 
value of each state under the policy using the usual method. That is, if P is the matrix 
of transition probabilities derived from V: 
V" _ (I - S)-Tr 
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where S is the sub-matrix of P consisting of the transient states, T is the sub-matrix 
of P consisting of terminal states and r is the vector of terminal rewards. 
The overall procedure is: 
1) Generate a sample and estimate V using the initial policy Po 
2) Derive a softmax policy P using ß 
3) Evaluate the value of each state under P using V* = (I - S)-'Tr 
4) Repeat with the next sample 
This procedure to evaluate an estimate of a value function was suggested by Dayan 
(2004) and by varying ß the effect of exploration/exploitation on different value 
function estimators can be examined. 
There are a number of practical considerations in implementing this procedure. The 
first is the effect of the initial value. It is well known that the initial value of the 
estimate affects the degree of exploration/exploitation (Sutton & Barto, 1998). An 
initial value greater than the largest reward is "optimistic" and one smaller than the 
smallest reward is "pessimistic". In some cases an optimistic initial value can keep 
the system looking for a state with a better value than any it has seen so far, i. e. it 
causes it to explore the states, and a pessimistic reward can result in the system doing 
the opposite, i. e. to exploit the states it has seen. In the case of this particular 
procedure any initial value between the maximum and minimum rewards interacts 
with the value of a used in the update of the estimates. For example, consider a 
realisation which terminates on the left with a reward of -1 and an initial estimate of 
0. The MCA estimator has the form: 
(-1, -a, -a, -a,..., 0,0,0) 
The zeros correspond to the states on the right the realisation didn't reach and the -1 
is the value of the terminal state. In this case the softmax policy derived from this 
estimated value function has an equal probability of moving left or right for the states 
corresponding to -a, but a higher right-moving probability for the state with -a on its 
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left and 0 on its right. This larger right-moving probability results in the estimate of 
the states' value on the basis of the derived policy being much closer to +1 than it 
deserves to be on the basis of the evidence. The effect occurs when -a<c, where c is 
the initial estimate. Similarly consider the softmax policy derived from the first state. 
As it has -1 to its left and -a to its right the result is again a large probability of 
moving to the right. In fact in most cases this probability is so large, i. e. close to 1, 
that the calculated value of the derived policy is close to +1 irrespective of the 
probabilities in the rest of the policy. This effect occurs while a is larger than the 
smallest reward and a similar effect occurs at the other end of the chain when a is 
smaller than the largest reward. 
One way of removing both effects is to use an initial value that is either so optimistic 
as to be larger than the maximum terminal reward or so pessimistic as to be smaller 
than the minimum terminal reward. In this case a has no additional effects over and 
above the quality of the estimate of the reward and ß is the only parameter affecting 
exploration/exploitation. 
Thus in the case of the SRW an initial value of 0 used with terminal rewards of -2 
and -1 provides a super-optimistic initial value, and with terminal rewards of 1 and 2 
provides a super-pessimistic initial value. In both cases the initial RMS error is the 
same and so each estimator has to deal with the same initial bias in both cases. 
In general it is difficult to quantify the effect of ß other than to say that larger values 
tend to produce an increasingly greedy policy. In this case however we have the 
exact values, i. e. 0.5 for both moving to the right and the left, for transition matrix Po 
for the model and hence can work out the effect that ß has on the derived policy. The 
true value function corresponding to Po for the 19-state SRW is: 
-0.89, -0.78, -0.67, -0.55, -0.44, -0.33, -0.22, -0.11,0,0.11,0.22,0.33,0.44,0.55, 
0.67,0.78,0.89 
and a hardmax policy derived from this would have a right-moving probability of 1, 
i. e. it would select the direction of maximum value with probability 1. A softmax 
policy with ß=20 derived from the model's true value function produces a right- 
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moving probability of 0.90, i. e. a 10% probability of a move to the state with the 
smaller value or a 90% probability of exploitation. Similarly values of ß=12 produce 
an 80% probability of moving to the largest value, and ß=4 produces a 60% 
probability of moving to the largest value. 
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Figure 126: Estimated optimum value of three states using an optimistic initial 
value for ß=20,12 and 4. 
The results for an optimistic initial value, i. e. 0, for a reward of -1 or -2 can be seen 
in Figure 126 for three values of P. Values of a=0.2 and X=0.9 were used because 
they give good performance for the three estimators as measured by RMS error and 
provide a different performance for the MCA versus the TD/WR estimators as 
measured by concordance. Clearly the estimation problem is harder for state 1 but 
even here WR and TD give the optimum value, or -1, under as much as 60% 
exploration. The MCA estimator on the other hand doesn't give the optimum value 
even at state 9 for 60% exploration. This behaviour is presumably related to the same 
difference between the estimators as that revealed by the concordance coefficient. It 
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also reveals that the SRW with 19 states and just two terminal rewards is perhaps a 
little too easy a problem. 
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Figure 127: Estimated optimum value of three states using a pessimistic initial 
value for ß=20,12 and 4. 
The results for a pessimistic initial value i. e. 0 for a reward of I and 2, can be seen in 
Figure 127. In this case the MCA estimator gives the optimum value at states 9 and 5 
fairly quickly but the WR and TD estimators give a lower value at all states and all 
levels of exploration. Indeed the WR and TD estimators give a value close to I as the 
optimum value for states 1 and 5 for all three values of P. The reason for this 
behaviour isn't clear but it doesn't change significantly with the degree of 
exploration. 
In both cases, optimistic and pessimistic initial values, there is a clear difference in 
the behaviour of the MCA and the TD and WR estimators. In the case of the 
optimistic initial value this seems to favour the TD and WR estimators but in the case 
of the pessimistic value it seems to favour the MCA estimator. Thus, while the 
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concordance coefficient reveals that there is a difference between these estimators, it 
isn't clear if this difference is important in more complex procedures aimed at 
finding the optimal policy with exploration. 
The rapid convergence, at least in the case of the optimistic starting value, fits in with 
the proof by Kearns and Singh (1999) that both direct and indirect estimation of the 
optimal policy has fast convergence to the optimal policy as a function of state 
transitions observed. They show that the rate of convergence is faster than that of an 
approach that attempts to estimate model parameters on the way to deriving optimal 
policies, and that even very poor estimates of the model parameters are good enough 
to derive a near-optimal policy. These results are in terms of estimates of the 
transition probabilities, but a similar result should be derivable in terms of value 
function estimates. 
Conclusion 
The results outlined in this chapter show that there are distinct differences between 
the way the MCA estimator and TD/WR estimators behave. The TD and WR 
estimators achieve a better match with the true value function in terms of ordinal 
relationships between the values of states than does the MCA estimator. What is 
more, the performance of TD/WR is relatively insensitive to the values used fork 
and a. That such a difference exists is clear, what is less clear is how important it is 
for the use to which value function estimates are put. In particular, is this difference 
an advantage when trying to derive the optimal value function by policy iteration or 
some other method? The results of a simple experiment which estimates the optimal 
value of states under different degrees of exploration/exploitation trade-off indicates 
that the answer is far from clear. With optimistic initial values the TD/WR estimators 
converge rapidly to the optimal values, performing well against the MCA estimator, 
but with a pessimistic initial value they perform poorly against the MCA estimator. 
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Chapter Twelve 
Discussion, Conclusion and Future Work 
This chapter is an overview of results obtained and presents the conclusions which 
may be drawn from them. Suggestions for further work are considered. These include 
a deeper examination of the ordinal properties of TD(2) and WR(Y) estimates and 
how these influence procedures which estimate the optimal value function. 
On-line, off-line, first and every 
In Chapter Five the result was presented that a TD(k) estimator of the form: 
vl+, _ (I -aDiag[x])vt +a(Mv, +nrr) 
where M is a stochastic matrix and na stochastic vector, does not diverge if M and n 
have total row sums smaller than or equal to one. Putting this in a more directly 
applicable form it means that convergence is guaranteed as long as the lambda 
weights in a TD(,, ) estimator sum to one and hence form a true weighted average of 
the reward and none-reward elements. 
This was used to examine the way that the various forms of the eligibility traces TD 
estimator either do or do not converge. The Accumulating and Replacing traces 
forms do diverge for some values of a and ? and this is a model dependent 
phenomena. That is, faced with an MDP with unknown parameters it is impossible to 
select a value of a that can be guaranteed not to cause divergence in the estimate. It 
is also obvious that given any choice of a it is possible to construct a Markov chain 
that has sufficient recurrence to make the estimator diverge. Even if a value of a is 
known to produce a convergent estimator there is always a non-zero probability that 
a particular sequence of realisations will cause the estimator to diverge. While 
Replacing traces TD(A, ) is less prone to divergence because of the way that the 
lambda weights reduce the effective value of a it is subject to the same problems as 
Accumulating traces. 
It is clear from this result that it is possible to "correct" the divergence in all forms of 
TD estimator by forcing the lambda weights to sum to one. An example of this 
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procedure was provided by the corrected Accumulate trace TD(? ) estimator. The 
corrected estimators also converge in the mean to the value function, as do the 
uncorrected estimators, but for a full range of a. It is also clear that the eligibility 
trace form of the corrected off-line Every visit estimator satisfies the requirements of 
the convergence theorem of Bertsekas and Tsitsiklis (1996) and so converges not 
only in the mean but with probability one. 
In Chapter Six the subject of the First and Every form of the MCA estimator was 
examined in detail. Building on the results of Singh and Dayan (1998), analytic 
forms for the RMS error of the First visit MCA, on-line Every visit MCA and off- 
line Every visit MCA were presented. These equations are used to prove that for the 
same asymptotic error the First visit MCA estimator has a larger rate of convergence 
and hence is presumably to be preferred to the alternatives. This complements the 
results provided in Sutton and Singh (1994) relating to the case of immediate rewards 
and a= 1/N where it is proved that the Every visit estimator is eventually worse than 
the First visit estimator. 
Further work 
The result that an iteration of the form: 
vt+, _ (I-aDiag[x])v, +a(Mv, +nr, ) 
not only converges but converges in the mean to the value function with only the 
conditions that they are non-negative and satisfy a relation of the form n+ MI =x is 
interesting and should be capable of extension to the proof of convergence with 
probability one. To do this additional conditions, almost certainly the same as in 
Bertsekas and Tsitsiklis (1996), are needed on a to ensure convergence in the r`h 
mean as well as the mean. One possible approach would be to simply express the 
general iteration in an eligibility trace form and then show that the eligibility traces 
satisfy the necessary conditions. 
The question of the superiority or otherwise of the various alternative ways of using 
recurrent states in estimators could be extended to the case of estimators which use 
rewards that are functions of the realisation or to the case of immediate rewards. This 
could be achieved by investigating the ways in which the Markov property restricts 
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the correlation between rewards within the same realisation. In the case of terminal 
rewards and the MCA estimator it is clear that the correlation between rewards 
within the same realisation is one. This is the case where using the recurrent states in 
an Every visit style of estimator is likely to produce the smallest advantage in terms 
of RMS reduction It is clear that the Markov property places a restriction on the 
covariance between occurrences of the reward, irrespective of the reward mechanism 
as: 
COV[RJRJ+, I k>_ j+ 1] = COV[R, R, I k>_1] 
That is, the covariance between rewards obtained at different occurrences depends 
only on the "distance" between them and the covariance of the first occurrence with 
the second, third and so on determines all of the covariances. How this could be used 
to derive either expression for the exact RMS for an estimator with minimal 
assumptions on the reward mechanism isn't entirely clear. 
Temporal Difference philosophy 
The task of estimating the value of a state under a given policy is an important part of 
reinforcement learning. Estimates of state value can be used to improve the current 
policy and hence the efficiency of estimation is important to the rate of learning. The 
only sophisticated estimator of the value function that has been extensively promoted 
(Sutton & Barto, 1998) is TD(A. ) and variants based on it. However it still isn't clear 
when TD is better than alternative estimators. To recall the quote from Sutton and 
Barto (1998): 
"If both TD and Monte Carlo methods converge asymptotically to the correct 
predictions, then a natural next question is "Which gels there first? " In other 
words which method learns faster? Which makes the more efficient use of 
limited data? At the current time this is an open question. " 
Although there is much evidence that TD can outperform simpler estimators there is 
currently no proof of optimality and its relationship with model types and parameters 
is unclear. From experimental studies it seems that TD(k) generally outperforms 
simpler estimators early in the estimation procedure and then settles to a similar 
performance. In practice there is also the issue of the sensitivity to the setting of the X 
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and a parameters. How can one be sure that a good choice has been made when the 
structure of the model is unknown? 
The TD(, ) estimator is linked to a wider concept of learning by temporal differences 
(Sutton & Barto, 1998). In its simplest form this states that we can learn the value of 
a state from the estimates of the value of the states that follow it in the development 
of the system. This is most certainly a reasonable idea in that it imposes the structure 
of the Bellman equations on the estimates of value. That is, if the estimates of the 
value of all of the subsequent states are exact, the Bellman equations tell us that 
using the sample mean of these value estimates is a sensible estimator of the value of 
the current state. This reasoning leads on to the construction of the TD(O) estimator 
which only involves the use of estimates of value of the subsequent state to update 
the estimate of value of the current state. So, in TD(O) the value of the subsequent 
state is used in lieu of the eventual true reward. This scheme is consistent in the sense 
that under reasonable conditions it converges to the true value function, but it isn't 
particularly efficient in the early stages of estimation because of the way information 
propagates. 
TD(0) "propagates" knowledge of the eventual reward back to earlier states one state 
at a time. In this sense it operates like a "bucket brigade" for temporal credit 
assignment. This "local" architecture has obvious appeal in that it limits the memory 
requirements of any reinforcement learning system by only ever needing the system 
to remember the previous state for update. It is also appealing as an explanation of 
reinforcement learning in biological system where the shifting of the credit to earlier 
states as knowledge about the reward improves seems to model the natural process 
(Dayan & Abbott, 2001). 
The problems with temporal difference learning philosophy really only start to 
emerge when the TD(O) estimator is generalised to the TD(X) estimator. It is clear 
that TD(O) and TD(1) can be regarded as being the extremes of two approaches to 
using the information provided by the reward. TD(O) only makes use of the current 
estimate of value of the subsequent state whereas TD(1), being computationally 
equivalent to the usual sample mean reward, waits until the process terminates before 
using the actual reward obtained to update the values of all of the states encountered. 
The introduction of TD(k), where ? is allowed to vary between 0 and 1, can be 
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viewed as an application of a simple mathematical identity or as an extension of the 
philosophy of temporal difference learning to something much more sophisticated. 
As 2 moves away from 0 the number of subsequent states included in the estimator 
effectively increases. This is, in a sense, an extension of the temporal difference 
method to more than single-step differences. It should be noted that, at the same time 
as X increases, an increasing amount of information about the final reward is being 
incorporated into the estimates. For example, in a single realisation the TD(0) 
estimator only uses the final true reward to update the penultimate state. In the case 
of the TD(k) with X large enough to effectively average the value of n subsequent 
states it is clear that the n states that occurred before termination receive a significant 
amount of information about the actual reward. 
Thus TD(k) has to be seen both as a blending of the temporal difference methods 
with something that is very much a non-temporal difference method. 
The small sample performance of TD(A) 
When the performance of the TD(k) is examined it is clear that its small sample 
performance is best for values of X closer to 1 than 0. The reason for this small 
sample performance is attributed to the principle of temporal difference learning and 
to a "bootstrapping" process using the initial estimates to produce better estimates 
than the using the reward alone. However this raises the problem of how TD methods 
can provide an early advantage at a time when the initial estimates have little or 
nothing to do with the expected rewards. It is much more reasonable to see temporal 
difference learning as being an advantage later in the estimation procedure when the 
value estimates have started to settle down. Consider the situation of estimating the 
value of a state by forming an average of the subsequent states' estimated value 
functions when these are initially set to random values. Clearly no learning at the 
state in question will take place until the estimates at the subsequent states have been 
improved to resemble the true values. Obviously if temporal difference learning has 
an advantage it is unlikely to be in the first few steps of estimation and yet TD(X) 
does indeed show its advantage early in the estimation process. This implies that 
there is indeed some other mechanism in operation during this phase of learning. 
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Examination of the form of the general TD(, %) estimator suggests that, rather than the 
averaging of the current estimates of the value of subsequent states, it is the use of 
the weighted reward which is responsible for the performance. This amounts to using 
the naive estimator of the discounted reward to estimate the undiscounted reward - 
this is the principle of the WR(X) estimator. 
As the discounted reward approaches the undiscounted reward, as ? tends to 1, the 
bias vanishes and so it is possible to implement an unbiased estimate of the expected 
reward by using a suitable scheme of values for ? that depend on the sample size. 
This said, it is worth noticing that TD(A. ) is not a biased estimator and this is clearly 
due to the action of the temporal difference component of the estimator. By mixing 
in the estimates of reward at subsequent states the bias is removed from the estimator 
based on just the discounted reward and hence the TD(k) estimator reaps the benefits 
of the variance reduction provided by using the discounted reward and automatically 
corrects the asymptotic bias without having to change the value of X. 
In Chapters Seven, Eight and Nine the TD(,, ) and WR(X) estimators were compared 
using a range of models and initial values designed to reveal any differences that 
might exist. An additional model, the "leaky" SRW, was also used in Chapter 
Eleven. The various forms of estimator - First, Replacing traces and Accumulating 
traces - were also compared using the appropriate TD(X) and WR(? ) on the same 
range of models. In no case was there an incident of TD(2. ) showing a small sample 
advantage over the MCA estimator without WR(7, ) showing the same advantage and 
being close to TD(, %). Of course the WR(7. ), being an asymptotically biased 
estimator, moved away from the TD(?, ) estimator, as the sample size increased. 
Adjusting the size of the X to make WR(%) have the same asymptotic error as TD(k) 
is a crude way of examining the way that temporal difference learning removes the 
bias by increasing the effective value of ? as the sample size increases. In all cases it 
was possible to match the performance of TD(A. ) well enough to suggest that it isn't 
extracting additional information from the data that WR(X) is ignoring. 
Given these results it is possible to propose an interpretation of the way that TD(, %) 
works. Initially the estimate acts like a WR estimator and this gives it a small sample 
advantage - provided the WR estimator has a small sample advantage for the 
Chapter 12: Discussion, Conclusion and Future Work 206 
situation in question. As the estimation procedure progresses the improved estimates 
of the value function allow temporal difference learning to occur and this can be 
thought of as increasing the effective value of % to 1 by forming the weighted 
averages of these estimates. 
Further work 
Given that any TD estimator can be written as 
vt+1= (I-aDiag[x])v, +a(Mv, +nrr) 
and the corresponding WR estimator is: 
vt+, = (I - aDiag[x])v, + anrr 
it should be possible to quantify the difference between the two using matrix norms. 
The fact that n+ M1= x for a convergent estimator should place constraints on the 
maximum difference between the two estimators independent of the model. For 
example, it is clear that at the first step of estimation the difference between the two 
estimators satisfies: 
JlTD, (%) - WR, (X)ýI: 5 aIIMIlIlvoll 
It isn't clear how to generalise this to other steps in a way that will yield a useful 
bound on the difference between the estimators. 
The fact that 
vt+, _ (I-aDiag[x])v, +a(Mv, +nr1) 
converges in the mean to the value function if n+ MI =X could also be used to 
create an improved WR estimator. The WR estimator does not converge in the mean 
to the value function simply because n+ 01 # X. As in the case of the Replacing and 
Accumulating traces TD it is possible to correct this "imbalance" by modifying the 
M matrix so that n+ M1= x. Setting M to have the usual lambda weights in TD 
solves the problem, but this is only one possible choice. For example, 
M= Diag[x-n] satisfies the condition and results in the following estimator: 
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vt+, _ (I-aDiag[x])v, +a(Diag[x-n]v, +nr, ) 
_ (I-aDiag[x]+aDiag[x-n])v, +anrr 
= (I-aDiag[n])v1 +anrr 
This is effectively an alpha update estimator with a'= an . In other words, the 
estimator is: 
vt+, (S, ) = (1-a% )v, (S1)+a? nrr 
where X' is the "distance" of the occurrence of state i from the end of the realisation, 
i. e. the usually WR reward term. This is clearly does not use temporal difference 
terms and can be regarded as a "corrected" WR estimator. As it satisfies n+ M1= x 
it converges in the mean for all a to the value function. A preliminary investigation 
of this estimator reveals that it works as well or better than either TD or WR on the 
SRW model and is asymptotically unbiased. Other choices of M are also clearly 
possible. 
Concordance 
The use of RMS error as a measure of the quality of value function estimation is very 
reasonable, but the assessment of quality should also take into account what the 
value function is going to be used for. As Kearns and Singh (1999) point out, a 
model with poorly estimated parameters can still provide very good estimates of the 
optimal value function. The concordance coefficient is an attempt to measure how 
good an estimate is in terms of deriving better policies. The estimate may be some 
way from the true value function in RMS terms, but if it is close in concordance 
terms then it should allow a the optimal value function, and hence optimal policy, to 
be derived. 
The fact that the TD and WR estimators provide estimates which are closer in 
concordance terms than the MCA estimator is certainly an indication of a qualitative 
difference between these estimators. The difference is quite large compared the fairly 
modest RMS advantage over the MCA estimator. The performance of TD and WR is 
also fairly parameter-insensitive as measured by concordance as compared to the 
RMS measure. 
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These differences are also manifest when the estimators are used within a procedure 
to estimate the optimal value of a state. However, the conclusion that TD and WR are 
preferable to the MCA estimator cannot be drawn. The experiment is complicated by 
the interaction of the initial value and the reward structure. An optimistic initial value 
results in good performance for TD/WR in line with the concordance coefficient 
results when there is high exploration, i. e. low values of P. However a pessimistic 
initial value produces the opposite result, that is MCA is to be preferred to TD/WR. 
What is more, this is true irrespective of the value of P. 
Further work 
The idea of quantifying the suitability of a value function estimate in terms of how 
well it can be used to derive the optimal value function and policy is an area that 
deserves to be explored further. The results from the 19-state SRW model suggest 
that more complicated models need to be used to compare this aspect of 
performance. The influence of optimistic/pessimistic starting values on the quality of 
value function estimates needs to be explored and to be related to concordance 
measures. A theoretical and/or practical examination of the relationship between 
poor value function estimates and the derived optimal value function is also worth 
pursuing along the lines of Kearns and Singh (1999). 
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Appendix I 
The Difference Form of TD(), ) 
The basic TD(X) update is: 
Vk+l(St)=Vk(s) +(x[Rt -Vk(Stý] 
=Vk(st)+aAt 
with 
eo n-1 
Rt Yk-'rt+k+YnVk(St+n)] 
n-I k=1 
Writing: 
xý At = R, - Vk (s t) 
co n-1 
+ Yn Vk (st+n )] - 
Vk (st 
n=1 j=1 
n-1 
= (1 - (1-X) 
2b-1YnVk(St+0 
-Vk(Sl 
n: l j. l n-l 
or 
0; =Ax + Av 
The first part of this expression: 
ao n-1 
is a simply a weighted average of the discounted actual rewards at each step and is 
not of any great interest in terms of temporal difference learning. 
The second term: 
Go Ax 
= (1-%) V-17nuk(st+n)-Vk(sl 
n-I 
is the weighted average of the value function at time t+n compared to the current 
estimate at time t and this is the central part of the philosophy of TD(? ). 
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This term can be expressed as a weighted average of the difference between 
estimates at time t and t+l : 
2V _IYnVk(st+n) -Vk(st) 
n=1 
ýn-lYný1 
- 
X)Vk(St+n) 
- 
Vk(St 
n=1 
J 
19n-1, 
inVk(St+n) - 
%1'n-IYn, %Vk(St+nVk(st 
n=I n=1 
9n-1, YnVk(st+o) - 
19' 
YnVk(st+n) - 
Vk(st) 
n=1 n=1 
m 00 
_Z 9ýn-Iyn 
Vk (St+n) -1 
a'nYn Vk (St+n) + Ä'°YOVk (St+0) - 
Vk (St 
n=1 n=0 
co co 
2 
-d -d 
9jn-lYnvk (St+n) - 
Än-IYn-IVk (St+n-1 )+ Vk (St) 
- 
Vk (st) 
n-1 n=1 
00 ýn-1, Yn-1 [YVk (St+n) - Vk (St+n-1)] 
n=1 
L 
In other words: 
Ay _ 
2'n-Iyn-1 IYVk (St-#. 
n) - 
Vk (St+n-1)] 
n=1 
and as y and % are arbitrary constants less than one we can write ß=? q 
Co 
QV = ßn-1 IYVk(st+n)-Vk(st+n-l)1 
n=1 
Y ßn [YVk (st+n+1) - 
Vk (st+IA 
n=0 
I3 VTVk(st+n) 
n-0 
where 
VT Vk (St+n) = YVk (S t+n+l)- 
Vk 
ist+n 
which can be considered to be a discounted first difference operator. 
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If y=1 and discounting isn't used then: 
W 
OV =? [Vk(St+n+l)-Vk(St+n)] 
n=0 
co 
? nwk(st+n) 
n=0 
Forward and difference views of simple TD(2) 
As before the form of TD(,, ) is much simpler if there are no immediate rewards and 
no discounting. Although this can be derived from the above expression for TD(?. ) 
using difference operators Sutton (1988) presents a simpler derivation of the 
difference form of TD(X) which is worth repeating for the insight it provides. 
The standard or forward form of TD(A, ) with immediate rewards or discounting is: 
T-t-1 
VN(s)+1(S 
t) - 
VN(s) (S 
t)(1- (X) + a(1- %) Z 20-1 VN(s) (S t+n) + aXT-t-'rT n=I 
This can be written in incremental form as: 
T-t-I 
VN(s)+l (St) = VN(s) (St) + OL (1 - 
%1') %bn-I VN(s) (St+n)'+ %bT-t-1 rT - 
VN(s) (S 
t 
n. l 
The error correction term in the bracket can be expanded as: 
T-t-1 
ý1- 2) ý %I n-1 VN(s) ýs 
+n) 
%1T-t-1 rr - 
VN(3) (S 
t) 
n=1 
T-t-1 T-t-1 
Z ýn-1 VN(s) (s 
t+n)- 
%Z V-I VN(s) (S 
t+n) 
+Ä, T-t-I rT - 
VN(s) (s 
t 
n-I n-I 
The second sum can be converted into a form that allows it to be combined with the 
first: 
T-t-I T-t-I T-t-I 
/0/ %n-I VN(s) / 
\S t+n 
ý-ý ýn VN(s) 
\S t+ný =ý 
"n VN(s)/ 
lst+n) -Ä, 
VN(s) (St+O ) 
n-I R-1 n-0 
T-t-I 
__ 
n-1 (0 T-t-I ( a VN(s) 
\S t+n-1ý - 
VN(s) ýS 
t+0 
VN(s) 
\S t+T-t-1 
n-I 
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Putting this back in the expression and combining summations gives: 
/ 
T-t-I 
(1 
-Ä)EX 
VN(s)ist+n)+XT-t-IrT-VN($)(st) 
n=I 
T-t-1 T-t-I 
1 VN(S )- E xn-t V (S )+ X% V /S r- VN(S 
s)t+n N(s) t+n-I N(s) \ t+0 N(s) t+T-t-1 T s) t 
n=1 n =l 
T-t-I 
= 
Ij V-I IVN(s) (S 
t+n)- 
VN(s) (St+n-1 )] + %1T-t-I [rT - 
VN(s) (ST-I )] 
n=1 
Finally if we write VN(S) (sT) = rT the entire expression can be simplified to a pure 
sum of differences: 
T-t-I 
a'n-t[VN(s)(St+n)-VN(s)(st+n-1)}+? T-t-1[rT -VN($)`ST-1)] 
n=1 
T-t 
= 
ýn-t [VN(s) (S 
t+n - 
VN(s) (S 
t+n-1 
A 
n=1 
and the full TD(A) estimator can be written: 
VN($)+I (St) = VN(s) (s 1) +a 
[ý2ýý-IIVN(s)(St+n)-VN(s)(St+n-l)]] 
This special case reveals most clearly the reason why the method is called Temporal 
Difference. As can be seen the estimator can equally well be thought of as correcting 
the current estimate of a states value by a weighted sum of the differences between 
estimates at subsequent states. It is this view that also motivates the temporal 
difference philosophy. 
However it is obvious that the two viewpoints, that is TD(k) as a weighted average 
of estimates or as a weighted sum of differences, are identical and equally valid. 
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Appendix II 
Proofs of Asymptotic Convergence of Matrix Estimators 
TD(? ) can be written as a matrix estimator since the new estimate is a linear 
combination of the current vector of estimates and the reward. The coefficients of the 
linear sums are simply the appropriate lambda weights as described elsewhere in this 
thesis. That is, for any TD(? ) estimator the update that results at time t can be written 
in the form: 
vt+l = (I-aDiag[x])v, +a(Mvt +nr) 
where M is the matrix of weights for the non-reward based terms, n is the vector of 
weights for the reward based term, x is a vector of indicator functions for the event 
that state i occurred in the realisation, Diag[x] is the diagonal matrix with the 
elements of x along the diagonal and rt is the (scalar) reward actually obtained. In 
most cases M and n are stochastic and based on the realisation obtained at time t, but 
this doesn't have to be the case and indeed the standard MCA estimator has M=O and 
n=x. 
(I-aDiag[x])v, +a(Ov, +xr) 
_ (I-aDiag[x])v, +axrr 
If state i doesn't occur in the realisation then the by definition the ith row of M and 
[n]; are defined to zero, as is [x]; , and so effectively no update is performed for that 
stats current estimate. We also add the condition that: 
Ml+n=X 
This simply means that when the state occurs M and n form a true weighted average 
of the existing estimates and the reward realised. Not all TD estimators satisfy this 
condition but they can all be adjusted so that it holds. 
For example, for a First visit estimator M and n are: 
Ij 
= (1 -Ä 
%1n1(týd)-ni(t: l)-1 
dal 
s(t)-n1 (t; 1) 
if state i occurred in the realisation where c(t) is the number of states in the 
realisation t and n; (t; d) is the position of the dth concurrence of state i. 
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If the state didn't occur we take the corresponding row of M and element of n to be 
zero. The notation may be difficult but the intention is clear. The ijth element of M 
consists of the X weights applied to state j in the calculation of the state i's update. 
For the corrected on-line Every visit or Accumulate estimator M and n are: 
1 Ki(t) K1 (t) nýýt dj )-ni(t-, dj)-1 
I K1(t) [n]i 
Kilt) d 
ýs(t)-ni(t; dý 
if state i occurred in the realisation where is (t) is the number of times state i occurs 
in the realisation at time t. 
Again if state i doesn't occur we can take the corresponding row of M and element of 
n to be zero. 
Proof that MCA converges in the mean 
Although the convergence of the MCA estimator follows from the more general 
proof of the convergence of the matrix estimator described above, it is instructive to 
see how the two proofs differ. 
To make things simpler but no less general it is assumed that the system is started 
from state i. The update at each realisation is: 
vt,, _ (I - aDiag[x])v, + axrr 
Taking expectations: 
= E[(I -aDiag[x])v, I+aE[xr, ] 
= E[(I - aDiag[x])E[v, ]+ aE[xrr] 
=(I -aF)E[v, ]+aE[xr] 
where [F]jj is a diagonal matrix of the probabilities that state j will occur when the 
system is started from state i. 
The ith component of the final term is: 
E[Xr, ]; = P[Xi = O]E[X, r, I x; = 01+P[Xi =1]E[X; r, I Xi =1] 
= P[Xi =1]E[r, I Xi =11 
= [F]11 E[r]; 
where r is the vector of expected rewards for each state i. e. the value function. 
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Writing this in matrix form gives: 
E[xr1 ]= FE[r] 
E[vc+ýJ = tI -aF)E[v, ]+aFE[r] 
Defining 
Z= (I - aF) 
c= aFE[r] 
the iteration is of the form: 
E[vc+, ]= ZE[vt ]+c 
The solution to this first order matrix recursion, using standard methods, is: 
t-t 
E[vt ]= Z`E[vo ]+ Zkc 
k=0 
Taking the limit t -3 00 gives 
t-t 
Lim[E[v, ]] = Lim[Z`E[vo]]+Lim[cc Zkc] 
k=0 
Using: Pk = (I - P)-'which applies if the series converges. i. e. if Pk --ý 0 or 
k=0 
equivalently if IIPI) <1 using a suitable matrix norm (Householder, 1964; Bellman, 
1960). 
The absolute row maximum norm is defined as: 
IIXII = max(E 
Ix, I) 
As IIZI) = I1(1- aF)1I <_ I1III - alIFll < 1-awe have 0<a<1 IIZII < I. Thus: 
Lim[Z`E[vo]] =0 and t-) 
t-1 
Lim[ay Zkc] = a(I - Z)-' c 
k=0 
Lim[E[v, ]] = a(I - Z)-' c= (I -I+ (xF)-' aFE[r] 
_ (aF)'` aF E[r] 
= E[r] 
Hence as long as 0<a<1, Lim[E[v, ]] = E[r] and the MCA estimator is 
asymptotically unbiased. 
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Proof that matrix TD-like estimators do not diverge 
In general the estimator is 
vt+i = (I-a(Diag[x]-M)vt +anrr 
Taking the norm (again using the maximum row sum norm) of both sides: 
IIvt+1II = II(I -aDiag[x]+aM)vt +anrrIl 
<_ II(I -aDiag[x]+aM)IIIlvtll+aIInhIIrºI 
The first term can be simplified as: 
II(I - a(Diag[x] - M)II 
Iv, II <_ (1- aII(Diag[x] - M)II)IIv, II <_ (1- a)IIv, II 
using the fact that 
0: 5a<_1,11111=land IlDiag[x]-MII: 51IDiag[X]II-IIMII-1-IIMII: 51as IIMIIz0. 
The second term gives: 
jr, IIInll :5 jr, Illn + M1II = jr, IJIxII < jr, I 
as IIMIII >_ 0, n+ M1= X and IIxII <l 
Thus: 
llv, 
+ý11: 5 
tIvtll(1-(x)+a jr l IIv, 
+, 
Il < Max(llv, ll, rtl) 
and: 
llvtlI <_ Max(IIvoII, gyroI) 
So if the initial estimates and the rewards are bounded so is the resulting estimate for 
all t and the iteration does not diverge as long as 0SaS1 and n+ Ml = X. 
Proof that matrix TD-like estimators converge in the mean 
Taking the expected value of the update equation gives: 
E[(I-(xDiag[x])v, ]+aE[Mv, ]+aE[nr, ] 
_ (I -aF)E[v, ]+aE[Mv1]+aE[nr, ] 
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The second term is: 
E[Mv, ]j = P[x j= O]E[Mv, IXj= O] j+ P[x j =1]E[Mv, IXj =1]j 
= P[x j =1]E[Mv1 I X; =11; 
_ [F]j E[M' ], j E[v, ]j 
E[Mv, ] = FE[M']E[v, ] 
where 
[M' ]; j = E[[M]; J I xi = 1] and E[M]., 
is the jth row of M. 
This follows from the independence of Diag[x], M andE[v, ] as both happen after vt 
has occurred. 
The third term is: 
E[[nr1]]; =P[xj =O]E[[nr1]; I7,; =0]+P[xj =1]E[[nrr]; IXj =1] 
= P[x j =1]E[[nrr ]IXj =1J 
As MI +n=x can be written x- MI = (Diag[x] - M)I =n we also have: 
P[x; =1]E[[nrr ]; I )C; = 1] _ [F];; E[[(I - M)1r, )]; 1 X; =1] 
_ [F], E[[(Ilr, - Mlrr )]; 1 x; =1] 
_ [F] j E[[Ilr1 ]; 1 x; =1] - [F], E[[Mlr, ]; 1 x; =1] 
=[F];; E[r; ]-[F];; E[[M]r]E[Ir, l; Ix; =1] 
= [F];; E[r; ]+ [F]y E[[M]; r ]E[Irr ]; 1 x; =1] 
= [F] j (1 - E[[M]; " 11 x; =1])E[r], 
Where is has been assumed that E[[M1r, ], IXj= 1] = E[[MI] jIy =1]E[r1 ]jIxj =1] 
i. e. that M is conditionally independent of the reward. 
This is generally true of Markov processes because, conditional on the state 
occurring at least once, then the reward is independent of interarrival times, and 
number of occurrences of a state due to the Markov property. 
Writing this in matrix form: 
E[nr, ]= F(I - E[M' ])E[r] 
Thus: 
((I-aF)+aFE[M'])E[v, ]+aF(I-E[M'])E[r] 
= ZE[v, ]+c 
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where: 
Z= (I -aF)+aFE[M'] 
c= aF(I - E[M']E[r] 
The solution to this first order matrix recursion, using standard methods, is: 
t-t 
E[v, ] = Z`E[v0]+1: Zkc 
k=0 
Taking the limit t 00 gives 
t-1 
Lim[E[vt ]] = LimIZtE[vo 11 + Lim[Y Zkc] 
k=0 
Using: 
pk =(I-pyl 
k=0 
which applies if the series converges, i. e. if P" -> 0 as k -+ o0 or 
IIPII < 1. 
IIZII II(I - aF)II + aIIE[M' ill 1-a+aIIE[M']I 
<_ 1- a(1-IIE[M']II) 
As MI+n'= I and the elements of n are positive we can conclude that the row sums 
of E[M] are less than one. As 0<a<1 the row sums of Z are also less than 1. 
Hence: 
JJZJJ<1GZ'` -> 0 as k-*cc 
t-t 
and Lim[2] Zk c] = (I - Z)- c 
k=0 
This allows us to write the limit as: 
Lim[E[v, ]] = Lim[Z' E[vo ]] + (I - Z)-'c 
= (I-Z)"'c 
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Expanding Z and c: 
(I - Z)-'c = (I - (I - aF) - aFE[M' ])-' c 
_ (aF - aFE[M' ])-' c 
_ (I - E[M' ])-' (aF)-' c 
_ (I - E[M' ])-' (aF)-l aF(I - E[M' ])E[r] 
= E[r] 
and hence: 
Lim[E[vº]l = E[r] t-00 
and the ith component of the estimate converges in the mean to the expected reward 
starting from state i for all a (0<a<1). 
This result applies to any TD estimator, or indeed any estimator which forms a true 
weighted average of the non-reward and reward terms and so applies to First visit TD 
and the corrected form of the off-line Every visit TD. 
In the more general case where Ml +n=k where Ilkll >1 it is clear that the proof 
follows the same steps but now we need a condition similar to allkll j< Ito ensure 
convergence for at least a limited range of a. 
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Symbol Definitions 
The step size parameter in the alpha update rule a (0<_a<_1) 
The discounting factor (0 < 7S 1) 
Ki(t) 
Number of times state i occurs in the realisation t 
The temporal difference weighting factor 
(05A. <_1) 
7r(s) -* aSES and aEA 
The deterministic policy which maps state s to 
action a 
rr(s, a) -4[0,1] SES and a (-=A 
The stochastic policy which maps state s to the 
probability of selecting action a 
; r* = arg max E(j y`i ) 
The optimal policy starting from state s 
=o 
. r(t) The number of steps 
in realisation t 
x A vector of indicator functions for the event that 
state i occurred in the realisation 
A Set of actions 
[A]id The it element of the matrix A, i. e. [A]; j=a; j 
C Concordance coefficient - proportion that an 
estimated value function agrees with the decisions 
made by a population value function 
E(J: 7'r, ) 
The expected discounted reward 
r=o 
F A diagonal matrix of the probabilities [F]jj that state 
j will occur when the system is started from state i 
i= arg max(f (k)) Returns the value of the parameter k that maximises 
k f, i. e. max(f(k))=f(i) 
K; (t; n) Indicator function for state i occurring at position n 
in realisation t 
A vector of ones 
n; (t; d) The position in the realisation at which the d`s 
occurrence of state i occurs 
Nk(SJ) x; (t) The number of visits to state sj in k samples. 
pI Probability of absorption at right given the current 
state is s; 
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pij Markov transition probabilities for state i to statej 
P* = QT The matrix of absorption probabilities. i. e. the 
probabilities of being absorbed in each of the 
terminal states 
ST The transition matrix of the entire absorbing 
=[ 
] 
01 Markov chain, where S is the transition matrix of 
the non-absorbing states and T is the transition 
matrix from the non-absorbing to the absorbing 
states 
P (s, s') 71 (s, a)T(s, a, s') The transition probabilities on the Markov chain 
a induced by following the policy ; r(s, a) on the 
MDP with state action. That is the probability that 
state s'will follow state s while following policy 7r. 
Q*(s, a) The optimal action value function. That is the value 
of taking action a and then following the optimal 
policy 
00 
y'rjs =s a =a) a) =E (1] Q' (s 
The action value function, i. e. the expected 
di i h i i k i d d 
., O , O , scounte g ven t at act on a s ta en n rewar t-0 state s and policy n is followed from this point on 
Q Sk =(I Syl 
The fundamental matrix of the absorbing Markov 
h i c a n k=1 
R Set of reinforcement signals 
rt Reward received at time t 
rT or r Reward received at time T- the terminal reward. 
R(s, a) Reward received on taking action a in state s 
R(s, a, s') Reward received on taking action a in state s which 
results in state s' 
R, =r, +YT2 +7 2 r3 + "'+ 
T-I rT The discounted reward on the f" sample 
R' 
The temporal difference weighted sum of the n-stcp 
tt truncated rewards 
n-I 
R(") = 
zyj-lrt+j 
+Ynvk(St+n) 
t 
The corrected n-step truncated return 
j-1 
S Set of states 
T(s, a) State action transition function which gives a 
also written T(sas probability distribution of each state s'bcing the 
result of sa, i. e. 11(s ) is the probability of sbeing 
the next state after action a in state s. 
Vk (Sj The estimate of the value of state sj after k samples 
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CO 
V (s) =E (E 7'r ) 
The value of a state s while following policy n, i. e. 
, the expected discounted reward as a result of c=o following policy 7t after being in state s 
CO ) V' (s) = max E(ý 7'r 
The optimal value, i. e. the value of the state 
f ll i h i l , 71 o ow ng t e opt ma policy c=o 
Vk (si) = V1 (s j)(1- (1k) + Rkak 
The alpha update rule for the new estimate of the 
value function given the discounted reward Rk 
received on the kih trial. 
V(S) The population average of a value function 
estimate. 
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