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ABSTRACT
We estimate the mass loss rates of photoevaporative winds launched from the outer edge
of protoplanetary discs impinged by an ambient radiation field. We focus on mild/moderate
environments (the number of stars in the group/cluster is N & 50), and explore disc sizes
ranging between 20 and 250AU. We evaluate the steady-state structures of the photoevap-
orative winds by coupling temperature estimates obtained with a PDR code with 1D radial
hydrodynamical equations. We also consider the impact of dust dragging and grain growth on
the final mass loss rates. We find that these winds are much more significant than have been
appreciated hitherto when grain growth is included in the modelling: in particular, mass loss
rates & 10−8M/yr are predicted even for modest background field strengths (& 30G0) in
the case of discs that extend to R > 150AU. Grain growth significantly affects the final mass
loss rates by reducing the average cross section at FUV wavelengths, and thus allowing a much
more vigorous flow. The radial profiles of observable quantities (in particular surface density,
temperature and velocity patterns) indicate that these winds have characteristic features that
are now potentially observable with ALMA. In particular, such discs should have extended
gaseous emission that is dust depleted in the outer regions, characterised by a non-Keplerian
rotation curve, and with a radially increasing temperature gradient.
Key words: accretion, accretion discs — circumstellar matter — protoplanetary discs —
hydrodynamics — planetary systems: formation
1 INTRODUCTION
There is observational evidence that the environment of star form-
ing regions can significantly affect the evolution of protostellar and
protoplanetary discs. Until recent years the only evidence of such
interplay has come from single objects showing clear signatures of
an on-going interaction between their disc and the ambient environ-
ment (e.g. O’Dell, Wen & Hu 1993; Bally, O’Dell & McCaughrean
2000; Vicente & Alves 2005). With the advent of sub-millimetre
surveys, we can now start accessing statistical samples of relevant
properties of protoplanetary discs (mostly their mass and outer ra-
dius) and infer whether they do show imprints of being affected by
the environment. Such studies have shown that this is indeed the
case in the most extreme star forming region within 500 pc from
us, the Orion Nebula Cluster (ONC). In this cluster, de Juan Ove-
lar et al. (2012) have suggested that typical disc sizes decrease as a
function of the stellar surface density of the environment in which
? facchini@mpe.mpg.de
they are embedded. Even more interestingly, Mann et al. (2014)
(see also Mann & Williams 2010) have shown that the dust com-
ponent of discs tends to be less massive in the immediate vicin-
ity of the dominant O star in the ONC, θ1C. Mann et al. (2015)
have not observed such a trend in another O-stars bearing cluster,
NGC 2024. For milder star forming regions, we still lack observa-
tional evidence of how important the environment can be in shap-
ing the structure and the evolution of discs. Upcoming spatially
resolved surveys of discs might be able to clarify this. Earlier stud-
ies have analysed whether disc frequency depends on distance from
the most massive stars in OB stars-bearing clusters. Most of them
agree that in the close proximity to the luminous O stars, disc frac-
tion declines by a factor of ∼ 2. This trend has been observed for
example in NGC 2244 (Balog et al. 2007), in NGC 6611 (Guarcello
et al. 2007, 2009), in NGC 6357 (Fang et al. 2012) and in Cyg OB2
(Guarcello et al. in prep.). However, these results are still contro-
versial: for example, Richert et al. (2015) have recently argued that
such decreasing trend in disc fraction could be enhanced by sample
incompleteness in some of these studies. In less populous clusters,
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in which the number of sources near O stars is smaller, a more ro-
bust result is that no evidence of spatial gradient is observed (e.g.
Roccatagliata et al. 2011).
There are two main environmental mechanisms that can affect
protoplanetary discs: star - disc interactions, and photoevaporation.
In dense clusters, during the lifetime of a disc (∼ 3− 10 Myr, e.g.
Haisch, Lada & Lada 2001; Mamajek 2009; Fedele et al. 2010),
gravitational encounters with other stars may perturb the disc, trun-
cating it to a defined outer radius, and steepening the surface den-
sity profile (see Hall 1997; Breslau et al. 2014; Rosotti et al. 2014;
Vincke, Breslau & Pfalzner 2015, and references therein). Very few
objects that might be undergoing such encounters have been de-
tected (Salyk et al. 2014; Cabrit et al. 2006; Dai et al. 2015), since
the timescale of observability is very short.
An arguably more important mechanism is the photoevapora-
tion caused by the energetic radiation permeating the young asso-
ciations. When stars form in groups, EUV (Extreme Ultraviolet)
and FUV (Far Ultraviolet) radiation of the most massive stars heats
the outer regions of protoplanetary discs, and can drive a gaseous
flow from the disc surface (Hollenbach et al. 1994; Adams et al.
2004, hereafter A04). Such a scenario has been very successful
in explaining the so-called ‘proplyds’ (Johnstone, Hollenbach &
Bally 1998; Sto¨rzer & Hollenbach 1999; Richling & Yorke 2000),
i.e. dark silhouette discs or cocoon-like structures observed in star
forming regions. Such objects have been observed for example in
the ONC (O’Dell, Wen & Hu 1993; Bally, O’Dell & McCaugh-
rean 2000), in Cyg OB2 (Wright et al. 2012), in Carina (Smith,
Bally & Morse 2003), and in other star forming regions showing
massive OB associations (i.e. luminous sources of high energy ra-
diation). When the UV flux impinging onto the discs is less severe
than in these star forming regions, the effect of such mass loss on
the evolution of protoplanetary discs, and the impact on their planet
formation potential, is however rarely considered.
To be more quantitative, external photoevaporation can be
summarised in three different regimes. When the EUV component
is dominant, due to the proximity of a massive O star (e.g. θ1C in
the ONC), the EUV flux reaches the surface of the disc, heating it
up to ∼ 104 K. A completely ionised flow is formed, driving gas
outwards and photoevaporating the disc (Hollenbach et al. 1994).
When the EUV flux is less severe, the FUV field can generate a
neutral wind that is optically thick to the EUV radiation, since the
FUV component has a larger penetrating depth than the EUV one.
When this is the case, two different regimes may occur, depending
on the disc size Rd. We define the gravitational radius Rg of the
disc as the radius at which the thermal energy is equal to the grav-
itational binding energy (equivalently, as the radius at which the
sound speed is equal to the escape velocity):
Rg =
GM∗µmH
kBT
≈ 140 AU
(
T
1000 K
)−1(
M∗
M
)
, (1)
where T is the temperature, M∗ is the mass of the central star, and
µ the mean molecular weight (in this case we used atomic gas with
µ = 1.3). When Rd > Rg, the wind is launched supersonically
(e.g. Johnstone, Hollenbach & Bally 1998). Such discs are defined
to be supercritical. However, moderate FUV fields are not able to
heat up the outer regions of discs to high enough temperatures such
that Rg < Rd. A04 have shown that when this is the case, the
flow structure can be described by a non isothermal Parker wind,
with the addition of a centrifugal term. This model uses the rea-
sonable assumption that the mass loss rate from the outer rim of
the disc dominates the mass loss rate from the surface of the disc
(see the Appendix in A04), where the gas is more embedded in the
gravitational potential well of the central star. Since the outer re-
gions of discs contain the bulk of the mass and since the rate of
disc evolution is determined by the outer disc radius, such external
winds have important implications for disc lifetimes and surface
density profiles. Indeed, as noted by Clarke (2007) and confirmed
by Anderson, Adams & Calvet (2013), such winds accelerate disc
clearing not on account of the mass lost in the wind (which is a
fraction of that accreted onto the star over the disc lifetime) but
instead because they modify the disc’s outer boundary, preventing
disc spreading and keeping the viscous timescale relatively short.
Lada & Lada (2003), Porras et al. (2003) and others have
shown that the probability density function for cluster member-
ship number N for clusters in the Solar Neighbourhood scales
with 1/N2. Therefore the cumulative probability for a star to be
born in a cluster of size 6 N is inversely proportional to N
(e.g. Adams 2010). Within 2 kpc of the Sun, the median value of
this distribution (also taking into account isolated stars) is ∼ 300
(Adams et al. 2006; Allen et al. 2007). The majority of proto-
planetary discs are then very likely to evolve embedded in rel-
atively ‘mild’ (low N ) environments. Clusters and groups with
N 6 500 have typical FUV fields GFUV 6 3000G0 (e.g. Fatuzzo
& Adams 2008), whereG0 is the local FUV interstellar field (1.6×
10−3 erg s−1 cm−2, Habing 1968). Fatuzzo & Adams (2008) have
also shown that the FUV flux depends strongly on the most massive
star in the cluster, and on the intra-cluster column density of absorb-
ing material. Stars in small groups (N ∼ 50 − 100) are likely to
be impinged by an environmental FUV field of∼ 30−300G0, i.e.
slightly larger than the local field. The majority of protoplanetary
discs are then very likely to lie in the subcritical regime of external
photoevaporation, at least in the Solar Neighbourhood.
Note that at such low values the external radiation becomes
comparable to the radiation from the central star even at large radii
(e.g. Bergin et al. 2003). In particular, France et al. (2014) looked
at a sample of CTTSs and estimated the FUV field close to the cen-
tral object by deriving the FUV continuum and hot gas lines pro-
files from high spectral resolution HST observations at FUV wave-
lengths. They obtained FUV fields of ∼ 107 G0 at ∼ 1 AU, which
are due to both stellar and accretion contributions. By considering
geometrical dilution only, FUV fields of 300 and 30G0 are thus
expected at 180 and 580 AU, respectively. However, the bulk of the
disc is shielded by its inner regions, especially for low flaring an-
gles, and most of the radiation is absorbed∼ 2 scale-heights above
the midplane, as shown in thermo-chemical models (for example,
Bruderer et al. 2012, compute an FUV intensity of ∼ 100G0 at
∼ 100 AU and z/R ∼ 0.2 for HD 100546). Besides, the midplane
of the outer disc can be directly impinged by the ambient radiation,
and gas can be removed more easily. Thus in the outer regions of
discs external photoevaporation could play a dominant (or at least
comparable) role with respect to the photoevaporation driven by
the FUV radiation of the central star (Gorti & Hollenbach 2009;
Gorti, Hollenbach & Dullemond 2015). Evidently this is an issue
that will only be finally settled using 2D radiation hydrodynamical
simulations including both internal and external FUV sources.
The subcritical regime of external photoevaporation is the
most difficult to probe observationally. However, there are some
observed signatures that might be indicating that such a mecha-
nism is occurring even in quite isolated systems (i.e. very low ex-
ternal UV fluxes). A potential example of this is the disc around IM
Lup. Panic´ et al. (2009) have shown that outside the mm-bright disc
(Rout,dust = 400 AU; Pinte et al. 2008), the gas structure as probed
by CO emission lines indicates a steep decrease in the surface den-
sity profile, which resembles the profiles obtained by A04 in their
c© 2015 RAS, MNRAS 000, 1–18
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Figure 1. Schematic illustrating a photoevaporating disc impinged by an
ambient FUV radiation, in the subcritical regime (Rd < Rg). The radiation
can be directional or more isotropic, depending on the source of irradiation.
From the outer edge of the disc, a subsonic radial flow develops, until it
reaches the critical radius Rc, where the flow velocity is close to the sound
speed. From this point outwards the velocity of the wind is approximately
uniform. In this subcritical regime, the mass loss from the disc’s outer rim
is more significant than the mass loss from the disc surface.
flow models. O¨berg et al. (2015) have also detected a DCO+ double
ringed structure, which could be tracing a radially increasing tem-
perature gradient in the outer regions of the disc in agreement with
the predictions from external photoevaporative models (though the
authors interpret the data in terms of non-thermal desorption of CO
ices). Note that similar features are also predicted by photoevapo-
ration models where the winds are driven by the FUV field emitted
by the central star and by the accreting material (Gorti & Hollen-
bach 2009; Gorti, Hollenbach & Dullemond 2015). From simple
calculations of external photoevaporation models the gas flow in
the outer regions of this disc would be highly dust depleted, since
the drag force is very weak for the large grains probed by submm
observations, and such an effect is compatible with the dust de-
pleted outer regions of the disc. There are other systems where this
second effect (a radially decreasing dust-to-gas ratio, as probed by
line/continuum size discrepancies) is observed (e.g. Pie´tu, Dutrey
& Guilloteau 2007; Andrews et al. 2012; Rosenfeld et al. 2013;
de Gregorio-Monsalvo et al. 2013). Note however that Birnstiel &
Andrews (2014) have shown that such discrepancies can also be ex-
plained by the size-dependent radial drift of dust particles, without
appealing to an outer disc wind. We will suggest alternative obser-
vational diagnostics that can discriminate between the two scenar-
ios.
In this paper, we firstly aim to compute the mass loss rates
of discs affected by external photoevaporation in the subcritical
regime, by extending the parameter space investigated by A04 to
larger (but still subcritical) discs, and milder ambient fields. Our
method of solution broadly follows that of A04 but with some im-
portant differences relating to the effect of non-isothermality in cor-
rectly locating the critical point of the flow. We also iterate towards
a self-consistent solution which takes into account the fact that only
small grains are entrained in the flow. Note that the effect of partial
entrainment of dust grains upon the thermal structure of the flow
has been recently applied to the internal photoevaporation scenario
by Gorti, Hollenbach & Dullemond (2015). We finally present typ-
ical radial profiles of the main hydrodynamical quantities, and pro-
pose potential observational signatures of ongoing photoevapora-
tion in this subcritical regime.
The paper is structured as follows. In Section 2 we briefly
summarise the photoevaporative model by A04, and explain how
our description differs from theirs. In Sections 3 - 6 we detail the
main ingredients of our model; respectively the thermal properties,
gas hydrodynamics, dust hydrodynamics, and the iteration proce-
dure to obtain the final solutions. In Section 7 we present our re-
sults, which are then discussed in Section 8. In Section 9 we sum-
marise our conclusions.
2 COMPARISON WITH PREVIOUS WORK
We consider the subcritical regime (Rd < Rg) previously investi-
gated by A04 and assume that the disc is irradiated by an isotropic
FUV ambient radiation. A04 have shown that the ratio between the
mass loss rate from the disc surface M˙sur and the mass loss from
the disc edge M˙ scales as M˙sur/M˙ ∼ (Rd/Rg)1/2. Since they
focus on the subcritical regime, where Rd < Rg, the mass loss
rate is dominated by the radial flow emerging from the outer rim of
the disc, and not by the material flowing from its surface. Thus the
subsonic wind can be described with a 1D radial model (see Fig. 1
for a schematic of the model). A04 computed the temperature as a
function of local gas density n and FUV (from the ambient radia-
tion) optical depth τ by using the photo-dissociation region (PDR)
code by Kaufman et al. (1999). They then coupled this temperature
dependence with the steady state momentum/continuity equations
in order to iteratively find a self-consistent steady state solution of
the gaseous flow. The model we present in this paper is very simi-
lar to the one proposed by A04, but contains some key differences,
that will be described in more detail between Sections 3 - 5. In
particular:
(i) We take deviations from isothermality into account in locat-
ing the critical point of the flow, in contrast to A04 who impose the
condition that the flow is transonic at the location corresponding to
the sonic point for isothermal gas. This self-consistent location of
the critical point results in a different location and local flow veloc-
ity at this point compared with the isothermal solution. Our results
demonstrate that this difference is the most important one, since it
modifies mass loss rates significantly. Having located the critical
point of the flow we are able to integrate inwards to the disc edge
(in contrast to A04 who adopt an iterative scheme in integrating
outwards from the disc edge).
(ii) The self-consistent location of the critical point allows us to
obtain solutions over a larger range of parameter space than A04.
Specifically we are able to find solutions for lower values of the
interstellar field GFUV (i.e. down to 30G0) and for a wider range
of outer disc radii (out to Rd = 250 AU).
(iii) Having determined a flow solution at fixed dust to gas ratio
we then take account of the fact that only the small grains are en-
trained in the flow and re-compute the flow solution implementing
the reduced dust to gas ratio in the flow.
(iv) Our code computing the temperature structure is different
from A04 (see Section 3 below).
3 TEMPERATURE ESTIMATES - PDR
FUV radiation (6 6 hν < 13.6 eV) plays a crucial role in deter-
mining the thermal structure and corresponding chemistry in so-
called photodissociation regions (PDRs) where gas undergoes a
transition between ionised and molecular state. If a disc is inter-
acting with an ionising radiation field impinging externally, then
c© 2015 RAS, MNRAS 000, 1–18
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Figure 2. Heating and cooling rates per unit volume for a slab of material of density n = 104 cm−3 impinged by a FUV field of GFUV = 300G0,
after it has reached thermo-chemical equilibrium computed with the reduced chemical network. The dust-to-gas ratio is 10−2 and the PAH-to-dust ratio is
2.6 × 10−2. The heating functions (labelled in the legend) are respectively: total heating rate (tot); photoelectric heating (PE); C ionisation (C ion); H2
formation (H2 form); H2 photodissociation (H2 ph dis); FUV pumping (FUV p); cosmic rays (ζCR); turbulent heating (turb); chemical heating (chem);
gas-grain collisions (gas gr). More details can be found in Bisbas et al. (2012).
between the ionisation front (if present) and its dense gas, the re-
gion is optically thin to FUV radiation but optically thick to EUV
radiation (hν > 13.6 eV). This causes the gas to be in a state of par-
tial dissociation where the temperature is set by the FUV radiation
field. Under these conditions, determination of the gas tempera-
ture requires modelling of various heating and cooling processes in
terms of a complex and non-linear set of differential equations de-
scribing a network of chemical reactions. In the last two decades,
many groups have managed to develop numerical codes that are
able to solve such problems (see Rollig et al. 2007, for a paper de-
tailing inter-comparison between such codes). Below we describe
the 3D-PDR code (Bisbas et al. 2012) that we use to obtain the gas
temperature as a function of column density, grain opacity, local
gas density and FUV field.
3.1 3D-PDR
The 3D-PDR code (Bisbas et al. 2012) is a three-dimensional time-
dependent code treating photodissociation regions of arbitrary den-
sity distribution. Using an iteration scheme it solves the chemistry
at every cell consisting of the gaseous structure until thermal and
chemical equilibrium has been reached. 3D-PDR uses a set of var-
ious heating and cooling functions fully described in Bisbas et al.
(2012), and shown in Fig. 2 for a specific case. The code has been
used in various one-dimensional (Bisbas et al. 2014; Bisbas, Pa-
padopoulos & Viti 2015) and three-dimensional (Offner et al. 2013,
2014; Gaches et al. 2015) applications. The 1D version of the code
UCL-PDR has been benchmarked with many other PDR codes (Rol-
lig et al. 2007).
In this paper, we have adopted the code modifications de-
scribed in Bisbas et al. (2014). We use a reduced version of the
UMIST 2012 network (McElroy et al. 2013) which contains 33
species (including e−) and 330 reactions. Table 1 shows the ini-
tial abundances used by the 3D-PDR code at the beginning of the
calculations (taken from Asplund et al. 2009). Using the full chem-
ical network of 215 species causes difference in the temperature by
up to∼ 10− 15%. Since other unknown parameters (such as poly-
ciclic aromatic hydrocarbon abundances, see below) lead to even
larger uncertainties, we opted for the reduced network to save com-
putational time. We consider one-dimensional uniform density pro-
files with 102 < n < 108 cm−3 interacting with radiation fields
Table 1. Abundances of species used in the present work, from Asplund
et al. (2009).
H 4× 10−1 Mg+ 3.981× 10−5
H2 3× 10−1 C+ 2.69× 10−4
He 8.5× 10−2 O 4.898× 10−4
of 30, 300 and 3000G0. The spatial extent of each density pro-
file is chosen so that the visual extinction, AV , is in the range
10−7 6 AV 6 10. Density is sampled every 0.1 dex, and AV
every 0.05 dex. The results are then interpolated with cubic-spline
functions to a much finer grid. The cosmic ray ionisation rate, ζCR,
is taken to be ζCR = 5 × 10−17 s−1. The treatment of PAHs is
discussed in the next Section. We evolve the chemistry in each sim-
ulation for 10 Myr. We have checked that the temperature balance
is reached on shorter timescales, ∼ 10 kyr. A posteriori, we have
verified that the flow timescale is always longer than 10 kyr, thus
temperature balance within the flow is a reasonable assumption.
3.2 Dust and PAHs
Dust plays a key role in the determination of the gas temperature.
For example, for the density range addressed here, the main heat-
ing mechanism of the gas is usually photoelectric heating from the
atomic layers of PAHs (e.g. Weingartner & Draine 2001; Croxall
et al. 2012), but it can also affect the temperature through other
mechanisms such as H2 formation and gas-grain collisions. Sec-
ondly, dust can have a significant impact on the chemistry, which
eventually sets the abundances of the main coolants, e.g. by con-
trolling the amount of ices. Note that all these mechanisms depend
on the total surface area of dust grains. Finally, dust sets the attenu-
ation factor of the FUV radiation via the penetrating depth τ , where
we set τ = 1.8AV = NHσFUV and NH is the hydrogen column
density. A detailed description of this last effect will be described
in Section 5.
Typical interstellar dust can be modelled with a simple distri-
bution dn˜/ds ∝ s−q , where n˜ is the numerical density of dust par-
ticles, and s is the grain size. It is well known that in the interstellar
medium q assumes a typical value q ∼ 3.5 (historically labelled as
MRN distribution, from Mathis, Rumpl & Nordsieck 1977). More
c© 2015 RAS, MNRAS 000, 1–18
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Figure 3. Gas temperature as a function of visual extinctionAV for three different values of the ambient FUV field: 30, 300 and 3000G0, from top to bottom.
The left panels are associated to a grain size distribution with maximum grain size smax = 3.5µm, the right panels to a distribution with smax = 1mm.
Line colours indicate different gas numerical densities n, ranging between 102 − 106 cm−3 (the legend is reported in the right top panel).
recently, interferometric observations have suggested a shallower
distribution in the optically thin regions of protoplanetary discs at
submm - mm wavelengths, where q ∼ 2.5 − 3 (e.g. Ricci et al.
2010a,b, 2012), and dust evolution models have suggested the same
qualitative result (e.g. Birnstiel, Ormel & Dullemond 2011). More-
over, the maximum grain size does increase substantially in the
midplane of protoplanetary discs (see the recent review by Testi
et al. 2014, and references therein), to sizes & 1 mm. Grain growth
can alter the heating and cooling processes mentioned above.
The only observation indirectly constraining the grain size dis-
tribution within the photoevaporative winds is by Sto¨rzer & Hol-
lenbach (1999), who estimated the cross section in supercritical
winds at FUV wavelengths from the location of the ionisation
front around proplyds in Orion. Their best estimate is σFUV =
c© 2015 RAS, MNRAS 000, 1–18
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8× 10−22 cm2, where the error bars are assumed to be very large,
since the used sample is very small (∼ 10 objects) and the estimate
is model dependent. Sto¨rzer & Hollenbach (1999) and later A04
noticed that such cross section is ∼ 0.3 the typical ISM one, thus
indicating moderate grain growth of the dust entrained in the wind.
We compute the cross section at FUV wavelengths (λ =
0.1µm) for an ISM-like dust distribution (q = 3.5 and smax =
0.25µm, see e.g. Draine 2011) using the code described in Wy-
att & Dent (2002) (see their section 4.1). We use the optical
constants from Li & Greenberg (1997), for iceless silicate grains
with a porosity of 0.3. The absorption coefficients of the grains
Qabs(λ, s) are computed using Mie theory (Bohren & Huffman
1983), Rayleigh-Gans theory or geometric optics in the appropri-
ate limits (Laor & Draine 1993). Assuming a dust-to-gas ratio to
10−2 we obtain a cross section σFUV ≈ 2.6 × 10−21 cm2, as ex-
pected. We then determine the maximum grain size of a distribution
with q = 3.5 that has an associated cross section 0.3 times smaller
than the ISM-like one. The best fit gives smax = 3.5µm. This re-
sult confirms that the estimates by Sto¨rzer & Hollenbach (1999) are
probing moderate grain growth.
In the PDR code (and throughout the whole paper), we con-
sider two MRN distributions (q = 3.5) with maximum grain sizes
smax = 3.5µm and smax = 1 mm. We fix the dust-to-gas ratio
to 10−2. The first distribution is chosen as to give the same cross
section used by A04 in their models, in order to have a direct com-
parison with their results. The second distribution represents a disc
where substantial grain growth has occurred, and the population
of small grains, which contribute the most to the dust surface area
when q > 3, is reduced by a factor ∼ 102.
Polycyclic Aromatic Hydrocarbons (PAHs) are the dominant
heating source, since photons are very efficient in removing elec-
trons from such mono-layered molecules. However, the amount of
PAHs in protoplanetary discs is not well constrained by observa-
tions. Infra-Red observations from Spitzer and from the ground
have revealed strong PAH emission features in some Herbig Ae/Be
stars, whereas very few T Tauri stars have shown them at a de-
tectable level (Geers et al. 2006, and references therein). This dif-
ference is probably due to the more intense UV field emitted by
the Ae/Be stars (e.g. Visser et al. 2007) exciting the PAHs. For the
same reason, PAH emission is spatially concentrated in the inner re-
gion of the discs, where the UV flux from the central star is higher
(Geers et al. 2007; Maaskant et al. 2014). PAH abundance in discs
is still being debated. Observations (e.g. Geers et al. 2006; Oliveira
et al. 2010) tend to indicate that PAH-to-dust mass ratio in discs is
∼ 10% of the PAH-to-dust mass ratio in the galactic ISM, which is
≈ 4 × 10−2 (Draine & Li 2007; Tielens 2008), but the estimate is
poorly constrained. In thermo-chemical disc models, different val-
ues of PAH-to-dust mass ratio have been used in the literature, e.g.
0.5 × 10−2 (Bruderer et al. 2012), or 1.3 × 10−2 (Woitke et al.
2015). Because of the level of the uncertainties in this value, we
simply fix the PAH-to-gas mass ratio to 2.6 × 10−4, as in Wolfire
et al. (2003), since we use their prescription to compute the photo-
electric heating. For the dust-to-gas ratio of 10−2 used in this paper,
this value yields a PAH-to-dust mass ratio of 2.6× 10−2.
Another debated topic is whether grain growth affects the
amount of PAHs, i.e. whether they should scale according to the
amount of small grains. This is still largely unconstrained. As an
example, one of the strongest PAH emission features is observed in
Oph IRS 48 (Geers et al. 2007), where grain growth has certainly
occurred (e.g. van der Marel et al. 2013). Even though some re-
cent models (e.g. Gorti, Hollenbach & Dullemond 2015) assume a
reduced PAH abundance when small grains are depleted by effec-
tive grain growth, in this paper we prefer to keep the PAH abun-
dance fixed, since there is no clear observational indication that
PAHs would follow the small grains.
In order to compute the photoelectric heating due to PAHs, we
adopt the treatment by Bakes & Tielens (1994), with the additional
modifications suggested by Wolfire et al. (2003) (with the φPAH
factor defined in their equation 21 equal to 0.4).
3.3 Results
Fig. 3 shows the results of the 3D-PDR code for FUV fields of 30,
300 and 3000G0 for the two grain size distributions. We present
the gas temperature as a function of visual extinction AV , for log-
arithmically sampled values of gas density n. As expected, the
gas temperature increases with intensity of the external radiation.
At a given GFUV, for the parameters we have chosen, tempera-
ture is usually a decreasing function of visual extinction AV . For
smax = 3.5µm temperature does also increase with AV in the
marginally optically thick regime, when n ∼ 103 − 104 cm−3.
Similarly, temperature is not a monotonically decreasing function
of density n. This non-monotonic behaviour is a well known result
in PDR codes (Kaufman et al. 1999).
These results depends on the metallicity and on the dust-to-gas
ratio, since they both regulate the heating and cooling functions. In
particular, reducing the amount of small grains has the net effect
of slightly decreasing the temperatures, as we can see comparing
the temperatures obtained with the two different dust distributions.
The smaller dust total surface area reduces some heating mecha-
nisms, such as photoelectric heating, H2 formation rate and H2 pho-
todissociation. However, the total heating is still dominated by the
photoelectric effect on PAHs. Cooling is not affected significantly,
since the main coolants are C II and O I in the optically thin regime
(see Fig. 2). The net effect is that temperature is not affected signif-
icantly by the total amount of small grains, provided that the PAH
abundance is kept fixed. The only exception is apparent in the high
density and high FUV flux case (n = 106 and GFUV = 3000G0).
In this regime, heating from FUV pumping of H2 molecules be-
comes comparable to the photoelectric heating (Hollenbach & Tie-
lens 1999, A04). The abundance of H2 molecules depends on the
H2 formation rate, which depends on the total dust surface area. By
reducing the amount of small grains, H2 formation rate drops, and
so does the FUV pumping, resulting in a lower temperature.
For the cases considered here and displayed in Fig. 3, at
fixed density the temperature always shows a plateau at low op-
tical depths, and then decreases steeply with visual extinction,
until it approaches unity and the gas becomes optically thick to
the external radiation. These two characteristics will shape the fi-
nal profiles of the subsonic winds. Finally, the temperatures are
lower than the ones computed by A04 (e.g. by a factor ∼ 2 when
GFUV = 300G0), in the regions of parameter space that overlap,
even in the hottest case when smax = 3.5µm. For the same dust
distribution, we obtain temperatures similar to the ones by Kauf-
man et al. (1999) (and therefore by A04, who use the same PDR
code) by using the prescription by Bakes & Tielens (1994) (with-
out the correction by Wolfire et al. 2003) for the PAH photoelectric
heating. In particular, we reproduce the same trend observed by
Kaufman et al. (1999) in their fig. 1.
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4 HYDRODYNAMICS
In the last section we have shown how to derive the temperature
of the gas in the PDR region as a function of local density n and
visual extinction AV . We now want to couple these results to the
hydrodynamical equations describing the flow departing from the
edge of a protoplanetary disc.
4.1 Equations for the wind structure
We develop a 1D description of the problem in a quasi spherical
geometry, where we self-consistently solve for the radial steady-
state structure of the wind launched from the disc outer edge. The
equations shown in this section are based on the similar model by
A04.
The time independent version of the continuity equation is:
M˙ = 4piR2FµmHnv, (2)
where mH is the hydrogen atom mass and v is the velocity of the
gas. F is the fraction of the solid angle subtended by the disc outer
edge (see equation 14 by A04). The flow might be not perfectly
spherical, since the wind might not be pressure confined at the
boundaries of the wedge defined by the solid angle 4piF . We could
model the flow with a hyper-spherical continuity equation, where
M˙ ∝ Rα and α > 2 (α = 2 defines the spherical case, see equa-
tion 2). For simplicity, we consider the spherical case only in this
paper.
Similarly, the time independent momentum equation is:
v
dv
dR
+
1
ρ
dP
dR
+
GM∗
R2
− j
2
R3
= 0, (3)
where j2 = GM∗Rd. We are considering a flow with uniform
specific angular momentum, given by the Keplerian angular mo-
mentum at the outer radius of the disc. We assume an ideal gas law
for the pressure P = nkBT , where T is a function of density and
optical depth (as shown in Section 3).
Following A04, we can express the above equations in a di-
mensionless form, where our parametrisation choice is slightly dif-
ferent. We define ξ ≡ R/Rd, f ≡ T/Tc, g ≡ n/nc and u ≡
v/cs,c, where cs is the sound speed of the gas. With the subscript
c we indicate quantities evaluated at a critical radius Rc > Rd,
which is defined in Section 4.2. Note that with these dimensionless
units the local sound speed u2s is coincident with the temperature
f . We also define the parameters β:
β =
GM∗µmH
RdkBTc
=
GM∗
Rdc2s,c
, (4)
and the optical depth τ ≡ NHσFUV, where
NH =
∫ ∞
R
n(R′)dR′ (5)
is the column density between R and infinity. We thus obtain:
dτ
dξ
= −σFUVRdncg = −τdg, (6)
where τd = σFUVRdnc. Combining the continuity and the mo-
mentum equation, we obtain a single differential equation for the
dimensionless velocity u:
d lnu
dξ
(u2 − f − g ∂f
∂g
) =
2
ξ
(f + g
∂f
∂g
)− β ξ − 1
ξ3
+ τdg
∂f
∂τ
. (7)
This last equation reduces to the standard Parker wind equa-
tion (Parker 1958), in the limit of isothermality and in the absence
of the centrifugal term. By solving this equation, we can obtain the
velocity structure of the flow, from which we can obtain the density
structure of the gas via the continuity equation.
4.2 The critical radius
The structure of equation 7 shows a natural definition of a critical
point: when the r.h.s. of the equation equals 0. When this happens,
the l.h.s. of the same equation has to equal 0 as well. This can hap-
pen when u has a null gradient, or when the second multiplicand
is 0. We require this second case to be the one, since we are look-
ing for the analogue of the transonic solution in the typical Parker
wind problem (Clarke & Carswell 2007). In the isothermal case,
this same procedure defines the sonic radius Rs, where u2 = f .
We expect the critical radius to be of the same order of magnitude
as the sonic radius. By requiring that the l.h.s. of the equation is 0,
but du/dξ 6= 0, we implicitly define a critical velocity:
u2c = f + g
∂f
∂g
, (8)
which is related to the sound speed us via an additional term taking
into account possible departures from isothermality. The equation
for the dimensionless critical radius ξc = Rc/Rd is then:
gτd
∂f
∂τ
ξ3c + 2u
2
cξ
2
c − βξc + β = 0, (9)
where all the quantities are evaluated at the critical radius. This
problem has to be solved implicitly, since all the quantities depend
on where the critical radius is located, and on the initial conditions
of the problem. Locating the critical radius self-consistently is a key
ingredient of our approach in order to be able to integrate the flow
structure inwards from this point to the disc outer edge. Note that
this is a key difference between our model and the one proposed
by A04. In Section 7 we will show that taking into account this
non-isothermal term significantly affects the final mass loss rates.
For every set of parametersM∗,Rd andGFUV there is a fam-
ily of solutions each of which has a different value of Tc, mass
loss rate and pressure at Rd. We require that our flow is in pressure
equilibrium with the disc at Rd; therefore in principle we could
use the pressure at the disc edge as a further independent variable
which would define the mass loss rate and flow structure for a given
disc in a given environment (cf. A04). This however requires iter-
ative solutions for various guessed flow velocities at Rd and is not
a preferred method in the case where the critical point conditions
are themselves a function of the flow solution. Since we start each
flow solution from the self-consistently determined critical point of
the flow, it is operationally convenient to use Tc as the independent
variable. Each solution can then be mapped onto the corresponding
value of the pressure at the disc outer edge.
In order to evaluate the critical radius for a given value of Tc
we proceed as follows. We first guess the value of the critical radius
(i.e. as parametrised by ξc); for an initial guess we take the re-scaled
sonic radius ξs, using the isothermal limit of equation 9:
ξs =
β
4
[
1 +
(
1− 8
β
)1/2]
, (10)
and noting that β is fixed for given Tc by equation 4.
Once we have an initial guess for the critical radius, for ev-
ery iteration on the value of ξc we calculate the pair of values for
the number density and optical depth at this point for which the
PDR models predict that T = Tc locally. This step requires an as-
sumption about the density structure of the flow outside the critical
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8 Facchini, Clarke and Bisbas
10-4 10-3 10-2 10-1 100 101
τc
0
50
100
150
200
250
300
350
400
450
T
c
(K
)
30 G0
300 G0
3000 G0
Figure 4. The critical temperature, i.e. the input parameter to obtain a so-
lution to the thermo - hydrodynamical equations, as a function of the op-
tical depth evaluated at the critical radius Rc, for GFUV = 30, 300 and
3000G0 for solution with Rd = 120. This implicit relation defines the
boundary conditions at R = Rc. Solid lines refer to smax = 3.5µm,
dashed lines to smax = 1mm. Every curve is for one specific solution
only, since it depends on the value of σFUV, which varies for different flow
solutions (see Section 5.1).
radius. Here we follow Johnstone, Hollenbach & Bally (1998) and
A04 in assuming that the velocity is approximately constant in this
region so that from the continuity equation we then obtain:
n(R) = nc
(
Rc
R
)2
, for R > Rc, (11)
and consequently
τc = σFUV
∫ ∞
Rc
nc
(
Rc
R′
)2
dR′ = σFUVRcnc. (12)
Figure 4 gives an example of Tc as a function of τc for an
initial guess Rc ∼ 500 AU and for a range of FUV fluxes. For low
FUV fluxes, the are no solutions in the low optical depth range (τ <
10−3). This constraint is set by the lower limit we have implicitly
imposed on the density, when we have not dealt with anything less
dense than 102 cm−3 in Section 3.
We are now able to determine τc and nc by solving the equa-
tion:
Tc − T (τc) = 0. (13)
We can evaluate the partial derivatives of T with respect to
density and optical depth (at fixed Rc) and use these in equations 8
and 9. We then solve for the next value of Rc by solving equation
9 using a bisector method. We then iterate the whole process, until
we reach convergence on the value of ξc. By doing so, we have
obtained the critical radius, and we have the initial conditions for
T (given by the input parameter Tc), v, n and τ . The critical radius
is always larger than the sonic radius (as defined by equation 10),
but at the most by a factor of a few tenths of a dex (see an example
in Fig. 5). On the other hand, the critical velocity is usually smaller
than the sound speed at the critical radius, by ∼ 20% at the most
(see an example in Fig. 6). Finally, we can estimate the mass-loss
rate M˙ from equation 2. We are ready to start integrating equation
7 inwards, from the critical radius to the disc outer edge, in order
to deduce the velocity profile of the subsonic flow between Rd and
Rc.
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Figure 5. Top panel: critical radius dependence on critical temperature for
GFUV = 30G0 and smax = 1mm, for a set of disc radii ranging from
20 AU (top line) to 250 AU (bottom line), sampled every 10 AU. Every
line illustrates a different disc radius Rd. Bottom panel: solid lines are the
same as in the top panel, for Rd = 20, 100 and 180AU (blue, black and
green lines, respectively). Dashed lines indicate the sonic radius, as defined
by equation 10.
4.2.1 Extending the solutions
In the definition of the sonic radius (see equation 10), by construc-
tion we are requiring that β > 8. Thus we are implicitly setting an
upper limit to the Tc we can set at a given Rd:
Tc <
GM∗µmH
8kBRd
' 873
(
M∗
M
)(
20 AU
Rd
)
K. (14)
This strongly limits the explorable region of parameter space, when
Rd is large and the FUV flux (and therefore temperature) is high.
In order to enlarge the parameter space, when β < 8, as a first
guess for Rc we choose the critical radius of the solution with the
same Tc and the closest value of Rd showing a iteratively con-
verged solution for the critical radius. In Fig. 5 we show Rc versus
Tc when GFUV = 30G0, for a range of disc radii Rd between
20 and 250 AU, sampled every 10 AU. The critical radius does
not show a strong dependence on Rd, at fixed Tc. In this way we
are able to obtain more solutions, even though in some regions of
parameter space we do not manage to obtain one.
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Figure 6. Ratio of critical velocity to the sound speed at Rc for solutions
with GFUV = 30G0 and smax = 1mm, and Rd = 20, 100 and 180AU
(blue, black and green lines, respectively).
4.3 Method of solution
Once we have located the critical radius and determined the bound-
ary condition for flow density, optical depth and velocity for a given
Tc, a disc radius and a FUV fluxGFUV, we can integrate equation 7
fromRc toRd (in rescaled units, from ξc to 1). We use a simple Eu-
ler code. At every step we compute ui+1 from equation 7. Then, we
calculate dimensionless density gi+1 from the dimensionless form
of equation 2, and τi+1 from equation 6. At given gi+1 and τi+1
we can compute the new temperature partial derivatives ∂f/∂gi+1
and ∂f/∂τi+1 from the PDR output, and therefore obtain the next
value of the temperature fi+1. With this set of equations we can
self-consistently solve for the flow steady-state. We use an initially
logarithmically spaced grid, since the absolute value of the gradient
of most of the quantities increases as the solution approaches Rd.
This happens mostly in the transition between the optically thin and
the optically thick regime, when the temperature drops steeply (as
shown in Fig. 3). In order to better resolve this region we also apply
an adaptive mesh algorithm, i.e. we require that δξ is mall enough
to ensure that the relative change in velocity between two steps is
less than 1% (|ui+1 − ui|/ui < 0.01).
However, we need to apply slight modifications to the algo-
rithm at the two boundaries of the integration, in the proximity of
both the critical radius Rc and the disc outer radius Rd.
4.3.1 The critical point
In Section 4.2 we have defined the critical radius as the radius at
which the r.h.s. of equation 7 vanishes. Moreover, at this same ra-
dius the second multiplicand of the l.h.s. of the same equation is
0. Since we are starting integrating the same equation from Rc, we
have a null value both at the numerator and at the denominator.
This leads to the possibility of having multiple transcritical solu-
tions (the analogue version of the transonic solutions in the stan-
dard isothermal case). More specifically, we will have a solution
that will be supersonic between Rd and Rc, and one solution that
will be subsonic. We are looking for the second one. Therefore we
need to enforce the solution to relax onto the subsonic branch. We
do so by following a procedure that is similar to the one used by
Murray-Clay, Chiang & Murray (2009) for an analogous problem.
We expand equation 7 around the critical point to first order in
both radius and velocity: ξ = ξc + δξ, and u = uc + δu. We obtain
the following relation:
δu
δξ
∣∣∣∣
ξc
=
−B +√B2 − 4AD
2A
, (15)
where:
A = 2uc +
2g
uc
∂f
∂g
+
g2
uc
∂2f
∂g2
; (16)
B = 2τdg
∂f
∂τ
+
8g
ξ
∂f
∂g
+
4g2
ξ
∂2f
∂g2
+ 2τdg
2 ∂
2f
∂τ∂g
; (17)
D = uc×
(
2u2c
ξ2
− β 2ξ − 3
ξ4
+
8g
ξ2
∂f
∂g
+
4τdg
ξ
∂f
∂τ
+
4g2
ξ2
∂2f
∂g2
+
4τdg
2
ξ
∂2f
∂τ∂g
+ τ2dg
2 ∂
2f
∂τ2
)
, (18)
where all the quantities are evaluated at ξ = ξc. In equation 15
we chose the positive root, in order to pick the subsonic solution at
ξ < ξc.
Similarly to Murray-Clay, Chiang & Murray (2009), we cal-
culate the velocity by using:
du
dξ
= Fexact
du
dξ
∣∣∣∣
exact
+ (1− Fexact)δu
δξ
∣∣∣∣
ξc
, (19)
where du/dξ|exact is evaluated from equation 7, and
Fexact = −erf
[
h
(
1− f
u2
− g
u2
∂f
∂g
)]
, (20)
where erf is the error function. The parameter h = 20 gives
the smoothing length of the transition between du/dξ|exact and
δu/δξ|ξc when computing u(ξ). We use this modified version of
equation 7 until Fexact = 1 to the level of machine precision.
4.3.2 Temperature corrections near Rd
Some solutions become completely optically thick before reaching
the disc outer radius (i.e. R > Rd). In the PDR calculations, we
have set a minimum temperature equal to 10 K. However, the tem-
perature of the flow could be higher than that, due to the impinging
radiation from the central star. When we compute the temperature
of the flow, we therefore include heating from the central star, by
using the following simple prescription:
T = max (TPDR, Trad), (21)
where TPDR is the temperature evaluated via the PDR code (i.e. the
one used so far in the paper), and Trad is given by:
Trad = 100 K
(
R
1 AU
)−1/2
, (22)
i.e. a temperature profile found to fit the spectral energy distribu-
tions of passive discs (e.g. Andrews & Williams 2005, 2007).
5 DUST COMPONENT
In Section 4, we have reported the equations and the procedure to
obtain a solution for the gas quantities between the critical radius
and the disc’s outer edge. However, this solution depends on the
dust properties within the flow. In particular, as mentioned in Sec-
tion 3.2, the attenuation factor strongly depends on the grain size
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distribution and on the maximum grain size sentr entrained in the
wind. Such dependence can be summarised in how σFUV is related
to these two properties of the dust material. In this section, we also
describe the hydrodynamic equations for the dust particles, which
will be used to determine the maximum grain size entrained in the
flow, and thus the cross section.
5.1 Cross section
It is well known that protoplanetary discs witness substantial grain
growth in the discs’ midplane (see Section 3.2). Such grain growth
can be schematised in two effects: producing a shallower distribu-
tion, i.e. a lower q, and leading to a larger maximum grain size
smax. As introduced in Section 3.2, in this paper we focus on two
distributions with the same power law index q = 3.5 but different
maximum grain sizes (smax = 3.5µm and 1 mm). The same distri-
butions have been used to compute the dependence of the tempera-
ture on n and AV . As mentioned above, we consider a dust-to-gas
ratio of 0.01 for both the distributions.
We compute the cross section at FUV wavelengths (λ =
0.1µm) using the code of Wyatt & Dent (2002) as briefly described
in Section 3.2. In the equations reported below, we describe a gen-
eral treatment where q can assume different values. We take into
account that there is a maximum grain size entrained in the photo-
evaporative wind, and we compute the cross sections for the trun-
cated distribution:
σFUV = µmH
qs
mentrδgd
, (23)
where
qs =
∫ sentr
smin
pis2Qabs(λ, s)s
−qds, (24)
mentr =
4
3
piρ¯
4− q (s
(4−q)
entr − s(4−q)min ), (25)
and
δgd = 100
(
s
(4−q)
max − s(4−q)min
s
(4−q)
entr − s(4−q)min
)
. (26)
In these equations, δgd is the effective gas-to-dust ratio within the
flow, and ρ¯ is the mean mass density of a dust grain (in this paper
1 g/cm3). The minimum grain size of the distribution has been set
to smin = 5× 10−7 cm in the whole paper.
The cross sections are reported in Fig. 7, as a function of the
maximum grain size entrained in the flow, for smax = 3.5µm (red
line) and smax = 1 mm (black line). The cross section does not
vary by much when the distribution is truncated to sentr & λ, be-
cause the largest contribution to the cross section in the geometric
limit comes from the smallest grains when q > 3. We do not re-
compute the temperature T (n) with the PDR code for the new trun-
cated distributions, since it depends weakly on the maximum grain
size. As discussed in Section 3, this is due to the fact that heating is
mostly generated by the photoelectric effect on PAHs and on small
grains, since the total surface area per unit mass is dominated by
the small grains of the distribution when q > 3. Cooling is not
significantly affected by the absence of the largest grains, since O I
and C II emission lines dominate the radiative cooling.
5.2 Fluid equations for dust particles
In order to obtain the maximum grain size entrained in a gaseous
solution, we need to solve the hydrodynamical equations of dust
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Figure 7. Cross section at λ = 0.1µm as a function of the maximum grain
size entrained in the flow, for smax = 1mm (black line) and smax =
3.5µm (red line). The initial distribution assumes a dust-to-gas ratio of
0.01. The cross section does not vary by much when the distribution is
truncated to sentr & λ, since the largest contribution to the cross section in
the geometric limit comes from the smallest grains when q > 3.
particles. We discretise the grain size distribution in Nbin = 50
bins, where the grain size is sampled logarithmically between smin
and smax. The dust mass density can be written as:
ρj ' n˜j 4
3
piρ¯s3max,j , (27)
where the subscript j refers to the j-th bin of dust particles. Here
ρj is the mass density of the j-th bin, and smax,j is the maximum
grain size of the j-th bin.
The steady version of the momentum equation for dust parti-
cles is:
vj
dvj
dR
+
GM∗
R2
− j
2
R3
+
FD
mj
= 0, (28)
where we have assumed that dust is pressureless, and that the buoy-
ancy term related to the gas pressure gradient is negligible (which
is typically the case for astrophysical systems, see e.g. Rice et al.
2006; Laibe & Price 2012). The fluid quantities that do not show
any subscript refer to gas properties, as in Section 4. The quantity
mj is the mass of the j-th dust particle. The last term FD repre-
sents the aerodynamic force experienced by the dust particle. This
force can assume different expressions, depending on the physical
regime. If the size of the dust particle s . λmfp, the mean-free path
of gas molecules within the flow, the drag force reduces to the so-
called Epstein (1924) drag. If the size of the particle is larger than
the mean-free path, drag is a classical fluid Stokes (1851) drag.
Within the winds addressed in this paper, λmfp > 105 cm (using
λmfp ≈ (σgasn)−1, where σgas ∼ 10−16 cm2 is the geometrical
cross-section of the gas molecules and n < 1011 cm−3). For the
dust particles considered here, s λmfp, and we can therefore use
the Epstein limit to estimate the drag term (e.g. Armitage 2010):
FD =
4pi
3
ρs2vth(vj − v), (29)
where ρ = µmn is the gas mass density, and
vth =
√
8kBT
piµmH
(30)
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is the mean thermal speed of the gas molecules.
If we rewrite equation 28 in the usual dimensionless form, and
in the Epstein regime, we obtain:
uj
duj
dξ
= −
[
β
ξ − 1
ξ3
+ J˜jg
√
f(uj − u)
]
, (31)
where:
J˜j =
√
8
pi
µmHnc
ρ¯
Rd
sj
, (32)
and uj = vj/cs,c. For a given gaseous solution, we can obtain the
velocity profile of the j-th bin of dust particles by integrating equa-
tion 31. We assume that dust particles are launched from the disc
at the same speed of gas molecules, i.e. uj,d = ud. Moreover, we
require that the gas-to-dust ratio at the disc outer radius is 100, and
this automatically sets the normalisation of the grain size distribu-
tion.
In order to obtain the maximum grain size entrained in the
flow, we do not need to integrate equation 31 for every gaseous so-
lution and every dust bin. If we consider the highly subsonic regime
(uj ∼ 0) equation 31 becomes:
duj
dt
= −β ξ − 1
ξ3
+ J˜jg
√
fu ≡ feff , (33)
where feff is the effective acceleration that a dust particle would
feel if it were stationary. We define the stalling radius as the point at
which a stationary dust grain would be in equilibrium, i.e. feff = 0,
which is different for each grain size. We have demonstrated by in-
tegration of equation 31 that dust particles within the flow indeed
collect at their respective stalling radii (i.e. where feff = 0) where
these exist (see Fig. 8). This can be explained by the fact that equa-
tion 31 resembles the equation of motion of an overdamped har-
monic oscillator, where the system returns to equilibrium without
oscillating and in an exponentially decaying fashion. As expected,
the results show that the smaller grains are tightly coupled to the gas
flow, and are easily dragged out to the critical radius. The largest
grains are dragged to the stalling radius as defined above. Note that
the stalling radius does not depend on the initial velocity, i.e. this
result does not depend on the initial condition we have chosen for
the velocity of the dust grains at Rd.
This result confirms that in order to obtain the maximum grain
size entrained in the flow sentr we just need to solve equation feff =
0, without obtaining the exact velocity profiles of every dust bin.
6 ITERATION PROCEDURE AND FINAL SOLUTIONS
In this section we summarise the iteration procedure we use to ob-
tain the wind solutions by using all the ingredients reported in Sec-
tions 4-5. All the results depend on the temperature estimates ob-
tained with the PDR code in Section 3.
We initially set the main parameters of the system: the exter-
nal FUV field (GFUV), the disc’s outer radius (Rd), and the stellar
mass (M∗). All the results shown in this paper have M∗ = M.
We then set a critical temperature Tc, which will be uniquely re-
lated to the pressure at the outer edge of the disc Pd of the final
solutions. We then start the iteration procedure by assuming an ini-
tial σFUV = 8 × 10−22 cm2 for the smax = 3.5µm case and
σFUV = 6 × 10−23 cm2 when smax = 1 mm. We now list the
following steps:
(i) we calculate the critical radius by using equations 12-13;
(ii) we obtain all the boundary conditions of the gaseous flow at
the critical radius, as explained in Section 4.2;
(iii) we integrate the hydrodynamic equations from Rc inwards
to the disc’s outer radius, with the method detailed in Section 4.3;
(iv) we compute the maximum grain size sentr entrained in the
flow, by using equation 33;
(v) we obtain the new cross section σFUV;
(vi) we go back to step (i), and we iterate the same procedure
until we reach convergence on the cross section σFUV.
As mentioned above, every solution selected via the input pa-
rameter Tc can be uniquely indicated by the gas pressure at the
outer edge of the disc, which is a final output of our procedure. The
boundary between the actual disc and the slow wind needs to be in
pressure equilibrium (in principle there could be a contact disconti-
nuity in both temperature and gas density). The pressure at the outer
edge of the disc can be modelled by assuming simple prescriptions
for the surface density and temperature profiles. For the latter, we
use expression 22. For the former, we use the simple relation:
Σ(R) =
Md(2− p)
2piR2d
(
R
Rd
)−p
, (34)
where Md is the mass of the disc, and we set p = 1 for the whole
paper. A final pressure-balanced solution is thus selected by the
mass of the disc.
The parameter space we explore is the following. We range
over the disc outer radius between 20 and 250 AU, sampled every
10 AU. We explore three different values of external FUV field: 30,
300 and 3000G0, and for each of these we explore a set of initial
conditions specified by the parameter Tc. The critical temperature
is sampled every 2 K, and the explored range is shown in Fig. 4
for the different field values. Not all these initial conditions lead
to a final solution, in particular there are cases where the equation
defining the critical radius does not have a real solution. As already
explained in the paper, we focus on two grain size distributions with
q = 3.5, where the maximum grain sizes are respectively 3.5µm
and 1 mm. The former leads to the same cross section used in the
models by A04 when sentr > 0.1µm, and this will allow us to
compare our results with theirs in more detail.
7 RESULTS
We report here the global properties of the final solutions we have
obtained. By construction, we obtain a class of transcritical solu-
tions with a critical point in the heated flow. This implies that the
velocity at the outer edge of the disc is subsonic, and thus all the
solutions we obtain lie in the subcritical regime.
7.1 Profiles
The radial profiles of the gaseous quantities have characteristic fea-
tures. Three examples are reported in Fig. 9, where we show the
steady-state solutions for discs with Rd = 120 AU, smax = 1 mm,
and GFUV = 30, 300 and 3000G0 (red, green and black lines).
The solutions have been chosen such to have Pd ∼ 10−6 in cgs
units. The dashed lines indicate the fluid quantities in the disc,
parametrised by the temperature and surface density profiles given
by relations 22 and 34. The wind solutions are shown out to the
critical radius, which varies with the intensity of the external FUV
field.
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Figure 8. Top panels: velocity profiles of the 50 dust bins between Rd and Rc, for smax = 1mm, GFUV = 3000G0, Pd ∼ 10−5 in cgs units, and
Rd = 30 (left panel) and 200AU (right panel). The largest grain dragged out to the critical radius and the smallest grain stalling at a finite location within the
flow are highlighted in the legend. Bottom panels: feff computed via equation 33 for six grain sizes. The six bins are selected in order to be the three largest
sizes that are dragged all the way through the flow, and the three smallest sizes that stall at a finite radius, close to the disc edge. Note the perfect coincidence
between the location where the grain velocity drops to 0, and the stalling radius (i.e. where feff = 0). The stalling radii are indicated by the vertical dashed
line.
In the outer regions of the photoevaporative wind, the temper-
ature increases with radius, as the flow becomes optically thinner
to the external FUV radiation. Approaching the disc outer rim, the
temperature drops drastically, as the gas becomes optically thick. In
this radially narrow region, the gas is close to an isothermal hydro-
static solution, where the gas density n grows exponentially, and
the velocity drops accordingly. As we go inwards in the radial di-
rection, very close to the disc outer edge, the velocity has a null
gradient, which is expected for an isothermal Parker wind with the
addition of the centrifugal term. Note that in all the solutions shown
the optical depth at the critical point is less than unity (though only
marginally so in the case GFUV = 3000G0). This justifies a pos-
teriori our assumption that the flow is roughly isothermal and at
constant velocity outward of the critical point.
Other solutions have profiles that are optically thin to the FUV
radiation along the whole flow. These solutions are characterised by
a contact discontinuity in both temperature and density at the base
of the flow (but the wind at Rd is still in pressure equilibrium with
the disc). An example is shown in Fig. 10. The density structure is
close to being a power law profile (as in fig. 3 by A04), apart from
the regions close to the disc edge, where the centrifugal term in
the momentum equation becomes dominant. As we see in the next
section, these solutions are characterised by a low disc mass and a
tenuous mass loss.
7.2 Mass loss rates
For any given set of initial parameters GFUV, Rd and Tc for which
we obtain a solution, we can easily determine the mass loss rate
from equation 2: this quantity is the most significant outcome of
our model, since it determines whether the external photoevapora-
tion mechanism is relevant for the global evolution of a protoplan-
etary disc, even when the environmental conditions are mild (e.g.
GFUV = 30G0). Note that all the mass loss rate estimates pre-
sented in this paper scale linearly with the assumed value of F (see
equation 2), i.e. depend on the scale height of the disc at its outer
boundary Hd.
As an example, we condense most of the mass loss rates we
obtain for both grain size distributions and GFUV = 30G0 in Fig.
11. We show them with their dependence on the pressure at the
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Figure 9. Profiles of the main thermo-hydrodynamical gaseous quantities for wind solutions between Rd = 120 (highlighted by the black vertical line) and
Rc, with smax = 1mm. Colours indicate the three ambient field intensities analysed in the paper (red: 30G0; green: 300G0; black: 3000G0). The solutions
were chosen as to have Pd ∼ 10−6 in cgs units. The dashed lines represent the fluid quantities in the discs.
outer disc edge, as determined from the integration of the hydro-
dynamic equations. In the plots we focus on the range of pressure
values that typify protoplanetary discs (which generally have mid-
plane values of between 10−8 − 10−3 in cgs units depending on
the disc mass, for R > 20 AU). The ×-symbols indicate the ac-
tual outputs of the integration. Every line is associated with a disc
outer radius, ranging from 70 to 250 AU. For the smallest disc sizes
(Rd < 70 AU), the class of solutions is truncated at high Pd val-
ues, and they do not appear on this plot. Finally, we struggle to
obtain solutions in a physical range for the smax = 3.5µm case,
when GFUV = 3000G0 and the discs are larger than ∼ 60 AU.
This limit is caused by our method of solution, since in these cases
equation 9 for the critical radius does not have a real root.
Mass loss rates increase with disc outer radius, as one would
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Figure 10. Profiles between Rd and Rc of some relevant quantities for a
disc with size Rd = 40AU, GFUV = 3000G0, smax = 1mm and
Tc = 228K. This solution is associated with M˙ = 4.52× 10−9M/yr,
Pd = 4.93 × 10−7 in cgs units, nd = 1.98 × 10−7 particles per cc,
and sentr ≈ 1.7µm. Different lines indicate: black solid line: n/nd; red
dashed line: T (K); blue dotted line: v/cs,c; green dashed-dotted line: τ .
intuitively expect, since the material at the outer rim is less embed-
ded in the gravitational potential well of the central star. Moreover,
the mass loss rates also increase with external FUV intensity, since
higher fluxes heat the gas up to higher temperatures. In most of the
parameter space shown in Fig. 11, there is a very weak dependence
of the mass loss rates on the pressure in the outer disc (which is
related, for canonical parameters, to the total disc mass). The only
exception is in the case of low values of Pd. The reason is the fol-
lowing: a lower M˙ corresponds to a roughly optically thin (and thus
isothermal) flow (see e.g. Fig. 10). The flow solution is then just a
centrifugally modified Parker wind solution. In this case the veloc-
ity structure is independent of the density normalisation. For a disc
lying in this regime, with fixedRd, the density normalisation at the
base of the wind (and hence the mass loss rate) just scales linearly
with the density in the disc. Hence (for a given disc temperature at
Rd), M˙ is linear with pressure.
Fig. 12 shows the same results reported in Fig. 11 for the
three values of GFUV = 30, 300 and 3000G0, where the mass
loss rates are shown as a function of the disc outer radius, for
different disc masses. The masses have been chosen such that
Md = Md,0(Rd/250 AU)
2 in order to maintain the same sur-
face density normalisation in the disc, whereMd,0/M = 1, 10−2
and 10−4 (solid, dashed and dashed-dotted lines, respectively). It is
again apparent that the mass loss rates increase both with disc outer
radius, and with the intensity of the impinging FUV radiation. As
before we see a weak dependence on disc mass apart from where
this is low, where the mass loss rate is nearly linear with disc mass
at given Rd.
Another important feature is that the mass loss rates are very
sensitive to the grain size distribution for large discs. When there
is substantial grain growth, the cross section σFUV decreases sig-
nificantly (see Fig. 7), allowing a larger penetrating depth in the
photoevaporative wind, and therefore a more significant mass loss
rate. This is clearly shown in Fig. 12, where the mass loss rates
from large discs are higher for the grain size distribution with
larger maximum grain size, by roughly the ratio of the cross sec-
tions, as expected. However, the mass loss rates associated with
the two grain size distributions are comparable when the discs
are small (Rd . 100 when GFUV = 30G0, Rd . 70 when
GFUV = 300G0).
The fact that the gaseous flow is depleted of the larger grains
has a relevant impact for the lowest mass loss rates, where sentr .
λ = 0.1µm. There is in fact a strong correlation between the max-
imum grain size entrained in the flow, and the mass loss rate due
to the photoevaporative wind. The top panels of Fig. 13 report such
correlation for all the obtained solutions. As usual, every line repre-
sents a different disc size. The empirical understanding is straight-
forward: the more vigorous is the wind, the larger are the grains
that are dragged out with the gaseous flow. Obviously the maxi-
mum grain size entrained in the flow cannot be larger the the max-
imum grain size of the whole distribution, as well represented by
the upper limit of 3.5µm in the left panel of Fig. 13. If we neglect
the centrifugal term in equation 28 (or in equation 33), and we set
feff = 0 to determine sentr, we obtain:
sentr ≈ vth
GM∗
1
4piF ρ¯ M˙ , (35)
where we have used the continuity equation 2 to extract M˙ . Since
vth weakly depends on temperature only, which does not vary sub-
stantially among different solutions, the relation between sentr and
M˙ is roughly linear, as apparent in Fig. 13. The cross sections are
significantly affected only at the low end of the mass loss rates
(see bottom panel of Fig. 13), where the wind is so tenuous that
sentr . λ = 0.1µm, and the cross section drops significantly.
For the smax = 3.5µm case, the mass loss rates we obtain are
generally lower (by a factor of∼ 10) than the ones derived by A04
(see their fig. 3), in the regions of parameter space that overlap, i.e.
for small discs (Rd . 60 AU). Since we have used a very similar
cross section in this case, the difference cannot be due to a different
penetrating depth. The factors that could be at the origin of such
difference are at least two. The first one is the lower temperature in
our models (see Section 3). In order to check whether the tempera-
ture has a significant effect in determining the mass loss rates, we
have obtained other solutions with higher temperatures, of the same
order as the ones presented in fig. 3 by A04 by using the prescrip-
tion by Bakes & Tielens (1994) for the PAH photoelectric heating.
The mass loss rates are not affected significantly, thus we can rule
out that the lower mass loss rates in our study are due to the lower
temperatures. The second factor, which is the most important one,
is that in our non-isothermal treatment, the critical radius is always
larger than the sonic radius by a factor of a few. Since the density
scales very steeply with radius (more steeply than R−2), a larger
outer radius as boundary condition implies a much lower density
nc, in order to have a final pressure-balanced solution at Rd. This
implies a lower mass loss rate (see equation 2).
8 DISCUSSION
The mass loss rates shown in Fig. 12 indicate that external pho-
toevaporation can have a significant impact in the global evo-
lution of protoplanetary discs. In particular, large discs (Rd >
150 AU) show vigorous mass losses even for very low ambient
fields (GFUV = 30G0). Depending on the grain size distribution
of the dusty material entrained in the flow, these discs can have
mass loss rates as high as∼ 10−7M/yr, if grain growth has been
effective even at these outer regions of the disc. Thus, this effect
needs to be considered when we model the evolution of protoplan-
etary discs.
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Figure 11. Mass loss rates vs pressure at the edge of the disc for models with smax = 3.5µm (left panel) and smax = 1mm (right panel), with an ambient
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Figure 12. The dependence of mass loss rate on disc outer radius, for the two different grain size distributions with smax = 3.5µm (left panel) and 1mm
(right panel). Different colours (red, green and black) indicate different external FUV field intensities, respectively GFUV = 30, 300 and 3000G0. We show
mass loss rates for disc masses Md =Md,0(Rd/250AU)2, where Md,0/M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Clarke (2007), and later Anderson, Adams & Calvet (2013)
(see also Mitchell & Stewart 2010), have shown that these pho-
toevaporative winds affect disc evolution not on account of the
mass lost in the flow, but by limiting the viscous spreading of the
disc, and thus accelerating disc clearing. When the discs are large,
the photoevaporative wind removes mass from the outer edge on
a timescale shorter than the timescale with which the disc is able
to replenish the mass in these regions. Thus the disc shrinks, until
it reaches a radius where these two timescales are equal (see also
A04, for a similar discussion). Another way of looking at the same
mechanism is that when the mass flux at the base of the flow is
higher than the one within the disc due to viscous spreading, the
disc shrinks, whereas it expands as a standard viscous disc when
the opposite happens. Anderson, Adams & Calvet (2013) already
noticed that FUV external photoevaporation can have a significant
impact in reducing the lifetime of protoplanetary discs for moder-
ate external field intensities (GFUV = 300G0). Both Clarke (2007)
and Anderson, Adams & Calvet (2013) used the mass loss rates de-
rived by A04. It will be worth investigating how the disc evolution
will be affected by the lower mass loss rates we derived for compact
discs, and the much higher ones when grain growth has occurred.
The high mass loss rates we obtain in the latter case suggest that
external photoevaporation might be a dominant mechanism in de-
termining the outer radius of protoplanetary discs even in very mild
environments, once large dust grains have formed in the discs’ outer
regions.
In principle, in order to test this model in the low ambient field
regime, we could follow two paths. The first one is statistical. For
example, we could sample the outer radii of protoplanetary discs
in different star forming regions, where the external FUV field can
be considered quite uniform within the whole star forming region.
Since Clarke (2007) showed that present disc sizes are very insensi-
tive to the initial disc sizes when external photoevaporation is effec-
tive, in principle there should be a correlation between the present
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Figure 13. Top panels: maximum grain size entrained in the photoevaporative wind, in the case ofGFUV = 30G0. As usual, every line represents a different
disc size. There is a strong correlation between sentr and the mass loss rates: the more vigorous is the flow, the larger the entrained maximum grains are.
Bottom panels: cross sections of the same solutions reported in the top panels. Note the different range on the y-axis. As expected, the cross sections become
very sensitive to sentr when sentr . λ = 0.1µm, as shown in Fig. 7.
average disc size, and the external FUV flux. Note however it is
very challenging to obtain good estimates of disc sizes (although
ALMA is now overcoming the problem), and even more it is very
difficult to measure the FUV field in these regions. A prediction for
the FUV intensity within the cluster can be estimated by integrating
the contribution from all the known radiation sources, even though
the 3D structure of these regions is still not known. Another theo-
retical uncertainty is that the expected outer radii strongly depend
on the assumed viscosity in the disc, and on its initial mass. Note
that Anderson, Adams & Calvet (2013) have already conducted a
similar exploratory study for the ONC, where the FUV radiation
within the cluster can be estimated well, since it is dominated by
the radiation of the massive θ1C star.
A second approach is to observe this photoevaporative flow
directly in discs where we know that the external radiation is
mild, since there are no close energetic sources. Examination of
Fig. 9 suggests that the surface densities in the flow can be high
enough (∼ 10−3 − 10−2 g/cm2) to be detectable in molecular line
emission (e.g. 12CO) with reasonable sensitivities. The outer re-
gions are typified by a steep cliff in surface density surrounded
by a gently sloping plateau of low density gas. The same regions
would also be highly depleted in large grains (sentr . 1µm), and
thus the disc outer radius estimated from dust continuum emission
will be smaller than the one traced by molecular line emission. A
good example of this feature is the huge 114-426 protoplanetary
disc observed in silhouette by HST in Orion (Ricci, Robberto &
Soderblom 2008), where the outer regions associated with a pho-
toevaporative flow (e.g. Miotello et al. 2012) are not observed in
dust continuum emission at submm wavelengths (Mann et al. 2014;
Bally et al. 2015), and present hints of radial gradient in the max-
imum grain size entrained in the flow (Miotello et al. 2012). Note
however the in this case the disc is so large (Rd ∼ 1000 AU) that
it is expected to lie in the supercritical regime of FUV photoevapo-
ration.
The presence of these dust depleted structures in the outskirts
of protoplanetary discs can be interpreted as the outcome of other
physical processes, such as the radial drift of dust particles in the
absence of a wind (Birnstiel & Andrews 2014). However, discs af-
fected by external photoevaporation will present other two features
that are not compatible with the pure radial drift scenario. The first
one is a positive temperature gradient in the regions associated with
the flow. The second signature is kinematic: since the specific an-
gular momentum in the flow equals the specific angular momentum
at Rd, the angular velocity of the flow will scale as R−2, instead
of the typical Keplerian R−3/2. The observability of this feature
favours small discs, where the absolute deviation from a Keplerian
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velocity in the flow will be more significant. The radial motions of
the photoevaporative flow will however be hardly detectable, since
the wind reaches velocities of ∼ 1 km/s at the critical radius where
molecular gas is likely to be highly photodissociated.
9 CONCLUSIONS
In this paper we present new mass loss rates of externally photoe-
vaporated discs covering a large parameter space. In particular, we
are able to self-consistently solve the hydrodynamical equations of
the photoevaporative winds for large discs (up to Rd = 250 AU)
and low FUV fluxes (down to GFUV = 30G0), where previous
studies have been unable to obtain numerical solutions. We have
shown that the method of solution can significantly affect the fi-
nal estimates of the mass loss rates. More specifically, by properly
treating the non-isothermal nature of the flow, we obtain lower mass
loss rates than had been previously determined for an ISM-like dust
component of the disc.
We have shown that the grain size distribution of the dust com-
ponent of the disc has a significant effect on the mass loss rate.
When grain growth has occurred in the midplane of the disc, out to
its outer radius, the mass loss is remarkably more vigorous, mostly
because of the consequent reduction of the cross section of dust par-
ticles at FUV wavelengths. Note that we have assumed that grain
growth does not affect the PAH abundance, where PAHs are the
most significant heating source at almost all gas densities and op-
tical depths considered here. Thus our assumption implies that the
total gas heating is not significantly affected by grain growth (see
Sections 3.2 - 3.3). For a moderate maximum size of the dust grain
size distribution (smax = 1 mm), and a standard dust to gas ratio
of 0.01, we obtain a mass loss rate of M˙ > 10−8M/yr when
Rd > 150 AU and GFUV = 30G0, and Md & 10−3M. For the
same parameters the mass loss rate can be as high as 10−7M/yr
when Rd ∼ 250 AU. These high mass loss rates are expected to
significantly affect the global evolution of protoplanetary discs. Our
results indicate that even very mild environments can lead to sig-
nificant truncation of the disc outer radius, especially when grain
growth is effective. Such truncation is also expected to yield an
acceleration of disc clearing. We thus predict that external photoe-
vaporation is a more significant mechanism leading to disc clear-
ing than previously considered. For such low values of the external
field, future disc evolution models should include photoevaporation
caused by both the external FUV field and the FUV flux from the
central star (Gorti & Hollenbach 2009; Gorti, Hollenbach & Dulle-
mond 2015), as suggested by Anderson, Adams & Calvet (2013).
We have suggested observable characteristic features that can
probe a currently photoevaporating disc. In particular, our results
show that photoevaporative winds are highly dust depleted, and that
their surface densities can be observed in molecular line emission
with present facilities (ALMA in particular). Strong evidence of
ongoing external photoevaporation in this mild regime is a positive
thermal radial gradient in the flow region, which can be probed by
spatially resolved line ratios of different rovibrational transitions,
and a non-Keplerian rotation curve that can be obtained via line
kinematics.
Finally we emphasise that the present work is restricted to so-
lar mass stars. As noted by A04, we expect the effect of external
photoevaporation to be yet more significant in the case of lower
mass stars since the gravitational well is shallower.
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