Abstract: Diffraction peak profile analysis (DPPA) is a valuable method to understand the microstructure and defects present in a crystalline material. Peak broadening anisotropy, where broadening of a diffraction peak doesn't change smoothly with 2θ or d-spacing, is an important aspect of these methods. There are numerous approaches to take to deal with this anisotropy in metal alloys, which can be used to gain information about the dislocation types present in a sample and the amount of planar faults. However, there are problems in determining which method to use and the potential errors that can result. This is particularly the case for hexagonal close packed (HCP) alloys. There is though a distinct advantage of broadening anisotropy in that it provides a unique and potentially valuable way to develop crystal plasticity and work-hardening models. In this work we use several practical examples of the use of DPPA to highlight the issues of broadening anisotropy.
Introduction
The ability to quantify the shape of diffraction peak profiles is an important aspect of crystallography and materials science [1] [2] [3] . The technique can be used to quantify the dislocation density, crystal/dislocation-cell size, planar fault percentage and the dislocation slip systems present in samples in a statistically significant manner that is either practically very difficult or not possible using other techniques. However, its more widespread use is limited due to practical and mathematical limitations of the technique [4, 5] . One of the main limitations of the technique is due to peak broadening anisotropy, which has implications on the results of the broadening methods and its use with other techniques. But conversely, this limitation may also provide a way to extend polycrystal plasticity models to incorporate details at the nano scale such as the activity and arrangement of dislocations, and hence provide a way to combine dislocation and work-hardening models with polycrystal plasticity models.
Although the original formulism from Rietveld [6] assumed that the broadening of a diffraction peak varied smoothly with its d-spacing, it has long been found that peaks close together in d-spacing can vary significantly in their broadening [7, 8] . Various models have been constructed to account for this peak broadening anisotropy in Rietveld refinements due to the presence of crystallite and microstrain effects [7, 9, 10] . One of the earlier works on the use of diffraction peak profiles to study deformed metal alloys was by Stokes and Wilson [8] . Based on a model that broadening was due to distortion within a crystal, they derived a formula for strain broadening that could explain this observed broadening anisotropy. If it is assumed that the stress distribution is statistically isotropic, they showed that elastically anisotropic crystals (as even cubic crystal are) would lead to a strain that varied with crystallographic direction. The term is the same as that used today [11] , although now this strain anisotropy is derived in terms of the presence of dislocations.
In metal alloys the most important cause of broadening is believed to be dislocations [12] , with planar faults, such as stacking faults or twin faults, being the second most important contributor. Various models exist for how peak broadening anisotropy in a metal alloy can be accounted for, based mainly on the changes in dislocations and planar faults, these include: (a) the average character of dislocations in a sample, that is whether they are mainly edge or screw; (b) the average Burgers vector of dislocations in the sample; (c) the slip systems of the dislocation in different orientations found using a crystal plasticity model; (d) the dislocation density in different orientations; (e) the average amount of different planar fault types in a sample. In most cases broadening anisotropy is not directly addressed, but instead a method is applied only to improve the data analysis and reduce errors. Due to the number of different models to account for anisotropy it can be difficult to evaluate the best approach, and what the implications are of their use. This often means that the cause of the broadening anisotropy is just another fitting parameter which is used only to improve the data analysis and reduce errors.
Diffraction peak profile analysis (DPPA) is potentially a very powerful tool to probe the nano-structure of a metal alloy. However, a lack of understanding of the implications of how to address the broadening anisotropy can lead to errors and incorrect interpretation when applying DPPA methods. To address this issue, this paper seeks to answer the following questions: (1) is there a physical basis for this anisotropy in deformed metal alloys, or is it just a method to improve data analysis by using more diffraction peaks? (2) what are the implications of this anisotropy for diffraction peak profile analysis methods?
Supplementary data and analysis of this work can be found at Open Science Framework [13] . New analysis of data using DPPA methods in this review was done using the MATLAB graphical user interfaces BIGdippa and dippaFC (dippa_v3) [14] .
Theory

The Contrast Factor
The displacement field around a dislocation is anisotropic ( Figure 1 ). This is readily observed in transmission electron microscopy (TEM) imaging of dislocations, whereby rotating the sample so that a dislocation's Burgers vector (b) is perpendicular to the diffraction vector, g, gives a vanishing contrast. The modelling of a dislocation's displacement field is an important method used within TEM to be able to identify details of dislocations [15, 16] , especially in cases when g.b = 0 does not lead to vanishing contrast or due to practicalities of rotating a sample. In the same manner, the diffraction broadening caused by a dislocation varies depending on the diffraction vector, and can be calculated by modelling the dislocation's displacement field. The contribution of a dislocation's displacement field to the broadening of different diffraction profiles is through what is known as the contrast (or orientation) factor of dislocations. The contrast factor of an individual dislocation is dependent on the angles between the diffraction vector and the vectors that define the dislocation: it's Burgers vector (b), slip plane normal (n), and dislocation line (s). The contrast factor of an individual dislocation can be calculated using the computer program ANIZC [17] . For example, the edge dislocation in Figure 2 has a contrast factor of 0.46 when g is [110] and parallel to the dislocations Burgers vector. The value is 0.00 when g is parallel to the slip line ( 112 ) and 0.05 when g is parallel to the slip plane normal ( 111 ) .
The way in which the contrast factor is incorporated into diffraction peak profile analysis (DPPA) techniques can be illustrated with the Williamson-Hall method [19] . Incorporation within other methods, such as the Warren-Averbach method [1] uses the same approach. The Williamson-Hall method [19] is a common method to define the broadening of a diffraction peak; here the full-width at half maximum intensity (full-width, or FW) of a diffraction peak is defined as being due to micro-strain and size components. In terms of broadening by dislocations this equation can be written as [4, 20] : Schematic of an edge dislocation in a face-centred cubic crystal. The dislocation will cause maximum broadening when the diffraction vector is paralell to [110] and a minimum when it is parallel to [11 2] .For the dislocation shown b is [110] , n is [1 11] , and s is [11 2] . Adapted from Armstrong [18] .
The way in which the contrast factor is incorporated into diffraction peak profile analysis (DPPA) techniques can be illustrated with the Williamson-Hall method [19] . Incorporation within other methods, such as the Warren-Averbach method [1] uses the same approach. The WilliamsonHall method [19] is a common method to define the broadening of a diffraction peak; here the fullwidth at half maximum intensity (full-width, or FW) of a diffraction peak is defined as being due to micro-strain and size components. In terms of broadening by dislocations this equation can be written as [4, 20] :
where, D is the crystal size, KSch is the Scherrer constant (often taken as 0.9 for spherical crystals), g is the reciprocal of the d-spacing of a peak, fm is a function related to the arrangement of dislocations (and represents how the arrangement of groups of dislocations influence their total strain), ρ is the dislocation density and is the average contrast factor of dislocations in grains that contribute to the hkl diffraction peak. In Equation 1 and other DPPA approaches, is assumed to be the only term that accounts for broadening anisotropy and its value is required to be able to obtain the dislocation density.
As discussed by Scardi, Leoni and Delhez [21] , the use of Williamson-Hall methods can be problematic for quantitative peak profile analysis, such as in determining details about broadening anisotropy and contrast factors, which is particularly relevant here. In addition, the use of the fullwidth is limited because it does not account for the whole of a peak profile. This can be especially important when broadening is due to dislocations, as shown by Wilkens [22] the same full-width can be caused by very different dislocation arrangements. A better parameter than the full-width, because Schematic of an edge dislocation in a face-centred cubic crystal. The dislocation will cause maximum broadening when the diffraction vector is paralell to [110] and a minimum when it is parallel to 112 . For the dislocation shown b is [110] , n is 111 , and s is 112 . Adapted from Armstrong [18] .
As discussed by Scardi, Leoni and Delhez [21] , the use of Williamson-Hall methods can be problematic for quantitative peak profile analysis, such as in determining details about broadening anisotropy and contrast factors, which is particularly relevant here. In addition, the use of the full-width is limited because it does not account for the whole of a peak profile. This can be especially important when broadening is due to dislocations, as shown by Wilkens [22] the same full-width can be caused by very different dislocation arrangements. A better parameter than the full-width, because it accounts for all the peak is the integral breadth, which is the area under a diffraction peak divided by the peaks height. The integral breadth can be replaced by the full-width in Equation (1) and in other Williamson-Hall equations. Due to their common use, both the full-width and the Williamson-Hall method are used throughout to display broadening anisotropy. The implications of this approximation are discussed by comparing full-width data, with integral breadths and Fourier coefficients of a titanium alloy in a later section (Section 3.2.1).
Contrast Factor, Homogeneous Approach
Cubic Alloys
For a powder diffraction pattern, a particular diffraction peak consists of contributions from many different crystals, of different orientations and containing a variety of different dislocation types. Hence, to calculate the contrast factor for different diffraction peaks assumptions about the dislocations present are required. If it is assumed that, the sample has a random texture (no preferred orientation) and that slip system types, with a given Burgers vector and slip plane such as [110] (111) in face-centred cubic (FCC) crystals, are equally populated. This leads to a description for the contrast factor for a cubic material given as [11] :
where
2 C h00 and q are constants that are dependent on the elastic constants of the material and the dislocations present and h, k, l are the indices of the diffraction peak.
The value of q is used as a fitting parameter in DPPA methods, such as the modified-WH and modified-WA methods [19, 20, 23] . The value obtained from the fitting can be used to quantify the amount of different dislocation types since they also have different q values. For example, in stainless steel the q values for edge and screw dislocations are 1.72 and 2.47 [3, 17] , hence a fitted q value of 2.10 would be interpreted as the sample consisting of 50% screw and 50% edge dislocations. The homogeneous contrast factor approach has been widely used to quantify cubic alloys. Including, the amount of edge or screw dislocations [24] [25] [26] [27] [28] , or the relative quantities of different slip types [29] in cubic crystals.
Hexagonal Close Packed Alloys
In a similar manner to that seen in Equation (2) for cubic crystals, Dragomir and Ungar [30] provided a formula for the contrast factor for hexagonal close packed (HCP) metals:
C hk.0 , q 1 and q 2 are constants that are dependent on the elastic constants of the material and the dislocations present, g = 1/d, l is the 3rd hkl index, and 'a' one of the lattice parameters (the HCP notation {hkil} is used but ignoring the 'i' index). As with the cubic formula the values of q are used as fitting parameters, which have a physical meaning. The method, described in more detail in [30] , assumes that for a particular slip system type (such as <a> slip on the basal plane, or basal <a>), dislocations are equally populated (i.e., (0001) 1210 has the same activity as (0001) 2110 and the other basal <a> slip systems). However, different slip system types are allowed to have different activities. Each slip system type has its own set of q values and values of C hk.0 . The method then works by comparing the measured q values to those of the different slip system types, the amount of <a>, <c+a> and <c>, to determine their activity. The slip systems are grouped ( Figure 3 and Table 1 ) into edge dislocations of the main slip systems in HCPs, and screw dislocations of the three Burgers vector types: <a>, <c+a> and <c>. From the q values of the different slip systems there is a greater tendency for <c+a> dislocations to have q 1 >0 and for <a> dislocations to have q 1 <0; in addition, prismatic <a> and pyramidal <a> are the only dislocations with q 1 <0 and q 2 >0. Hence, if the measured q 1 is less than 0 the method will provide <a> dislocations as the dominant dislocation type, and if the measure q 2 is more than 0 the value of <a> dislocations will be predicted to be close to 100%. Modifications to the approach have been made by some researchers to only include expected dislocation types; such as done by Seymour et al. for neutron irradiated zirconium alloys [31] using calculated contrast factor values for common dislocations found in the alloy, but the approach thereafter is essentially the same. needed to evaluate the dislocation density. This can be seen from Equation 1, which shows a feature of DPPA methods that they can only obtain the product and not the values individually. The homogeneous contrast factor approach has been widely used in HCP alloys to quantify the fraction of dislocations with different Burgers vectors [3, [29] [30] [31] 22, 32, 33] , or relative amounts of slip systems with different slip planes [3, 30] . Table 1 . Adapted from Dragomir and Ungar [30] . 
Planar Faults
Planar faults are defects in the crystal structure that are caused when the regular stacking of atoms is interrupted. Planar faults can be separated into two main types: stacking faults and twin faults. The presence of planar faults on diffraction peaks has been investigated in several works [23, [32] [33] [34] [35] , with the work of Warren [23] being the most widely used for metal alloys.
In the approach of Warren, the contribution to broadening is given by adding an additional element to the size broadening. Hence, 1/D in Equation 1 is replaced with 1/Deff [23] :
where a is the unit cell size, ϖhkl is a constant for a particular diffraction plane and given in Table  2 , α the stacking (intrinsic stacking fault or deformation) fault probability and β the twin probability. The value of α and β are the fraction of crystal's layers that are of the planar fault types. Table 1 . Adapted from Dragomir and Ungar [30] . Whereas, in cubic alloys the value of the constant C h00 is very similar for edge and screw dislocations, in HCP alloys the corresponding constant C hk.0 can vary significantly for different slip systems. Therefore, in HCP alloys the contrast factor cannot just be a fitting variable, because it is needed to evaluate the dislocation density. This can be seen from Equation (1), which shows a feature of DPPA methods that they can only obtain the product ρC hkl and not the values individually. The homogeneous contrast factor approach has been widely used in HCP alloys to quantify the fraction of dislocations with different Burgers vectors [3, 22, [29] [30] [31] [32] [33] ., or relative amounts of slip systems with different slip planes [3, 30] .
In the approach of Warren, the contribution to broadening is given by adding an additional element to the size broadening. Hence, 1/D in Equation (1) is replaced with 1/Deff [23] : where a is the unit cell size, hkl is a constant for a particular diffraction plane and given in Table 2 , α the stacking (intrinsic stacking fault or deformation) fault probability and β the twin probability. The value of α and β are the fraction of crystal's layers that are of the planar fault types. Warren [1] also showed that planar faults would also cause shifts in the position of a diffraction peak and a change in a peak's asymmetry. The magnitude of the shit in a peak was given by the following formula:
which can be converted to
where, χ hkl is a constant for a given hkl plane and given in Table 2 . Balogh, Ribarik and Ungar [34] developed an analytical description of planar faults in FCC crystals to incorporate within the MWP diffraction peak profile analysis fitting program [36] . The procedure used the same formulism as Warren but was calculated with the computer program DIFFAX [32] . The approaches of Warren and Balogh et al. can both be used to estimate the broadening, peak profile asymmetry and shifts in the peaks. The main difference is that in the Balogh et al. approach the planar faults are separated into three types of faults: intrinsic and extrinsic stacking faults, and twin faults. Several authors have used the formulae of Warren [28, 37] and that of Balogh et al. [38, 39] to describe planar faults.
A formulism for twinning in HCP alloys was introduced by Balogh, Tichy and Ungar [40] , in a similar manner to the work on planar faults in cubic alloys [34] , using DIFFAX [32] and based on the boundaries of twins. The formulism has been used to quantify twinning in a magnesium alloy [41] .
In the same manner as the contrast factor, there are multiple planes that planar faults can reside on; depending on the plane and the diffraction vector the contribution to broadening will be different. Hence, like the approach used with the contrast factor, it is often assumed that all planes are equally populated. Both planar fault broadening and dislocation broadening will give rise to anisotropic broadening, however there are differences between the two. Firstly, planar fault broadening is a type of 'size' broadening because it is doesn't have a dependence with g unlike 'strain' broadening. So, for example the 200 and 400 peaks are both broadened the same amount by planar faults, but not by the strain from dislocations. Secondly, planar faults can cause peak asymmetry and the shifting of the position of diffraction peaks, which does not occur in standard dislocation broadening formulae. Table 2 . The values of parameters hkl used in Equation (4) and X hkl used in Equation (5), for quantifying the planar fault fraction to broadening in FCC alloys [23] . 
Contrast Factor, Plasticity Approach
In the plasticity approach to calculate the contrast factor, it is assumed that different grains have different dislocation populations that are calculated using a polycrystal plasticity model [42] [43] [44] . Polycrystal plasticity models are mathematical models of how polycrystals respond to an applied load. They can be used to predict various changes in a material due to plastic deformation: (1) changes in orientations [45, 46] , (2) the spreading of orientations [47] , (3) intergranular strains [48] , (4) dislocation and twin types present [42] . The simplest and most widely used models are the Taylor model [49] and the Schmid factor / Sachs model [50] , but the use of more advanced models, such as visco-plastic self-consistent (VPSC) and crystal plasticity finite element models (CPFEM) [51, 52] , has increased significantly due to increased computational power and the accompanying development and availability of these models to researchers. These models do not provide dislocation density values, but instead provide the amount of slip on different slip systems. Therefore, to convert slip to dislocation density we need to make two main assumptions. Firstly, an assumption is needed about the relationship between slip activity and dislocation density of a particular slip system. One way to do this is by using the Orowan equation [53] , as used in a few works to calculate the contrast factor [42] [43] [44] , which relates an increment of shear (γ i ) on a slip system i to the increase in the mobile dislocation density on that system (ρ i m ), based on the magnitude of the dislocation's Burger vector (b i ) and the dislocations speed (V i ).
Two further assumptions are then taken. Firstly, about the screw or edge nature of the dislocations, which for simplicity it is often assumed that they have the same probability. Secondly, an assumption is needed about dislocation reactions, such as annihilation and cross-slip; the simplest ways to do this is by either assuming there are no dislocation reactions or that dislocations get distributed randomly to all slip systems with increments of strain. The actual situation is far more complicated than given by this equation and the two assumptions presented. Plastic deformation represents a complex and chaotic system, and as expressed succinctly by Alan Cottrell in 2002 [54] is the most challenging problem faced within classical physics. It is hoped that the development of dislocation models (such as dislocation dynamic models [55, 56] ) will aid with providing better formulation between slip activity from polycrystal models and details of dislocations such as their density, arrangement and the planes and Burgers vectors they have.
Each slip system in each grain will have a corresponding contrast factor that will differ depending on the diffraction plane being measured. Hence, to determine the average contrast factor for a diffraction peak involves finding the contrast factor of each dislocations that contributes to a peak and taking the average of these values. The individual contrast factors can be found using a program such as ANIZC [17] and the averaging can be done based on the texture. From this averaging, contrast factor values are obtained that depend on both the diffraction plane and the angle of that diffraction plane relative to the imposed load.
Practical Examples
Cubic Alloys
Homogeneous Approach
In the work of Simm et al. [4] two face-centred cubic (FCC) alloys, stainless steel and a commercially pure nickel, were deformed by compression to a range of applied strains. The samples were then measured using a laboratory X-ray diffractometer and subsequently analysed using different DPPA methods (more details are provided in [4] ). The changes in the q values from three different modified Williamson-Hall analyses is shown in Figure 4 . The data is relatively noisy and different q values are found depending on the Williamson-Hall equation used. Given these drawback, two main trends are observed.
Firstly, both alloys have falling q values with applied strain. This may be expected in stainless steel because at low strains there can be more screw dislocations due to the greater mobility of edge dislocations, whilst at higher strains dislocation interactions and activation of secondary slip systems can increase the relative amount of edge dislocations [57] . Partial dislocations are a feature of the dislocations in many alloys particularly those with a low stacking fault energy (SFE) in FCC alloys, such as stainless steel. Since partial dislocations have a lower q value than the full dislocation, the fall may also be due to a transition to partial dislocations. In nickel alloys recovery during plastic deformation results in the annihilation of screw dislocations and the formation of low-angle boundaries consisting of edge dislocations [57] [58] [59] .
commercially pure nickel, were deformed by compression to a range of applied strains. The samples were then measured using a laboratory X-ray diffractometer and subsequently analysed using different DPPA methods (more details are provided in [4] ). The changes in the q values from three different modified Williamson-Hall analyses is shown in Figure 4 . The data is relatively noisy and different q values are found depending on the Williamson-Hall equation used. Given these drawback, two main trends are observed. Firstly, both alloys have falling q values with applied strain. This may be expected in stainless steel because at low strains there can be more screw dislocations due to the greater mobility of edge Secondly, the measured q values for nickel are closer to their calculated edge q values than that seen with the steel. This could be due to the dislocation structures that develop in high SFE alloys, consisting predominantly of edge dislocations [57] .
Therefore, although most researchers do not use the q values to quantify the microstructure, there is reasonable justification from Figure 4 that q can be used to qualitatively evaluate the dislocation types in a sample, as also found by other researchers [24, 60, 61] .
There is an additional benefit to the use of the contrast factor in this way, along with the details it provides of the microstructure, such as the edge to screw ratio. This is that it means that more diffraction peaks can be used during analysis. In FCC alloys, using a standard laboratory X-ray diffractometer, five diffraction peaks can be measured with two that are different orders of the same reflection, 111 and 222. Following the traditional method of using peaks of the same reflection can be problematic because of the relatively low intensity of the 222 peak, as well as the use of less diffraction peaks. An example of the difference between using the traditional and modified (with the contrast factor) approaches is shown in Figure 5 , which shows the change in dislocation density using the Warren-Averbach method [4] . The figure shows that using the modified approach reduces the scatter, as given by the deviation from the best fit line. In addition, because different peaks are used that represent different orientations, the results should be more characteristic of the sample as a whole. The slightly different values obtained in some cases shown in the figure may be a result of this greater sampling of the sample. dislocations, whilst at higher strains dislocation interactions and activation of secondary slip systems can increase the relative amount of edge dislocations [57] . Partial dislocations are a feature of the dislocations in many alloys particularly those with a low stacking fault energy (SFE) in FCC alloys, such as stainless steel. Since partial dislocations have a lower q value than the full dislocation, the fall may also be due to a transition to partial dislocations. In nickel alloys recovery during plastic deformation results in the annihilation of screw dislocations and the formation of low-angle boundaries consisting of edge dislocations [57] [58] [59] . Secondly, the measured q values for nickel are closer to their calculated edge q values than that seen with the steel. This could be due to the dislocation structures that develop in high SFE alloys, consisting predominantly of edge dislocations [57] .
There is an additional benefit to the use of the contrast factor in this way, along with the details it provides of the microstructure, such as the edge to screw ratio. This is that it means that more diffraction peaks can be used during analysis. In FCC alloys, using a standard laboratory X-ray diffractometer, five diffraction peaks can be measured with two that are different orders of the same reflection, 111 and 222. Following the traditional method of using peaks of the same reflection can be problematic because of the relatively low intensity of the 222 peak, as well as the use of less diffraction peaks. An example of the difference between using the traditional and modified (with the contrast factor) approaches is shown in Figure 5 , which shows the change in dislocation density using the Warren-Averbach method [4] . The figure shows that using the modified approach reduces the scatter, as given by the deviation from the best fit line. In addition, because different peaks are used that represent different orientations, the results should be more characteristic of the sample as a whole. The slightly different values obtained in some cases shown in the figure may be a result of this greater sampling of the sample. Figure 5 . Plots of the change in dislocation density found by Warren-Averbach methods with applied deformation of compression and tensile samples, the stress the samples were at before unloading is shown. A commercially pure nickel alloy, two stainless steel alloys (304 and 316), and a titanium alloy (Ti-6Al-4V) are shown. In (a) the traditional approach is used, and in (b) the modified approach using the contrast factor is shown. Modified from Simm et al. [4] .
Planar faults
Dislocations are the most important defect contributing to the broadening of peaks in metal alloys, because of their importance in plastic deformation and how they contribute to broadening. The second most important defects are planar faults, as they are believed to be the only other defects in metals that cause significant peak broadening [12] . Other defects such as point defects or second phase particles have strain fields that fall off with distance at a higher rate than the reciprocal of the distance squared, and will not in general cause significant peak profile broadening. Planar faults can be separated into three different types: twin faults, and extrinsic and intrinsic stacking faults. Deformation twinning [62] is an important mode of deformation in HCP alloys [63] [64] [65] and cubic alloys with a low stacking fault energy (SFE) such as stainless steel alloys [66, 67] , whilst in martensitic alloys the lath boundaries can be a twin boundary rather than a dislocation one [68] . Stacking faults Figure 5 . Plots of the change in dislocation density found by Warren-Averbach methods with applied deformation of compression and tensile samples, the stress the samples were at before unloading is shown. A commercially pure nickel alloy, two stainless steel alloys (304 and 316), and a titanium alloy (Ti-6Al-4V) are shown. In (a) the traditional approach is used, and in (b) the modified approach using the contrast factor is shown. Modified from Simm et al. [4] .
Planar Faults
Dislocations are the most important defect contributing to the broadening of peaks in metal alloys, because of their importance in plastic deformation and how they contribute to broadening. The second most important defects are planar faults, as they are believed to be the only other defects in metals that Crystals 2018, 8, 212 9 of 31 cause significant peak broadening [12] . Other defects such as point defects or second phase particles have strain fields that fall off with distance at a higher rate than the reciprocal of the distance squared, and will not in general cause significant peak profile broadening. Planar faults can be separated into three different types: twin faults, and extrinsic and intrinsic stacking faults. Deformation twinning [62] is an important mode of deformation in HCP alloys [63] [64] [65] and cubic alloys with a low stacking fault energy (SFE) such as stainless steel alloys [66, 67] , whilst in martensitic alloys the lath boundaries can be a twin boundary rather than a dislocation one [68] . Stacking faults also play an important part in the plastic deformation of an alloy [69] . During plastic deformation dislocations can dissociate into two partial dislocations connected by an intrinsic stacking fault, as the partial dislocations can sometimes move more easily than the full dislocation [57] ; dissociation occurs more readily in alloys with a low stacking fault energy (SFE). Hence, the ability to quantify planar faults is an important tool for studying plastic deformation. However, because of the small size of planar faults (of the order of the lattice spacing) they are difficult to characterise and quantify.
DPPA techniques are a valuable tool for quantify planar faults in a statically significant manner. As shown in Figure 6 , planar faults influence a number of aspects of a diffraction peak including, (a) the peak's broadening, (b) the asymmetry of a peak, and (c) the shift of a peak's position. The figure also shows that the different types of planar faults change the peak in different ways. The values in the figure were calculated using the formulae of Warren [23] (Equation (4)) and derived from the work of Balogh et al. [34] using a fault probability of 5% (the calculations are shown in [13] ). For the planar fault calculations using the work of Balogh et al., the planar broadening is convoluted with a theoretical instrumental broadened peak, the full-width of this instrumental peak is deducted from the convoluted peak to give only broadening from planar faults in the figure. The change in the peak profiles of the first six FCC diffraction peaks using the formulism of Balogh et al. are shown in Figure 7 , for intrinsic stacking faults and twin faults.
occurs more readily in alloys with a low stacking fault energy (SFE). Hence, the ability to quantify planar faults is an important tool for studying plastic deformation. However, because of the small size of planar faults (of the order of the lattice spacing) they are difficult to characterise and quantify.
DPPA techniques are a valuable tool for quantify planar faults in a statically significant manner. As shown in Figure 6 , planar faults influence a number of aspects of a diffraction peak including, (a) the peak's broadening, (b) the asymmetry of a peak, and (c) the shift of a peak's position. The figure also shows that the different types of planar faults change the peak in different ways. The values in the figure were calculated using the formulae of Warren [23] ( Equation 4) and derived from the work of Balogh et al. [34] using a fault probability of 5% (the calculations are shown in [13] ). For the planar fault calculations using the work of Balogh et al., the planar broadening is convoluted with a theoretical instrumental broadened peak, the full-width of this instrumental peak is deducted from the convoluted peak to give only broadening from planar faults in the figure. The change in the peak profiles of the first six FCC diffraction peaks using the formulism of Balogh et al. are shown in Figure  7 , for intrinsic stacking faults and twin faults.
Reformulated values of ϖhkl used in Equation 4 and Χhkl used in Equation 5 using Balogh's approach are shown in Table 3 . These values along with the accompanying equations provide an additional way to use the approach of Balogh et al., in addition to its part of the MWP procedure [36] . From this table and Figure 6 , it can be seen that the approaches of Warren and Balogh et al. provide similar but markedly different results. Note that Warren's formula for broadening (Equation 4) uses both intrinsic and twin faults, whereas the peak shift formula (Equation 5) only uses intrinsic faults. The broadening from stacking fault and twin fault using the approach of Balogh et al. are similar, but stacking faults cause more broadening. The magnitude difference of twin and stacking faults is consistent with Warren's formula in Equation 4 where stacking faults contribute 1.5 times the broadening of twin faults. Warren's formula gives a greater broadening of the 200 peak than with Balogh's approach, but the broadening of other peaks is closer. The peak shift changes are relatively close for the two approaches, particularly for 111 and 200 peaks. The biggest difference in the approaches is for asymmetry. Whereas, the work of Warren suggested that only twin faults should cause asymmetric peaks, this is the opposite of that found using Balogh's approach. Warren only defined asymmetry in terms of the 200 peak and commented that it is not possible to determine fault probability accurately from peak asymmetry, and is therefore not included in the figure. Figure 6 . The effect of planar faults on the full-width (a), peak shift (b), and asymmetry (c) for the first six diffraction peaks of a FCC sample (111, 200 , 220, 311, 222, 400). The intrinsic stacking faults and twin faults are determined using [34] convoluted to an instrumental broadened peak, and the instrumental FW is subtracted from the final FW. The Warren planar faults use formula from [23] . Values are for a fault probability of 5%. In (a) the broadening due to edge and screw dislocations using formula in [11] with a strain value to match the other values. (111, 200 , 220, 311, 222, 400). The intrinsic stacking faults and twin faults are determined using [34] convoluted to an instrumental broadened peak, and the instrumental FW is subtracted from the final FW. The Warren planar faults use formula from [23] . Values are for a fault probability of 5%. In (a) the broadening due to edge and screw dislocations using formula in [11] with a strain value to match the other values.
Reformulated values of hkl used in Equation (4) and X hkl used in Equation (5) using Balogh's approach are shown in Table 3 . These values along with the accompanying equations provide an additional way to use the approach of Balogh et al., in addition to its part of the MWP procedure [36] . From this table and Figure 6 , it can be seen that the approaches of Warren and Balogh et al. provide similar but markedly different results. Note that Warren's formula for broadening (Equation (4)) uses both intrinsic and twin faults, whereas the peak shift formula (Equation (5)) only uses intrinsic faults. The broadening from stacking fault and twin fault using the approach of Balogh et al. are similar, but stacking faults cause more broadening. The magnitude difference of twin and stacking faults is consistent with Warren's formula in Equation (4) where stacking faults contribute 1.5 times the broadening of twin faults. Warren's formula gives a greater broadening of the 200 peak than with Balogh's approach, but the broadening of other peaks is closer. The peak shift changes are relatively close for the two approaches, particularly for 111 and 200 peaks. The biggest difference in the approaches is for asymmetry. Whereas, the work of Warren suggested that only twin faults should cause asymmetric peaks, this is the opposite of that found using Balogh's approach. Warren only defined asymmetry in terms of the 200 peak and commented that it is not possible to determine fault probability accurately from peak asymmetry, and is therefore not included in the figure. Figure 6 ) means it is very difficult to calculate values for both without making additional assumptions (such as the relative amount of each). However, a bigger problem is separating broadening anisotropy due to planar faults and dislocations. This is particularly a problem when fitting multiple peaks as demonstrated in Figure 8 . The figure shows a way to visualise broadening anisotropy caused by dislocations with different q-values (using Equation 2) and the presence of planar faults (using Equation 4). The modified Williamson-Hall plots in this figure are for nickel and stainless-steel samples deformed by compression to 10% applied strain. The data is taken from a neutron diffraction experiment at HRPD, ISIS, Oxfordshire detailed in [3, 42] , but unlike the figures in those works the full-width values shown are averaged over a range of angles between the tensile and diffraction vector. Different q-values causes the value of gC 0.5 of a peak to shift by different amounts relative to the position of the 200 (and 400) peak, which stays in the same position. Whilst, in the figure, the broadening from planar faults causes reductions in the broadening depending on the peak (and value of ϖhkl, see Table 3 ). Hence, the q values cause movement of data points in the xdirection (gC 0.5 ), whereas planar faults cause movement of the data points in the y-direction (integral breadth). The success with which a definition describes the broadening anisotropy, can be given by the nearness to a fitted straight-line in Figure 8 , root-mean-squared-errors of the data to the fitted lines are given in Table 4 . The figure and accompanying table illustrates the difficulty that is encountered when trying to describe broadening anisotropy in terms of both q values and planar faults. For example, the root-mean-squared-errors can be very similar for very different descriptions of broadening anisotropy, such as those between edge and screw dislocations of nickel in the table. The effect of planar faults on the peak profile of the first four diffraction peaks of a FCC sample (111, 200, 220, 311) . The figures are for intrinsic stacking faults (a) and twin faults (b) using the formulism of Balogh et al. [34] and convoluted to a theoretical instrumental broadened peak. Table 3 . The values of parameters hkl used in Equation (4) and X hkl used in Equation (5), for quantifying the planar fault fraction to broadening in FCC alloys [23] . The values ae calculated based on the formulism given by Balogh et al. [34] , those by Warren [1] are shown for comparison. There are several practical problems in being able to use DPPA techniques to quantify planar faults in cubic crystals. The way in which twin and stacking faults contribute to broadening (as shown in Figure 6 ) means it is very difficult to calculate values for both without making additional assumptions (such as the relative amount of each). However, a bigger problem is separating broadening anisotropy due to planar faults and dislocations. This is particularly a problem when fitting multiple peaks as demonstrated in Figure 8 . The figure shows a way to visualise broadening anisotropy caused by dislocations with different q-values (using Equation (2)) and the presence of planar faults (using Equation (4)). The modified Williamson-Hall plots in this figure are for nickel and stainless-steel samples deformed by compression to 10% applied strain. The data is taken from a neutron diffraction experiment at HRPD, ISIS, Oxfordshire detailed in [3, 42] , but unlike the figures in those works the full-width values shown are averaged over a range of angles between the tensile and diffraction vector. Different q-values causes the value of gC 0.5 of a peak to shift by different amounts relative to the position of the 200 (and 400) peak, which stays in the same position. Whilst, in the figure, the broadening from planar faults causes reductions in the broadening depending on the peak (and value of hkl , see Table 3 ). Hence, the q values cause movement of data points in the x-direction (gC 0.5 ), whereas planar faults cause movement of the data points in the y-direction (integral breadth). The success with which a definition describes the broadening anisotropy, can be given by the nearness to a fitted straight-line in Figure 8 , root-mean-squared-errors of the data to the fitted lines are given in Table 4 . The figure and accompanying table illustrates the difficulty that is encountered when trying to describe broadening anisotropy in terms of both q values and planar faults. For example, the root-mean-squared-errors can be very similar for very different descriptions of broadening anisotropy, such as those between edge and screw dislocations of nickel in the table. This problem is exacerbated because the description of broadening anisotropy by dislocations or planar faults are only an approximation, different descriptions of broadening anisotropy would be given by using different Williamson-Hall equations, or Warren-Averbach equations as shown in Figure 4 . These difficulties are why it is common to only fit to either the q-value or only for planar faults. Table 4 . The data is for neutron diffraction measurements taken at HRPD, ISIS, Oxfordshire taken from [3] . The values are averaged over angles between the compression and diffraction vectors, between 0 and 90°. Instead of using a whole powder diffraction profile approach (as shown in Figure 8 ), the planar faults can instead be determined from different orders of the same peak. These approaches are less prone to the problems presented above of incorporating planar faults as another fitting variable within a multiple peak fitting algorithm. In addition, they sample grains of the same orientation with the same strain distribution relative to the diffraction vector, which helps to reduce the problems with broadening anisotropy discussed in the next section, which are due to the heterogeneity of plastic deformation.
Constant
The crystal size broadening from different hkl reflections can be used to quantify the amount of planar faults using Equation 4. Since the crystal size (D) is not known, this means from Equation 4 that the size values from two different reflections are required (e.g. 111/222 and 200/400). The value of the planar fault density can be found by rearranging Equation 4 , and assuming crystal size broadening is a constant for all peaks, to give:
In Figure 9 are Table 4 . The data is for neutron diffraction measurements taken at HRPD, ISIS, Oxfordshire taken from [3] . The values are averaged over angles between the compression and diffraction vectors, between 0 and 90 • . Table 4 . The root-mean-squared-error (rmse) values for the straight-line fits shown in Figure 8 . For edge dislocation calculations q is taken as 1.5, for screw dislocations taken as 2.5, and for mixed as 2.0. Instead of using a whole powder diffraction profile approach (as shown in Figure 8 ), the planar faults can instead be determined from different orders of the same peak. These approaches are less prone to the problems presented above of incorporating planar faults as another fitting variable within a multiple peak fitting algorithm. In addition, they sample grains of the same orientation with the same strain distribution relative to the diffraction vector, which helps to reduce the problems with broadening anisotropy discussed in the next section, which are due to the heterogeneity of plastic deformation.
Alloy
The crystal size broadening from different hkl reflections can be used to quantify the amount of planar faults using Equation (4) . Since the crystal size (D) is not known, this means from Equation (4) that the size values from two different reflections are required (e.g., 111/222 and 200/400). The value of the planar fault density can be found by rearranging Equation (4), and assuming crystal size broadening is a constant for all peaks, to give:
In Figure 9 are In a similar manner Equation (5) needs to be rearranged to provide to provide an equation to quantify planar faults in deformed alloys. The intergranular strains, or the position of a diffraction peak, of a sample change due to plastic deformation, and can be predicted by crystal plasticity models [48] . The modelling is normally done on changes in intergranular strains during an in situ test (i.e., when there is an applied load), although these strains are less after unloading they are still present as shown in Figure 10 . Since the intergranular strains due to plastic deformation are not generally known, it is not sufficient to use Equation (5) with a single diffraction peak and the lattice spacing measurement from an un-deformed sample. Instead the equation can be rearranged to give the intrinsic stacking fault fraction in terms of the difference in intergranular strains of two orders, as follows:
The quantity of planar faults in the nickel and stainless samples were found using Equation (7) (combined with Equation (1), i.e., using g not g 2 as shown in Figure 9 ) and Equation (8) , and are shown in Table 5 . The calculations were done using the average integral breadth, and average change in ∆g/g across the angles measured (between 0 and 90 • ). The values of planar faults in stainless steel arẽ 0.15%, whereas those for nickel are close to zero and often negative indicating the expected changes given by planar faults is not met. These results are consistent with the expectation that the quantity of planar faults is higher in stainless steel than in nickel. In addition, although not quantified the asymmetry changes shown in Figure 10 which show a greater difference in asymmetry between 111 and 222 peaks, or 200 and 400, in steel than in nickel is also consistent with these results. The change in intergranular strains of 200 and 400 peaks of stainless steel are unusual as they change in the opposite way than expected, i.e., g/g is higher for 200 the opposite of what is expected from the values in Table 3 ). This leads to a negative value for the fault percentage, although the absolute magnitude of the value is close to that found from the 111/222 peaks. Table 5 . The values of stacking fault (α) and twin faults (β) of stainless steel deformed to 10% applied strain using the data in Figures 9 and 10 . The values ae calculated based on Equations (7) and (8) using values in Table 3 found from work of Balogh et al. [34] , and Warren [1] . The values are given as percentages. There is an additional advantage of using the approach shown here to calculate planar faults. This is that the use of both the peak position and peak broadening can in theory offer a way to separate stacking and twin faults. Further investigation on alloys with known changes in these two could be
used to establish whether this is possible, whether peak asymmetry is due to twin or stacking faults, and which constants are best to use in Equations (7) and (8) .
There is an additional advantage of using the approach shown here to calculate planar faults. This is that the use of both the peak position and peak broadening can in theory offer a way to separate stacking and twin faults. Further investigation on alloys with known changes in these two could be used to establish whether this is possible, whether peak asymmetry is due to twin or stacking faults, and which constants are best to use in Equation 7 and Equation 8. Figure 9 . The full-width of the first six diffraction peaks (111, 200 , 220, 311, 222, 400) of nickel and stainless-steel samples deformed to 10%. The data is for neutron diffraction measurements taken at HRPD, ISIS, Oxfordshire taken from [3] . The values are averaged over angles between the compression and diffraction vectors, between 0 and 90°. alloy after compression testing to 10% applied strain, at different angles between the compression direction and the diffraction vector [3, 42] . The change in peak position (a, b) are relative to the peak positions of an undeformed sample. The assymetry of a peak (c, d) is found from a pseudo-Voigt which has different full-width values either side of it's centre, the assymetry parameter is the fullwidth of the high g side minus the full-width of the low g side. Table 5 . The values of stacking fault (α) and twin faults (β) of stainless steel deformed to 10% applied strain using the data in Figure 9 and Figure 10 . The values ae calculated based on Equation 7 and Equation 8 using values in Table 3 found from work of Balogh et al. [34] , and Warren [1] . The values are given as percentages. alloy after compression testing to 10% applied strain, at different angles between the compression direction and the diffraction vector [3, 42] . The change in peak position (a,b) are relative to the peak positions of an undeformed sample. The assymetry of a peak (c,d) is found from a pseudo-Voigt which has different full-width values either side of it's centre, the assymetry parameter is the full-width of the high g side minus the full-width of the low g side.
Plasticity Approach
In Figure 11 are full-width plots of compression deformed nickel and stainless-steel alloys at different applied strains. The figure is plotted at different angles between the compression direction and the diffraction vector, and shows that the full-width of a diffraction peak can vary significantly at the different angles. For example, for stainless steel after 10% strain the full-width of the 111 peak falls by~20%, the 200 peak by~20% and the 220 peak increases by~40% from the values at 0 • . Whereas for nickel after 10% strain, the full-width of the 111 peak falls by~20%, the 200 peak by~30% and the 220 peak increases by~25% from the values at 0 • These variations exist at all strains measured, and for both the fatigue and compression samples shown in the figure. Furthermore, the same broad changes in the diffraction peak broadening with angle is observed for all samples. Since, the magnitude of the full-width values at 2% strain are lower the relative error in the full-widths will be higher, which may explain the slight difference to the higher applied strains. The broadening anisotropy with angle are observed for both the low stacking fault energy stainless-steel and the high stacking fault energy nickel; including a fall in the full-width of most peaks from 0
There are a number of possible causes for these changes in broadening with angle: (1) variations in dislocations density in different orientations; (2) variations in the arrangement of dislocations in different orientations which can contribute to broadening through both crystal size and dislocation arrangement [4] ; (3) variations in the dislocation slip systems present (or slip anisotropy); (4) variations in the character of dislocations, i.e., whether they are edge or screw, in different orientations; (4) variations in other defects, such as planar faults, in different orientations; (5) variations in the spread in the intergranular strains in different orientations. The plasticity approach predictions of the contrast factor shown in Figure 12 is based on No. 3, variations in the dislocation slip systems present. The prediction shares many of the features of the measured full-widths of Figure 11 , hence the changes of broadening with viewing angle are likely to be mainly due to variations of slip systems in different orientations. These measurements were also done on rolled samples [3] , and it was shown that the change in broadening also showed a good correlation with predictions based on the activity of different slip systems.
The use of the plasticity approach to predict contrast factors, based only on slip anisotropy, works better for low SFE alloys like steel, as shown in [42] or by comparing Figure 11 with Figure 12 . But what is interesting is that the approach works for nickel even after large amounts of deformation [3, 42] . In alloys with high SFE there is considerable amounts of cross-slip and recovery, which leads to dislocation structures like those shown in Figure 13 to develop. Although, it may be expected that this recovery process would remove most of the mobile dislocations that are predicted by the crystal plasticity models to accommodate the imposed loads, these plots of broadening with angle suggest that this is not the case. Figure 12 is based on No. 3, variations in the dislocation slip systems present. The prediction shares many of the features of the measured full-widths of Figure  11 , hence the changes of broadening with viewing angle are likely to be mainly due to variations of slip systems in different orientations. These measurements were also done on rolled samples [3] , and it was shown that the change in broadening also showed a good correlation with predictions based on the activity of different slip systems. The use of the plasticity approach to predict contrast factors, based only on slip anisotropy, works better for low SFE alloys like steel, as shown in [42] or by comparing Figure 11 with Figure 12 . But what is interesting is that the approach works for nickel even after large amounts of deformation [3, 42] . In alloys with high SFE there is considerable amounts of cross-slip and recovery, which leads to dislocation structures like those shown in Figure 13 to develop. Although, it may be expected that this recovery process would remove most of the mobile dislocations that are predicted by the crystal plasticity models to accommodate the imposed loads, these plots of broadening with angle suggest that this is not the case. Figure 11 . The measured full-width divided by g of a stainless steel (a-c) and nickel alloy (d-f) after compression testing, at different angles between the compression direction and the diffraction vector [3, 42] . The figures are at increasing applied strain. For stainless steel the figures are at (a) 2%, (b) 10%, and (c) 16% applied strain. For nickel, the figures are at (a) 2%, (b) 10%, and (c) 30% applied strain. In (g) the integral breadth divided by g of a stainless steel alloy after fatigue testing, at angles between the tensile and diffraction vector [27] .The instrumental broadening has been subtracted from the measured values. In (g) are changes in the integral breadth (a function of FW and the shape of the tail of the peak) of a stainless steel after fatigue testing taken from Wang et al. [27] . Figure 11 . The measured full-width divided by g of a stainless steel (a-c) and nickel alloy (d-f) after compression testing, at different angles between the compression direction and the diffraction vector [3, 42] . The figures are at increasing applied strain. For stainless steel the figures are at (a) 2%, (b) 10%, and (c) 16% applied strain. For nickel, the figures are at (a) 2%, (b) 10%, and (c) 30% applied strain. In (g) the integral breadth divided by g of a stainless steel alloy after fatigue testing, at angles between the tensile and diffraction vector [27] . The instrumental broadening has been subtracted from the measured values. In (g) are changes in the integral breadth (a function of FW and the shape of the tail of the peak) of a stainless steel after fatigue testing taken from Wang et al. [27] . [3, 42] . The figures are at increasing applied strain. For stainless steel the figures are at (a) 2%, (b) 10%, and (c) 16% applied strain. For nickel, the figures are at (a) 2%, (b) 10%, and (c) 30% applied strain. In (g) the integral breadth divided by g of a stainless steel alloy after fatigue testing, at angles between the tensile and diffraction vector [27] .The instrumental broadening has been subtracted from the measured values. In (g) are changes in the integral breadth (a function of FW and the shape of the tail of the peak) of a stainless steel after fatigue testing taken from Wang et al. [27] . Figure 12 . The predicted change in contrast factor for angles between compression and diffraction vectors using a Taylor model. Adapted from [42] . Figure 12 . The predicted change in contrast factor for angles between compression and diffraction vectors using a Taylor model. Adapted from [42] .
It has been observed by detailed TEM that the dislocation structure can vary significantly with orientations [70, 71] . However, to be able to separate the slip anisotropy effect from other changes in DPPA methods, such as the dislocation structure, is difficult. This is partly because it is the product of the dislocation density and the contrast factor that is obtained by DPPA methods. But also due to practical and mathematical limitations of DPPA methods [4, 5] , such as: each method can give a slightly different results, limitations of separating size and strain components, along with the ambiguity of the parameters that are obtained, such as crystal size. A popular approach to take is to obtain the contrast factor from a crystal plasticity model and then calculate the dislocation density, and other parameters such as crystal size, using this value of the contrast factor. This was the approach taken by Guiglionda et al. [44] , who obtained values of the dislocation density for different texture components which changed by a factor of 2 in an aluminium alloy. In their approach the edge to screw ratio was assumed to be 50:50 and no account was taken of dislocations interactions, i.e., all dislocations were assumed to be given by the Orowan equation (Equation (6)). But these assumptions need not be the case, and as shown by Simm et al. [42] can have a large influence on the calculated contrast factors. In their work Simm et al., using the data shown in Figure 11 showed that the difference between the broadening anisotropy of stainless steel and nickel can be described by nickel having: (1) a greater amount of edge dislocations, (2) less mobile dislocations or more cross-slip, and (3) a variation in dislocation density based on the Taylor factor, of up to~10% in different orientations, which is not found for steel samples. These differences are consistent with differences that may be expected between the alloys. However, the approach does not fully address the cause of the broadening anisotropy because of its simplicity. A more comprehensive approach would instead incorporate more detailed models of work-hardening, along with more detailed descriptions of how different dislocation arrangements contribute to peak profiles, such as is being developed by Bertin and Cai [55] . It has been observed by detailed TEM that the dislocation structure can vary significantly with orientations [70, 71] . However, to be able to separate the slip anisotropy effect from other changes in DPPA methods, such as the dislocation structure, is difficult. This is partly because it is the product of the dislocation density and the contrast factor that is obtained by DPPA methods. But also due to practical and mathematical limitations of DPPA methods [4, 5] , such as: each method can give a slightly different results, limitations of separating size and strain components, along with the ambiguity of the parameters that are obtained, such as crystal size. A popular approach to take is to obtain the contrast factor from a crystal plasticity model and then calculate the dislocation density, and other parameters such as crystal size, using this value of the contrast factor. This was the approach taken by Guiglionda et al. [44] , who obtained values of the dislocation density for different texture components which changed by a factor of 2 in an aluminium alloy. In their approach the edge to screw ratio was assumed to be 50:50 and no account was taken of dislocations interactions, i.e. all dislocations were assumed to be given by the Orowan equation (Equation 6). But these assumptions need not be the case, and as shown by Simm et al. [42] can have a large influence on the calculated contrast factors. In their work Simm et al., using the data shown in Figure 11 showed that the difference between the broadening anisotropy of stainless steel and nickel can be described by nickel having: (1) a greater amount of edge dislocations, (2) less mobile dislocations or more cross-slip, and (3) a variation in dislocation density based on the Taylor factor, of up to ~10% in different orientations, which is not found for steel samples. These differences are consistent with differences that may be expected between the alloys. However, the approach does not fully address the cause of the broadening anisotropy because of its simplicity. A more comprehensive approach would instead incorporate more detailed models of work-hardening, along with more detailed descriptions of how different dislocation arrangements contribute to peak profiles, such as is being developed by Bertin and Cai [55] . Figure 13 . High purity polycrystalline nickel cold rolled to a cold reduction of 95% (a). Adapted from Hughes and Hansen [72] . High purity polycrystalline nickel deformed by uniaxial tension to (b) 10% and (c) 18% applied strain. Adapted from Keller et al. [59] .
There are two important implication of broadening anisotropy in different orientations due to slip anisotropy. They can introduce errors in the results of DPPA and they limit the use of DPPA with other techniques.
If the correct value of the contrast factor is not used, because for example slip anisotropy is not accounted for, this can introduce errors in the results of DPPA methods. The potential contribution of this error was assessed in [42] by performing a Warren-Averbach analysis on diffraction patterns obtained at different angles between the tensile and diffraction vectors from the deformed nickel and Figure 13 . High purity polycrystalline nickel cold rolled to a cold reduction of 95% (a). Adapted from Hughes and Hansen [72] . High purity polycrystalline nickel deformed by uniaxial tension to (b) 10% and (c) 18% applied strain. Adapted from Keller et al. [59] .
If the correct value of the contrast factor is not used, because for example slip anisotropy is not accounted for, this can introduce errors in the results of DPPA methods. The potential contribution of this error was assessed in [42] by performing a Warren-Averbach analysis on diffraction patterns obtained at different angles between the tensile and diffraction vectors from the deformed nickel and stainless steel samples discussed previously. The analysis was done using different orders of the same diffraction peak for the 111/222 and 200/400 peaks separately. It was found that the dislocation density fell by~50%, for both 111/22 and 200/400 analyses, from the values found when the diffraction vector and compression direction were parallel to each other to those found when they were perpendicular. The magnitude of these changes in dislocation density, and the overall trends, were consistent with the predicted changes in the contrast factor calculated by the plasticity approach, due only to slip anisotropy. In addition, the crystal size increased by~40% with the fall in dislocation density, which may be due to the difficulty in separating size and strain components in the Warren-Averbach approach [5] . Therefore, the possible errors to the results of DPPA by incorrect calculation of the contrast factor are significant. The problem is that in many cases the active slip systems are not known. Even when the imposed deformation is known, limitations in crystal plasticity models and difficulties in relating the model to dislocations, means there will always be an uncertainty in knowing the actual average contrast factor.
A second implication of broadening anisotropy, is it limits the use of DPPA with other techniques. The average value of the broadening of a sample, or dislocation density and crystal size, can be related to other techniques. For example, TEM measurements [73] and positron annihilation spectroscopy [74] , can provide dislocation density values to compare with those by DPPA [4, 75] . However, broadening anisotropy does limit the use of DPPA alongside other techniques in quantifying differences in the microstructure in different orientations. These differences are crucial to be able to understand plastic deformation in general, and to verify or otherwise plasticity models, as well as to understand the kinetics of recrystallization [76] [77] [78] and failure [79, 80] of a material.
A diffraction peak represents a fraction of the crystals within a sample based on their orientations. Hence, different diffraction peaks give information about different groups of orientations. This can be seen from the inverse pole figure plots in Figure 14 for the transverse and axial peaks of an untextured FCC alloy. Broadening anisotropy with g, and the difficulty in quantifying it, means that different diffraction peaks (such as 111 and 200) cannot be compared directly to provide the quantity of different defects in different orientations. In addition, because of the changes in the full-width of a given diffraction peak (e.g., 111) with viewing angle (such as shown in Figure 11 ), are largely due to changes in the contrast factor, it is difficult to even compare the same diffraction peak measured in different directions relative to the sample. This was highlighted by Das et al. [81] (Figure 15 ) who considered the change in shear strain by digital image correlation, grain orientation spread by EBSD, and the width of diffraction peaks from neutron diffraction, of a metastable austenitic stainless steel. The orientation spread and shear strain values for different grains families with 111, 200, 220, 311 plane normals parallel to the axial and transverse direction can be compared with each other. But the same comparison cannot be done for the integral breadth. For example, it can be said that the shear strain is on average higher in grains with 220 plane normals parallel to the tensile direction, than the other orientation groups. But the broadening of 111, 200 and 220 peaks cannot be compared directly because of broadening anisotropy with g. In addition, the broadening anisotropy with viewing angle, complicates comparison of assessing the broadening of a particular peak in the axial and transverse directions. That is the lower expected contrast factor for transverse peaks compared to axial peaks (i.e., 0 • and 90 • in Figure 12 ), mean that more broadening in the axial direction are not necessarily due to differences in dislocation density, but could be due to differences in contrast factor. 220 peaks cannot be compared directly because of broadening anisotropy with g. In addition, the broadening anisotropy with viewing angle, complicates comparison of assessing the broadening of a particular peak in the axial and transverse directions. That is the lower expected contrast factor for transverse peaks compared to axial peaks (i.e. 0° and 90° in Figure 12 ), mean that more broadening in the axial direction are not necessarily due to differences in dislocation density, but could be due to differences in contrast factor. 
Hexagonal close packed alloys
Homogeneous Approach
The issue of peak broadening anisotropy is further complicated in hexagonal close packed (HCP) alloys (such as titanium, zirconium, magnesium), relative to cubic alloys. This is partly a practical Figure 15 . In situ measurements of the maximum shear strain, measured by digital image correlation in an SEM (a,d,g), grain orientation spread, measured by EBSD, (b,e,h), and integral breadth of diffraction peaks, measured using neutron diffraction at ENGIN-X, ISIS, Oxfordshire (c,f,i). The quantities are measured during tensile tests and plotted against applied strain. In (a-c) are orientations that contribute to the 111 diffraction peak, in (d-f) the 200 diffraction peak, and in (g-i) the 220 diffraction peak. Adapted from Das et al. [81] .
Hexagonal Close Packed Alloys
Homogeneous Approach
The issue of peak broadening anisotropy is further complicated in hexagonal close packed (HCP) alloys (such as titanium, zirconium, magnesium), relative to cubic alloys. This is partly a practical issue due to the increased number of different slip systems, but also a result of the variations in the ease in the activity of these different slip systems [57, 83, 84] . For example, whereas in FCC alloys there is one slip system type {111} [110] , in HCP alloys there are several active slip system types. In HCP alloys there are slip systems with both different Burgers vectors (<a> and <c+a>), and different slip planes (basal, prismatic and pyramidal). The homogeneous approach, as outlined by Dragomir and Ungar [30] and based on Equation (3), has been used in a number of works to evaluate the slip activity of different Burgers vector types [85] [86] [87] [88] [89] [90] [91] [92] . However, because of the difficulty in quantifying the dislocation types in HCP alloys, corroborating characterisation test results to verify the approach is problematic.
The homogeneous approach in HCP alloys is based on their being a relationship between x (where x is 0 for the prismatic plane and a maximum for the basal plane) and the full-width. By combining Equation (1) with Equation (3), and assuming that crystal size broadening can be ignored and rearranging, the following equation is found:
where x = 2l 2 3(ga) 2 and
A similar approximation can be done for the Warren-Averbach method [23] , a DPPA method that uses the Fourier coefficients (A L ) of a peak at different values of the Fourier length (L). The Warren-Averbach equation can be expressed in terms [4] of dislocations, with a density ρ, by the following equation:
if size broadening is negligible lnA S L will be close to zero, hence:
where B=πb 2 /2, b being the magnitude of the Burgers vector of dislocations, f Wilk the Wilkens function [93] , and C the average contrast factor. Hence from Equations (9) and (10) it may be expected that (FW hkl /g) 2 , (β hkl /g) 2 (since full-width and integral breadth can be interchanged in the Williamson-Hall equation), and − ln A S L /g 2 should change smoothly with x. For this to be the case we are assuming that: the Williamson-Hall and Warren-Averbach equations used are valid, and there is minimal size broadening. This is in general what is found for Ti-6Al-4V deformed by uni-axial tension to different strains, using the full-widths (Figure 16a ), the integral breadths (Figure 16b) , and the Fourier coefficients ( Figure 17) . Hence, this gives justification for the use of these equations and the assumption of minimal size broadening. Another feature that is evident from comparing the different figures is that for a given sample, the same changes are observed in (FW hkl /g) 2 , (β hkl /g) 2 , and − ln A S L /g 2 . For example, at low strains both (FW hkl /g) 2 , (β hkl /g) 2 fall gradually with x, but at higher strains fall then increase, and for a given strain change in a similar manner. Although, the changes of − ln A S L /g 2 vary somewhat with the Fourier length, they are comparable to the changes of the full-width or integral breadth of the 5% sample. Therefore, even though, as noted in Section 2.1, the Williamson-Hall method can be problematic for quantitative analysis of broadening anisotropy and the full-width is not the best measure for dislocation broadening [21] , the use of the full-width through the Williamson-Hall method provides a similar description of broadening anisotropy to using integral breadths or Fourier coefficients for this alloy. This gives a justification for the common use of the full-width to describe broadening anisotropy.
figures is that for a given sample, the same changes are observed in ( ⁄ )
and the full-width is not the best measure for dislocation broadening [21] , the use of the full-width through the Williamson-Hall method provides a similar description of broadening anisotropy to using integral breadths or Fourier coefficients for this alloy. This gives a justification for the common use of the full-width to describe broadening anisotropy. Figure 16 . Uni-axial tensile tested Ti-6Al-4V samples measured at 90° between tensile and diffraction vector (the transverse direction), adapted from Simm et al [42] . In (a) are plots of (FW/g) 2 against x at different applied strains, where FW is the full-width. In (b) are plots of (IB/g) 2 against x at different applied strains, where IB is the integral breadth. Figure 17 . Uni-axial tensile tested Ti-6Al-4V sample measured at 90° between tensile and diffraction vector (the transverse direction) after 5% applied strain, this is the same data shown in Figure 16 . In (a) the physically broadened Fourier coefficients (AL) plotted against the Fourier length. In (b) and (c) Figure 16 . Uni-axial tensile tested Ti-6Al-4V samples measured at 90 • between tensile and diffraction vector (the transverse direction), adapted from Simm et al. [42] . In (a) are plots of (FW/g) 2 against x at different applied strains, where FW is the full-width. In (b) are plots of (IB/g) 2 against x at different applied strains, where IB is the integral breadth.
and the full-width is not the best measure for dislocation broadening [21] , the use of the full-width through the Williamson-Hall method provides a similar description of broadening anisotropy to using integral breadths or Fourier coefficients for this alloy. This gives a justification for the common use of the full-width to describe broadening anisotropy. Figure 16 . Uni-axial tensile tested Ti-6Al-4V samples measured at 90° between tensile and diffraction vector (the transverse direction), adapted from Simm et al [42] . In (a) are plots of (FW/g) 2 against x at different applied strains, where FW is the full-width. In (b) are plots of (IB/g) 2 against x at different applied strains, where IB is the integral breadth. Figure 17 . Uni-axial tensile tested Ti-6Al-4V sample measured at 90° between tensile and diffraction vector (the transverse direction) after 5% applied strain, this is the same data shown in Figure 16 . In (a) the physically broadened Fourier coefficients (AL) plotted against the Fourier length. In (b) and (c) Figure 17 . Uni-axial tensile tested Ti-6Al-4V sample measured at 90 • between tensile and diffraction vector (the transverse direction) after 5% applied strain, this is the same data shown in Figure 16 . In (a) the physically broadened Fourier coefficients (A L ) plotted against the Fourier length. In (b,c) are plots of −ln(A L )/g 2 against x for different Fourier lengths (given in legend in units of 10 −10 m) for the first 15 HCP diffraction peaks.
From the changes in full-width, or integral breadth, shown in Figure 16 the following trends are observed. Up to a strain of 3.5% the (FW/g) 2 falls almost linearly with x. Whereas for higher strains there is a bigger fall in (FW/g) 2 at low x, followed by an increase after x > 1. From Equation (9) this would be interpreted as q 1 < 0 and q 2~0 for samples up to 3.5%, and at higher strains q 1 < 0, but lower than q 1 at lower strains, and q 2 > 0. Which is what is found from fits to a modified Williamson-Hall equation, as shown in Figure 18b .
In Figure 18c ,d these q values have been used to determine the slip activity, using two slightly different approaches. The first approach (Figure 18c ) uses a similar approach to Dragomir and Ungar [30] . The second approach (Figure 18d ) is a slight modification to the previous one, whereby the available slip system types are reduced to those expected to be the most important types in titanium [83] . This type of approach, involving reducing the available slip systems has been used by different authors [31, 85] . These approaches are generally only used to predict the quantity of different Burgers vector types, <a>, <c+a> and <c>; although Mathis et al. [85] also used the approach to find the relative quantity of two different slip system types, prismatic and basal <a>. The reason for this is that using two variables (q 1 and q 2 ) to find details of any more than three parameters is impractical because there are too many possible combinations. However, looking at the contributions to calculated values is useful to understand the contributions to the calculated <a>, <c+a> and <c> values. Figure 18 shows that <a> type dislocations dominate for both approaches and across all applied strains. Furthermore, when the individual slip system types are considered prismatic <a> is the most active slip system type (this is because prismatic <a> and pyramidal <a> are the only slip system types with q 1 <0 and q 2 >0, with prismatic <a> having q values with larger magnitude). This may be expected given that <a> dislocations are much easier to activate than those with a c-component; furthermore <c> dislocations which are the hardest to activate have the lowest percentage. However, given that <a> slip does not satisfy the von Mises criterion of needing at least five independent slip systems for homogenous plastic deformation of a polycrystal [62] , more dislocations with a c-component would be expected. This could be accounted for by some grains deforming more than others in a systematic way, but would go against the assumption in the Homogeneous approach that all grains are the same. There is another problem with the approaches prediction of almost 100% <a> dislocations to explain the shape of FW against x. This is the increase in broadening at high x which cannot be explained by <a> dislocations that have vanishing contrast at high x values (Figure 3 Figure 18 shows that <a> type dislocations dominate for both approaches and across all applied strains. Furthermore, when the individual slip system types are considered prismatic <a> is the most active slip system type (this is because prismatic <a> and pyramidal <a> are the only slip system types with q1<0 and q2>0, with prismatic <a> having q values with larger magnitude). This may be expected given that <a> dislocations are much easier to activate than those with a c-component; furthermore <c> dislocations which are the hardest to activate have the lowest percentage. However, given that <a> slip does not satisfy the von Mises criterion of needing at least five independent slip systems for homogenous plastic deformation of a polycrystal [62] , more dislocations with a c-component would be expected. This could be accounted for by some grains deforming more than others in a systematic way, but would go against the assumption in the Homogeneous approach that all grains are the same. There is another problem with the approaches prediction of almost 100% <a> dislocations to explain the shape of FW against x. This is the increase in broadening at high x which cannot be explained by <a> dislocations that have vanishing contrast at high x values (Figure 3) . Figure 18 . Uni-axial tensile tested Ti-6Al-4V samples measured at 90° between tensile and diffraction vector (the transverse direction), adapted from Simm et al [42] . In (a) are the fitted q values using a modified Williamson-Hall equation and the full-width values from Figure 16a . The calculated q values from the slip systems in (c) are also shown. In (b) and (c) are calculated activities of different slip system types, see Simm [3] . The method in (b) is similar to that of Dragomir and Ungar [30] , whereas in (c) the available slip system types have been reduced to those expected in Ti-6Al-4V.
The choice of these slip systems from the q values also influences the dislocation density. This is not the case in cubic crystals since the value of varies very little between edge and screw dislocations. However, for HCP alloys the value of . can vary significantly between different slip system types as shown in Figure 3 and Table 1 . Hence, because of the relationship in DPPA Figure 18 . Uni-axial tensile tested Ti-6Al-4V samples measured at 90 • between tensile and diffraction vector (the transverse direction), adapted from Simm et al [42] . In (a) are the fitted q values using a modified Williamson-Hall equation and the full-width values from Figure 16a . The calculated q values from the slip systems in (c) are also shown. In (b,c) are calculated activities of different slip system types, see Simm [3] . The method in (b) is similar to that of Dragomir and Ungar [30] , whereas in (c) the available slip system types have been reduced to those expected in Ti-6Al-4V.
The choice of these slip systems from the q values also influences the dislocation density. This is not the case in cubic crystals since the value of b 2 C h00 varies very little between edge and screw dislocations. However, for HCP alloys the value of b 2 C hk.0 can vary significantly between different slip system types as shown in Figure 3 and Table 1 . Hence, because of the relationship in DPPA methods between the dislocation density and the contrast factor (as shown in Equation (1)), the choice of slip systems can have a large effect on the dislocation density obtained. To obtain the dislocation density it is first necessary to obtain a value for the average b 2 C hk.0 based on the expected slip systems present. b 2 C hk.0 can be found in several ways including by averaging over the dislocation types (<a>, <c+a> and <c>) (Equation (11)), or the slip system types (the 11 slip system types in Figure 3 ) (Equation (12)). Where C disloc. i is the average contrast factor for the <a>, <c+a> and <a> dislocations, using the averaged contrast factor values of the different slip system types C slipsys i shown in Figure 3 .
Using the slip system activities shown in Figure 18c ,d and Equations (11) and (12), the values of b 2 C hk.0 shown in Figure 19 were calculated. These different values vary by as much as 30% with applied deformation for a particular methodology, and the values from the different methodologies can vary by up to 80%. In general, the 'All disloc. avg.' method is used in research papers, which uses all slip systems and Equation (11) . But there are problems with this due to the averaging of Equation (11), because it is unlikely that all slip system types defined in Table 1 exist in the same quantity (e.g., in magnesium alloys a greater proportion of basal <a> dislocations would be expected than in a titanium alloy). However, the use of Equation (12) is also problematic as it is unlikely that the individual slip system types can be obtained from the two q values. Any method to determine b 2 C hk.0 is fraught with potential errors, therefore it may be advantageous to assume a constant value of b 2 C hk.0 for a particular set of data, unless a good justification for doing otherwise can be established.
applied deformation for a particular methodology, and the values from the different methodologies can vary by up to 80%. In general, the 'All disloc. avg.' method is used in research papers, which uses all slip systems and Equation 11. But there are problems with this due to the averaging of Equation 11, because it is unlikely that all slip system types defined in Table 1 exist in the same quantity (e.g. in magnesium alloys a greater proportion of basal <a> dislocations would be expected than in a titanium alloy). However, the use of Equation 12 is also problematic as it is unlikely that the individual slip system types can be obtained from the two q values. Any method to determine . is fraught with potential errors, therefore it may be advantageous to assume a constant value of . for a particular set of data, unless a good justification for doing otherwise can be established.
Figure 19. Changes in
. (since b varies with slip system) from the slip activities determined in Figure 18 , for Ti-6Al-4V deformed by uni-axial tension to various strains. The results labelled 'All' use the slip activities in Figure 18c using all slip system types, and labelled 'Selected' use the slip activities in Figure 18d which use selected slip system types. Those labelled 'disloc. avg.' take the average values of the different dislocation types (<a>, <c+a> and <c>), whereas those without sum up the individual slip system types.
Plasticity Approach
In Figure 20 are full-width divided by g plots at different angles between the compression/tension direction and the diffraction vector, for a zirconium alloy (a) and a magnesium alloy (b) (taken from [94] ). The figure shows, in the same way as seen with the FCC samples, that the full-width of a diffraction peak can vary considerably at different angles. These differences show that the assumptions used in the homogeneous approach, that all grains deform in the same way, is not valid. To examine how this would influence the use of the homogeneous approach it is worth considering the change in full-width with x. Figure 18 , for Ti-6Al-4V deformed by uni-axial tension to various strains. The results labelled 'All' use the slip activities in Figure 18c using all slip system types, and labelled 'Selected' use the slip activities in Figure 18d which use selected slip system types. Those labelled 'disloc. avg.' take the average values of the different dislocation types (<a>, <c+a> and <c>), whereas those without sum up the individual slip system types.
In Figure 20 are full-width divided by g plots at different angles between the compression/tension direction and the diffraction vector, for a zirconium alloy (a) and a magnesium alloy (b) (taken from [94] ). The figure shows, in the same way as seen with the FCC samples, that the full-width of a diffraction peak can vary considerably at different angles. These differences show that the assumptions used in the homogeneous approach, that all grains deform in the same way, is not valid. To examine how this would influence the use of the homogeneous approach it is worth considering the change in full-width with x.
In Figure 21a -c are plots of the change in full-width with x for three different HCP alloys for axial and transverse orientations: in (a) a titanium alloy [42] , (b) a magnesium alloy [94] , and (c) a zirconium alloy [94] . In the figure the angle between tensile axis and diffraction vector is 0 • for the axial direction and 90 • for the transverse. The changes of FW/g with x are similar for the zirconium alloy and Ti-6Al-4V. The alloys also both display a marked difference in the change in FW/g with x in the two measurement directions. Whereas, for the magnesium alloy there is very little difference in the two measurement directions, with a change in FW/g that is similar to that found for titanium and zirconium alloys in the axial direction. In Figure 21d are plots of FW/g against x for a deformed magnesium alloy (from Mathis et al. [85] ) and a deformed zirconium alloy (from Long et al. [91] ). The magnesium alloy is measured in the transverse direction and the zirconium alloy at an angle between transverse and axial directions. In general, the changes of FW/g with x for the zirconium alloys is similar to that of the titanium and zirconium alloys shown in Figure 21a ,c and the magnesium alloy is slightly different and similar to that of the magnesium alloy shown in Figure 21b .
In general, in HCP alloys with a lower c/a ratio, such as titanium and zirconium alloys, will deform preferentially by prismatic <a> slip. Whereas, those with a higher c/a ratio, such as magnesium and cobalt alloys, will deform preferentially by basal <a> slip. Hence, the similarities in broadening anisotropy between zirconium and titanium alloys, and their difference with the broadening anisotropy of magnesium alloys may be expected. To examine these differences, it is worthwhile to consider how the activity of different slip system types can vary in the different alloys and in different orientations.
rm preferentially by prismatic <a> slip. Whereas, those with a higher c/a ratio, su nesium and cobalt alloys, will deform preferentially by basal <a> slip. Hence, the similari dening anisotropy between zirconium and titanium alloys, and their difference wit dening anisotropy of magnesium alloys may be expected. To examine these differences hwhile to consider how the activity of different slip system types can vary in the different in different orientations. Figure 20 . The change in 0002/0004 full-width with angle between the tensile/compression directio and the diffraction vector, for a magnesium alloy and a zirconium alloy. Adapted from Simm et a [94] . Figure 21 . The change in full-width divided by g with x for different HCP alloys. In (a) a titanium alloy (Ti-6Al-4V) deformed in tension to strains 1% and 8% in the axial and transverse directions. I (b, c) measurements at HRPD on a magnesium alloy compressed to 7% (b) and a zirconium allo deformed in tension to 5% (c) (data in b and c taken from Simm et al. [94] ). In (d) a zirconium allo deformed to 5% by compression and measured at an angle of ±32° between the transverse directio and the diffraction vector (data taken from Long et al. [91] ), and a magnesium alloy deformed to 6% by compression measured in the transverse direction (data taken from Mathis et al. [85] ).
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and zirconium alloys in the axial direction. In Figure 21d are plots of FW/g against x for a deformed magnesium alloy (from Mathis et al. [85] ) and a deformed zirconium alloy (from Long et al. [91] ). The magnesium alloy is measured in the transverse direction and the zirconium alloy at an angle between transverse and axial directions. In general, the changes of FW/g with x for the zirconium alloys is similar to that of the titanium and zirconium alloys shown in Figure 21a ,c and the magnesium alloy is slightly different and similar to that of the magnesium alloy shown in Figure 21b .
In general, in HCP alloys with a lower c/a ratio, such as titanium and zirconium alloys, will deform preferentially by prismatic <a> slip. Whereas, those with a higher c/a ratio, such as magnesium and cobalt alloys, will deform preferentially by basal <a> slip. Hence, the similarities in broadening anisotropy between zirconium and titanium alloys, and their difference with the broadening anisotropy of magnesium alloys may be expected. To examine these differences, it is worthwhile to consider how the activity of different slip system types can vary in the different alloys and in different orientations. Figure 20 . The change in 0002/0004 full-width with angle between the tensile/compression direction and the diffraction vector, for a magnesium alloy and a zirconium alloy. Adapted from Simm et al. [94] . Figure 21 . The change in full-width divided by g with x for different HCP alloys. In (a) a titanium alloy (Ti-6Al-4V) deformed in tension to strains 1% and 8% in the axial and transverse directions. In (b, c) measurements at HRPD on a magnesium alloy compressed to 7% (b) and a zirconium alloy deformed in tension to 5% (c) (data in b and c taken from Simm et al. [94] ). In (d) a zirconium alloy deformed to 5% by compression and measured at an angle of ±32° between the transverse direction and the diffraction vector (data taken from Long et al. [91] ), and a magnesium alloy deformed to 6% by compression measured in the transverse direction (data taken from Mathis et al. [85] ).
There is an increased difficulty in predicting the deformation and activity of different slip systems in HCP alloys compared to cubic alloys [52, 95] . This is due the greater number of slip systems that can be active and the variations in their ease of activity. The shear stress needed to activate Figure 21 . The change in full-width divided by g with x for different HCP alloys. In (a) a titanium alloy (Ti-6Al-4V) deformed in tension to strains 1% and 8% in the axial and transverse directions. In (b, c) measurements at HRPD on a magnesium alloy compressed to 7% (b) and a zirconium alloy deformed in tension to 5% (c) (data in b and c taken from Simm et al. [94] ). In (d) a zirconium alloy deformed to 5% by compression and measured at an angle of ±32 • between the transverse direction and the diffraction vector (data taken from Long et al. [91] ), and a magnesium alloy deformed to 6% by compression measured in the transverse direction (data taken from Mathis et al. [85] ).
There is an increased difficulty in predicting the deformation and activity of different slip systems in HCP alloys compared to cubic alloys [52, 95] . This is due the greater number of slip systems that can be active and the variations in their ease of activity. The shear stress needed to activate different slip system types varies considerably, known as the critically resolved shear stress (CRSS), for different slip systems [57, 84, 96] . Those systems with a <c> component are much harder to activate than the <a> slip system types, and certain <a> slip system types are preferred in different alloys. In addition to this, deformation twinning is an important mode of deformation in HCP alloys [95, 97] . The result of this is that deformation is more heterogeneous in HCP alloys [98] [99] [100] , where different grains or orientations can have markedly different deformation microstructures. The most successful models to predict the slip systems and changes during deformation are crystal plasticity finite element models [51] and viscoplastic self-consistent models [52] . The simpler use of the Schmid factor to quantify slip activity has however shown some success in understanding the deformation of HCP alloys [101] [102] [103] [104] . The Schmid factor can help to quantify what slip systems may be likely to be active in different orientations. The higher the value of the Schmid factor multiplied by the CRSS of a slip system, the more likely it is to be active.
In Figure 22a and b are plots of the change in Schmid factor with x for the most important slip system types in HCP alloys [84] . The figure shows that there are large changes in the Schmid factor with x, and the changes are different for the different slip system types and measurement directions. For example, prismatic <a> slip is more likely to be activated when the normal of the prismatic plane is parallel to the tensile direction (x = 0 in axial plot, or x~2 in the transverse plot), and less likely when the normal of the basal plane is parallel to the tensile direction (x~2 in axial plot, or x = 0 in transverse plot).
The analysis presented in this section highlights problems in using the homogeneous approach to explain broadening anisotropy in HCP alloys. These issues place doubt on the use of the homogeneous approach for deformed HCP alloys, particularly to quantify slip activity. If broadening anisotropy is not properly accounted for there are significant potential errors that can result from DPPA methods, which are much larger than would be for cubic alloys. However, the solution to this problem is not clear and hence it may therefore be best practice to assume a constant value of . when comparing different samples. Further investigation is needed as the implications of the analysis of HCP alloys, and the significance of 'non-contrast factor' broadening, has important implications for DPPA methods in HCP alloys. Figure 22 . The maximum Schmid factor of different slip system types at different angles of x, for the axial (a) and transverse directions (b). And the average contrast factor multiplied by the maximum Schmid factor, for axial (c) and transverse directions (d). The slip systems are those expected to be most important in HCP alloys, prismatic <a> (Pr <a> in green), pyramidal <c+a> (Py <c+a> in pink) and basal <a> (Basa l<a> in blue).
Twinning
To examine the effect of twinning on peak profiles two different titanium alloys are compared: Ti-6Al-4V and a commercially pure titanium (Ti-CP). Both alloys were deformed by uni-axial tension to a range of applied strains and measured by synchrotron x-ray diffraction, at ID31, ESF, Grenoble (more details in [3, 42] ). Whereas, Ti-CP is known to display marked deformation twinning [65, 103, 105, 106] , in Ti-6Al-4V twinning is rarely found [63, 64, 107] . Although, there will be more differences between the alloys than just twinning, because even the ability of an alloy to twin will influence the activity of the different slip systems, it is worth considering the broadening of the two alloys.
In Figure 23 are the changes in the shape of diffraction peaks of the two alloys with x; including the change in FW/g, the shape of the tails of the peaks (given by the pseudo-Voigt mixing parameter [108] ) and broadening anisotropy (the difference in FW on the left and right side of the peak). The change in the shape of the peaks with x shares similarities for the two alloys. Both have a transverse FW/g that falls then increases with x, and have higher value at high x in the transverse direction than the corresponding axial FW/g. The FW/g values in the axial direction are different for both alloys, with FW/g being more constant with x for Ti-CP than for Ti-6Al-4V, although the differences are less evident at the other measured strains of Ti-6Al-4V [3] . In addition, the shape of the tails of the peaks and the peak's asymmetry has similarities for the two alloys. The pseudo-Voigt mixing parameter of To get an indication of how these predicted changes in slip activity would influence the broadening, the Schmid factors are multiplied by the contrast factors values at different values of x (Figure 22c,d) . This is done for each of the different slip system types using the maximum Schmid factor and the average edge contrast factors values at different values of x (from [30] ). Both of these approximations, the use of the maximum Schmid factor and the average contrast factor values, doesn't significantly affect the overall trends as shown in Simm et al. [42] . There are two observations from Figure 22c ,d that are of particular interest regarding the broadening anisotropy of the alloys shown in Figure 21 . Firstly, in these plots the difference in the two measurement directions is much smaller than that seen for the contrast factors. Secondly, basal <a> has a higher value at x > 1 than prismatic <a>, and hence should contribute more to broadening at x > 1. These changes go against the broadening differences observed: (a) between alloys that deform principally by basal (magnesium alloys) and prismatic (titanium and zirconium alloys) slip, and (b) between broadening in the axial and transverse directions observed in alloys that deform principally by prismatic slip. With regards to (a), from Figure 21 the full-width of magnesium alloy tends to fall more with x than seen for zirconium and titanium alloys. But this is the opposite of what is expected from the predictions in Figure 22c ,d. Whereas, with regards to (b), the expected broadening from prismatic <a> slip falls to zero with increasing x in both directions. Hence, the dominant slip system is unable to explain the difference in broadening anisotropy in the two directions and the increased broadening seen in the transverse direction at increasing x. Both observations point to an unusually high broadening for alloys that preferentially deform by prismatic <a> slip in the transverse direction at high values of x. From Figure 22b it can be seen that for these orientations there is a high expected amount of prismatic <a> slip relative to the axial direction, in contrast to basal <a> or pyramidal <c+a> slip which have similar behaviour in the transverse and axial directions with x. However, because these prismatic <a> dislocations have a diminishing contrast factor (see Figure 3) , they are not expected to contribute to broadening. If these dislocations were to contribute to broadening in a way that is not related to the contrast factor, a 'non-contrast factor' broadening, this could explain the discrepancies observed. The presence of these dislocations may break up the grains into domains that don't diffract coherently, providing an additional crystal size broadening. Although, the activity of different slip systems will be more complicated than given by the Schmid factors, the discussion using the Schmid factors is able to provide an explanation for the unusual broadening anisotropy observed in the HCP alloys. This 'non-contrast factor' broadening has important implications on how broadening anisotropy is dealt with in HCP alloys, and on the underlying assumption used that variations in contrast factor alone can explain broadening anisotropy.
The analysis presented in this section highlights problems in using the homogeneous approach to explain broadening anisotropy in HCP alloys. These issues place doubt on the use of the homogeneous approach for deformed HCP alloys, particularly to quantify slip activity. If broadening anisotropy is not properly accounted for there are significant potential errors that can result from DPPA methods, which are much larger than would be for cubic alloys. However, the solution to this problem is not clear and hence it may therefore be best practice to assume a constant value of b 2 C hk.0 when comparing different samples. Further investigation is needed as the implications of the analysis of HCP alloys, and the significance of 'non-contrast factor' broadening, has important implications for DPPA methods in HCP alloys.
In Figure 23 are the changes in the shape of diffraction peaks of the two alloys with x; including the change in FW/g, the shape of the tails of the peaks (given by the pseudo-Voigt mixing parameter [108] ) and broadening anisotropy (the difference in FW on the left and right side of the peak). The change in the shape of the peaks with x shares similarities for the two alloys. Both have a transverse FW/g that falls then increases with x, and have higher value at high x in the transverse direction than the corresponding axial FW/g. The FW/g values in the axial direction are different for both alloys, with FW/g being more constant with x for Ti-CP than for Ti-6Al-4V, although the differences are less evident at the other measured strains of Ti-6Al-4V [3] . In addition, the shape of the tails of the peaks and the peak's asymmetry has similarities for the two alloys. The pseudo-Voigt mixing parameter of both alloys increases with x for the axial direction, and falls with x for the transverse direction. The asymmetry parameter is approximately constant with x for both alloys. The work of Balogh, Tichy and Ungar [40] on how twinning would contribute to diffraction profiles in HCP alloys, shows that twin boundaries cause changes in the broadening and asymmetry of a peak. However, the results suggest the broadening and asymmetry of peaks to be similar in both alloys. This suggests that the contribution of twinning to broadening anisotropy in HCP alloys is minimal. However, twinning will also affect the activity of different slip systems and in turn broadening anisotropy, so further work is needed to understand how twins contribute to broadening. Twins in HCP alloys are most often of the order of several micrometres in thickness [62, 109] , rather than the deformation twins observed in FCC alloys which tend to be fractions of micrometres in thickness [66, 110, 111] (as shown in Figure 24 ). Therefore, in HCP alloys the number of twin boundaries can be low even though the volume of twinned grains can be large. In addition, there can be many other reasons that a twin could causes broadening. These include variations in the intergranular strains in twins compared to un-twinned regions, that contribute to a diffraction peak [95, 112] . Along with the dislocations present in the twin before the twinning has occurred. Hence, these factors, are probably more important considerations to quantify twinning in HCP alloys, than the traditional methods (e.g., Balogh et al. [40] ) that are based on the ordering of atoms at the twin boundary. both alloys increases with x for the axial direction, and falls with x for the transverse direction. The asymmetry parameter is approximately constant with x for both alloys. Figure 23 . The change in peak-shape of Ti-6Al-4V and Ti-CP with x, for the axial and transverse directions. Before alloys were deformed by uni-axial tension, Ti-6Al-4V is deformed to 5% applied strain and Ti-CP to 3.5% applied strain. In (a) the changes in full-width, in (b) the changes of the pseudo-Voigt mixing parameter, and in (c) changes in the asymmetry of the peaks. Adapted from Simm et al. [42] .
The work of Balogh, Tichy and Ungar [40] on how twinning would contribute to diffraction profiles in HCP alloys, shows that twin boundaries cause changes in the broadening and asymmetry of a peak. However, the results suggest the broadening and asymmetry of peaks to be similar in both alloys. This suggests that the contribution of twinning to broadening anisotropy in HCP alloys is minimal. However, twinning will also affect the activity of different slip systems and in turn broadening anisotropy, so further work is needed to understand how twins contribute to broadening. Twins in HCP alloys are most often of the order of several micrometres in thickness [62, 109] , rather than the deformation twins observed in FCC alloys which tend to be fractions of micrometres in thickness [66, 110, 111] (as shown in Figure 24 ). Therefore, in HCP alloys the number of twin boundaries can be low even though the volume of twinned grains can be large. In addition, there can be many other reasons that a twin could causes broadening. These include variations in the intergranular strains in twins compared to un-twinned regions, that contribute to a diffraction peak [95, 112] . Along with the dislocations present in the twin before the twinning has occurred. Hence, these factors, are probably more important considerations to quantify twinning in HCP alloys, than the traditional methods (e.g. Balogh et al. [40] ) that are based on the ordering of atoms at the twin boundary. Figure 24 . Deformation twins. Left (a) from a stainless steel alloy (adapted from [110] ) and right (b and c) from a magnesium alloy (adapted from [109] ).
Conclusions
Diffraction peak profile analysis (DPPA) is a valuable technique for science, engineering and Figure 23 . The change in peak-shape of Ti-6Al-4V and Ti-CP with x, for the axial and transverse directions. Before alloys were deformed by uni-axial tension, Ti-6Al-4V is deformed to 5% applied strain and Ti-CP to 3.5% applied strain. In (a) the changes in full-width, in (b) the changes of the pseudo-Voigt mixing parameter, and in (c) changes in the asymmetry of the peaks. Adapted from Simm et al. [42] . both alloys increases with x for the axial direction, and falls with x for the transverse direction. The asymmetry parameter is approximately constant with x for both alloys. Figure 23 . The change in peak-shape of Ti-6Al-4V and Ti-CP with x, for the axial and transverse directions. Before alloys were deformed by uni-axial tension, Ti-6Al-4V is deformed to 5% applied strain and Ti-CP to 3.5% applied strain. In (a) the changes in full-width, in (b) the changes of the pseudo-Voigt mixing parameter, and in (c) changes in the asymmetry of the peaks. Adapted from Simm et al. [42] .
Diffraction peak profile analysis (DPPA) is a valuable technique for science, engineering and applied physics communities to characterise the nano-structure of crystalline materials that is not possible or not easy by other techniques.
Formulism to describe broadening anisotropy, such as those given for the contrast factor and planar faults, are valuable for quantifying details of the microstructure such as the relative amount of different dislocation types, or the quantity of planar faults. In addition, their use can improve the Figure 24 . Deformation twins. Left (a) from a stainless steel alloy (adapted from [110] ) and right (b,c) from a magnesium alloy (adapted from [109] ).
Formulism to describe broadening anisotropy, such as those given for the contrast factor and planar faults, are valuable for quantifying details of the microstructure such as the relative amount of different dislocation types, or the quantity of planar faults. In addition, their use can improve the statistics for analysis. This is achieved by allowing the use of many more diffraction peaks which represent a higher fraction of the sample, than possible by using multiple orders of the same peak.
However, there are problems with using these formalisms, which are a result of the heterogeneous nature of plastic deformation, and the practical and mathematical limitations of peak profile methods. They add errors to the results from DPPA methods. This is most evident for slip system and planar fault predictions which are used to describe broadening anisotropy. But other results such as dislocation density and crystal size will also be affected. These errors will be larger for HCP alloys due to the greater number of slip systems and differences in their ease of activity.
It is suggested that a way to retain the benefits of using the formulae to describe planar faults is by using the broadening and peak shifts of different orders of the same peak. However, a way to be able to quantify the dislocation slip system types present (i.e., edge and screw, or <a> and <c+a>) in a sample is more complicated. This is particularly the case in HCP alloys were it is shown that significant broadening anisotropy can result from 'non contrast factor' broadening. Which goes against current formalisms that assume that all broadening anisotropy is due to the contrast factor.
There are several implications of broadening anisotropy on the results of diffraction peak profile analysis methods:
(1) They add errors to the results obtained by DPPA methods. (2) They limit the ability of DPPA methods to be used with other characterisation techniques. But, (3) They can be used to provide additional information about the materials deformation microstructure. (4) They offer a means to develop and verify models of plastic deformation that incorporate crystal plasticity formulations with work-hardening models that predict changes that occur at the scale of dislocations.
