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Dimension des syste`mes line´aires: une approche
diffe´rentielle et combinatoire
Laurent Evain
evain@tonton.univ-angers.fr
Re´sume´: On de´montre un the´ore`me de majoration pour la dimension de
certains syste`mes line´aires. Ce the´ore`me ame´liore la me´thode d’Horace diffe´-
rentielle introduite par Alexander-Hirschowitz, et avait e´te´ conjecture´ par
Simpson. Les applications envisage´es sont le calcul de dimension de syste`mes
line´aires d’hypersurfaces de IPn a` singularite´s ge´ne´riques impose´es et le cal-
cul de collisions de gros points dans IP 2. Ces applications seront traite´es
inde´pendamment de ce papier, mais un exemple simple traite´ dans l’intro-
duction laisse deviner comment le the´ore`me sera utilise´.
1 Introduction par un exemple
Conside´rons le syste`me line´aire Lt des courbes projectives planes de degre´ d
passant par trois points fixes p1, p2, p3 et par un point p4(t) avec multiplicite´s
respectives m1,m2,m3 etm4. Supposons que p1, p2, p3 soient aligne´s sur une
droite, et que p4(t) soit ge´ne´rique dans le plan. Le syste`me est de dimension
projective au moins d(d+3)2 −
∑ mi(mi+1)
2 . Et la dimension est exactement
d(d+3)
2 −
∑ mi(mi+1)
2 si les conditions impose´es par les points multiples sont
inde´pendantes.
Choisissons dans notre exemple les conditions nume´riques m1 = m2 = m3 =
1, m4 = 3 et d = 5. On veut montrer que le syste`me Lt est de dimension
onze, et il suffit de voir qu’il est de dimension au plus onze. On spe´cialise le
point ge´ne´rique p4(t) en un point p4(0) de la droite D joignant p1, p2 et p3,
ce qui de´finit un syste`me line´aire L0. Par semi-continuite´, dimLt ≤ dimL0.
Les diviseurs de L0 sont des courbes de degre´ cinq qui coupent la droite
D le long d’un sche´ma ponctuel de degre´ six, donc ils contiennent D. En
soustrayant D a` chaque diviseur de L0, on voit que la dimension de L0
est la meˆme que celle du syste`me line´aire des courbes de degre´ quatre pas-
sant par p4(0) avec multiplicite´ deux, c’est a` dire onze. On avait donc bien
dimLt = 11.
Il existe de nombreuses situations dans lesquelles on essaie d’appliquer la
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strate´gie pre´ce´dente: on spe´cialise des points ge´ne´riques sur des diviseurs de
sorte que le proble`me se simplifie en position spe´ciale et on conclut par un ar-
gument de semi-continuite´. Bien suˆr les conditions nume´riques de l’exemple
ont e´te´ choisies pour que la strate´gie s’applique sans difficulte´. En revanche,
il existe en ge´ne´ral des difficulte´s nume´riques, comme l’illustre le cas suivant.
Choisissons dans notre exemple introductif m1 = m2 = m3 = 2, m4 = 3,
et d = 6. On veut montrer que le syste`me Lt est de dimension douze.
Spe´cialisons le point p4(t) en un point p4(0) de la droite D joignant p1, p2 et
p3. Comme pre´ce´demment, D est une composante du syste`me line´aire L0
dans cette position spe´ciale, donc L0 a la meˆme dimension que le syste`me
des courbes de degre´ cinq passant par p1, p2, p3, p4(0) avec multiplicite´ un,
un, un et deux, c’est a` dire au moins quatorze. On ne peut pas conclure.
En fait, la dimension du syste`me line´aire en position spe´ciale a saute´ car on
a mis “trop de conditions sur la droite”: il suffit qu’un diviseur ∆ de degre´
six coupe la droite D le long d’un sche´ma de degre´ sept pour que D soit
inclus dans ∆, or un diviseur de L0 coupe la droite le long d’un sche´ma de
degre´ neuf.
La me´thode d’Horace [AH1,AH2,H] propose un ensemble de techniques pour
ge´rer les proble`mes nume´riques qui apparaissent lorsqu’on traite des exem-
ples pre´cis. On se propose dans ce papier d’enrichir la me´thode d’Horace
d’un nouveau the´ore`me (The´ore`me 13).
Alors que l’e´nonce´ ge´ne´ral ne´cessite quelques notations, on peut illustrer
facilement le the´ore`me sur l’exemple pre´ce´dent.
Quand p4(t) n’est pas sur D, un diviseur ∆ du syste`me line´aire Lt coupe
D deux fois en p1, deux fois en p2 et deux fois en p3. Il manque encore
une condition sur la droite pour que D soit composante fixe de Lt. Raison-
nons malgre´ tout comme si D e´tait composante fixe. Alors, un diviseur
de Lt(−D) serait une courbe de degre´ cinq qui couperait D en p1, p2, p3.
Il manquerait cette fois-ci trois conditions pour que D soit composante du
syste`me Lt(−D), c’est a` dire pour que 2D soit dans le lieu fixe de L.
On va “prendre les conditions dont on a besoin sur le point p4”, qui est un
point multiple d’ordre trois, lorsque celui-ci approche de D. On pre´le`ve les
conditions par l’ope´ration combinatoire suivante. Passer par un point de
multiplicite´ trois e´quivaut a` contenir un gros point de taille trois de IP 2.
Un gros point de taille trois est un sche´ma monoˆmial i.e. de´fini par des
e´quations monoˆmiales dans un bon syste`me de coordonne´es. On associe des
objets combinatoires aux sche´mas monoˆmiaux: des escaliers. Dans le cas du
gros point de taille trois, l’escalier associe´ est dessine´ dans la figure ci-apre`s.
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Escalier du
gros point.
Suppression
des lignes
Escalier
de Z
On a vu que l’on avait besoin successivement d’une puis de trois conditions
sur la droite D. On effectue alors la proce´dure suivante. On supprime dans
l’escalier les lignes de longueur un et trois, puis on “pousse” les cubes restant
vers le bas. On obtient ainsi un nouvel escalier, associe´ a` un sous-sche´ma
monoˆmial Z de IP 2. Notons C le syste`me line´aire forme´ des diviseurs ∆ de
degre´ six contenant deux fois D et pour lesquels ∆− 2D est une courbe de
degre´ quatre contenant Z (contenir Z s’interpre`te ge´ome´triquement par le
fait que ∆ − 2D a un ordre de contact d’ordre deux avec D en p4(0)). Le
the´ore`me 13 e´tablit l’ine´galite´ dimLt ≤ dimC. Puisque C est de dimension
douze, on a bien dimLt = 12.
Plus ge´ne´ralement, notre the´ore`me s’inte´resse a` la dimension de certains
syste`mes line´aires Lt. On associe a` Lt un syste`me C au moyen d’ope´rations
combinatoires et on e´tablit l’ine´galite´ dimLt ≤ dimC.
En fait, notre the´ore`me ne s’appliquera pas uniquement a` IP 2 et a` la spe´ciali-
sation de gros points sur des droites, comme cela a e´te´ le cas dans l’exemple.
Il s’appliquera a` toute varie´te´ projective irre´ductible X sur un corps al-
ge´briquement clos de caracte´ristique quelconque, et a` la spe´cialisation de
sche´mas monoˆmiaux en un point p d’un diviseur de Weil irre´ductible D de
X en lequel D et X sont lisses.
La de´monstration consiste essentiellement a` controˆler le syste`me line´aire
limite (the´ore`me 14) lorsqu’on spe´cialise le sche´ma monoˆmial , ce qui est
obtenu par une e´tude diffe´rentielle.
Notre e´nonce´ est tre`s similaire a` la me´thode d’Horace diffe´rentielle introduite
dans [AH1]. D’un coˆte´, le the´ore`me pre´sente´ ici est plus ge´ne´ral puisque
la me´thode d’Alexander et Hirschowitz ne permet d’utiliser qu’une seule
tranche d’un sche´ma monoˆmial (i.e. avec les notations du the´ore`me 13, ils
se limitent au cas r = 1). Mais d’un autre coˆte´, Alexander et Hirschowitz
s’autorisent a` bouger simultane´ment plusieurs sche´mas monoˆmiaux, alors
que la me´thode pre´sente´e ici ne permet de spe´cialiser qu’un unique sche´ma
monoˆmial. Avec quelques adaptations dans les de´monstrations, il aurait e´te´
possible de donner un e´nonce´ qui englobe l’e´nonce´ d’Alexander-Hirschowitz
et le notre. Mais un tel e´nonce´ serait beaucoup plus technique et ne don-
nerait pas lieu a` de nouvelles appplications. Sous la forme pre´sente´e dans ce
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travail, le the´ore`me e´tait pressenti non seulement par Alexander et Hirscho-
witz, mais aussi par Simpson qui avait fait une conjecture en ce sens de`s
1995.
Signalons aussi que Joe Harris a donne´ une confe´rence a` Alghero en Juin
dernier (1997) dans laquelle il a annonce´ avoir obtenu avec Lucia Caporaso
des re´sultats similaires a` ceux de cet article quand X est de dimension deux,
et quand la caracte´ristique du corps de base est nulle ou assez grande.
On trouvera des applications du the´ore`me dans [E] ou` on montre qu’il
n’existe pas de courbe plane de degre´ cent soixante quatorze contenant dix
points singuliers d’ordre cinquante cinq (ce qui, en un sens a` pre´ciser, con-
stitue le premier cas “critique” pour lequel la postulation de points singuliers
ordinaires n’est pas connue).
Le plan de l’article est le suivant. Dans la section 2, on explique le lien
entre les sche´mas monoˆmiaux et les escaliers. La section 3 est une section
technique d’alge`bre commutative utile pour la de´monstration du the´ore`me.
Le the´ore`me est e´nonce´ et de´montre´ dans la section 4.
2 Sche´mas monoˆmiaux
2.1 De´finition des sche´mas monoˆmiaux
On appelle escalier une partie E de Nn dont le comple´mentaire C ve´rifie
C+Nn ⊂ C. Dans la suite, nous ne manipulerons que des escaliers finis. On
dira par abus de langage qu’un monoˆmem = xa11 x
a2
2 . . . x
an
n de k[[x1, . . . , xn]]
est dans E si (a1, a2, . . . , an) est dans E. L’escalier E de´finit un ide´al I
E de
k[[x1, . . . , xn]] qui est l’ide´al engendre´ par les monoˆmes hors de E.
Soit p un point lisse d’une varie´te´ X de dimension n. Le comple´te´ Oˆp
de l’anneau local de X en p est isomorphe a` l’anneau de se´ries formelles
k[[x1, . . . , xn]]. Le choix d’un isomorphisme induit un syste`me de coor-
donne´es locales en p, note´ ϕ : Spec k[[x1, . . . , xn]] → X. Moyennant ce
choix, tout sous-sche´ma ponctuel de X supporte´ par p peut eˆtre vu comme
un sous-sche´ma de Spec k[[x1, . . . , xn]].
De´finition 1. Un sous-sche´ma ponctuel Z de X supporte´ par p est dit
monoˆmial d’escalier E si on peut choisir un isomorphisme entre Oˆp et
k[[x1, . . . , xn]] tel que l’ide´al de´finissant Z dans Spec k[[x1, . . . , xn]] soit I
E.
On notera Xϕ(E) le sche´ma monoˆmial de´fini par ϕ et E.
Exemple 2. Les gros points de taille m de X sont les sche´mas monoˆmiaux
d’escalier Em, avec Em = {(a1, a2, . . . , an), a1 + a2 + · · ·+ an < m}.
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2.2 De´coupage d’un escalier en tranches. Suppression de
tranches
De´finition 3. Un escalier E de Nn de´finit une famille d’escaliers T (E, k)
de Nn indexe´e par N− {0}:
T (E, k) := {(0, a2, a3, . . . , an) pour lesquels (k − 1, a2, a3, . . . , an) ∈ E}
L’escalier T (E, k) est appele´ ke`me tranche de E.
Un escalier fini peut eˆtre caracte´rise´ par une application hauteur hE de N
n−1
dans N qui ve´rifie hE(a + b) ≤ hE(a) pour tout couple (a, b) de (N
n−1)2:
l’escalier de´fini par hE est l’ensemble des n-uplets (a1, . . . , an) ve´rifiant a1 <
hE(a2, . . . , an).
Pour un escalier E de´fini par une fonction hE et un entier ni > 0, on appelle
escalier re´siduel apre`s suppression de la tranche ni l’escalier S(E,ni) de´fini
par la fonction hauteur hS(E,ni):
hS(E,ni)(a2, . . . , an) = hE(a2, . . . , an) si ni > hE(a2, . . . , an)
= hE(a2, . . . , an)− 1 si ni ≤ hE(a2, . . . , an)
❅  
 
 
❅
❅
 ❅
❅
❅ 
❅ 
❅
 
 ❅
 ❅ ❅
de la deuxie`me tranche
 
 ❅
❅
 ❅ ❅
❅ ❅ 
❅ 
❅ 
❅ 
Escalier apre`s suppressionEscalier
Si (n1, n2, . . . , nr) est un r-uplet d’entiers ve´rifiant n1 > n2 · · · > nr > 0, on
de´finit l’escalier S(E,n1, . . . , nr) obtenu a` partir de E par suppression des
tranches ni re´cursivement: S(E,n1, . . . , nr) := S(S(E,n1 . . . , nr−1), nr).
3 Ide´aux et transporteurs
Dans la section pre´ce´dente, nous avons de´fini un ide´al IE dans k[[x1, . . . , xn]],
qui correspond ge´ome´triquement a` un sche´ma ponctuel. Conside´rons le mor-
phisme de translation T :
T : k[[x1, . . . , xn]] → k[[x1, . . . , xn]]⊗ k[[t]]
x1 7→ x1 ⊗ 1− 1⊗ t
xi 7→ xi ⊗ 1 si i > 1
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L’ide´al
J(E) := T (IE)k[[x1, . . . , xn]]⊗ k[[t]]
de´finit une famille plate de sous-sche´mas de Spec k[[x1, . . . , xn]] parame´tre´e
par Spec k[[t]] qui correspond ge´ome´triquement a` une translation du sche´ma
ponctuel dans la direction x1.
Au cours de la de´monstration du the´ore`me, nous serons grosso modo amene´s
a` effectuer les calculs suivants: partant de J1 := J(E), de´terminer J2 := (J1 :
x1), J3 := (J2 : x1) . . . On aimerait en outre que tous les Ji soient de la
forme J(Fi) pour un escalier Fi de sorte que les ide´aux soient faciles a` de´crire
et a` manipuler via leur escalier. Ce n’est malheureusement pas le cas. Il
est ne´anmoins possible de donner une notion d’ide´al associe´ a` un escalier de
sorte que tous les ide´aux soient controˆle´s par le fait que ce sont des ide´aux
associe´s a` un escalier. C’est l’objet de la de´finition suivante.
Pour des raisons techniques, nous ne travaillerons pas dans k[[x1, . . . , xn]]⊗
k[[t]], mais dans k[[x1, . . . , xn]]/m
s ⊗ k[[t]]/tq pour diffe´rents s et diffe´rents
q (ou` m de´signe l’ide´al maximal de k[[x1, . . . , xn]] et s et q sont des entiers).
Le proble`me reste ne´anmoins le meˆme, a` savoir controˆler des calculs de
transporteurs a` l’aide d’escaliers.
On notera
• rsuqp : k[t]/t
q ⊗ k[[x1, . . . , xn]]/m
s → k[t]/tp ⊗ k[[x1, . . . , xn]]/m
u la pro-
jection naturelle, ou` p, q, s, u sont quatre entiers ve´rifiant0 < p ≤ q et
0 < u ≤ s
• J(E, q, s) la projection de J(E) dans k[t]/tq ⊗ k[[x1, . . . , xn]]/m
s
• IE l’ide´al de k[t]/tq ⊗ k[[x1, . . . , xn]]/m
s engendre´ par les monoˆmes
hors de E.
De´finition 4. Soient q ≥ 1 et s ≥ 1 deux entiers, et E un escalier de Nn.
Un ide´al J de k[t]/tq⊗k[[x1, . . . , xn]]/m
s est dit ide´al d’escalier E s’il ve´rifie:
• J = IE si q = 1
• si q > 1
– J ⊂ IT (E,q)
– pour tout couple (p, u) avec 0 < p < q, et 0 < u < s, rsuqp (J : x1)
est un ide´al d’escalier S(E, q) dans k[t]/tp ⊗ k[[x1, . . . , xn]]/m
u.
Dans cette de´finition, les deux premie`res proprie´te´s sont les proprie´te´s vou-
lues pour un ide´al d’escalier E tandis que la troisie`me nous assure que la
notion est stable par calcul de transporteurs.
L’ide´al d’escalier E que nous inte´resse est le suivant:
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Proposition 5. L’ide´al J(E, q, s) de k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq est un
ide´al d’escalier E.
Le reste de la section est consacre´ a` la de´monstration de cette proposi-
tion. Commenc¸ons par le faire dans le cas n = 1. Notons Eh l’escalier de
N contenant les e´le´ments infe´rieurs strictement a` h. Puisque tout escalier
de N est de la forme Eh pour un certain h, la proposition pour n = 1
dit que l’ide´al ((x1 − t)
h) de k[[x1]]/x
s
1 ⊗ k[t]/t
q est un ide´al d’escalier Eh.
Pour ve´rifier ce fait, la de´finition 4 nous invite a` effectuer des calculs de
transporteurs et des restrictions. Lors des calculs, les ide´aux successifs ap-
paraissant se ressemblent au sens ou` ils admettent tous des syste`mes de
ge´ne´rateurs similaires. Nous introduisons dans la prochaine de´finition la no-
tion d’ide´aux de´chargeables de hauteur H, qui sont des ide´aux admettant
un “bon” syste`me de ge´ne´rateurs (et bien e´videmment, tous les ide´aux ap-
paraissant dans les calculs sont des ide´aux de´chargeables). Et la proprie´te´
fondamentale est que tout ide´al de´chargeable de hauteur H est un ide´al
d’escalier EH .
La raison pour laquelle nous avons introduit la notion d’ide´al d’escalier
E alors que finalement nous travaillons dans une classe d’ide´aux plus pe-
tite, a` savoir la classe des ide´aux de´chargeables est la suivante: lors de la
de´monstration du the´ore`me, les proprie´te´s qui nous inte´resseront vraiment
pour un ide´al sont celles qui en font un ide´al d’escalier E. On a donc mis en
e´vidence ces proprie´te´s dans une de´finition. Ne´anmoins, pour montrer que
J(E, q, s) est un ide´al d’escalier E, les calculs sont plus commodes dans une
classe d’ide´aux plus petite (les de´chargeables) dans laquelle les ide´aux sont
controˆle´s par un syste`me de ge´ne´rateurs.
En tant que k-espace vectoriel, k[[x1]]/x
s
1⊗ k[t]/t
q s’identifie au sous-espace
vectoriel de k[x1, t] forme´ par les polynoˆmes de degre´ en x1 plus petit que s
et de degre´ en t plus petit que q. On dit qu’un e´le´ment xβ1 divise un e´le´ment
Q de k[[x1]]/x
s
1 ⊗ k[t]/t
q, et on e´crira e = Q
x
β
1
si, moyennant l’identification
pre´ce´dente, Q est une combinaison line´aire
∑
λix
ai
1 t
bi de monoˆmes ou` chaque
ai est plus grand que β, et e =
∑
λix
ai−β
1 t
bi
De´finition 6. Un ide´al I de k[[x1]]/x
s
1⊗k[t]/t
q est dit de´chargeable de hau-
teur H s’il est engendre´ par des e´le´ments (e1, . . . , er) avec
• e1 =
(x1−t)h
x
β1
1
pour des entiers h et β1 ve´rifiant H = h− β1, et (β1 = 0
si q > H)
• pour i ≥ 2, ei =
tαi (x1−t)h
x
βi
1
avec: αi ≥ 1 et, ∀p ≤ q, x
q−p+1
1 divise
rssqp(ei).
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Proposition 7. Soit I = (e1, . . . , er) un ide´al de´chargeable de hauteur H
de k[[x1]]/x
s
1 ⊗ k[t]/t
q. Si q ≤ H, alors (I : x1) = (x
s−1
1 ,
e1
x1
, e2
x1
, . . . , er
x1
). Si
q > H, alors (I : x1) = (x
s−1
1 , e1,
tq−he1
x1
, e2
x1
, e3
x1
, . . . , er
x1
).
De´monstration:
Le cas q ≤ H: e1, vu comme polynoˆme en x1, admet comme terme con-
stant un multiple de tH . Donc ce terme est nul et e1 est bien divisible par
x1. Les e´le´ments e2, . . . , er sont divisibles par x1 par de´finition des ide´aux
de´chargeables. L’ide´al (xs−11 ,
e1
x1
, e2
x1
, . . . , er
x1
) est donc bien de´fini. L’inclusion
(I : x1) ⊃ (x
s−1
1 ,
e1
x1
, e2
x1
, . . . , er
x1
) e´tant e´vidente, il nous reste a` voir qu’un
e´le´ment m de (I : x1) est dans (x
s−1
1 ,
e1
x1
, e2
x1
, . . . , er
x1
). L’e´le´ment x1m, qui est
dans I, s’e´crit
∑
λiei ou` les λi sont des e´le´ments de k[[x1]]/x
s
1⊗k[t]/t
q. D’ou`
la relation
x1(m−
∑
λi
ei
x1
) = 0
Le noyau de la multiplication par x1 e´tant l’ide´al (x
s−1
1 ), m est bien dans
l’ide´al (xs−11 ,
e1
x1
, e2
x1
, e3
x1
, . . . , er
x1
)
Le cas q > H: commme pre´ce´demment, la seule chose non imme´diate est
qu’un e´le´ment m de (I : x1) est dans l’ide´al (x
s−1
1 , e1,
tq−he1
x1
, e2
x1
, e3
x1
, . . . , er
x1
).
Toujours comme pre´ce´demment, on a l’e´galite´
x1.m =
∑
λiei. (1)
En utilisant l’identification explique´e plus haut, λ1 peut eˆtre vu comme un
e´le´ment de k[x1, t] et on peut e´crire la division
λ1 = x1.Q+R
ou` R est un e´le´ment de k[t]. Cette expression et l’expression (1) fournissent
l’e´galite´:
x1(m−
∑
i≥2
λi
ei
x1
−Qe1) = Re1.
Donc x1 divise Re1, ce qui n’est possible que si R est un multiple de t
q−h:
R = µtq−h. Finalement, l’e´galite´
x1(m−
∑
i≥2
λi
ei
x1
−Qe1 − µ
tq−he1
x1
) = 0
et le fait que le noyau de la multiplication par x1 est l’ide´al (x
s−1
1 ), nous
assurent que m est dans l’ide´al (xs−11 , e1,
tq−he1
x1
, e2
x1
, e3
x1
, . . . , er
x1
).
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Corollaire 8. Si I est un ide´al de´chargeable de hauteur H de k[[x1]]/x
s
1 ⊗
k[t]/tq et si q ≤ H, alors pour tout couple (p, u) ve´rifiant p < q et u < s,
rsuqp(I : x1) est un ide´al de´chargeable de hauteur H−1 de k[[x1]]/x
u
1⊗k[t]/t
p.
Si I est de´chargeable de hauteur H et si q > H, rsuqp(I : x1) est un ide´al
de´chargeable de hauteur H de k[[x1]]/x
u
1 ⊗ k[t]/t
p.
De´monstration: si q ≤ H, rsuqp(I : x1) admet (e
′
1, . . . , e
′
r) comme ge´ne´rateurs
avec e′i = r
su
qp(
ei
x1
). L’e´le´ment e′1 ve´rifie trivialement la premie`re condition
demande´e aux ge´ne´rateurs d’un ide´al de´chargeable de hauteur H − 1. Pour
la deuxie`me condition, il faut voir que pour tout p′ ≤ p et i ≥ 2, xp−p
′+1
1
divise ruupp′ ◦ r
su
qp(
ei
x1
) = rsuqp′(
ei
x1
). Il suffit pour cela de voir que xp−p
′+2
1 divise
rssqp′(ei). Or, par hypothe`se, I = (e1, . . . , er) est un ide´al de´chargeable donc
xq−p
′+1
1 divise r
ss
qp′(e1), et q − p
′ + 1 ≥ p− p′ + 2.
Dans le cas q > H, rsuqp (I : x1) est de la forme (e
′
1, . . . , e
′
r+1) avec e
′
1 = r
su
qp(e1),
e′i = r
su
qp (ei/x1) pour 2 ≤ i ≤ r et e
′
r+1 = r
su
qp(
tq−h(x1−t)h
x1
). Toutes les
ve´rifications, sauf une, sont les meˆmes qu’au cas pre´ce´dent: il nous faut
en outre montrer que pour tout p′ < p, xp−p
′+1
1 divise r
uu
pp′(e
′
r+1). Ceci est
vrai car le coefficient en xk1 de r
uu
pp′(e
′
r+1) est un multiple de t
q−1−k: si k est
infe´rieur ou e´gal a` p− p′, il est strictement plus petit que q − p′, l’exposant
q− 1− k de t est strictement plus grand que p′− 1 donc tq−1−k est nul dans
k[[x1]]/x
u
1 ⊗ k[t]/t
p′ .
Corollaire 9. Si I = (e1, . . . , er) est un ide´al de k[[x1]]/x
s
1⊗k[t]/t
q de´char-
geable de hauteur H, alors I est un ide´al d’escalier EH .
De´monstration: par re´currence sur q. Pour q = 1, tous les termes ei avec
i ≥ 2 d’un ide´al de´chargeable I = (e1, . . . , er) sont nuls car ils sont de la
forme t
αi (x1−t)h
x
βi
1
avec αi ≥ 1. Donc I = (e1) et e1 =
(x1−t)h
x
β1
1
=
xh
1
x
β1
1
= xH1 .
On a bien I = IEH .
Pour q > 1, il faut voir que I est inclus dans IT (EH ,q) et que, pour p < q et
u < s, rsuqp (I : x1) est un ide´al d’escalier S(EH , q).
Si q est plus grand que H, IT (EH ,q) est l’ide´al unite´ donc la premie`re con-
dition est trivialement ve´rifie´e. Dans ce cas, S(EH , q) = EH . D’apre`s la
proposition 8, rsuqp(I : x1) est un ide´al de´chargeable de hauteur H, donc c’est
un ide´al d’escalier EH par hypothe`se de re´currence.
Si q est infe´rieur ou e´gal a` H, la premie`re condition dit que I est inclus
dans l’ide´al (x1). Ve´rifions que c’est le cas pour chacun des ge´ne´rateurs de
I. C’est vrai pour les e´le´ments e2, . . . , er par de´finition des ge´ne´rateurs d’un
ide´al de´chargeable. C’est e´galement vrai pour e1 =
(x1−t)h
x
β1
1
car son terme
constant est un multiple de tH , donc est nul.
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Pour la deuxie`me condition, il faut voir que rsuqp(I : x1) est un ide´al d’escalier
S(EH , q) = EH−1. Or, d’apre`s la proposition 8, r
su
qp(I : x1) est un ide´al
de´chargeable de hauteur H − 1. C’est donc aussi un ide´al d’escalier EH−1
par l’hypothe`se de re´currence.
Corollaire 10. Soit Eh ⊂ N un escalier. L’ide´al J(Eh, s, q) de k[[x1]]/x
s
1⊗
k[t]/tq est un ide´al d’escalier Eh.
De´monstration: J(Eh, s, q) = ((x1 − t)
h) est trivialement un ide´al de´char-
geable de hauteur h. C’est donc un ide´al d’escalier Eh d’apre`s le corollaire
pre´ce´dent.
Soit E un escalier de Nn. On va maintenant montrer pour n quelconque
que J(E, s, q) est un ide´al d’escalier E de k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq en se
ramenant au cas n = 1. Identifions pour cela ensemblistement l’anneau
k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq au produit
∏
(α2,...,αn) t.q. s−α2−···−αn≥1
k[[x1]]/x
s−α2−···−αn
1 ⊗ k[t]/t
q
ou` l’identification envoie un terme m de la composante d’indice (α2, . . . , αn)
sur le produit mxα22 x
α3
3 . . . x
αn
n .
Lemme 11. Soient E un escalier fini de Nn de´fini par une fonction hauteur
hE et Iα2,...,αn l’ide´al de k[[x1]]/x
s−α2−···−αn
1 ⊗ k[t]/t
q engendre´ par (x1 −
t)hE(α2,...,αn). L’ide´al J(E, s, q) co¨ıncide avec le produit
∏
α2,...,αn
Iα2,...,αn
De´monstration: puisque chaque Iα2,...,αn est inclus dans J(E, s, q), on a
l’inclusion ∏
α2,...,αn
Iα2,...,αn ⊂ J(E, s, q)
Les e´le´ments (x1−t)
hE(α2,...,αn)xα22 .x
α3
3 . . . . .x
αn
n engendrent J(E, s, q) et sont
dans
∏
α2,...,αn
Iα2,...,αn . Il suffit donc pour montrer l’inclusion inverse de
ve´rifier que le produit
∏
α2,...,αn
Iα2,...,αn est un ide´al de k[[x1, . . . , xn]]/m
s ⊗
k[t]/tq. Ce produit est clairement un k[t]/tq-module. Utilisant alors la
line´arite´, il suffit de ve´rifier que le produit d’un e´le´ment e0 de Iα0
2
,...,α0n
et d’un
monoˆme m = xβ11 .x
β2
2 .x
β3
3 . . . . .x
βn
n est dans
∏
α2,...,αn
Iα2,...,αn . Par de´finition
de Iα0
2
,...,α0n
,
e0 = (x1 − t)
hE(α
0
2
,...,α0n).x
α0
2
2 .x
α0
3
3 . . . . .x
α0n
n .µ
ou` µ est un e´le´ment de k[[x1]]/x
s
1 ⊗ k[t]/t
q. On a donc
m.e0 = (x1 − t)
hE(α
0
2
,...,α0n)+β1 .x
α0
2
+β2
2 .x
α0
3
+β3
3 . . . . .x
α0n+βn
n .µ
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Le terme me0 est donc aussi un multiple de
(x1 − t)
hE(α
0
2
+β2,...,α0n+βn).x
α0
2
+β2
2 .x
α0
3
+β3
3 . . . . .x
α0n+βn
n
en vertu de l’ine´galite´
hE(α
0
2 + β2, α
0
3 + β3, . . . , α
0
n + βn) ≤ hE(α
0
2, α
0
3, . . . , α
0
n).
Par suite m.e0 est dans Iα0
2
+β2,...,α0n+βn
.
Lemme 12. Soit E un escalier de Nn donne´ par une fonction hauteur hE.
Soit J un ide´al de k[[x1, . . . , xn]]/m
s⊗k[t]/tq tel que J =
∏
α2,...,αn
Jα2,...,αn ,
ou` chaque Jα2,...,αn est un ide´al de k[[x1]]/x
s−α2−···−αn
1 ⊗ k[t]/t
q d’escalier
EhE(α2,...,αn) . Alors J est un ide´al d’escalier E.
De´monstration: appelons ide´al gradue´ de k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq un
ide´al K qui s’e´crit comme produit d’ide´aux K =
∏
Kα2,...,αn . On dira que
les Kα2,...,αn sont les parties gradue´es de K. Deux ide´aux gradue´s L et
K ve´rifient L ⊂ K si et seulement si pour tout (α2, . . . , αn), Lα2,...,αn ⊂
Kα2,...,αn . De plus, si K est gradue´, les ide´aux (K : x1) et r
su
qp(K) sont
gradue´s et, plus pre´cise´ment, (K : x1) =
∏
(Kα2,...,αn : x1) et r
su
qp(K) =∏
rsuqp(Kα2,...,αn). En de´finitive, dans la de´finition 4, toutes les ve´rifications
a` faire concernent des ide´aux gradue´s, et les calculs de transporteur et les
restrictions respectent la graduation. Donc le fait d’eˆtre un ide´al d’escalier
E se ve´rifie sur chaque partie gradue´e.
De´monstration de la proposition 5: d’apre`s le lemme 11, l’ide´al J(E, s, q)
est un produit d’ide´aux Iα2,...,αn . Chacun de ces ide´aux Iα2,...,αn est un ide´al
d’escalier Eh(α2,...,αn) d’apre`s le corollaire 10. On conclut enfin avec le lemme
12 que J(E, s, q) est un ide´al d’escalier E.
4 Le the´ore`me
Le the´ore`me traite de syste`mes line´aires. Comme dans l’exemple introductif,
les syste`mes conside´re´s seront des sous-syste`mes Lt d’un syste`me line´aire L;
les diviseurs de Lt seront des diviseurs de L qui contiennent un sche´ma
monoˆmial X(t) variant avec le temps t. Au temps t = 0, le sche´ma X(0)
se spe´cialise sur un diviseur de Weil irre´ductible D. Le trajet du sche´ma
monoˆmial sera une translation relativement a` un syste`me de coordonne´es
locales “compatible” avec le diviseur D. Expliquons ce que cela signifie.
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Soient X une varie´te´ projective irre´ductible de dimension n, D une sous-
varie´te´ irre´ductible deX de dimension n−1. Soit p un point deD en lequelX
et D sont lisses. Choisissons une fois pour toutes un syste`me de coordonne´es
locales ϕ : Spec k[[x1, . . . , xn]] → X en p de sorte que D soit localement
de´fini par x1 = 0. L’ide´al J(E) introduit au de´but de la section pre´ce´dente
de´finit une famille plate de sous-sche´mas de Spec k[[x1, . . . , xn]] parame´tre´e
par Spec k[[t]]. On peut e´galement voir cette famille comme une famille plate
de sous-sche´mas de X moyennnant le morphisme de coordonne´es locales ϕ.
On note Xϕ(E, t) la fibre ge´ne´rique de cette famille plate. La fibre spe´ciale
de cette famille est Xϕ(E, 0) = Xϕ(E). Cette famille plate est associe´e a`
un morphisme Spec k[[t]] → Hilb(X) qui correspond au trajet du sche´ma
monoˆmial de´fini par la translation.
Soient L un syste`me line´aire de diviseurs de Cartier sur X et Y un sous-
sche´ma de X. On note L(−Y ) le sous-syste`me line´aire de L forme´ par les
diviseurs qui contiennent Y . Si Y et Z sont deux sous-sche´mas de X, le
produit des ide´aux I(Y ) et I(Z) de Y et Z de´finit un sous-sche´ma de X
note´ Y + Z. En particulier, L(−Y − Z) est bien de´fini, meˆme si Y est un
diviseur de X et Z un sous-sche´ma de dimension ze´ro.
Notons Zk le sous-sche´ma de X de´fini par le syste`me de coordonne´es locales
ϕ et la tranche T (E, k): Zk := Xϕ(T (E, k)). Les sche´mas Zk sont inclus
dans le diviseur D.
Les sche´mas monoˆmiaux d’escalier E s’organisent en une varie´te´ irre´ductible
[H] et on peut donc parler du sche´ma ge´ne´rique d’escalier E, qu’on note
X(E).
The´ore`me 13. Soient L un syste`me line´aire sur X et n1, n2, . . . , nr des
entiers ve´rifiant n1 > n2 > · · · > nr > 0. Supposons que pour tout i compris
entre un et r, L(−(i− 1)D − Zni) = L(−iD). Alors
dim L(−X(E)) ≤ dim L(−rD −Xϕ( S(E,n1, . . . , nr) ))
Le the´ore`me est une conse´quence imme´diate du the´ore`me suivant:
The´ore`me 14. Soient L un syste`me line´aire sur X et n1, n2, . . . , nr des
entiers ve´rifiant n1 > n2 > · · · > nr > 0. Supposons que pour tout i compris
entre un et r, L(−(i− 1)D − Zni) = L(−iD). Alors on a l’inclusion
lim
t→0
L(−Xϕ(E, t)) ⊂ L(−rD −Xϕ( S(E,n1, . . . , nr) ))
De´monstration du the´ore`me 13: puisque Xϕ(E, t) est une spe´cialisation de
X(E), on a par semi-continuite´
dim L(−X(E)) ≤ dim L(−Xϕ(E, t))
La limite e´tant par de´finition une limite dans une Grassmannienne, on a:
dim L(−Xϕ(E, t)) = dim limt→0L(−Xϕ(E, t))
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Enfin, la proposition 14 implique:
dim limt→0L(−Xϕ(E, t)) ≤ dim L(−rD −Xϕ( S(E,n1, . . . , nr) ))
Ces ine´galite´s mises bout a` bout donnent l’ine´galite´ du the´ore`me.
De´monstration du the´ore`me 14:
Le syste`me line´aire L est de la forme IP (V ) pour un fibre´ en droites F sur
X et un espace vectoriel V de sections de F . Notons n − 1 la dimension
projective du syste`me line´aire L(−Xϕ(E, t)). Il existe un unique morphisme
f : Spec k[[t]]→ G(n, V )
qui envoie le point ge´ne´rique sur le point (non ferme´) de la grassman-
nienne parame´trant le syste`me line´aire L(−Xϕ(E, t)). L’image du point
spe´cial de´finit un sous-espace vectoriel W de V et, par de´finition, IP (W ) =
limt→0 L(−Xϕ(E, t))
Restreignons la base du fibre´ F a` Spec OˆX,p, ou` OˆX,p est le comple´te´ de
l’anneau local de X en p. Au dessus de cette base, le faisceau localement
libre F est trivial et on peut en choisir un ge´ne´rateur local g. Une fois g
choisi, on peut re´aliser toute section de F comme une fonction de OˆX,p. Le
syste`me ϕ de coordonne´es locales en p e´tant donne´, toute fonction de OˆX,p
s’identifie a` un e´le´ment de k[[x1, . . . , xn]]. On dispose donc d’un morphisme,
injectif car X est irre´ductible:
i : V → k[[x1, . . . , xn]]
Notons ps la projection de k[[x1, . . . , xn]] dans k[[x1, . . . , xn]]/m
s. Puisque
V est de dimension finie, le morphisme
ps ◦ i : V → k[[x1, . . . , xn]]/m
s
est e´galement injectif pour s assez grand. Un e´le´ment f de V s’annule n
fois sur D si et seulement si i(f) est divisible par xn1 . Toujours pour s assez
grand, f s’annule n fois sur D si et seulement si ps ◦ i(f) est un multiple de
xn1 .
Pour q ≥ 0, notons fq la restriction du morphisme f a` Spec k[t]/t
q:
fq : Spec k[t]/t
q → G(n, V )
L’image inverse par
fq × Id : Spec k[t]/t
q × V → G(n, V )× V
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du fibre´ universel au dessus de G(n, V ) est un sous-fibre´ Fq de rang n
de Spec k[t]/tq × V . Expliquons comment associer un ide´al I(sq, s) de
k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq a` une section sq de Fq.
Toute section sq de Fq est aussi une section de Spec k[t]/t
q×V , et est de´finie
par un morphisme de Spec k[t]/tq dans V . Par composition a` droite avec le
morphisme ps ◦ i, la section sq de´finit un morphisme f(sq, s):
f(sq, s) : Spec k[t]/t
q → k[[x1, . . . , xn]]/m
s.
Il existe un ferme´ U de k[[x1, . . . , xn]]/m
s × Spec k[[x1, . . . , xn]]/m
s dont la
fibre au dessus d’un point f est le sous-sche´ma de Spec k[[x1, . . . , xn]]/m
s
de´fini par l’ide´al (f). L’image inverse de U par f(sq, s) × Id est un ferme´
U(sq, s) de Spec k[t]/t
q × Spec k[[x1, . . . , xn]]/m
s. On note I(sq, s) l’ide´al
de k[t]/tq ⊗ k[[x1, . . . , xn]]/m
s de´finissant U(sq, s).
La signification ge´ome´trique de I(sq, s) est la suivante. La section sq de´finit
une famille de diviseurs de X parame´tre´e par Spec k[t]/tq, donc un sous-
sche´ma Z de Spec k[t]/tq ×X. La trace de Z sur
Spec k[t]/tq × Spec k[[x1, . . . , xn]]/m
s
est un sous-sche´ma de´fini par l’ide´al I(sq, s).
Le comportement par restriction des ide´aux I(sq, s) est agre´able: si p, q, s, u
sont quatre entiers avec q ≥ p, s ≥ u, et si sp est la restriction de sq au
dessus de Spec k[t]/tp, alors I(sp, u) = r
su
qp(I(sq, s)).
Pour montrer le the´ore`me, il nous faut voir (∗∗) que pour toute section s1
de F1 au dessus du point ferme´ et pour tout entier s assez grand, I(s1, s) ⊂
xr1.I
S(E,n1,...,nr).
Toute section s1 de F1 au dessus du point ferme´ est la restriction d’une
section sn1 de Fn1 au dessus de Spec k[t]/t
n1 . Notons sni la restriction de
sn1 a` Spec k[t]/t
ni .
Montrons la proposition (∗) suivante, qui impliquera facilement (∗∗) et donc
le the´ore`me 14: pour s assez grand, l’ide´al I(sni , s) est inclus dans un ide´al
xi1.M(ni, s), ou` pour tout p < ni et u < s, r
su
nip
M(ni, s) est un ide´al d’escalier
S(E,n1, . . . , ni).
On proce`de par re´currence sur i.
Pour i = 1, on peut dire informellement que sn1 est une famille de sections
de F parame´tre´e par un temps t dans Spec k[t]/tn1 , et que cette famille de
sections s’annule “a` tout instant t sur le translate´ par t dans la direction x1
du sche´ma Xϕ(E)”. Plus rigoureusement, on a l’inclusion
I(sn1 , s) ⊂ J(E,n1, s) (2)
De plus, J(E,n1, s) est un ide´al d’escalier E de k[[x1, . . . , xn]]/m
s ⊗ k[t]/tq
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d’apre`s la proposition 5, donc
J(E,n1, s) ⊂ I
Tr(E,n1) (3)
Pour s assez grand, les inclusions (2) et (3) montrent que sn1 de´finit une
famille de sections de F s’annulant a` tout instant sur Zn1 . Donc, par hy-
pothe`se, c’est e´galement une famille de sections s’annulant sur D. Remar-
quons qu’a` priori, l’hypothe`se dit qu’une section de F qui s’annule sur Zn1
s’annule sur D mais ne dit rien pour les familles de sections. Cependant,
si on note Wn1 le lieu sche´matique dans V forme´ par les sections de F qui
s’annulent sur Zn1 et WD le lieu sche´matique forme´ par les sections qui
s’annulent sur D, Wn1 et WD sont re´duits car ce sont des espaces vecto-
riels. En particulier, l’inclusion ensembliste de Wn1 dans WD, ve´rifie´e par
hypothe`se, implique l’inclusion sche´matique. Les familles de sections de F
parame´tre´es par une base B et s’annulant sur Zn1 correspondent aux mor-
phismes de B dans Wn1 , qui sont aussi des morphismes de B dans WD. Les
familles de sections s’annulant sur Zn1 s’annulent donc sur D.
Puisque sn1 est une famille de sections de F s’annulant sur D, tout e´le´ment
e de I(sn1 , s) est divisible par x1: e = x1.f , et d’apre`s la relation 2,
f ∈ (J(E,n1, s) : x1), ce qui s’e´crit aussi
I(sn1 , s) ⊂ x1.(J(E,n1, s) : x1)
Posons M(n1, s) := (J(E,n1, s) : x1). Puisque J(E,n1, s) est un ide´al
d’escalier E et par de´finition des ide´aux d’escaliers E, pour tout p < n1 et
u < s, rsun1p(M(n1, s)) = r
su
n1p
(J(E,n1, s) : x1) est bien un ide´al d’escalier
S(E,n1). La proposition (∗) est vraie pour i = 1.
Supposons (∗) vraie au rang q − 1. L’inclusion
I(snq−1 , s+ q) ⊂ x
q−1
1 .M(nq−1, s+ q)
est ve´rifie´e pour s assez grand et implique par la restriction r
(s+q)(s+q−1)
nq−1nq
I(snq , s+ q − 1) ⊂ x
q−1
1 .r
(s+q)(s+q−1)
nq−1nq
M(nq−1, s + q) (4)
Puisque r
(s+q)(s+q−1)
nq−1nq M(nq−1, s+q) est un ide´al d’escalier S(E,n1, . . . , nq−1)
de k[[x1, . . . , xn]]/m
s ⊗ k[t]/tnq , il est inclus dans IT (S(E,n1,...,nq−1),nq) =
IT (E,nq). Pour s assez grand, l’inclusion (4) montre alors que snq est une
famille de sections de F s’annulant sur (q− 1)D+Znq , ce qui par hypothe`se
est aussi une famille de sections de F s’annulant sur qD. Tout e´le´ment e de
I(snq , s + q − 1) est donc un multiple de x
q
1:
e = xq1.f. (5)
Par l’inclusion (4), e s’e´crit aussi
e = xq−11 .g
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ou` g est dans r
(s+q)(s+q−1)
nq−1nq M(nq−1, s + q). On en de´duit l’e´galite´
xq−11 (g − x1f) = 0
Puisque le noyau de la multiplication par xq−11 dans k[[x1, . . . , xn]]/m
q+s−1⊗
k[t]/tnq est inclus dans ms, on a donc
rq+s−1,snq,nq (f).x1 = r
q+s−1,s
nq ,nq (g).
Le terme rq+s−1,snq,nq (g) est dans
rq+s−1,snq,nq ◦ r
(s+q)(s+q−1)
nq−1nq
M(nq−1, s + q) = r
s+q,s
nq−1nq
M(nq−1, s+ q)
d’ou`
rq+s−1,snq,nq (f) ∈ (r
s+q,s
nq−1nq
M(nq−1, s+ q) : x1)
L’image de l’e´galite´ (5) par rq+s−1,snq,nq montre alors que
I(snq , s) ⊂ x
q
1.(r
s+q,s
nq−1nq
M(nq−1, s+ q) : x1).
Posons M(nq, s) = ( r
s+q,s
nq−1nqM(nq−1, s+q) : x1 ). On a bien I(snq , s) qui est
inclus dans l’ide´al xq1.M(nq, s). Il reste a` voir que pour tout p < nq et u < s,
rsunqpM(nq, s) est un ide´al d’escalier S(E,n1, . . . , nq). Ce qui est vrai car
rsunqpM(nq, s) = r
su
nqp( r
s+q,s
nq−1nqM(nq−1, s + q) : x1 ) et r
s+q,s
nq−1nqM(nq−1, s + q)
est un ide´al d’escalier S(E,n1, . . . , nq−1) de k[[x1, . . . , xn]]⊗ k[t]/t
nq .
La de´monstration de la re´currence est termine´e. De´duisons maintenant (∗∗)
de la proposition (∗), ce qui ache`vera la de´monstration du the´ore`me 14.
Si nr 6= 1, la proposition (∗) applique´e a` i = r dit que I(snr , s + 1) est
inclus dans un ide´al produit xr1.M(nr, s + 1). L’image de cette inclusion
par l’application de restriction r
(s+1)s
nr1
donne I(s1, s) ⊂ x
r
1.I
S(E,n1,...,nr) car
la restriction de M(nr, s + 1) est I
S(E,n1,...,nr) par de´finition de M(nr, s +
1) et des ide´aux d’escalier S(E,n1, . . . , nr). La proposition (∗∗) est donc
de´montre´e pour nr 6= 1.
Si nr = 1, la proposition (∗) applique´e a` i = r − 1 dit que I(snr−1 , s+ r+1)
est inclus dans un ide´al xr−11 .M(nr−1, s+ r+1). L’image de cette inclusion
par l’application de restriction r
(s+r+1)(s+r)
nr−11
est
I(s1, s+ r) ⊂ x
r−1
1 .I
S(E,n1,...,nr−1). (6)
Puisque IS(E,n1,...,nr−1) ⊂ IT (E,1), on a e´galement l’inclusion I(s1, s + r) ⊂
xr−11 .I
T (E,1), ce qui signifie pour s assez grand que s1 est section de F qui
s’annule sur (r− 1)D+Z1. Par hypothe`se, s1 est alors une section de F qui
s’annule sur rD. Tout e´le´ment e de I(s1, s+ r) est donc divisible par x
r
1:
e = xr1.f. (7)
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Cette e´galite´, la relation (6), et le fait que le noyau de la multiplication par
xr−11 dans k[[x1, . . . , xn]]/m
s+r soit inclus dans ms+1 montrent que
rs+r,s+111 (f) ∈ (I
S(E,n1,...,nr−1) : x1) = I
S(E,n1,...,nr) + (xs1).
Cette appartenance et la relation (7) donnent finalement
I(s1, s) ⊂ x
r
1.I
S(E,n1,...,nr).
La de´monstration de (∗∗) est termine´e.
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