Fixed-length Bit-string Representation of Fingerprint by Normalized
  Local Structures by Kho, Jun Beom et al.
 1 
 
Fixed-length Bit-string Representation of 
Fingerprint by Normalized Local Structures 
Jun Beom Kho, Andrew B. J. Teoh, Wonjune Lee and Jaihie Kim 
Abstract—In this paper, we propose a method to represent a fingerprint image by an ordered, fixed-length bit-string providing 
improved accuracy performance, faster matching time and compressibility. First, we devise a novel minutia-based local 
structure modeled by a mixture of 2D elliptical Gaussian functions in the pixel space. Each local structure is mapped to the 
Euclidean space by normalizing the local structure with the number of minutiae that associates to it. This simple yet crucial crux 
enables fast dissimilarity computation of two local structures with Euclidean distance without distortion. A complementary 
texture-based local structure to the minutia-based local structure is also introduced whereby both can be compressed via 
principal component analysis and fused easily in the Euclidean space. The fused local structure is then converted to a K-bit 
ordered string via a K-means clustering algorithm. This chain of computation with sole use of Euclidean distance is vital for 
speedy and discriminative bit-string conversion. The accuracy can be further improved by a finger-specific bit-training algorithm 
in which two criteria are leveraged to select useful bit positions for matching. Experiments are performed on Fingerprint 
Verification Competition (FVC) databases for comparison with existing techniques to show the superiority of the proposed 
method. 
Index Terms— Bit-oriented, fingerprint, clustering, fixed-length bit-string representation, bit-training, minutiae-based local structure 
——————————      —————————— 
1 INTRODUCTION
ONVENTIONALLY a fingerprint template incorpo-
rates four types of fingerprint minutia features: the x- 
and y-coordinates, ridge orientation and the minutia type 
(termination or bifurcation). Fingerprint recognition us-
ing the minutia template is widely adopted in numerous 
applications compared to other biometric modalities be-
cause of its high distinctiveness, collectability, and low 
cost [1], [2]. For minutia-based fingerprint systems, the 
fingerprint image is only partially captured by a finger-
print scanner; therefore, the extracted minutiae are unor-
dered, vary in size, and only their relative positions are 
known. Thus, conventional fingerprint recognition meth-
ods mostly rely on relative geometric minutia information, 
and to find the best minutia matching pairs [3] between 
two images, all possible combinatorial pairs should be 
considered.  
Recently, the emergence of ubiquitous mobile compu-
ting, body sensor networks, the Internet of Things (IoT), 
financial technology, etc., has generated stringent expec-
tations, which lead inapplicability of the conventional 
fingerprint recognition to current industrial needs. The 
most prominent difficulty in fingerprint recognition sys-
tem is lacking of security [4]. For instance, as 
smartphones and IoT-enabled devices are always con-
nected to network, the system is easily exposed to diverse 
attacks [5], which cause permanent loss of private bio-
metric information. According to [6], [7], [8], [9], original 
fingerprint images could be reconstructed from their ge-
ometrical minutia data, so if a hostile entity compromises 
the fingerprint template, the biometric identity cannot be 
used permanently [10]. For secure protection of finger-
print templates, a cancelable fingerprint template [11], 
[12], [13], [14] and bio-encryption [15], [16] have been 
proposed [17], [18], however, some of these solutions can 
only be adopted when the fingerprint is represented by 
an ordered and fixed-length bit-vector [13], [14], [19]. In 
addition, these devices have physical limitations, such as 
low computing power and small sensor size, so faster and 
better performance is required. However, this may not be 
achievable using a conventional minutia-based finger-
print recognition system because of its complex matching 
algorithm. Therefore, re-examination of conventional fin-
gerprint recognition based on minutia representation is 
required. 
As an alternative approach to overcome the limitations 
of minutia-based matching algorithms, minutia data have 
been converted into binary bit-strings, although their bit-
string representations remain unordered and variable in 
size in the approach. The minutiae cylinder code (MCC) 
[20] is a well-known example, with a cylinder-shaped 
space being constructed to represent the relative positions 
and directions of a central minutia and neighbors. The 
MCC exhibits decent recognition accuracy after represen-
tation of each minutia by a binary bit-string. However, a 
complex matching mechanism is needed to find the best-
matching minutia pairs. In addition, as the number of bit-
strings depends on the number of extracted minutiae, a 
considerably large storage space is required. Abe and 
Shinzaki [21] have proposed a minutiae relation code 
(MRC) to express a fingerprint template as a set of vectors 
representing relative differences in the positions and di-
rections of minutia pairs, reporting superior accuracy to 
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MCC. However, MRC binary representation is also unor-
dered and variable in size, having similar problems to the 
MCC. Several other methods to convert minutia data into 
binary bit-strings have been proposed [11], [15], [22], [23], 
[24], [25], [26], [27], but the difficulties with complex 
matching and template protection scheme application 
remain unresolved. 
 
1.1 Related Work 
Previous studies on ordered and fixed-length bit-strings 
for fingerprint representation can be classified into two 
categories [28]: alignment-based and alignment-free ap-
proaches. The former aligns fingerprint images based on 
a global reference such as the fingerprint core point, 
yielding an ordered and fixed-length bit-string based on 
that point. Previously, Luo et al. [28] proposed template 
point acquisition by combining existing singular and focal 
point extraction methods, aligning fingerprint images 
based on the template point. Then, they converted a fin-
gerprint image into a fixed-length bit-string via a global 
minutia cylinder code.  
Further, Jain et al. [29] proposed the FingerCode, with 
fingerprint images aligned by core points and segmented 
into 80 sectors. Eight directional Gabor filters were then 
applied to obtain the fixed-length Gabor response vectors. 
Nandakumar [30] also aligned fingerprint images using 
fingerprint focal points, and applied the Fourier trans-
form to represent minutia features as the binarized phase 
spectrum. The main difficulty for all these alignment-
based methods is misalignment due to the global refer-
ence location error. The core or focal points may also be 
unavailable in fingerprint images, as undecided partial 
fingerprint images are captured by conventional touch-
based fingerprint scanners. 
The alignment-free approach utilizes relative positional 
information among adjacent minutiae to obtain the local-
feature frequency histogram, or quantizes the feature val-
ues obtained from correlation of adjacent minutiae for 
fixed-length bit-conversion of a fingerprint image. Bringer 
and Despiegel [31] proposed a binary bit-conversion 
method using the minutia vicinity, which was construct-
ed using the positional relation between a central minutia 
and its neighboring minutiae within a predefined radius. 
From a large training fingerprint database, a subset of 
representative vicinities was predefined, and the vicini-
ties of the query fingerprint were compared to the overall 
representative vicinities to find the best match. Then, the 
corresponding bit position was set to “1.” However, the 
exponential computation between each of the input minu-
tiae and all the stored representative vicinities (50,000) 
entailed very high computation cost, and the recognition 
accuracy degraded if the input minutia could not find a 
close vicinity minutia. 
As another example of the alignment-free approach, 
Wong et al. [32] proposed a multi-scale bag-of-words sys-
tem for fixed-length bit-conversion of a fingerprint image. 
The minutia local descriptor was formulated by multi-line 
code, and representative local descriptors were selected 
by K-means clustering in a fine-to-coarse manner. Then, a 
dynamic quantization technique was employed to allow 
more bits to be assigned to the more discriminative fea-
ture components. However, it may not be possible for this 
algorithm to be generalized to fingerprints outside the 
training set. Further, Xu and Veldhuis [33] proposed a 
spectral minutia approach to convert an unordered minu-
tia set into a fixed-length bit-string. They applied a Fouri-
er transform to a minutia set and remapped the Fourier 
spectral magnitudes onto the polar-logarithmic coordi-
nate. Then, the extracted feature values were converted 
into a fixed-length bit-string by quantization. However, 
the recognition accuracy was found to be severely de-
graded by the quantization error. Farooq et al. [34] repre-
sented local minutia sets as triangular features composed 
of seven factors (the lengths of three sides, the three an-
gles between each side and each minutia orientation, and 
the triangle height). Then, each triangular feature value 
was quantized into 24 bits, and each fingerprint image 
was expressed as 2ଶସ bits. However, this method had high 
computational cost due to the exhaustive calculation of all 
triangular sets obtained from the fingerprint image.   
Jin et al. [4] utilized kernel principal component analysis 
(KPCA) and a heat kernel function to construct the KPCA 
TABLE 1 
SUMMARY OF THE FINGERPRINT BIT-STRING CONVERSION METHODS 
Category Method Type Restriction 
Unordered, variable-sized bit-string con-
version  
[11],[15],[20], 
[21],[22],[23], 
[24],[25],[26], 
[27] 
Binary 
- Requires combinational matching 
- High computational cost 
- Large memory storage 
- Improper to certain biometric cryptographic 
applications 
Ordered,fixed-length 
bit-string conversion 
Alignment-
based approach  [28],[29] Binary 
- Requires pre-alignment 
- Vulnerable to image rotation and translation 
- Low recognition accuracy compared with 
conventional minutia matching 
Alignment-free 
approach 
[4],[14],[31], 
[33],[34],[35], 
[41]  
Binary 
- Low recognition accuracy compared with 
conventional minutia matching 
- Difficult to implement 
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projection matrix based on matching scores of fingerprint 
pairs from a training dataset. Then, dynamic quantization 
was adopted to allocate binary bits to each feature com-
ponent according to the user-specific feature discrimina-
bility. The experimental results showed superior perfor-
mance to existing methods, but the scheme could not be 
generalized beyond the fingerprint images captured in 
the training data. Finally, Wang et al. [14], [35] converted 
a fingerprint image into a fixed-length bit-string by quan-
tizing the relative difference of the distance and orienta-
tion among randomly selected minutia pairs and assign-
ing one bit to each quantized value. This method produc-
es a fixed-length bit-string easily, but the discriminative 
power of the minutia feature can be degraded severely 
during the quantization process. Large storage space is 
also required. A summary of the existing methods for 
fixed-length bit-string conversion is provided in Table 1. 
 
1.2 Motivations and Contributions 
As reasoned above, a new type of fingerprint representa-
tion is urgently required to accommodate contemporary 
fingerprint recognition applications, which impose higher 
accuracy, speed, storage, and security requirements. As 
discussed in Section 1.1, the alignment-free approach to 
fingerprint bit-string representation has been widely ex-
plored, as it is less prone to image rotation and translation 
than the alignment-based approach and generally 
demonstrates better recognition accuracy. However, sev-
eral issues require resolution: 
1. Simple similarity/dissimilarity measure of minutia 
pair: In the previous methods [20], [31], to compute 
similarity/dissimilarity score of two central minutiae, 
a complicated geometric computation is required to 
compare all neighbor minutia pair located in the local 
structures. Such a complex computation makes the 
clustering method difficult to be applied for the fin-
gerprint bit-conversion.  
2. Compensation for recognition accuracy performance 
degradation: Generally, information loss occurs upon 
conversion of a fingerprint image to a fixed-length 
bit-string; this is caused by loss of minutia infor-
mation, quantization errors, defective grouping of 
similar local descriptors, matching errors between 
predefined groups and query minutiae, and unused 
global minutia information.  
3. Small-sized bits for low storage requirement with 
simple and fast matching: Existing fixed-length bit-
string conversion methods produce excessively long 
bit-strings (e.g., 50,000 bits in [31], 2ଶସ  bits in [34]), 
through complex conversion processes. Therefore, 
they require large fingerprint template storage space. 
4. Generalization beyond training set: Alignment-free 
methods can be training-free [13], [14], [19], [31] or 
training-based [4], [32]. The latter generally outper-
forms the former in terms of accuracy. Unfortunately, 
the existing training-based methods cannot general-
ize beyond the training set. 
In this paper, we propose a fixed-length and ordered bit-
string conversion method to overcome the above difficul-
ties. This study makes the following contributions: 
1. Due to the proposed normalized local structure, two 
central minutiae in the two local structures are now 
resided in the Euclidean space, and their dissimilari-
ty can be computed by the Euclidean distance (ED) 
in pixel-based space. In addition, ED of minutia pair 
represented by normalized local structures follows 
the fingerprint recognition convention that rewards 
matched minutia pair more than the penalty of un-
matched minutia pair.  
2. In our work, each minutia (reference minutia) in a 
fingerprint image is represented by a collection of 
neighboring minutiae enclosed within a circle. Each 
neighboring minutia is modeled by a two-
dimensional elliptical Gaussian function (2DGF). The 
mixture of multiple 2DGF in the local circular region 
is then normalized by the number of neighboring 
minutiae. We refer to this structure as a minutia-based 
local structure (MBLS). The MBLS reflects the difficul-
ty in estimating minutia positions due to skin elastic 
distortion and minutia extraction errors depending 
on distance from the reference minutiae.  
3. A texture-based local structure (TBLS) is devised and 
fused with the MBLS via a weighted feature-level fu-
sion scheme to improve the intermediate fingerprint 
representation discriminative before bit-string con-
version. To our knowledge, texture-based infor-
mation was not used for fingerprint bit-string con-
version in previous works. 
4. A K-means algorithm is applied to transform the 
fused MBLSs and TBLSs into a fixed-length bit-string. 
The conversion scheme does not suffer from the poor 
generalization that hinders existing methods. The 
bit-string is also compressible without significant 
performance degradation, because of its sparse rep-
resentation nature. 
5. A finger-specific bit-training mechanism is proposed 
to further enhance the accuracy on fingerprint bit-
strings. Two training criteria, i.e., discrimination 
power and reliability, which respectively capture the 
inter-class and intra-class variances of the fingerprint 
bit-string, are leveraged to select useful bit positions 
for bit-string matching. 
In a nutshell, the normalized mixture of Gaussian repre-
sentation of minutiae and texture local structures that 
reside in the Euclidean space, have greatly facilitated the 
feature-level fusion, PCA subspace reduction and cluster-
ing. This chain of processing is crucial for speedy and 
high discriminative bit-string conversion. 
The remainder of this paper is organized as follows: 
Section 2 describes the proposed MBLSs and TBLSs, the 
fixed-length bit-conversion, and the finger-specific bit-
training in detail. Experimental results with analysis are 
presented in Section 3, and a conclusion and discussion of 
future works are given in Section 4. 
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2 PROPOSED METHOD FOR ORDERED AND FIXED-
LENGTH BIT-STRING CONVERSION 
2.1 Overview of Proposed Method 
In the proposed method (PM), the minutiae of a finger-
print image are first extracted. For each minutia set as the 
reference minutia, each neighboring minutia within a 
circle of radius 𝑟௠  centered at the reference minutia is 
modeled by the 2DGF. The mixture of all 2DGFs is nor-
malized by the total number of neighbor minutiae en-
closed by the local circular region; we call this the MBLS. 
An MBLS can be expressed in vector form, with its size 
being equal to the pixel number in the circular region. 
The dissimilarity of two local structures is measured by 
the ED. Through the ED, subspace reduction and cluster-
ing of similar minutiae become possible, allowing simpli-
fication of the dissimilarity computation as well as di-
mensionality reduction, with low computation cost and 
bit requirements. 
In addition to the MBLS, the texture information 
around the minutia is expressed by the TBLS, of which 
the circular boundary is smaller than that of the MBLS; 
the dissimilarity is also computed via the ED. Subspace 
projection through principle component analysis (PCA) is 
applied to both local structures for dimensional reduction. 
Then, the two structures are combined via weighted fea-
ture-level fusion. 
Numerous local structures derived from training da-
tasets are assembled into K groups by the K-means clus-
tering algorithm with the ED metric. To represent a fin-
gerprint image by a K-bit ordered string, the d-th bit in 
the bit-string is set to 1 if any minutia in the fingerprint 
image is captured by the d-th cluster, where d = 1,…,K. 
The accuracy can be further improved by the finger-
specific bit-training algorithm, where multiple enrolled 
images of a finger are trained to utilize the discriminative 
power and reliability of each bit position separately. Fig. 1 
shows the flow of the PM. 
 
2.2 Minutiae-based Local Structure 
In this subsection, we present the formulation of the 
MBLS. The two key components of this local structure, i.e., 
Gaussian function modeling for the neighboring minutiae 
of a reference minutia and its normalization mechanism, 
are detailed. 
 
2.2.1 Modeling of Neighbor Minutia 
Given a minutia set extracted from a fingerprint image, a 
circle with 𝑟௠ pixels based on a chosen reference minutia 
𝑚௖  as the center can be formed, as depicted in Fig. 2. 
Neighbor minutiae surrounding 𝑚௖ and enclosed by the 
circle can be modeled individually by the 2DGF. Suppose 
𝑚௜  is a neighbor minutia and the 2DGF of 𝑚௜ , i.e., 
𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ is expressed as follows in the (x, y) Cartesian 
pixel space, where z ∋ ሺx, yሻ: 
𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ ൌ exp ൬െ ቀ𝑎ሺx െ 𝜇௫௜ ሻଶ ൅ 2𝑏ሺx െ 𝜇௫௜ ሻ൫y െ
𝜇௬௜ ൯ ൅ 𝑐൫y െ 𝜇௬௜ ൯ଶቁ൰, 
(1)
where 
 
Fig. 1. Overall flows of the proposed method  
 
Fig. 2. 2D Elliptical Gaussian function of minutia 𝑚௜ 
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𝑎 ൌ ୡ୭ୱమ ఏ೔ଶሺఙ೔ೣ ሻమ ൅
ୱ୧୬మ ఏ೔
ଶሺఙ೤೔ ሻమ , 𝑏 ൌ െ
ୱ୧୬ ଶఏ೔
ସሺఙ೔ೣ ሻమ ൅
ୱ୧୬ ଶఏ೔
ସሺఙ೤೔ ሻమ , 𝑐 ൌ
ୱ୧୬మ ఏ೔
ଶሺఙ೔ೣ ሻమ ൅
ୡ୭ୱమ ఏ೔
ଶሺఙ೤೔ ሻమ.  
Note that 𝜇௜ ∋ ሺ𝜇௫௜ , 𝜇௬௜ ሻ  is the location of 𝑚௜  and σ௜ ∋
ሺσ௫௜ , σ௬௜ ሻ is the parameter to determine the xy spreads of 
the 2DGF. The 𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ of 𝑚௜ is aligned by the orienta-
tion of reference minutia 𝑚௖, i.e., 𝜃௜, and Xୣ(Yୣ) denote the 
direction of σ௫௜ ( σ௬௜ ). To simplify the computation, 
𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ  can be expressed in vector form with size 
𝑛௠ ൌ ⌊π𝑟௠ଶ⌋, as it is constrained in a circle of radius 𝑟௠. In 
this paper, we downscaled the local structure area to re-
duce the computational complexity. 
𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ of each minutia has different σ௫௜  and σ௬௜  to 
reflect the 𝑚௜  positioning error, depending on the dis-
tance from 𝑚௖. As shown in Fig. 3, when a minutia is po-
sitioned further from the center, the minutia position can 
vary within the area extended to the horizontal axis (dot-
ted line in Fig. 3). This is attributed to the alignment error 
of the local structure that rotated based on the direction of 
central minutia 𝑚௖. Thus, as shown in Fig. 3, minutia lo-
cated further from the center will be affected more de-
spite same amount of alignment error. 
This intuition is verified by the experimental results 
depicted in Fig. 4 where  Xୣ and  Yୣ indicate the directions 
of σ௫௜  and σ௬௜  in 2DGF of minutia 𝑚௜ (Fig. 2), respectively. 
When the distance between 𝑚௜  and 𝑚௖  increases, σ௜ be-
comes larger; this tendency is more apparent on the Xୣ 
than the Yୣ axis. In our work, σ௜ ∋ ሺσ௫௜ , σ௬௜ ሻ is obtained ex-
perimentally. 
 
2.2.2 Normalized Mixture 2D Gaussian Functions 
For a minutia collection composed of 𝑛 minutiae enclosed 
by a circle of radius 𝑟௠ and centered at 𝑚௖, the minutiae 
can be collectively expressed by summing the 𝑛 2DGF to 
obtain p(z), which corresponds to the MBLS. Mathemati-
cally, the MBLS is defined as 
 𝑝ሺ𝐳ሻ ൌ ෍ 𝜙௜ሺ𝐳|𝜇௜, σ௜ሻ
௡
௜ୀଵ
∈ ℝ௡೘. (2)
As 𝑝ሺ𝐳ሻ is expressed as a vector with size 𝑛௠, the dis-
 
Fig. 5. An illustration of comparisons of Euclidean distances be-
tween minutia-based local structure pairs. (a)  Assuming the scale of 
the area under a local structure is “1” (‖𝜙௜‖ଶ ൎ 1 on left side), the scale of each normalized mixture of 2DGF depends on the number 
of minutiae contained in a local structure (depicted on right side). 
Although the lower pair is more similar in (b), the ED for the mixture 
of 2DGF is the same as that for the upper pair. The normalized mix-
ture of 2DGF produces a small ED value for the lower pair in (c). 
Fig. 4. Distributions of same minutiae in different images vs. dis-
tance from central minutia 
 
Fig. 3. Location errors of neighbors in local structure. When the direc-
tion of reference minutia 𝑚௖ is varied by ε, the position of minutia (𝑚௝) is affected more strongly than that of minutia position (𝑚௜). 
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similarity of a pair of 𝑝ሺ𝐳ሻ vectors can be measured con-
veniently using the ED. However, this tactic does not fol-
low the fingerprint recognition convention that the award 
for matched minutia pairs has greater weight than the 
penalty for unmatched pairs. As illustrated in Fig. 5b, the 
ED of two instances of local structure matches are identi-
cal, but the lower instance should be recognized as the 
more similar match as there are more matched minutia 
pairs. To resolve this problem, 𝑝ሺ𝐳ሻ is normalized by the 
scale of the local structure; hence, an MBLS can be de-
fined as follows: 
 𝑝ேሺ𝐳ሻ ൌ 𝑝ሺ𝐳ሻඥ∑ 𝑝ሺ𝐳ሻଶ𝐳∈ℝ೙೘
. (3)
Thus, the dissimilarity measure of an MBLS pair can be 
modified to 
 𝒮ሺ𝑝ଵே, 𝑝ଶேሻ ൌ ඨ෍ ෍ ሺ𝑝ଵேሺ𝐳ሻ െ 𝑝ଶேሺ𝐳ሻሻଶ𝐳∈ℝ೙೘ .  (4) 
As a result, a small value of 𝒮ሺ𝑝ଵே, 𝑝ଶேሻ indicates that 𝑝ଵே 
and 𝑝ଶே have similar minutia distributions, and the center 
minutiae of two local structures are similar. As depicted 
in Fig 5c, the dissimilarity measure of a normalized mix-
ture of 2DGFs by means of the ED coincides with the gen-
eral convention that the award for a matched pair is much 
larger than the penalty for a non-matched pair or minuti-
ae. 
In addition, because the ED is employed, PCA sub-
space reduction can be used to reduce the feature dimen-
sions of the MBLS. The ED is retained for the dissimilarity 
measure. This is because the EDs of the PCA-reduced 
dimension vector pairs and normalized mixture of 2DGF 
pairs are indeed equivalent: 
𝐳௜ ൌ 𝑨ெ்𝒑௜ே, 
𝑑௘൫𝐳௜, 𝐳௝൯
ൌ ඨ൬𝑨ெ் ቀሺ𝒑௜ே െ 𝐦ሻ െ ൫𝒑௝ே െ 𝐦൯ቁ൰
ᇱ
𝑨ெ் ቀሺ𝒑௜ே െ 𝐦ሻ െ ൫𝒑௝ே െ 𝐦൯ቁ 
ൌ ට൫𝒑௜ே െ 𝒑௝ே൯ᇱ൫𝒑௜ே െ 𝒑௝ே൯ ൌ 𝑑௘൫𝒑௜ே, 𝒑௝ே൯, 
(5)
where 𝑨ெ் is a PCA projection matrix and 𝐦 is an average 
vector of the normalized 2DGF mixture. 
 
2.3 Texture-based Local Structure 
In addition to the MBLS, texture information surrounding 
a minutia is equally beneficial for fingerprint matching. 
To our knowledge, texture information has not previous-
ly been considered for the ordered and fixed-length bit-
string conversion of a fingerprint. In this paper, we use 
raw fingerprint image texture information directly, as we 
simply wish to demonstrate the feasibility of combination 
with the MBLS. However, well-established texture de-
scriptors such as the histogram of gradient and local bina-
ry pattern [3], [29] can be utilized. 
 
2.3.1 Pre-processing of Fingerprint Images 
The TBLS utilizes the pixel intensity information within a 
given radius (different from the radius of the MBLS) from 
a chosen central minutia. However, as the pixel intensity 
can be badly affected by the image-acquisition environ-
ment, such as the sensor type or individual skin charac-
teristics, captured fingerprint images are normalized be-
fore production of the TBLSs. Thus, in our work, a simple 
image normalization is applied to provide images with 
the same mean and standard deviation in the intensity 
values, before pixel information processing. 
 
2.3.2 Generation of Texture-based Local Structure 
As shown in Fig. 6, a circular local structure surrounding 
each minutia with radius 𝑟௧  is first taken, and the local 
structure is aligned to the origin by the direction of the 
central minutia mc. The radius 𝑟௧  of the TBLS must be 
smaller than that of the MBLS. This is because the pixel 
intensity feature is weak at local structure misalignment, 
especially far from mc. However, the TBLS captures dis-
criminative feature details even within a small area. 
Therefore, selection of the appropriate radius for the 
TBLS is important, and the optimal radius used in this 
paper was obtained experimentally. 
When the radius of the TBLS is set to 𝑟௧  pixels, the 
structure can be considered as a point in the 𝑛௧ ൌ ⌊π𝑟௧ଶ⌋ 
dimensional space. Then, measuring the dissimilarity 
between two TBLSs via the ED is feasible, as for the 
MBLSs. However, the local texture size, 𝑛௧ = 5,000 gener-
ates excessive computational cost; thus, PCA-based sub-
space projection is applied to reduce the feature space. 
The dissimilarity between the two local structures in the 
PCA space is still measured by the ED. As shown in Fig. 7, 
top eigenvectors represent the texture features with re-
duced image noise; these are combined with the MBLS for 
fingerprint bit-conversion.  
 
2.4 Feature-level Fusion 
Generally, the data fusion in pattern recognition is per-
formed at one of three levels, i.e., score-, decision- and 
feature-level fusion [36]. Score- and decision-level fusion 
are more commonly used in biometrics. This is because 
consolidating information at feature-level is difficult due 
to the different biometric modalities, which cause inacces-
sibility and incompatibility [36]. However, both score- 
and decision-level fusion may fail to reflect original fea-
ture characteristics sufficiently, because only the final 
 
Fig. 7. Five top eigenvectors (from first to fifth rank) of PCA for the
texture-based local structures 
 
Fig. 6. Examples of the texture-based local structure 
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matching and decision scores are considered in the fusion 
process. In this paper, the MBLSs and TBLSs are repre-
sented in the same subspaces through PCA; thus, feature-
level fusion can feasibly consolidate them. 
As shown in Fig. 8, the MBLSs and TBLSs are projected 
by the subspace projection matrix 𝑨ெ ∈ ℝ௡೘ൈ௡೛ and 𝑨் ∈
ℝ௡೟ൈ௡೛, respectively, where 𝑛௣ is the reduced dimension. 
Both reduced-dimension local structure vectors are re-
spectively expressed as 𝒇௠௜௡ ൌ ቂ𝑓௠௜௡భ, 𝑓௠௜௡మ,  ⋯ , 𝑓௠௜௡೙೛ ቃ ∈ℝ௡೛ and 𝒇௧௘௫௧ ൌ ቂ𝑓௧௘௫௧భ, 𝑓௧௘௫௧మ,  ⋯ , 𝑓௧௘௫௧೙೛ ቃ ∈ ℝ௡೛. 
Then, each vector is normalized to have the same mean 
and standard deviation, such that 
 
𝑓ᇱ௠௜௡೔ ൌ
௙೘೔೙೔ିఓ೘೔೙
ఙ೘೔೙ , 
𝑓ᇱ௧௘௫௧೔ ൌ
௙೟೐ೣ೟೔ିఓ೟೐ೣ೟
ఙ೟೐ೣ೟ , 
(6) 
where 𝜇௠௜௡, 𝜎௠௜௡, 𝜇௧௘௫௧  and 𝜎௧௘௫௧  denote the mean and 
standard deviation values of the minutia-based and tex-
ture-based vectors ሺ𝒇௠௜௡, 𝒇௧௘௫௧ሻ, respectively. The 𝜔ெ and 
𝜔்  weights reflect the relative importance between the 
minutia- and texture-based features, and were obtained 
empirically in this work. Thus, the final representation of 
each minutia is 𝒇௙௨௦௘ௗ ൌ ൤𝜔ெሺ𝑓ᇱ௠௜௡భ, ⋯ , 𝑓ᇱ௠௜௡೙೛ ሻ,𝜔்ሺ𝑓ᇱ௧௘௫௧భ, ⋯ , 𝑓ᇱ௧௘௫௧೙೛ ሻ൨ ∈ ℝ
ଶ௡೛ , and an entire fingerprint 
image is expressed as 𝓕 ൌ ሾ𝒇௙௨௦௘ௗଵ , 𝒇௙௨௦௘ௗଶ , ⋯ , 𝒇௙௨௦௘ௗ௡ ሿ ∈ℝ௡ൈଶ௡೛, where n is the number of extracted minutia. 
 
2.5 Clustering and bit-string conversion 
Note that the size of the intermediate fingerprint repre-
sentation 𝓕 ∈ ℝ௡ൈଶ௡೛ , i.e., n, remains unfixed, as the mi-
nutia number varies according to the fingerprint image. 
In this section, the mechanism for conversion from 𝓕 to a 
fixed-size bit-string via clustering is described. 
We first establish a training pool of fused vectors 
𝒇௙௨௦௘ௗ ∈ ℝଶ௡೛, derived from minutiae in the training fin-
gerprint image set. K-means clustering is employed to 
group similar structures into 𝐾 clusters 𝓒 ൌ ሼ𝐶ଵ, 𝐶ଶ, ⋯ , 𝐶௄ሽ. 
Each cluster is represented by its corresponding proto-
type vectors, 𝒄ௗ ∈ ℝଶ௡೛, with d = 1,…,K, as illustrated in 
Fig. 9. Although other clustering methods [37] are availa-
ble, K-means clustering with ED metric is preferred be-
cause of its simplicity. 
To represent a fingerprint image by a K-bit ordered 
string, b = [b1, …, bd,…,bK], the d-th bit in b is set to 1 if an 
𝒇௙௨௦௘ௗ is captured by the d-th cluster. In other words, the 
cluster d to which 𝒇௙௨௦௘ௗ௜  (the fused features of minutia 𝑚௜) 
belongs can be determined from 
 𝑑∗ ൌ arg minௗ ฮ𝒇௙௨௦௘ௗ௜ െ 𝒄ௗฮଶ ∈ ሾ1, 𝐾ሿ , 1 ൑ 𝑑 ൑ 𝐾,  (7)
where 𝑑∗ indicates the 𝑑∗th bit in b.  
Generally, each cluster, which manifests as a hy-
persphere with radius ℳௗ , d=1,…,K, has a different size, 
depending on the 𝒇௙௨௦௘ௗ  embraced by the cluster. Note 
that the distance of 𝒇௙௨௦௘ௗ from 𝒄ௗ may not be the shortest 
for a specific cluster; however, 𝒇௙௨௦௘ௗ may be included if it 
is close to the boundary of that cluster. Therefore, in this 
work, it is instructive to consider both the distance from 
𝒄ௗ  as well as the cluster size ℳௗ  when determining the 
most similar cluster to 𝑚௜ as depicted in Fig. 10. 
The value of ℳௗ can be estimated from the mean value 
of the EDs between the embraced 𝒇௙௨௦௘ௗ and 𝒄ௗ; however, 
the mean value may be biased for a small number of 
𝒇௙௨௦௘ௗ . Thus, the opposite approach is adopted in our 
work; that is, ℳௗ is estimated from the mean ED value 
between 𝒄ௗ  and the 𝒇௙௨௦௘ௗ  located near the boundary of 
the cluster but excluded from the cluster. This approach is 
deemed more reliable because of the large training in-
stances. Accordingly, ℳௗ can be estimated as follows: 
 
Fig. 9. Clustering of fused vectors by K-means clustering 
 
Fig. 10. Distance comparison between clusters (𝐶ଵ and 𝐶ଶ) and minu-tia 𝑚௜. Although 𝑚௜ is closer to 𝐶ଶ ൫𝐷௜,ଶ ൏ 𝐷௜,ଵ൯, it is more likely to be included in 𝐶ଵ because of the shorter distance from the boundary of the cluster 𝐶ଵ ൫𝐷௜,ଶ െ ℳଶ ൐ 𝐷௜,ଵ െ ℳଵ൯ 
 
Fig. 8. Feature-level fusion of minutia-based and texture-based 
local structures 
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𝐷௜,ௗ ൌ ฮ𝒇௙௨௦௘ௗ,௜ௗ െ 𝒄ௗฮଶ, 1 ൑ 𝑖 ൑ 𝑁௧, 
൛𝑠ௗ,ଵ, 𝑠ௗ,ଶ, ⋯ , 𝑠ௗ,ே೟ൟ ← 𝑠𝑜𝑟𝑡௔௦௖௘௡ௗ௜௡௚൫𝐷ଵ,ௗ, 𝐷ଶ,ௗ, ⋯ , 𝐷௜,ே೟൯, 
ℳௗ ൌ 1𝑁௖ ෍ 𝑠ௗ,௜
ே೎
௜ୀଵ
, 
(8) 
where 𝒇௙௨௦௘ௗ,௜ௗ  indicates the 𝒇௙௨௦௘ௗ  located outside the 𝑑th 
cluster and 𝑁௧ is the number of 𝒇௙௨௦௘ௗ,௜ௗ  in the training pool. 
When ሺ𝐷ଵ,ௗ, 𝐷ଶ,ௗ, ⋯ , 𝐷௜,ே೟ሻ  are sorted in ascending order, 
the mean value of the top 𝑁௖ (<𝑁௧) distances 𝑠ௗ,௜ is consid-
ered to be ℳௗ . Therefore, (7) can be reformulated to 
 
𝑑∗ ൌ arg minௗ ሺฮ𝒇௙௨௦௘ௗ௜ െ 𝒄ௗฮଶ െ ℳௗሻ ∈ ሾ1, 𝐾ሿ, 1 ൑ 𝑑 ൑ 𝐾. (9)
From (9), we can find the most similar cluster to 𝒇௙௨௦௘ௗ௜  
considering both the distance from the center ሺฮ𝒇௙௨௦௘ௗ௜ െ𝒄ௗฮଶሻ and ℳௗ . Then, a “1” or “0” value is assigned at the 𝑑∗ bit position according to the rule  
 𝑏ௗ∗ ൌ ቊ1 ฮ𝒇௙௨௦௘ௗ
௜ െ 𝒄ௗ∗ฮଶ െ ℳௗ∗ ൏ 𝜏௦
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ,  (10)
where 𝜏௦  is the maximum permitted distance of 𝒇௙௨௦௘ௗ௜  
from the boundary of the selected 𝑑∗th cluster if the “1” 
value is finally set to the 𝑑∗th bit in b. Equation (10) is 
designed to eliminate outlier instances where the 𝒇௙௨௦௘ௗ of 
interest and the cluster are excessively separated, even 
though the cluster is selected as the most similar among K 
clusters. The bit assignment procedure is repeated for all 
𝒇௙௨௦௘ௗ derived from a fingerprint image. Hence, the input 
fingerprint image is eventually represented as an ordered 
bit-string with length K, b=[b1, …, bd,…,bK]. 
 
2.6 Finger-specific Bit-training 
In this subsection, we outline a finger-specific bit-training 
algorithm, which is intended to further improve the accu-
racy. The proposed algorithm requires fingerprint sam-
ples of same finger to select useful bit positions, which 
will be used for fingerprint matching process. This meth-
od is inspired by reliability-based dynamic quantization 
[38]. However, our bit selection is determined by two cri-
teria, discrimination power and reliability, which can cap-
ture the inter- and intra-class variances of the fingerprint 
bit-string, respectively. 
 
2.6.1 Discrimination Power Criteria 
In this work, the discrimination power of a cluster is de-
termined by considering both the global discrimination 
power (GDP) and inter-class variance. The cluster GDP 
can be estimated by measuring the cluster cardinality, 
which is the number of 𝒇௙௨௦௘ௗ belonging to that cluster. 
Low cluster cardinality implies that the cluster is more 
discriminative, because only a small number of 𝒇௙௨௦௘ௗ 
possess similar characteristics to the cluster. Formally, the 
cardinality of the 𝑑th cluster 𝐻ௗ is defined as: 
𝐻ௗ ൌ card ቀarg min௧ ቀฮ𝒇௙௨௦௘ௗ௜ െ 𝒄௧ฮଶ െ ℳ௧ቁ ൌ  𝑑ቁ , 1 ൑ 𝑡 ൑ 𝐾  
𝑯 ൌ ሾ𝐻ଵ, … , 𝐻ௗ, ⋯ , 𝐻௄ሿ, 
(11) 
where cardሺሻ denotes the cardinality of each cluster. Here, 
a small 𝐻ௗ suggests high GDP, and vice versa. Neverthe-
less, 𝐻ௗ  cannot be used directly, because a change of 
training sample may cause 𝐻ௗ  variation. To resolve this 
problem, 𝐻ௗ is normalized as follows: 
 𝐻෡ௗ ൌ 1 െ 𝐻ௗ െ min
ሺ𝑯ሻ
maxሺ𝑯ሻ െ minሺ𝑯ሻ. (12)
Accordingly, the 𝐻෡ௗ of the 𝑑th cluster is in the range of [0, 
1], and “1” indicates the maximum GDP. 
In addition to the GDP, the inter-class variance of a 
cluster can also be exploited to measure the discrimina-
tive power of the fingerprint bit-string. Prior to bit-string 
conversion via (9) and (10), each 𝓕 is represented as a 
real-valued vector composed of EDs, which can be uti-
lized for feature values. Suppose 𝑣ூ௝ௗ is the minimum ED 
between the 𝑑th 𝒄ௗ  and all fused vectors 𝒇௙௨௦௘ௗ  obtained 
from the jth fingerprint image of finger 𝐼, where 1 ൑ 𝑑 ൑
𝐾 . Then, a fixed-length vector 𝒗ூ௝ ൌ ൣ𝑣ூ௝ଵ, 𝑣ூ௝ଶ, ⋯ , 𝑣ூ௝௄൧ ∈
ℝ௄ can be derived (see Fig. 11). Small 𝑣ூ௝ௗ suggests that 
finger I has a more distinct feature for the corresponding 
cluster; hence the ED vector 𝒗ூ௝ can be used to represent 
the minutia features of fingerprint image j. 
Let 𝑁ூ denote the number of training fingerprint image 
samples of finger I; then, the mean feature vector of 𝐼, 𝝁ூ, 
is given as 
 𝜇ூௗ ൌ
1
𝑁ூ ෍ 𝑣ூ௝ௗ
ே಺
௝ୀଵ
, 
𝝁ூ ൌ ሾ𝜇ூଵ, 𝜇ூଶ, ⋯ , 𝜇ூ௄ሿ. 
(13)
Next, a global mean vector 𝝁ீ  can be computed from 
 𝜇ௗீ ൌ
1
𝑁௧ ෍ 𝜇ூௗ
ே೟
ூୀଵ
, 
𝝁ீ ൌ ሾ𝜇ଵீ , 𝜇ଶீ , ⋯ , 𝜇௄ீሿ, 
(14)
where 𝑁௧ is the total number of fingers in the training set. 
As the global mean vector in (14) is pre-computed from 
training samples and saved with clusters, it can be uti-
lized to select useful bits for a given fingerprint image. 
 
Fig. 11. Derivation of fixed length vector 𝒗ூ௝ from kth fingerprint im-
age of finger I. Here, 𝑒𝑑௜௝ indicates the Euclidean distance between
𝒇௙௨௦௘ௗ௜  and the 𝑗th cluster. 
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Accordingly, the inter-class variance of each bit in 𝐼  is 
given as follows: 
 
𝑥ூ௝ௗ ൌ ൜𝑣ூ௝ௗ െ 𝜇ௗீ ൫𝑣ூ௝ௗ െ 𝜇ௗீ ൯ ൏ 00 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 , 
𝓋ூௗ஻௏ ൌ 1𝑁ூ ෍൫𝑥ூ௝ௗ൯
ଶ
ே಺
௝ୀଵ
 , 
𝓿ூ஻௏ ൌ ሾ𝓋ூଵ஻௏, 𝓋ூଶ஻௏, ⋯ , 𝓋ூ௄஻௏ሿ. 
(15) 
In (15), 𝑥ூ௝ௗ is employed so that only the 𝑣ூ௝ௗ with values 
smaller than 𝜇ௗீ  are used; this is deemed discriminative 
for computation of the inter-class variance 𝓋ூௗ஻௏. Accord-
ingly, high 𝓋ூௗ஻௏ implies that cluster 𝑑 of finger I has more 
distinct features than other fingers. Finally, the discrimi-
nation power vector of each bit of 𝐼 is obtained by com-
bining the GDP (12) and the inter-class variance (15), as 
follows: 
 𝒑ூ ൌ ሾ𝑝ூଵ, 𝑝ூଶ, ⋯ , 𝑝ூ௄ሿ ൌ ൣ𝐻෡ଵ𝓋ூଵ஻௏, 𝐻෡ଶ𝓋ூଶ஻௏, ⋯ , 𝐻෡௄𝓋ூ௄஻௏൧. (16) 
2.6.2 Reliability Criterion 
The reliability criterion reflects the consistency of the bi-
nary value in each bit position for multiple fingerprint 
images, to reduce false acceptance of impostor bits as-
signed during the bit-conversion process. Let 𝑏ூ௝ௗ denote 
the 𝑑th bit of the 𝑗th fingerprint image from the 𝐼th finger; 
then, the reliability vector 𝒍ூ is defined as  
𝒍ூ ൌ ሾ𝑙ூଵ, 𝑙ூଶ, ⋯ , 𝑙ூ௄ሿ ൌ  ቈ
∑ ௕಺ೕభಿ಺ೕసభ
ே಺ ,
∑ ௕಺ೕమಿ಺ೕసభ
ே಺ , ⋯ ,
∑ ௕಺ೕ಼ಿ಺ೕసభ
ே಺ ቉. (17)
2.6.3 Bit selection based on discrimination power and 
reliability 
After the bit-string discrimination power is determined 
from (16), a bit mask having the same size as the bit-string 
is derived to access the bit-string reliability (17). When the 
bit positions of 𝐼 are sorted by their discrimination power 
values ሺ𝒑ூሻ in descending order, starting from the first, if 
the reliability of the 𝑡th bit is larger than an adaptive 
threshold value 𝜏ூ௧, this bit is set to 1 and participates in 
matching; otherwise, it is set to 0 and masked. This pro-
cess is repeated for the remaining bits in the bit-string. 
The value of 𝜏ூ௧ is computed adaptively with respect to t 
as follows: 
 𝜏ூ௧ ൌ 𝛼 ൅ ሺ1 െ 𝛼ሻ1 ൅ 𝑒ିఉሺ௧ିே೘೐ೌ೙ሻ , (18)
where 𝛼 and 𝛽 are the empirical parameters and 𝑁௠௘௔௡ is 
the average minutia number extracted from multiple 
samples of 𝐼. Thus, according to (18), the closer the bit-
training process iterates to 𝑁௠௘௔௡, the harder the selection 
of a new bit for participation in matching becomes. Hence, 
only reliable and discriminative bits are selected and par-
ticipate in the bit-string matching process, further im-
proving the accuracy. 
The overall process of proposed fingerprint-specific 
bit-training is summarized in Algorithm 1. 
 
2.7 Fingerprint Matching before and after Bit-string 
Conversion 
Although bit-string conversion of a fingerprint image is 
the main purpose of our work, the recognition accuracy  
of the fused local structure (Section 2.4) is also assessed. 
This evaluation is beneficial to examine the performance 
gain due to the fusion of the MBLSs and TBLSs, and the 
performance change due to bit-string conversion. There-
fore, in this section, we present two matching methods 
used before and after the bit-string conversion. 
 
Algorithm 1 Pseudo code of fingerprint‐specific bit‐training
 Input:  
𝒗ூ: Euclidean distance feature vectors of finger 𝐼 
𝒃ூ: Ordered and fixed‐length bit‐strings of finger 𝐼 
K: Cluster number  
 
 Initialize:  
𝒎௦௘௟ሺ1: 𝐾ሻ ൌ ሾ0ሿ 
 
 Do:  
𝒑ூ ← ሺ𝒗ூሻ % 𝒑ூ: Discrimination power vector of finger 𝐼 (16). 
𝒍ூ ← ሺ𝒃ூሻ % 𝒍ூ: Reliability vector of finger 𝐼 (17)     𝒑′ூ ൌ 𝑠𝑜𝑟𝑡ௗ௘௦௖௘௡ௗ௜௡௚ሺ𝒑ூሻ 
    For 𝑡 ← 1: 𝐾 
       𝑖𝑑𝑥 ൌ bit_positionሺ𝒑ᇱூሺ𝑡ሻሻ 
        If 𝒍ூሺ𝑖𝑑𝑥ሻ ൐ 𝜏ூ௧           % 𝜏ூ௧ ൌ 𝛼 ൅ ሺଵିఈሻଵା௘షഁሺ೟షಿ೘೐ೌ೙ሻ           𝒎௦௘௟ሺ𝑖𝑑𝑥ሻ ൌ 1
        End 
     End 
 
 Output: 𝒎௦௘௟  (K‐dimensional  binary  bit‐string  for  use  in  finger‐
print matching)
 
2.7.1 Fingerprint matching in PCA subspace before bit-
string conversion 
The dissimilarity measure of two PCA-reduced dimen-
sion fused vectors described in Section 2.4 is measured by 
the ED. Then, the local greedy similarity (LGS) method 
[39], which measures the average dissimilarity score (ED 
in this context) of 𝑛௅ fused vector pairs starting from the 
highest similarity, is adopted to find the final matching 
score. Here, 𝑛௅ can be computed as follows: 
 𝑛௅ ൌ 𝑚𝑖𝑛௡ಽ ൅ ඄
𝑚𝑎𝑥௡ಽ െ 𝑚𝑖𝑛௡ಽ
1 ൅ 𝑒ିఛುሺ୫୧୬ ሼேಲ,ேಳሽିఓುሻඐ (19)
where 𝑁஺  and 𝑁஻  are the numbers of fused vectors ex-
tracted from fingerprints 𝐼஺  and 𝐼஻ , respectively, and 
𝜏௉, 𝜇௉, 𝑚𝑎𝑥௡ಽ  and 𝑚𝑖𝑛௡ಽ  are empirical parameters. Then, 
the matching score of fingerprints 𝐼஺ and 𝐼஻ is computed 
as follows: 
 𝑆ሺ𝐼஺, 𝐼஻ሻ ൌ ∑ 𝒟௜
௔௦௖ሺ𝓕஺, 𝓕஻ ሻ௡ಽ௜ୀଵ
𝑛௅  (20)
where 𝓕஺ and 𝓕஻ are fused vectors obtained from 𝐼஺ and 
𝐼஻, and 𝒟௜௔௦௖ denotes the ED between the 𝑖th fused vector 
pair when all fused vector pairs of 𝐼஺ and 𝐼஻ are sorted by 
the dissimilarity score in ascending order. 
 
2.7.2 Fingerprint matching after bit-string conversion 
The normalized intersection score [25] is used for finger-
print matching after bit-string conversion, measuring the 
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intersection of two bit-strings normalized by the total 
number of “1”s in the bit-strings. The score is given as 
follows: 
 
𝑆௕ሺ𝒃஺, 𝒃஻ሻ ൌ ሺ𝑛
஺ ൅ 𝑛஻ሻ ∑ ሺ𝑏௜஺ 𝐴𝑁𝐷 𝑏௜஻ሻ୏௜ୀଵ
ሺ𝑛஺ሻଶ ൅ ሺ𝑛஻ሻଶ , 
𝑛஺ ൌ ෍ 𝑏௜஺
௄
௜ୀଵ
, 𝑛஻ ൌ ෍ 𝑏௜஻
୏
௜ୀଵ
, 
(21)
where 𝒃஺ and 𝒃஻ are the bit-strings of fingerprint images 
𝐴 and 𝐵 respectively; 𝑏௜஺, 𝑏௜஻  indicate the 𝑖th bit elements 
of 𝒃஺  and 𝒃஻ , respectively; and ∑ ሺ𝑏௜஺ 𝐴𝑁𝐷 𝑏௜஻ሻ௄௜ୀଵ  is the 
total number of matched bits for which both 𝒃஺ and 𝒃஻ 
have ”1” values at the same bit position. Note that 
𝑆௕ሺ𝒃஺, 𝒃஻ሻ in (21) ranges from 0 to 1, and a “1” score indi-
cates a perfect match of two bit-strings.  
3 EXPERIMENTAL RESULTS 
3.1 Databases and Parameters 
The performance of the proposed method (PM) was eval-
uated on seven databases of the Fingerprint Verification 
Competition (FVC), i.e., FVC2002 (DB1, DB2 and DB3), 
FVC 2004 (DB1 and DB2), and FVC2006 (DB2 and DB3). 
The FVC2002 and FVC2004 datasets are composed of 100 
subjects with eight samples per subject (total: 800 images), 
and the FVC2006 datasets have 140 subjects with 12 sam-
ples per subject (total: 1,680 images). VeriFinger 6.2 [40] 
was used to locate minutiae in the fingerprint images, and 
the extracted minutia templates followed the ISO/IEC 
19794-2 [41] format. For performance evaluation of the 
PM, the equal error rate (EER) and receiver operating 
characteristic (ROC) were observed. 
The parameters used in the PM are listed in Table 2. 
The optimal parameters for local structure and feature-
level fusion were obtained experimentally with the imag-
es from Set_B of FVC datasets (FVC2002, FVC2004 and 
FVC2006). 𝑛௠ is determined by 10 times downscaling the 
MBLS area i.e. 𝑛௠ ൎ π𝑟௠ଶ/10. The MBLS radius (𝑟௠ = 80 
pixels) and the TBLS radius (𝑟௠ = 40 pixels) were deter-
mined when the system achieves the best accuracy. The 
optimal weight for the MBLS in feature-level fusion 𝜔ெ 
was set to 0.6, which is larger than 𝜔். This is due to the 
minutia are deemed more robust and discriminative than 
the texture information. The number of clusters 𝐾 varied 
with respect to different datasets, but 𝐾 is initially set as 
10% of the total number of fused vectors obtained from 
the training dataset and then is fine-tuned with reference 
to the best training accuracy performance. Thus, the 
number of clusters is training datasets dependence. The 
other parameter values (𝜏௦, α, β, 𝑚𝑎𝑥௡ು, 𝑚𝑖𝑛௡ು, 𝜇௉, 𝜏௉) were 
also determined based on the Set_B of FVC datasets. 
 
3.2 Performance Analysis 
The PM performance was evaluated for three cases: 1) 
before bit-string conversion, 2) after ordered and fixed-
length bit-string conversion, and 3) after application of 
the finger-specific bit-training algorithm to the bit-strings. 
The first case indicated the accuracy of the fused MBLSs 
and TBLSs. The accuracy of the fixed-length bit-strings 
was compared with those of previous methods in the sec-
ond case. In the last case, the accuracy after bit-training 
was examined. 
 
3.2.1 Performance before bit-string conversion 
Genuine and impostor matching distributions were ob-
served according to the original FVC protocol [35]. As 
suggested by the protocol, each image of a subject was 
compared to the remaining images of the same subject for 
genuine matching. The first image of each subject was 
compared with the first images of the remaining subjects 
for impostor matching. Therefore, 2,800 (଼ൈ଻ଶ ൈ 100) genu-
ine and 4,950 (ଵ଴଴ൈଽଽଶ ) impostor matching scores were ob-
tained from FVC2002 and FVC2004, respectively, with 
9,240 (ଵଶൈଵଵଶ ൈ 140) genuine and 9,730 (
ଵସ଴ൈଵଷଽ
ଶ ) impostor 
matching scores from FVC2006.  
The experimental results are presented in Tables 3 and 
4, and Fig. 12. The complex Gaussian mixture model pro-
posed by Liu et al. [42] was considered, which expresses 
the positions of the minutia based on the probability dis-
tribution model. In addition, the MCC was employed, for 
which the parameter values given by MCC SDK 2.0 [43] 
were adopted in this test. In the tables, the results ob-
tained for the PM using the MBLS alone (Section 2.2) and 
those obtained from the fusion of the MBLSs and TBLSs 
(Section 2.4) are marked as the “PM (minutiae only)” and 
“PM (combined),” respectively. 
From Tables 3 and 4, the following results were deter-
TABLE 2 
EMPIRICAL PARAMETER VALUES SET IN EXPERIMENTS 
Phase Parameters Description Value 
Local 
structure 
𝑟௠ 
Minutia-based local structure 
radius (in pixel) 
80 
𝑛௠ 
Dimensional size of minutia-
based local structure 
2,006 
𝑟௧ 
Texture-based local structure 
radius (in pixel) 
40 
𝑛௧ 
Dimensional size of texture-
based local structure 
5023 
𝑛௣ 
PCA dimension size 100 
PCA dimension size only for 
Case 1 
50 
Bit-
conversion 
𝜏௦ 
Parameter in (10) for Case 1 -0.05 
Parameter in (10) for Case 2 -0.11 
Bit-
training 
α, β Parameters in (18) 0.45, 0.4 
Matching 
𝑚𝑎𝑥௡ಽ, 𝑚𝑖𝑛௡ಽ Parameters in (19) 10, 4 
𝜇௉, 𝜏௉ Parameters in (19) 35, 0.4 
Feature 
fusion 
𝜔ெ, 𝜔் Weights for feature-level fusion 0.6, 0.4 
Clustering 
K 
Number of clusters for Case 1 15,000 
Number of clusters for Case 2 4,500 
𝑁௖ Parameter in (8) 300 
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mined: 
1. PM (minutiae only) exhibited superior performance 
to CGMM, which also uses local minutia information 
only. This superiority is due to the robustness of the 
proposed 2DGF modeling to local errors such as 
alignment errors and skin distortion (Section 2.2). 
2. The PM combining the MBLSs and TBLSs exhibited 
the lowest EER for all datasets except FVC2002 DB3. 
This result shows that the MBLS utilizing the ellipti-
cal Gaussian function to be robust to minutia posi-
tioning error successfully represent neighbor minutia 
positions and combination with the TBLS has good 
synergy to extract the discriminative minutia feature. 
3. For FVC2002 DB3, the fingerprint images captured 
from small parts of fingerprints containing limited 
numbers of minutia. Thus, due to the lack of minutia 
information, the MCC (utilizing directional infor-
mation of neighbor minutiae) achieved better per-
formance than the PM. 
4. PM (combined) yielded superior performance com-
pared to PM (minutiae only). This shows that even 
incorporation of simple texture information can im-
prove the performance notably. 
 
3.2.2 Performance analysis after bit-string conversion 
For comparison with the existing methods, two different 
cases were considered. In the first case, to examine the 
generalization capability of the PM, clusters were created 
from training datasets, and the test samples were chosen 
from different datasets. For the second case, as in [24], 
images captured from a finger were used for cluster crea-
tion and other images from the same finger were used for 
testing. This was for comparison with the method report-
ed in [4] on the basis of similar conditions. 
 
3.2.2.1 Case 1: Clustering and testing on different datasets 
In this case, as in the conventional performance test, the 
datasets for clusters and tests were different. In addition 
to FVC datasets, we generated random minutiae-based 
local structures to augment the clusters pool. Thus, the 
generated clusters can cover the extended minutia feature 
area, which may not be reached by FVC datasets. In addi-
tion, Set_B fingerprint images of FVC datasets (FVC2002, 
2004 and 2006) are also included as training data. 
TABLE 4 
COMPARISONS WITH PM BEFORE BIT-STRING CONVERSION 
ON FVC2004 AND FVC2006 (EQUAL ERROR RATE (%)) 
Methods 
FVC2004 FVC2006 
DB1 DB2 DB2 DB3 
CGMM [42] 8.92 9.56 - - 
MCC [20] 8.24 7.32 1.84 8.13 
PM  (minutiae only) 8.76 6.92 1.55 8.19 
PM (combined) 7.71 5.79 0.82 5.24 
TABLE 3 
COMPARISONS WITH PM BEFORE BIT-STRING CONVERSION 
ON FVC2002 (EQUAL ERROR RATE (%)) 
Method 
FVC2002 
DB1 DB2 DB3 
CGMM [42] 2.21 - - 
MCC [20] 1.25 0.89 3.28 
PM (minutiae only) 1.49 1.27 5.59 
PM (combined) 1.10 0.70 4.23 
 
Fig. 12. ROC curves of PM before bit-string conversion for (a)
FVC2002 and (b) FVC2004 and FVC 2006 DBs 
TABLE 5 
COMPARISONS OF PMS ON FVC2002 DB1 AFTER BIT-
STRING CONVERSION (DIFFERENT DATASETS ARE USED FOR 
CLUSTERING AND TESTING) (EQUAL ERROR RATE (%)) 
Method 
Training data for 
clustering 
Number 
of bits 
Accuracy 
(EER) 
Pair-minutiae 
[13], [14], [19] 
N/A 32,768 15.5 
PM 
(minutiae) 
FVC2002 
(DB2, DB3) 
+ 
FVC2004 
(DB1, DB2) 
+ 
FVC2006 
(DB2, DB3) 
+ 
FVC Set_B 
+ 
Random minutiae 
15,000 
7.1 
PM 
(combined) 
6.67 
PM 
(bit-training) 
3.95 
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The chosen PCA dimension for both MBLSs and TBLSs 
is set to 50, whereby was determined experimentally. 
Compared to other evaluations, the PCA dimension for 
Case 1 is reduced for computational efficiency, because 
numerous clusters (15,000) are needed to represent vari-
ous minutia characteristics. The feature-level fusion was 
processed with the same weights and feature normaliza-
tion introduced in Section 2.4. For each input minutia, 
five clusters from top similarity are selected and ‘1’ values 
are assigned at those positions using Eq. (9). Genuine and 
impostor matching scores were obtained according to the 
original FVC protocol, except for the bit-training experi-
ment. For bit-training, three fingerprint images (samples 
13) of each finger were used as training samples to ob-
tain the bit mask, and other fingerprint images (samples 
48) were used as test samples.  
In Tables 5 and 6, the performance of the proposed bit-
string conversion method is compared with existing 
methods, and Fig. 13 shows the ROC curves of the test 
results. The pair-minutiae approach [13], [14], [19] was 
considered, with the same parameter values reported in 
the cited studies being used in our tests. In addition, three 
different cases of the PM were examined: PM (minutiae 
only) and PM (combined), as defined above, and the case 
after implementation of the finger-specific bit-training 
process (PM (bit-training)). 
The following evaluation results were obtained:  
1. The PM exhibited superior accuracy to the Pair-
minutiae [13], [14], [19] and Bringer [31] methods. 
The bit-string proposed in our method has 15,000 bit 
size. However, those of the existing methods were 
32,768 [13], [14], [19] and 50,000 [31] bits, respectively. 
Thus, the result shows that the clustering of similar 
local structures yields good performance while re-
quiring fewer bits. 
2. The performance was improved when the MBLSs 
and TBLSs were fused. In the PM, fusion of two 
structures is simple, as both are represented in the 
same domain, and the results showed that the fused 
structure reveals more detailed information on the 
neighboring area of a minutia. However, the pixel in-
tensity used in the TBLS in our work is vulnerable to 
the alignment error for the center minutia or finger 
elastic skin distortion. Thus, a more sophisticated fea-
ture such as the pixel gradient or ridge shape feature 
[44] may be considered for greater accuracy im-
provement. 
3. The accuracy was further improved by the finger-
specific bit-training. Although this result is unfair be-
cause different testing sets were used for the experi-
ments with and without bit-training, the accuracy 
improvement was quite large. Thus, the result indi-
cates that the discriminative and reliable bits were 
properly selected by the proposed bit-training meth-
od. The performance improvement through bit-
training will be especially useful for small mobile 
fingerprint scanners, where many fingerprint images 
are input for the enrollment of one finger. 
4. By comparing Tables 5 and 6 to Tables 3 and 4, it is 
noted that the performance degraded slightly when 
the fingerprint image was converted to the bit-string 
representation. One of the major reasons for this is 
that the training datasets or clusters used were not 
adequate to cover all possible local structures; thus, if 
clusters were constructed from more training data, 
the accuracy could be improved. 
 
3.2.2.2 Case 2: Different clustering and testing from the 
same subject 
In this case, to compare the PM performance with existing 
methods [4], [33], experiments were performed under 
similar conditions to [4]. That is, three fingerprint images 
from each finger were used as training samples for the 
clustering and another five images from the same finger 
were used for testing. All experiments were performed 
with 4,500 clusters, and the three training samples were 
also used for bit-training. 
Tables 7 and 8 compare the PM recognition accuracy with 
previous methods when fingerprint images are represent-
ed in ordered and fixed-length bit-strings. Fig. 14 shows 
the ROC curves of the test results. Here, pair-minutiae 
TABLE 6  
COMPARISONS OF PMS ON FVC2002 DB2 AFTER BIT-
STRING CONVERSION (DIFFERENT DATASETS ARE USED FOR 
CLUSTERING AND TESTING) (EQUAL ERROR RATE (%)) 
Method 
Training data for 
clustering 
Number 
of bits 
Accuracy 
(EER) 
Bringer [31] N/A 50,000 5.3 
Pair-minutiae  
[13], [14], [19] 
N/A 32,768 17.6 
PM  
(minutiae) 
FVC2002 
(DB1, DB3) 
+ 
FVC2004 
(DB1, DB2) 
+ 
FVC2006 
(DB2, DB3) 
+ 
FVC Set_B 
+ 
Random minutiae 
15,000 
4.38 
PM 
(combined) 
4.05 
PM 
(bit-training) 
2.46 
 
Fig. 13. ROC curves of PM after bit-string conversion 
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[13], [14], [19] were considered, where the same parame-
ter values reported in the cited studies were used in our 
tests. The Xu [33] method was also considered. Different 
from our PM, only four fingerprint image samples from 
each finger were used for the tests in [33]. Further, the 
technique reported by Jin et al. [4] was considered, in 
which multiple fingerprint samples of a finger were used 
for the training process and a bit-string was generated. 
Here, PM (combined) is the result of the fixed-length bit-
conversion using the combined structures, and PM (bit-
training) is the result after finger-specific bit-training is 
applied to PM (combined). 
The following observations were made based on the 
experimental results: 
1. Except for FVC2002 DB2, PM (bit-training) exhib-
ited the lowest EERs. These results show that the 
proposed fixed-length bit-string conversion meth-
od achieves superior recognition accuracy with 
clustering of similar local structures, where the 
simple ED measures the dissimilarity among mi-
nutiae. 
2. As apparent from Tables 7 and 8, the EER de-
creased notably when finger-specific bit-training 
was applied. The results show the superiority of 
the proposed bit-training process, which selects 
the discriminative and reliable bits for fingerprint 
matching. 
3. The pair-minutiae [13], [14], [19] exhibited the 
lowest performance over all datasets. This means 
that the quantization of feature values for finger-
print bit-conversion loses the discriminative in-
formation of original features. In contrast, the PM 
achieved superior performance with fewer bits. 
3.3 Analysis of Computational Times 
As shown in Table 9, only 0.05 seconds for enrollment 
and 0.0006 seconds for matching are required for the 
TBLS. This result suggests that the TBLS is reasonable to 
be combined with the MBLS when we consider its accura-
cy improvement obtained from all tests. In addition, we 
TABLE 7 
COMPARISONS OF PMS AFTER BIT-STRING CONVERSION 
(EQUAL ERROR RATE (%)) 
Methods 
FVC2002 
DB1 DB2 DB3 
Pair-minutiae [13], [14], [19] 11.8 9.08 10.84 
Xu [33] - 3.0 - 
Jin [4] 0.44 0.33 4.17 
PM (combined) 1.08 0.99 3.39 
PM (bit-training) 0.39 0.33 0.73 
TABLE 8 
COMPARISONS OF PMS AFTER BIT-STRING CONVERSION 
(EQUAL ERROR RATE (%)) 
Methods 
FVC2004 FVC2006 
DB1 DB2 DB2 DB3 
Pair-minutiae 
[13], [14], [19] 14.8 14.56 4.67 12.05 
Xu [33] - - - - 
Jin [4] 4.56 5.28 - - 
PM (combined) 9.22 7.27 1.12 7.25 
PM (bit-training) 3.97 2.77 0.42 3.91 
 
Fig. 14. ROC curves of PM after bit-string conversion 
TABLE 9
AVERAGE COMPUTATIONAL TIME AND TEMPLATE SIZE OF THE PROPOSED METHOD BEFORE BIT-STRING CONVERSION (SECONDS) 
Operation 
FVC2002 FVC2004 FVC2006 
DB1 DB2 DB3 DB1 DB2 DB2 DB3 
Enrollment 
Create MBLS 0.2290 0.2025 0.1833 0.2278 0.2409 0.2279 0.2824 
Create TBLS 0.0566 0.0562 0.0452 0.0553 0.0591 0.0556 0.0675 
Matching MBLS 0.0044 0.0032 0.0029 0.0051 0.0049 0.0072 0.0081 Combined 0.0059 0.0038 0.0035 0.0060 0.0059 0.0079 0.0087 
Template size (Bytes) 25,600 20,800 18,400 28,800 24,000 31,200 30,400 
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can notice that the proposed method is feasible for real-
time applications before bit-string conversion. However, 
the template size is considerably big, so the fixed-length 
bit-conversion is needed for the storage compression.  
In Table 10, the processing times for the two phases in 
the PM are compared with those of other methods. The 
times were measured for the following computer specifi-
cations: Intel i7 CPU, 8 GB RAM, and MATLAB 2017. 
As shown in Table 10, even though MCC takes much 
smaller time for bit-string conversion than our methods, 
the variable size bit-strings generated from the MCC re-
quires longer matching process and bigger storage capaci-
ty. Therefore, if massive fingerprint data is saved and 
compared to input fingerprint image, the proposed meth-
od has more advantages than the MCC. 
Although the method of [4] generates the smallest bit 
size, the average time for bit conversion is much longer 
(26 s) than the PM (average 0.40.8 s). In addition, in the 
PM, the number of clusters is 15,000, being smaller than 
those for the method of [31]. In addition, the similarity 
scores between the minutiae and clusters were computed 
by a complex exponential computation in the [31] method, 
but the PM used the simple ED. Therefore, the PM is like-
ly more suited to real-time applications with better 
recognition accuracy. 
 
3.4 Bit-string Compression 
As apparent from Table 10, the PM requires 4,50015,000 
bits to represent a fingerprint image according to the clus-
ter numbers set in the K-means clustering algorithm. Alt-
hough the bit size is significantly lower than most exist-
ing methods [13], [14], [31], [19], it remains large in the 
context of practical usage. However, the bit-string gener-
ated by the PM is highly sparse because of the small 
number of minutiae in a fingerprint image. For instance, 
the maximum numbers of non-zero bits in any bit-string 
in FVC2002 DB2 and FVC2002 DB1 are at most 335 and 
200, respectively, corresponding to only 2.80% and 1.65% 
of the bit size.  
According to [45], [46], bit-string sparsity is beneficial 
for compression without accuracy performance degrada-
tion. In this study, we employed the binary compression 
scheme (BCS) introduced in [45], [46] for bit-string com-
pression. Fig. 15 shows the results for varying bit size in 
the range of 10015000 bits taken from case 1 experiments 
(Section 3.2.2.1). For both FVC2002 DB1 and DB2, the ac-
curacy was not affected significantly until the bit-string 
was compressed to 4,5005,000 bits, which is a reasonable 
size in practice. 
4 CONCLUSION 
In this paper, an ordered and fixed-length bit-string con-
version method is proposed to address the limitations of 
conventional fingerprint recognition systems based on 
minutia representation. A novel minutia-based local 
structure realized by the normalized mixture of the 
Gaussian function model is devised, so that the similari-
ties among adjacent minutiae could be measured in terms 
of the Euclidean distance, and PCA is adopted to reduce 
the feature dimensions. In addition, the texture infor-
mation of fingerprint images is expressed by the texture-
based local structures, which are also projected into the 
PCA subspace in the proposed approach. The two types 
of local structure are fused at the feature level, and K-
means clustering is adopted to group similar local struc-
tures into clusters. A finger-specific bit-training method is 
also implemented to improve the overall recognition ac-
curacy by selecting reliable and discriminative bits. Vali-
dation experiments were conducted, with the results 
showing that the proposed method yields superior recog-
nition accuracy than existing methods.  
Nevertheless, the proposed method has a small number 
of limitations, which can be addressed in future work. 
First, additional minutia information such as data on the 
type and orientation can be utilized. Generally, considera-
tion of both minutia type and orientation can facilitate 
improved recognition accuracy when combined with mi-
nutia positional information. Second, in this study, the 
TABLE 10 
COMPARISON OF AVERAGE COMPUTATIONAL TIMES OF FINGER-
PRINT BIT-CONVERSION METHODS 
Methods 
Average time  
(in seconds) 
Bit-size 
Generation  
of bit-string 
Matching  
by bit-strings 
Ferrara [20] 0.017 3.0e-03 
61,040 bits (Variable size) 
(Average in FVC2006 DB2) 
Pair-
minutiae 
[13], [14], 
[19] 
0.04 0.5e-03 32,768 bits 
Bringer [31] N/A N/A 50,000 bits 
Jin [5] 4 1.0e-06 200~300 bits 
PM 0.6 1.0e-04 
15,000 bits  
(case 1, Section 3.2.2.1)  
4,500 bits 
(case 2, Section 3.2.2.2) 
 
Fig. 15. Accuracy for varying compression length 
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simple pixel intensity was used for the texture-based local 
structure. However, this representation is prone to image 
misalignment. Therefore, a more sophisticated feature 
such as the pixel gradient or the ridge shape feature could 
be considered. Third, K-means clustering was used to 
group similar minutia features, but more advanced clus-
tering methods may produce improved and/or more 
clusters to cover all possible local structures. Finally, 
matching methods for bit-strings different to that used in 
our method may improve the accuracy of this technique. 
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