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Abstract
For the N -Laplacian N on a regular domain the N -Green’s function exists. This allows us to define the
N -Robin’s function and the N -harmonic radius. We show their basic properties and extend the method of
the harmonic transplantation to that of the N -harmonic transplantation. The method is used to estimate the
first eigenvalue of the N -Laplacian N . We also give another proof of the isoperimetric inequality for the
N -capacity and give the isoperimetric inequality for the N -harmonic radius.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The conformal transplantation method has numerous applications in function theory and
mathematical physics [3,14,23,24]. Its generalization to multiply connected and higher dimen-
sional domains, the harmonic transplantation, was introduced by Hersch [14]. The method of
the harmonic transplantation was extended to spaces of constant curvatures by Bandle, Brillard
and Flucher [4]. The method of the harmonic transplantation usually gives the estimates of do-
main functionals from above while the symmetrization technique yields estimates from below,
or vice versa (cf. [5,15] and refernces therein). Recently, there are many interesting applications
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therein). The purpose of this paper is to extend the method of the harmonic transplantation to
that of the N -harmonic transplantation.
For p > 1, the p-Laplacian is defined as
pu = −div
(|∇u|p−2∇u), (1.1)
on RN for u ∈ C2(RN). As for the standard Laplacian (p = 2), the potential theory for the p-
Laplacian p has been developed (cf. [16] and references therein). Because of some analytical
difficulties, we only consider the N -Laplacian in this paper. The N -Laplacian and the N -capacity
play important roles in the theory of higher dimensional quasiregular mappings (cf. [12,13,16]).
Let D be a bounded domain in RN . The N -Green’s function GD(x,y) of N on D is the
weak solution to the Dirichlet problem{
NGD(·, y) = δy in D,
GD(·, y) = 0 on ∂D, (1.2)
for a fixed point y ∈ D. The first equation holds in the sense of distributions in the dual of the
Sobolev space W 1,N (D). The N -Green’s function GD(·,·) on a bounded regular domain D exists
(cf. Theorem 2.1), and it can be decomposed into a fundamental singularity and a bounded part,
i.e.,
GD(x,y) = γ
(
F
(|x − y|)−HD(x, y)), (1.3)
where
F(s) = log 1
s
, γ = ω−
1
N−1
N−1 , (1.4)
ωN−1 is the (N −1)-dimensional Hausdorff measure of the unit sphere SN−1 in RN [17, p. 600].
The function
G0(x, y) = γF
(|x − y|) (1.5)
is the N -Green’s function of N on RN , i.e., NG0(·, y) = δy on RN .
Because of the nonlinearity of the N -Laplacian N for N  3, given two N -harmonic func-
tions u1 and u2, i.e., Nu1 = Nu2 = 0, the function u1 + u2 is usually not N -harmonic, but
αu1 + β and αu2 + β are N -harmonic for any α,β ∈ R. This is an essential difference between
harmonic functions and N -harmonic functions, which makes it difficult to prove some proposi-
tions concerning the N -Laplacian N . Another difficulty is that the gradient of an N -harmonic
function may vanish (Lewis [19] established its nonvanishing in a very special case). We can
overcome this difficulty by using geometric measure theory. The third difficulty is that an N -
harmonic function is known to be only in C1+α locally for some 0 < α < 1.
By the above reasons, HD(·, y) is usually not N -harmonic, and the smoothness of HD(y, y)
is not established so far. However, we know that HD(·, y) is locally bounded and is continuous
at the point y (cf. Theorem 2.1). We call its value at the point y,
tD(y) = HD(y, y), y ∈ D, (1.6)
the N -Robin’s function. It is locally bounded and positive in D by Proposition 2.4(2). So we can
define the N -harmonic radius ρD(y) of D at the point y ∈ D to be the unique solution to the
equation
F
(
ρD(y)
)= tD(y). (1.7)
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N -Robin’s function attains its minimum is called the N -harmonic center of D.
Consider a ball B(0,1) ⊂ RN centered at the origin with radius 1 and a radially symmetric
function u : B(0,1) → R+. u can be written as u(x) = μ(GB(0,1)(x,0)) for some function μ de-
fined in R+ (this is possible since GB(0,1)(x,0) = γ log 1/|x|). The N -harmonic transplantation
UD,y of u into D for a fixed point y ∈ D is defined as
UD,y(x) = μ
(
GD(x,y)
)
, (1.8)
for x ∈ D. The following is the key properties of the N -harmonic transplantation.
Theorem 1.1. Suppose D is a bounded regular domain in RN . For any fixed point y ∈ D, we
have:
(1)
∫
D
∣∣∇UD,y(x)∣∣N dx = ∫
B(0,1)
∣∣∇u(x)∣∣N dx. (1.9)
(2) For every Ψ : R+ → R+,∫
D
Ψ
(
UD,y(x)
)
dx 
∫
B(0,ρD(y))
Ψ
(
UB(0,ρD(y)),0(x)
)
dx
= ρND (y)
∫
B(0,1)
Ψ
(
u(x)
)
dx. (1.10)
If the function Ψ ◦μ is nondecreasing, then∫
D
Ψ
(
UD,y(x)
)
dx 
∫
D∗
Ψ
(
UD∗,0(x)
)
dx, (1.11)
where D∗ is the ball with the same volume as D.
A ring D \ A is a domain whose complement consists of a bounded component A and an
unbounded component RN \ D. We can define the N -harmonic transplantation for a ring D \ A
as follows. For a radially symmetric function u : B(0,R) \ B(0, r) → R+, u can be written as
u(x) = μ(k0(x)) for some function μ defined in (0,1), where k0 is the N -capacity potential of
B(0, r) with respect to B(0,R) (this is possible because k0 is radially symmetric, continuous
and has range (0,1) by the formula of k0 in (2.8)). Let k be the N -capacity potential of A with
respect to D. The N -harmonic transplantation UA,D of u into D \A is defined as
UA,D(x) = μ
(
k(x)
)
, (1.12)
for x ∈ D \A.
Theorem 1.2. Suppose D \ A is a ring in RN . Let R(1) be the radius of the ball with the same
volume as A and let R0 be the number satisfying capB(0,R0)(B(0, R(1))) = capD(A). Let r and
R in the definition of the N -harmonic transplantation be replaced by the R(1) and R0. Then:
(1)
∫ ∣∣∇UA,D(x)∣∣N dx = ∫ ∣∣∇u(x)∣∣N dx. (1.13)D\A B(0,R0)\B(0,R(1))
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D\A
Ψ
(
UA,D(x)
)
dx 
∫
B(0,R0)\B(0,R(1))
Ψ
(
u(x)
)
dx. (1.14)
In Section 2, we give the basic properties of the N -Laplacian and the N -harmonic radius. In
Section 3, geometric measure theory is used to show that for almost all t ∈ (0,1), the gradient of
the N -capacity potential k does not vanish HN−1-a.e. on {k = t} and {k > t} is of locally finite
perimeter. Then we show the inequality of distribution functions for the N -capacity potentials
and give another proof of the isoperimetric inequality for the N -capacity. In Section 4, we extend
the method of the harmonic transplantation to that of the N -harmonic transplantation, and prove
Theorems 1.1 and 1.2. They are used to estimate the first eigenvalue of the N -Laplacian N . We
also give the isoperimetric inequality for the N -harmonic radius.
2. The N -Laplacian N and the N -harmonic radius
As in the case of the standard Laplacian, we can define a class of domain to be regular for the
p-Laplacian p , on which we can solve the Dirichlet problem for p (cf. [16, Section 9.5]). It
is known that a domain D is regular if it satisfies the exterior cone condition [16, Theorem 6.31].
In particular, the domain with Lipschitzian boundary is regular for the p-Laplacian. We collect
some basic results for the p-Laplacian in the following theorem.
Theorem 2.1.
(1) [17, Theorem 2.1 and Remark 1.4] Suppose the domain D ⊂ RN is regular, y ∈ D is a fixed
point and 1 < p  N . For g ∈ L∞(D) ∩ W 1,p(D) and λ ∈ R, there exists a unique weak
solution u ∈ C1(D \ {y}) to{
pu = λδy in D′(D),
u = g on ∂D, (2.1)
such that |∇u|p−1 ∈ L1(D), ∇u ∈ Lp(D \B(y, r)) for r > 0 sufficiently small, and if λ = 1,
u(·)−G0(·, y) ∈ L∞(D),
∇(u(·)−G0(·, y))= o(|· − y| 1−Np−1 ). (2.2)
In particular, limx→y(u(x)−G0(x, y)) exists for any y ∈ D.
(2) [20, Theorem 1] Let D be a bounded open set in RN and let u be a weak solution to pu = 0
in D with 0 < p < ∞. If K is a compact subset of D, there exist constant A > 0 and α > 0
depending on p, N , K and ‖u‖W 1,p(D) such that∣∣∇u(x)∣∣A, ∣∣∇u(x)− ∇u(y)∣∣A|x − y|α, (2.3)
for any x, y ∈ K .
Let D \A be a ring in RN . The N -capacity of a set A with respect to D is defined as
capD(A) := inf
{∫
|∇u|N dx; u ∈ W 1,N0 (D), u 1 on A
}
. (2.4)D
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for N = 3. As pointed by Lewis in [19, p. 205] Gehring’s proof remains valid for general N  2.
A function u is called an admissible function for the ring D \A if u is continuous with boundary
values 1 on ∂A and 0 on ∂D, and ACL in D \A.
Theorem 2.2. [13, Theorem 1] Let D \A be a ring in RN with nondegenerate boundary compo-
nents. Then there exists a unique admissible function k for which
capD(A) =
∫
D\A
|∇k|N dx. (2.5)
We call the unique extremal function k(·) the N -capacity potential of A with respect to D.
k is known to be a weak solution to{
Nk = 0 in D \A,
k = 1 on ∂A,
k = 0 on ∂D
(2.6)
(cf. [13, Corollary 1]). The value of the capacity of a standard ring is known. If 0 < r < R < ∞,
then
capB(x0,R)
(
B(x0, r)
)= ωN−1(log R
r
)1−N
, (2.7)
where ωN−1 is the (N − 1)-dimensional Hausdorff measure of the unit sphere SN−1 in RN
(cf. [16, Section 2.11]). By the definition of the N -harmonic radius, we have the formula
ρD(y) = e−HD(y,y).
Example 2.3. (1) The case D = B(0, ρ). The N -capacity potential k0 of B(0, r) with respect to
B(0,R) is
k0(x) = log |x| − logRlog r − logR , x ∈ B(0,R) \B(0, r), (2.8)
since log |x| is N -harmonic in RN \ {0} by (1.4) and k0 obviously satisfies the boundary condi-
tion. For x, y ∈ D, the N -Green’s function is given by
GD(x,y) = −γ log
∣∣φy(x)∣∣, (2.9)
where φy(·) is a conformal diffeomorphism on RN which maps the ball B(0, ρ) to B(0,1) with
φy(y) = 0. This is because
GB(0,ρ)(x, y) = GB(0,1)
(
φy(x),φy(y)
)= GB(0,1)(φy(x),0)= −γ log∣∣φy(x)∣∣, (2.10)
by the transformation formula of the N -Green’s functions under conformal transformations in
the following Corollary 2.6(1) and GB(0,1)(x,0) = −γ log |x|.
It is known [6, Theorem 3.4.2] that for any fixed point z ∈ B(0,1), there exists a confor-
mal mapping ϕz(·) on RN which maps the B(0,1) to itself with ϕz(z) = 0 and ϕz(0) = z.
Then φy(·) = ϕ y
ρ
( ·
ρ
) is the conformal diffeomorphism mapping the ball B(0, ρ) to B(0,1) with
φy(y) = 0. It is known that
lim′
|ϕz(z′)− ϕz(z)|
′ =
1 − |ϕz(z)|2
2 =
1
2 (2.11)z →z |z − z| 1 − |z| 1 − |z|
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lim
x→y log
|φy(x)|
|x − y| = log
1
ρ − |y|2
ρ
. (2.12)
Therefore, HB(0,ρ)(y, y) = − log(ρ − |y|2ρ ) by (2.9) and (2.12), and so the N -harmonic radius is
given by
ρB(0,ρ)(y) = ρ − |y|
2
ρ
. (2.13)
(2) The case D = B(0, ρ)c . Under the conformal mapping f : y → ρ2 y|y|2 , the ball B(0, ρ)
is mapped to B(0, ρ)c . Note that |f ′|(y) = ρ2|y|2 . Then we can obtain the N -Green’s function
GB(0,ρ)c (·,·) and the N -harmonic radius ρB(0,ρ)c (·) by using the following Corollary 2.6 (al-
though f (0) = ∞). In particular, the N -harmonic radius is given by
ρB(0,ρ)c (y) = |y|
2
ρ
− ρ. (2.14)
The following is the basic properties of the N -Robin’s function and the N -harmonic radius.
Proposition 2.4. Suppose D and D˜ are bounded regular domains. Then:
(1) If D ⊂ D˜, then ρD(y) ρD˜(y) for all y ∈ D.
(2) The N -Robin’s function tD is locally bounded in D and the N -harmonic radius ρD is
bounded and positive in D.
(3) If D satisfies the double sided ball condition, then its N -harmonic radius vanishes at the
boundary, and
ρD(y) = 2d(y)+ o
(
d(y)
)
, (2.15)
as y → ∂D, where d(y) = dist(y, ∂D).
Proof. (1) By the asymptotic estimates (2.2) for the N -Green’s function in Theorem 2.1(1),
we see that GD˜(·, y) > 0 on the sphere ∂B(y, ) for sufficiently small  > 0 and vanishes
on ∂D˜. Then, the strong maximum principle for N -harmonic functions in Section 6.5 in [16]
implies GD˜(·, y) > 0 in D˜ \ B(y, ), and so GD˜(·, y) > 0 in D˜ \ {y}. In particular, GD˜(x, y) >
GD(x, y) = 0 for x ∈ ∂D.
Now let us show that GD˜(x, y)GD(x,y) for all x ∈ D \ {y}. For small  > 0, let u be the
solution to the Dirichlet problem{
Nu = 0 in D \B(0, ),
u = γF() on ∂B(0, ),
u = g on ∂D.
(2.16)
Denote by u1, and u2, the solutions to (2.16) with g1 ≡ 0 on ∂D and g2(·) = GD˜(·, y) on
∂D, respectively. By the proof of Theorem 2.1 in [17, pp. 608–609], there exists a subsequence
of {n} such that GD(·, y) is the limit of the sequence of functions u1,n in C1(D \ {y}), and
simultaneously, GD˜(·, y) is the limit of the sequence of functions u2,n in C1(D \ {y}). On
the other hand, by the comparison theorem for N -harmonic functions in Section 7.6 in [16],
u1,n  u2,n in D \B(0, n) since the inequality holds on the boundary ∂D∪ ∂B(0, n) (g1 < g2
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HD˜(·, y)HD(·, y) in D \ {y}. In particular,
HD˜(y, y)HD(y, y), (2.17)
for y ∈ D by the continuity of HD˜(·, y) and HD(·, y) at the point y by Theorem 2.1(1). The
result follows from the definition of the N -harmonic radius.
(2) By the monotonicity in (2.17) and the values of the N -harmonic radii of balls in Exam-
ple 2.3, we have
−∞ < log 1
R
= HB(y,R)(y, y)HD(y, y)HB(y,)(y, y) = log 1

< +∞, (2.18)
if B(y, ) ⊂ D ⊂ B(y,R). The positivity and boundedness of the N -harmonic radius of D fol-
lows from (2.18).
(3) For each y ∈ ∂D, we have two balls B(y − ρν,ρ) ⊂ D and B(y + ρν,ρ) ⊂ Dc , where
ν denote the exterior normal vector to D at point y. By the monotonicity of N -harmonic radii
in (2), we have ρB(y−ρν,ρ)  ρD  ρB(y+ρν,ρ)c . By using the explicit values of N -harmonic radii
(2.13) and (2.14) in Example 2.3, we conclude that ρD(y) = 0 and ∇ρD(y) = ∇ρB(y−ρν,ρ)(y) =
∇ρB(y+ρν,ρ)c (y) = −2ν. This complete the proof of this proposition. 
Let us give the well-known transformation formulae for N on RN and the N -Green’s func-
tions under conformal transformations (cf. [16, Theorem 14.39]). Let f ′(x) denote the derivative
of f at x, i.e., the matrix with the (i, j) entry to be ∂fi
∂xj
(x).
Proposition 2.5. Suppose D and D˜ are two domains in RN . Let f : D → D˜ be a conformal
diffeomorphism and let |f ′(x)| = |detf ′(x)|1/N . Suppose u ∈ C2(D˜), g ∈ C(D˜) and Nu(x˜) =
g(x˜) for any x˜ ∈ D˜. Then
N(u ◦ f )(x) =
∣∣f ′(x)∣∣N(Nu)(f (x))= ∣∣f ′(x)∣∣Ng(f (x)), (2.19)
for any x ∈ D.
Corollary 2.6.
(1) Let D and D˜ be two domains in RN , f : D → D˜ be a conformal diffeomorphism and let
GD(·,·) and GD˜(·,·) be the N -Green’s functions on domains D and D˜, respectively. Then,
for any x, y ∈ D, x = y, we have
GD˜
(
f (x), f (y)
)= GD(x,y), (2.20)
and
tD˜ ◦ f = tD − log |f ′|, ρD˜ ◦ f = |f ′|ρD. (2.21)
(2) ds2 = dx2
ρD(x)
2 is conformally invariant in D.
Its proof is similar to the case N = 2. We omit the details.
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For a continuous function f : D → R, let Df (t) := {x ∈ D; f (x) > t} and let Df [t] :=
{x ∈ D; f (x) t}. If f is N -harmonic, ∇f may vanish, and so ∂Df (t) is usually not a smooth
surface. We need results in geometric measure theory to overcome this difficulty. We refer to [26]
for basic concepts and results in geometric measure theory.
Theorem 3.1 (C1 Sard-type theorem). [25, Theorem 10.4] Suppose D is a domain in RN
and f : D → R is C1. Then for almost all t ∈ f (D), f−1(t) is decomposed into an (N − 1)-
dimensional C1 submanifold and a closed set of HN−1-measure zero. Specifically,
f−1(t) = (f−1(t) \C)∪ (f−1(t)∩C), (3.1)
where C = {x ∈ D; ∇f (x) = 0}. For almost all t , HN−1(f−1(t) ∩ C) = 0, f−1(t) \ C is an
(N − 1)-dimensional C1 submanifold, andHN−1(f−1(t)) < ∞ when D and ‖f ‖C1(D) are both
bounded.
The fact that when D and ‖f ‖C1(D) are both bounded, HN−1(f−1(t)) < ∞ for almost all t
is an easy consequence of the general coarea formula (cf. [25, (10.3)]), although it is not stated
in Theorem 10.4 in [25]. We will denote by Sf the set of t for which the result in Theorem 3.1
holds for f−1(t). Then the measure of f (D) \ Sf is null.
To apply the results in geometric measure theory, we need to know Df (t) to be of locally
finite perimeter for t ∈ Sf and determine ∇χDf (t).
Proposition 3.2. Suppose f : D → R is C1, where D is a domain in RN . Then for t ∈ Sf with
Df (t) ⊂ D , the set Df (t) is of locally finite perimeter.
Here we use the condition Df (t) ⊂ D to promise ∂Df (t) ⊂ f−1(t). Otherwise, ∂Df (t) may
contain a part of ∂D. It is elementary to check this proposition. We omit the details. When
f is in BV(RN), the result is proved in Proposition 5.2 in [1]. Since the N -capacity potential
k is in W 1,N (RN), it is in W 1,1local(R
N) and so it is a BV function. Thus, it also follows from
Proposition 5.2 in [1] that Dk(t) is of locally finite perimeter for almost all t .
Recall that for a set E of locally finite perimeter, we have ∂∗E ⊂ ∂ME and HN−1(∂ME \
∂∗E) = 0, where ∂∗E = {x; n(x,E) exists} and n(x,E) is the measure-theoretic normal to E at
x (cf. [26, Lemma 5.9.5]). Since for t ∈ Sf with Df (t) ⊂ D, Df (t) is of locally finite perimeter
by Proposition 3.2, it follows from the above property and the fact f−1(t) \ C ⊂ ∂MDf (t) ⊂
f−1(t) that HN−1(f−1(t) \ ∂∗Df (t)) = 0. Note that if t ∈ Sf with Df (t) ⊂ D, we have
n
(
x,Df (t)
)= − ∇f (x)|∇f (x)| , (3.2)
for x ∈ f−1(t) \ C by the definition of measure-theoretic normal vector, ∇f (x) = 0 for such x
and the fact that f−1(t) \C is an (N − 1)-dimensional C1 submanifold. Then, we can apply the
divergence formula∫
divV dx =
∫
∗
V (x) · n(x,E)dHN−1(x) (3.3)
E ∂ E
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perimeter, to E = Df (t) for t ∈ Sf with Df (t) ⊂ D to obtain∫
Df (t)
∇jφ dx =
∫
f−1(t)
φ(x)nj (x) dHN−1(x), (3.4)
for φ ∈ C∞0 (RN), j = 1, . . . ,N , where nj (x) = −∇j f (x)/|∇f (x)| for x ∈ f−1(t)\C. Namely,
the derivative ∇jχDf (t) in the sense of distributions is a signed Radon measure supported on
f−1(t), and
∇jχDf (t) = −nj HN−1f−1(t), (3.5)
where HN−1f−1(t) is the (N − 1)-dimensional Hausdorff measure restricted to f−1(t).
We need the regularization of the signed Radon measure ∇jχDf (t) later. Let ϕ(x) =
−Nϕ(x

), where ϕ is a symmetric modifier, i.e., ϕ ∈ C∞0 (RN), ϕ(x) = ϕ(−x), ϕ  0, suppϕ ⊂
B(0,1) and
∫
RN ϕ = 1. Note that for t ∈ Sf with Df (t) ⊂ D and g ∈ C0(RN), we have that∫
RN
g(x)χDf (t) ∗ ∇jϕ(x) dx =
∫
RN
g(x) dx
∫
Df (t)
∇jϕ(x − y)dy
= −
∫
RN
g(x) dx
∫
Df (t)
∂
∂yj
(
ϕ(x − y)
)
dy
= −
∫
RN
g(x) dx
∫
f−1(t)
ϕ(y − x)nj (y) dHN−1(y)
= −
∫
f−1(t)
g ∗ ϕ(y)nj (y) dHN−1(y)
→ −
∫
f−1(t)
g(y)nj (y) dHN−1(y), (3.6)
as  → 0, by Fubini’s theorem and φ(·) = φ(−·), where nj (y) = −∇j f (x)/|∇f (x)|. In the
third equation, we have used the divergence formula (3.4). So, for t ∈ Sf with Df (t) ⊂ D, we
have that
∇j (χDf (t) ∗ ϕ) = χDf (t) ∗ ∇jϕ → −njHN−1f−1(t) = ∇jχDf (t), (3.7)
for each j , as  → 0, in the sense of signed Radon measures.
The following lemma is a key property of the N -capacity potential k, which is important in
the proof of the isoperimetric inequality for the N -capacity and the inequality of distribution
functions for the N -capacity potentials.
Lemma 3.3. Let D \A be a bounded ring in RN and let k be the N -capacity potential of A with
respect to D. Then for t ∈ Sk , D \Dk(t) is a ring, ∂Dk(t) = k−1(t), Dk[t] = Dk(t) and
capD
(
Dk[t]
)= 1
tN−1
∫
−1
|∇k|N−1 dHN−1 = capD(A)
tN−1
, (3.8)
k (t)
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k−1(t)
|∇k|N−1 dHN−1 = capD(A), (3.9)
where HN−1 is the (N − 1)-dimensional Hausdorff measure.
Proof. By Theorem 2.1(2), ∇k is Cα in any compact set K ⊂ D \A for some α ∈ (0,1) depend-
ing on K , N and ‖k‖W 1,N (D\A). So it follows from C1 Sard-type Theorem 3.1 that for t ∈ Sk ,
k−1(t) is decomposed into an (N − 1)-dimensional C1 submanifold and a closed set of HN−1-
measure zero. It is obvious that Dk(t) ⊂ Dk[t] ⊂ D for 0 < t < 1. So the above results, for
example Proposition 3.2, can be applied to k.
Suppose that Dk(t) is not connected for some t ∈ Sk . Then there exist two open subsets U1
and U2 of D such that Dk(t) = (U1 ∩Dk(t))∪ (U2 ∩Dk(t)) with U1 ∩U2 = ∅, U1 ∩Dk(t) = ∅
and U2 ∩ Dk(t) = ∅. Since A is connected, we can assume A ⊂ U1 ∩ Dk(t) without loss of
generality. Then, U2 ∩Dk(t) ⊂ U2 ⊂ D \A on which k is N -harmonic. By continuity, k achieves
maximum in the closed set U2 ∩Dk(t) and so it achieves local maximum in U2 since k  t in U2 \
Dk(t). This contradicts the strong maximum principle for N -harmonic functions in Section 6.5
in [16]. Similarly, the strong maximum principle also implies that ∂Dk(t) = k−1(t) for t ∈ Sk
and consequently, Dk[t] = Dk(t).
Since k is a W 1,N weak solution to the Dirichlet problem (2.6) with boundary value 0 on ∂D
and 1 on ∂A, we see that 1
t
k for t ∈ Sk is a W 1,N weak solution to the Dirichlet problem (2.6)
in the ring D \ Dk[t] with boundary value 0 on ∂D and 1 on k−1(t). Recall that for the ring
D \ Dk[t], the N -capacity potential kt of Dk[t] with respect to D exists by Theorem 2.2 which
is also a W 1,N weak solution to the Dirichlet problem (2.6) in the ring D \Dk[t] with boundary
value 0 on ∂D and 1 on k−1(t). Hence, 1
t
k = kt in D \ Dk[t] by the comparison principle for
N -harmonic functions in Section 7.6 in [16]. Namely, 1
t
k is the N -capacity potential of Dk[t]
with respect to D, and so
capD
(
Dk[t]
)= 1
tN
∫
D\Dk[t]
〈|∇k|N−2∇k,∇k〉dx. (3.10)
To apply the divergence formula to (3.10), we need the following regularization procedure since
∇k is only locally Cα . Let t , t ′ ∈ Sk . Note that D \Dk[t] =⋃t ′>0{t ′ < k < t} and k ∗ ϕ → k in
C1+α({t ′ < k < t}). Thus,
capD
(
Dk[t]
)= lim
Skt ′→0
lim
→0
1
tN
∫
{t ′<k<t}
〈|∇k|N−2∇k,∇(k ∗ ϕ)〉dx
= lim
Skt ′→0
lim
→0
1
tN
∫
RN
〈|∇k|N−2∇k,∇(k ∗ ϕ)χt,t ′ ∗ ϕ 〉dx
= lim
Skt ′→0
lim
→0
1
tN
∫
RN
〈|∇k|N−2∇k,∇(k ∗ ϕ · χt,t ′ ∗ ϕ)〉dx
− lim
Skt ′→0
lim
→0
1
tN
∫
N
〈|∇k|N−2∇k, k ∗ ϕ · χt,t ′ ∗ ∇ϕ 〉dx, (3.11)
R
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vanishes because of Nk = 0 weakly in D \ A and k ∗ ϕ · χt,t ′ ∗ ϕ ∈ C∞0 (D \ A) if  is suffi-
ciently small for fixed t < 1 and t ′ > 0. Note that |∇k|N−2∇k is continuous, lim→0 k ∗ ϕ = k
uniformly in {t ′ < k < t} and lim→0 ∇jχt,t ′ ∗ϕ = ∇jχt,t ′ as signed Radon measures for each j
by (3.7). Therefore,
capD
(
Dk[t]
)= − lim
Skt ′→0
1
tN
∫
RN
〈|∇k|N−2∇k, k∇χt,t ′ 〉
= lim
Skt ′→0
1
tN
∫
k−1(t ′)
k
〈|∇k|N−2∇k,n〉dHN−1
− lim
Skt ′→0
1
tN
∫
k−1(t)
k
〈|∇k|N−2∇k, n˜〉dHN−1
= 1
tN−1
∫
k−1(t)
|∇k|N−1 dHN−1, (3.12)
where n and n˜ are the measure-theoretic normal vector to Dk(t ′) and Dk(t), respectively, i.e.,
n = −∇k/|∇k| a.e. on k−1(t ′) and n˜ = −∇k/|∇k| a.e. on k−1(t). The integral over k−1(t ′) in
(3.12) tends to zero as t ′ → 0 because of the following claim (3.13) and k|k−1(t ′) = t ′ → 0. For
0 < t1 < t2 < 1, t1, t2 ∈ Sk , we claim that∫
k−1(t1)
|∇k|N−1 dHN−1 =
∫
k−1(t2)
|∇k|N−1 dHN−1. (3.13)
This is because
0 = lim
→0
∫
RN
〈|∇k|N−2∇k,∇(χt1,t2 ∗ ϕ)〉dx
=
∫
RN
〈|∇k|N−2∇k,∇χt1,t2 〉dx
= −
∫
k−1(t1)
〈|∇k|N−2∇k,n1〉dHN−1 + ∫
k−1(t2)
〈|∇k|N−2∇k,n2〉dHN−1
=
∫
k−1(t1)
|∇k|N−1 dHN−1 −
∫
k−1(t2)
|∇k|N−1 dHN−1, (3.14)
by Nk = 0 weakly in D \ A ⊃ {t1 < k < t2} and (3.7), where n1 and n2 are the measure-
theoretic normal vectors to Dk(t1) and Dk(t2), respectively.
Recall that if {Kj } is a decreasing sequence of compact subsets of D with K = ⋂∞j=1 Kj ,
then
lim capD(Kj ) = capD(K) (3.15)
j→∞
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find that∫
k−1(t)
|∇k|N−1 dHN−1 = lim
Skt→1
tN−1 capD
(
Dk[t]
)= capD(A), (3.16)
for 0 < t < 1, t ∈ Sk . This completes the proof of the lemma. 
For a domain D ⊂ RN , we denote
m(D) =
∫
D
dx, S(∂D) =
∫
∂D
dHN−1. (3.17)
For every measurable set A, denote by A∗ the ball with the same volume. The isoperimetric
inequality states that
S(∂A) S(∂A∗). (3.18)
Lemma 3.4. For any 0 f ∈ C0,1(D) and for almost all t  0,
S
(
D ∩ f−1(t)) NN−1 −dm(Df (t))
dt
( ∫
D∩f−1(t)
|∇f |N−1 dHN−1
) 1
N−1
, (3.19)
with equality for radially symmetric D and radially symmetric decreasing f .
Remark 3.5. (1) The inequality (3.19) is given by Lemma 2.2.3 in [21] for f ∈D(D). Its proof
works for f ∈ C0,1(D) if we use the following formula for the integral of the modulus of the
gradient. For a measurable nonnegative function Φ on an open subset D of Rn and f ∈ C0,1(D),
we have∫
D
Φ(x)
∣∣∇f (x)∣∣dx = ∞∫
0
ds
∫
D∩f−1(s)
Φ(x)dHN−1(x) (3.20)
(cf. [21, Theorem 1.2.4] or [7, Theorem 3.2.12]). For radially symmetric D and radially symmet-
ric decreasing f , it can be checked directly that the inequality (3.19) above becomes an equality.
(2) The following coarea formula,
−dm(Df (t))
dt
=
∫
f−1(t)
1
|∇f (x)| dH
N−1(x), (3.21)
for almost all t , may not hold for such f since |∇f (·)| may vanish in a set of positive measure.
From now on, we take Sf to be the set of t for which not only the result in C1 Sard-type
theorem, but also Lemma 3.4 hold for f−1(t). The measure of f (D) \ Sf is also null.
Let m(t) = m(Dk(t)) be the distribution function of the N -capacity potential k(·) of A with
respect to D. By applying Lemma 3.4 to f = k, we find that m(t) is differentiable at t ∈ Sk and
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dt
 S
(
∂Dk(t)
) N
N−1
( ∫
k−1(t)
|∇k|N−1 dHN−1
)− 1
N−1
= S(∂Dk(t)) NN−1 capD(A)− 1N−1
 S
(
∂Dk(t)
∗) NN−1 capD(A)− 1N−1 . (3.22)
Here we have used the representation formula (3.9) of the N -capacity in Lemma 3.3 and the
isoperimetric inequality (3.18).
Let R(t) be the radius of the ball Dk(t)∗, i.e., m(t) = ωN−1N R(t)N . Then,
S
(
∂Dk(t)
∗)= ωN−1R(t)N−1. (3.23)
Differentiation yields
−dm(t)
dt
= −ωN−1R(t)N−1 dR(t)
dt
, (3.24)
for t ∈ Sk . Therefore, dR(t)dt is measurable almost everywhere and
−dR(t)
dt

(
ωN−1R(t)N−1
) 1
N−1 capD(A)
− 1
N−1 , (3.25)
for t ∈ Sk , with equality for the radially symmetric A and D (k is radial for the radially symmetric
A and D by Example 2.3(1)).
In this way, we can prove the isoperimetric inequality for the N -capacity, which was proved
first by Gehring in [12] for three-dimensional case and by Mostow in [22] for higher dimensional
case.
Theorem 3.6 (Isoperimetric inequality for the N -capacity). Let D \A be a bounded ring in RN .
Then
capD(A) capD∗(A∗). (3.26)
Proof. It follows from (3.25) that
1
capD(A)
 1
ωN−1
( R(0)∫
R(1)
dR
R
)N−1
= 1
capB(0,R(0))(B(0,R(1)))
, (3.27)
by the value of the N -capacity of a standard ring in (2.7). 
Let A∗1 denote the ball with radius R1 such that
capD(A) = capD∗
(
A∗1
)
, (3.28)
and let D∗0 be the ball with radius R0 such that
capD(A) = capD∗0 (A
∗). (3.29)
It is obvious that R1 R(1) and R0 R(0) by the isoperimetric inequality for the N -capacity in
Theorem 3.6. Let k1 and k0 be the N -capacity potentials in D∗ \A∗ and D∗ \A∗, respectively.1 0
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functions of k1(x) and k0(x), respectively. Namely, m1(t) = m(Dk1(t)) and m0(t) = m(Dk0(t)).
Then
m0(t)m(t)m1(t), (3.30)
for 0 < t < 1.
Proof. Denote by R0(t), R(t) and R1(t) the radii of the balls of volumes m0(t), m(t) and m1(t),
respectively. Integrating (3.25) over [t0, t1] ⊆ [0,1], we get
R(t0)∫
R(t1)
dR
R

ω
1
N−1
N−1(t1 − t0)
capD(A)
1
N−1
, (3.31)
with equality for the radially symmetric A and D. By definition, capD∗0 (A
∗) = capD∗ (A∗1) =
capD(A). (3.31) is an equality for R(t) = R0(t) or R(t) = R1(t). Apply (3.31) to R(t) and R1(t)
to get
R(t0)∫
R(t1)
dR
R

R1(t0)∫
R1(t1)
dR
R
. (3.32)
Putting t0 = 0 and noting that R(0) = R1(0) is the radius of D∗, we get R(t1) R1(t1) and so
m(t1)m1(t1) for all t1. It is similar to show the other estimate. This complete the proof of this
proposition. 
4. The N -harmonic transplantation
In this section we will prove the main theorems about the N -harmonic transplantation. We
begin with a lemma about the N -Green’s function. Let DGD(·,y)(t) = {x ∈ D; GD(·, y) > t} ∪{y} and DGD(·,y)[t] = {x ∈ D; GD(·, y)  t} ∪ {y} for t  0. In the same way as in the proof
of Proposition 3.3 for the N -capacity potentials, we can show that DGD(·,y)(t) = DGD(·,y)[t],
∂DGD(·,y)(t) = GD(·, y)−1(t) for a bounded regular domain D and t ∈ SGD(·,y).
Lemma 4.1. Suppose D ⊂ RN is a bounded regular domain. Let GD(·, y) be the N -Green’s
function of N on D with singularity at y ∈ D. Then, for each t > 0 with t ∈ SGD(·,y), we have∫
GD(·,y)−1(t)
∣∣∇GD(·, y)∣∣N−1 dHN−1 = 1. (4.1)
Proof. Note that Eq. (3.13) holds for any C1 N -harmonic function u instead of k by its
proof (3.14). Applying (3.13) to the N -Green’s function GD(·, y), we get∫
GD(·,y)−1(t1)
∣∣∇GD(·, y)∣∣N−1 dHN−1 = ∫
GD(·,y)−1(t2)
∣∣∇GD(·, y)∣∣N−1 dHN−1, (4.2)
for t1, t2 ∈ SGD(·,y). By Theorem 2.1(1), we have the following asymptotic estimates for the
N -Green’s function near the singularity:
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∇GD(x,y) = −ω−
1
N−1
N−1
x − y
|x − y|2 + o
(|x − y|−1), (4.3)
as x → y, by the value of γ in (1.4). Note that NGD(·, y) = 0 weakly in the domain
{GD(·, y) > t} \ B(y, r) for r sufficiently small and GD(·, y) ∈ C1+α({GD(·, y) > t} \ B(y, r))
for some 0 < α < 1 by the regularity in Theorem 2.1(2). Then, by using the regularization pro-
cedure in the domain {GD(·, y) > t} \B(y, r) as in (3.14), we find that for t ∈ SGD(·,y),∫
GD(·,y)−1(t)
∣∣∇GD(·, y)∣∣N−1 dHN−1
= −
∫
GD(·,y)−1(t)
〈∣∣∇GD(·, y)∣∣N−2∇GD(·, y), n1〉dHN−1
= −
∫
∂B(y,r)
〈∣∣∇GD(·, y)∣∣N−2∇GD(·, y), n0〉dHN−1
=
∫
∂B(y,r)
(
ω−1N−1|x − y|1−N + o
(|x − y|1−N ))dHN−1 → 1, (4.4)
as r → 0, where n1 is the measure-theoretic normal vector to the domain {GD(·, y) > t} almost
everywhere, i.e., n1 = −∇GD(·, y)/|∇GD(·, y)|, and n0 is the unit outer normal vector to the
ball B(y, r), i.e., n0(x) = x−y|x−y| . In the third equation of (4.4), we have used the asymptotic
estimates (4.3) and HN−1(∂B(y, r)) = ωN−1rN−1. This complete the proof of the lemma. 
We have the following estimate for the N -capacity of a small ball with respect to a domain. For
a bounded regular domain D, the domain D \B(y, r) for small r > 0 may not be a ring. However,
many propositions for the capacity of a ring, such as the existence of N -capacity potential and
Lemma 3.3, also hold for capD(B(y, r)) since the domain D \B(y, r) is regular.
Lemma 4.2. Suppose D is a bounded regular domain. For y ∈ D,
capD
(
B(y, r)
)= (γ (F(r) − tD(y))+ o(1))−N+1
= (γ (F(r) − tD(y)))−N+1 + o(1), (4.5)
as r → 0.
Proof. By the argument to show that 1
t
k for t ∈ Sk is the N -capacity potential of Dk[t] with
respect to D in the proof of Lemma 3.3, we see that 1
t
GD(·, y) for t ∈ SGD(·,y) is the N -capacity
potential of DGD(·,y)[t] with respect to D. It follows from Lemmas 3.3 and 4.1 that
capD
(
DGD(·,y)[t]
)= 1
tN−1
∫
GD(·,y)−1(t)
∣∣∇GD(·, y)∣∣N−1 dHN−1 = 1
tN−1
. (4.6)
By the definition N -Robin’s function, we find that for sufficiently small r > 0, B(y, r) ⊂
DGD(·,y)(t) with t = γ (F (r)− tD(y))+ η(r) with η(r) → 0 as r → 0, and so for t ∈ SGD(·,y),
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(
B(y, r)
)
 capD
(
DGD(·,y)[t]
)= 1
tN−1
= (γ (F(r)− tD(y))+ o(1))−N+1. (4.7)
The lower bound is similar. This completes the proof of the lemma. 
Corollary 4.3. Let D be a bounded regular domain and let ρ∗ be the radius of D∗. Then
sup
y∈D
ρD(y) ρ∗, (4.8)
with equality for radially symmetric domain D.
Proof. The isoperimetric inequality for the N -capacity yields the inequality capD(B(y, r)) 
capD∗(B(0, r)). Hence, by Lemma 4.2,
γ
(
F(r)− tD(y)
)+ o(1) γ (F(r)− tD∗(0))+ o(1), (4.9)
as r → 0, i.e., tD(y) tD∗(0). Consequently, ρD(y) ρD∗(0) = ρ∗ by Example 2.3(1). 
Proposition 4.4. Suppose D is a bounded regular domain. For a fixed point y ∈ D, let m(t),
m1(t) and m0(t) be the distribution functions of GD(·, y), GD∗(·,0) and GB(y,ρD(y))(·, y), re-
spectively. Then
m0(t)m(t)m1(t), (4.10)
for t ∈ SGD(·,y).
Proof. By applying Lemma 3.4 to f = GD(·, y) and using (4.1), we find that for t ∈ SGD(·,y),
−dm(t)
dt
 S
(
∂DGD(·,y)(t)
) N
N−1 , (4.11)
with equality for the radially symmetric N -Green’s function. By the isoperimetric inequality,
S(∂A) CN |A| NN−1 with optimal constant CN , we have
−dm(t)
dt
 CN
∣∣{GD(·, y) > t}∣∣ N2(N−1)2 = CN ∣∣{GD(·, y) t}∣∣ N2(N−1)2 . (4.12)
Apply Corollary 4.3 to the domain {GD(·, y) t} to get∣∣{GD(·, y) t}∣∣ ∣∣B(y,ρ{GD(·,y)t}(y))∣∣. (4.13)
Since by definition, GD(·, y) − t is the N -Green’s function of the domain {GD(·, y)  t}, the
N -Robin’s functions satisfy
t{GD(·,y)t}(y) = tD(y)+
t
γ
. (4.14)
Thus ρ{GD(·,y)t}(y) depends on D only through the number ρD(y) = ρ. So, it is unchanged if
we replace the domain D by B(y,ρ) and replace {GD(·, y) t} by {GB(y,ρ)(·, y) t}. Namely,
ρ{GD(·,y)t}(y) = ρ{GB(y,ρ)(·,y)t}(y). (4.15)
Therefore, by (4.13),∣∣{GD(·, y) t}∣∣ ∣∣B(y,ρ{GB(y,ρ)(·,y)t}(y))∣∣= ∣∣{GB(y,ρ)(·, y) t}∣∣. (4.16)
The equality in (4.16) again follows from applying Corollary 4.3 to the radially symmetric do-
main {GB(y,ρ)(·, y) t} (note that {GB(y,ρ)(·, y) t} is a smooth domain for each t by (2.9)).
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t∗ > 0 such that |{GD(·, y) t}| = |{GD∗(·,0) t∗}|. Then by the isoperimetric inequality for
the N -capacity and the formula (4.6), we find that
1
tN−1
= capD
(
DGD(·,y)[t]
)
 capD∗
(
DGD∗ (·,0)[t∗]
)= 1
(t∗)N−1
, (4.17)
i.e., t∗  t . So for t ∈ SGD(·,y),∣∣{GD(·, y) t}∣∣ ∣∣{GD∗(·,0) t}∣∣. (4.18)
The proposition follows. 
In the above proof, (4.12) and (4.16) become equalities if D is a ball. From this fact, we get
the following corollary.
Corollary 4.5 (The mean value inequality). Let y ∈ RN , t > 0 and ρ > 0 be given. Among all
bounded regular domains D with ρD(y) = ρ, the quality
S
(
∂DGD(·,y)(t)
) N
N−1 − d
dt
∣∣{GD(·, y) t}∣∣ (4.19)
is minimum for D = B(y,ρ) and (4.19) becomes an equation in this case.
Similar to Lemma 10 in [4], the isoperimetric inequality for the N -harmonic radius is an easy
consequence of (4.16).
Theorem 4.6 (Isoperimetric inequality for the N -harmonic radius). Among all bounded regular
domains given volume the maximum of the N -harmonic radius is given by the balls.
Proof of Theorem 1.1. (1) Since ∇UD,y(x) = μ′(GD(x, y))∇GD(x,y), we can apply formula
(3.20) to f = GD(·, y) ∈ C1(D \ {y}) and use (4.1) to get∫
D
|∇UD,y |N dx =
∞∫
0
∣∣μ′(t)∣∣N dt ∫
GD(·,y)−1(t)
|∇GD|N−1 dHN−1 =
∞∫
0
∣∣μ′(t)∣∣N dt. (4.20)
Thus (1) holds.
(2) By the mean value inequality in Corollary 4.5, we have
∫
D
Ψ
(
UD,y(x)
)
dx = −
∞∫
0
Ψ
(
μ(t)
) dm(t)
dt
dt

∞∫
0
dtΨ
(
μ(t)
)
S
(
∂DGD(·,y)(t)
) N
N−1

∞∫
dtΨ
(
μ(t)
)
S
(
G−1B(0,ρD(y))(t)
) N
N−10
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∞∫
0
Ψ
(
μ(t)
) dm1(t)
dt
dt
=
∫
B(0,ρD(y))
Ψ
(
UB(0,ρD(y)),0(x)
)
dx. (4.21)
Note that
S
(
G−1B(0,ρD(y))(t)
) N
N−1 = ρD(y)NS
(
G−1B(0,1)(t)
) N
N−1 (4.22)
by GB(0,ρD(y))(x,0) = −γ log |x|/ρD(y). So the right-hand side of (4.21) is ρD(y)N ×∫
B(0,1) Ψ (u(x)) dx.
For the upper bound,
∫
D
Ψ
(
UD,y(x)
)
dx = −
∞∫
0
Ψ
(
μ(t)
) dm(t)
dt
dt
=
∞∫
0
dt (Ψ ◦μ)′(t)∣∣{GD(·, y) t}∣∣

∞∫
0
dt (Ψ ◦μ)′(t)∣∣{GD∗(·,0) t}∣∣
=
∫
D∗
Ψ
(
UD∗,0(x)
)
dx, (4.23)
by the inequalities of the distribution functions of N -Green’s functions in Proposition 4.4 and
Ψ ◦μ being nondecreasing. This complete the proof of Theorem 1.1. 
The method of the N -harmonic transplantation leads to the upper bound of the following
functional,
Jq [D] = inf
{
1
N
∫
D
|∇u|N dx; u ∈ W 1,N0 (D),
1
q
∫
D
|u|q = 1
}
, (4.24)
with 2 q < ∞. It is known that there exists a positive minimizer uq of Jq [D] (cf. [10]). More-
over, Jq [D] is the first eigenvalue λq;1(D) of the N -Laplacian N , i.e.,
Nuq = λq;1uq−1q . (4.25)
When D is a ball B , denote by u∗ the symmetric rearrangement of a smooth function u with
only nondegenerate critical points, i.e., u∗ is a radially decreasing function whose level sets has
the same measure as the level sets of u. Then,
∫
D
uq = ∫
D
u∗q . Moreover, ‖∇u∗‖N  ‖∇u‖N
by Proposition 2.17 in [2]. Together with the fact that such functions are dense in W 1,N0 (B) [2,
Proposition 2.16], we see that there exists a positive, radial minimizer of the functional (4.24) on
a ball B .
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λq;1
(
B(0, ρ∗)
)
 λq;1(D) λq;1
(
B(0, supρD)
)
, (4.26)
where ρ∗ is the radius of the ball with the same volume as D.
Proof. For a fixed y ∈ D, let u be a radially decreasing minimizer of (4.24), i.e., the eigenfunc-
tion of (4.25), on the ball B(0, ρD(y)). Let UD,y be the N -harmonic transplantation of u into D.
Then
λq;1(D)
q
∫
D
|∇UD,y |N dx
N
∫
D
|UD,y |q dx 
q
∫
B(0,ρD(y)) |∇u|N dx
N
∫
B(0,ρD(y)) |u|q dx
= λq;1
(
B
(
0, ρD(y)
))
, (4.27)
by Theorem 1.1. By rescaling, it is easy to see that the first eigenvalue λq;1(B(0, r)) is continuous
on the radius r . Note that the N -harmonic radius ρD is bounded in D. So we can take supreme
in (4.27) to get (4.26). It is similar to show the lower bound by Theorem 1.1. 
Proof of Theorem 1.2. (1) Since ∇UA,D(x) = μ′(k(x))∇k(x), we have∫
D
|∇UA,D|N dx =
∞∫
0
∣∣μ′(t)∣∣N dt ∫
k−1(t)
|∇k|N−1 dHN−1
= capD(A)
∞∫
0
∣∣μ′(t)∣∣N dt
= capB(0,R0)
(
B
(
0,R(1)
)) ∞∫
0
∣∣μ′(t)∣∣N dt
=
∫
B(0,R0)\B(0,R(1))
∣∣∇u(x)∣∣N dx, (4.28)
by (3.9) and the assumption capB(0,R0)(B(0,R(1))) = capD(A).(2) It can be proved by the same way as Theorem 1.1 by using the inequalities of the distrib-
ution functions of the N -capacity potentials in Proposition 3.7. We omit the details. 
As in Corollary 4.7, Theorem 1.2 implies
λq;1(D \A) λq;1
(
B(0,R0) \B
(
0,R(1)
))
, (4.29)
which extends the Gasser–Hersch inequality [11] to the N -Laplacian.
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