Purpose: Parallel imaging and partial Fourier acquisition are two classical approaches for accelerated MRI. Methods that combine these approaches often rely on prior knowledge of the image phase, but the need to obtain this prior information can place practical restrictions on the data acquisition strategy. In this work, we propose and evaluate SENSE-LORAKS, which enables combined parallel imaging and partial Fourier reconstruction without requiring prior phase information. Theory and Methods: The proposed formulation is based on combining the classical SENSE model for parallel imaging data with the more recent LORAKS framework for MR image reconstruction using low-rank matrix modeling. Previous LORAKS-based methods have successfully enabled calibrationless partial Fourier parallel MRI reconstruction, but have been most successful with nonuniform sampling strategies that may be hard to implement for certain applications. By combining LORAKS with SENSE, we enable highly accelerated partial Fourier MRI reconstruction for a broader range of sampling trajectories, including widely used calibrationless uniformly undersampled trajectories. Results: Our empirical results with retrospectively undersampled datasets indicate that when SENSE-LORAKS reconstruction is combined with an appropriate k-space sampling trajectory, it can provide substantially better image quality at high-acceleration rates relative to existing state-of-the-art reconstruction approaches. Conclusion: The SENSE-LORAKS framework provides promising new opportunities for highly accelerated MRI. Magn
INTRODUCTION
Slow data acquisition speed has always been a major limitation of MRI. While many speed improvements have been achieved over the past 40þ years of MRI technology development, relatively long data acquisition times are still a barrier in many important clinical and research scenarios.
Existing strategies for making MRI experiments faster include:
The use of specialized pulse sequences that rapidly sample k-space like echo-planar imaging (EPI) (1), spiral imaging (2) , and steady-state free precession (SSFP) imaging (3, 4) . The use of novel non-Fourier encoding mechanisms like the spatially varying sensitivity profiles of an array of receiver coils (5) (6) (7) (8) (9) (10) (11) (12) and tailored spatially selective radiofrequency pulses (13) (14) (15) (16) (17) (18) . The use of powerful constrained reconstruction approaches that use prior knowledge about the image characteristics (e.g., phase constraints (19) (20) (21) (22) (23) , support constraints (22, 24, 25) , sparsity constraints (26) (27) (28) (29) (30) (31) , and rank constraints (32) (33) (34) ) to enable data sampling below the conventional Nyquist rate.
These different fast imaging strategies can be combined in some scenarios to enable even higher acceleration rates. However, it is often the case that the ideal sampling strategy is different for different fast imaging methods. For example, fast EPI and balanced SSFP pulse sequences can be more prone to artifacts when used with nonuniform phase encoding step sizes (35, 36) , and are most easily used with uniform k-space sampling. In contrast, advanced reconstruction methods based on sparsity or rank constraints often advocate the use of sub-Nyquist random or nonuniform k-space sampling (26) (27) (28) (29) (31) (32) (33) (34) , while phase-constrained partial Fourier methods often require a sizeable region from the center of k-space (a "calibration region") to be sampled at the Nyquist rate to estimate the image phase (20) (21) (22) . These different sampling considerations are nontrivial to reconcile, and practical trade-offs are often made when these fast imaging methods are combined that end up limiting the potential acceleration rates.
In this work, we propose a new method called SENSE-LORAKS that combines parallel imaging with constrained image reconstruction based on phase and support constraints, in a manner that enables simple combination of partial Fourier acquisition with arbitrary sampling trajectories, including the uniform undersampling strategies used by fast EPI and balanced SSFP pulse sequences. Unlike existing methods for using these constraints, this is achieved using a flexible regularization constraint, without any need for the k-space trajectory to include a phase calibration region, nonuniform sampling, prior information about the image phase or support, or specialized processing to account for the features of the sampling pattern.
As the name would suggest, one component of SENSE-LORAKS is based on our original LORAKS (LOw-RAnk modeling of local K-Space neighborhoods) framework (37, 38) , which has recently been generalized in a number of ways (39) (40) (41) (42) (43) (44) . LORAKS is a novel constrained image reconstruction framework that is based on the fact that many MRI images have limited spatial support (i.e., there are empty regions within the field of view) and smoothly varying phase. These are the same constraints used in classical support-constrained and phaseconstrained image reconstruction methods (19) (20) (21) (22) 24, 25) . However, a key difference from previous methods is that LORAKS does not require a prior estimate of the image phase or image support and does not require calibration data. This gives additional flexibility in the design of kspace sampling patterns, which can be leveraged to achieve higher experimental efficiency. However, a potential limitation of the LORAKS framework is that it often has substantially lower performance with uniform sampling relative to nonuniform sampling and/or sampling with a calibration region. To address this limitation, SENSE-LORAKS combines the LORAKS framework with the SENSE (SENSitivity Encoding) model for parallel imaging data acquisition (6, 7) . SENSE modeling is powerful in this setting because it can use prior knowledge of the coil sensitivity maps (derived from a prescan) to resolve the structured aliasing ambiguities associated with uniform undersampling, while also providing benefits when used with arbitrary trajectories.
It should be noted that SENSE has already been combined with phase and support constraints in a number of different ways (45) (46) (47) (48) (49) (50) . However, unlike SENSE-LORAKS, these techniques all require a good prior estimate of the image phase and support, which is derived using a calibration region and/or specialized trajectoryspecific data processing.
It should also be noted that SENSE-LORAKS is not the first generalization of LORAKS to parallel imaging. The LORAKS framework was previously extended to parallel imaging in a framework known as P-LORAKS (39), which leverages similar parallel imaging constraints to earlier methods like GRAPPA (8), PRUNO (11), ESPIRiT (12) , and especially SAK E (34), but also enforces additional phase constraints. Compared with SENSE-LORAKS, P-LORAKS is fully calibrationless and does not require prior information about the coil sensitivity maps. P-LORAKS and SENSE-LORAKS both utilize the same regularization penalty, allowing both approaches to enforce the same kinds of calibrationless support and phase constraints. However, for cases where coil sensitivities are available, SENSE-LORAKS can take advantage of this additional information to produce improved reconstructions. This leads to substantial advantages for SENSE-LORAKS over P-LORAKS, particularly for widely available uniform undersampling trajectories.
THEORY

Review of SENSE and Phase-Constrained SENSE
The SENSE framework models parallel MRI data acquisition as (6,7)
for m ¼ 1; 2; . . . ; M and ' ¼ 1; 2; . . . ; L, where rðxÞ is the unknown image to be estimated (which varies as a function of the spatial position x), d ' ðk m Þ is the data measured from the 'th coil at the mth k-space location k m ; s ' ðxÞ is the sensitivity map for the 'th channel, and n ' ðk m Þ is the measurement noise from the 'th coil at the mth k-space location. We use M to denote the number of k-space sampling locations and L to denote the number of channels. Discretizing rðxÞ in terms of Q different voxels leads to
for m ¼ 1; 2; . . . ; M and ' ¼ 1; 2; . . . ; L, which can be written compactly as the matrix equation
where d is the length-LM vector of data samples from each coil d ' ðk m Þ, E is the LM Â Q matrix containing entries e Ài2pkmÁxq s ' ðx q Þ; q is the length-Q vector of unknown voxel coefficients rðx q Þ, and n is the length-LM vector of noise samples n ' ðk m Þ.
Assuming Gaussian noise and that the interchannel noise covariance has been whitened, the SENSE approach finds the statistically optimal maximum likelihood estimate for q (when E has full column rank) by solving the simple least squares problem (6, 7) q ¼ arg min
The matrices E, E H , and E H E are generally too big to fit within the memory limits of modern computers, so are neither stored in memory nor directly inverted. Instead, the solution to Eq. [4] can be found iteratively, using diagonal matrices, fast Fourier transforms (FFTs), and gridding (if non-Cartesian trajectories are used) to efficiently compute matrix-vector multiplications with E and it is adjoint E H (7). When k-space data is aggressively undersampled, Eq.
[4] is frequently ill-posed, and it is necessary to impose additional constraints to avoid severe noise amplification. The most common approach is to use Tikhonov regularization (51, 52) q ¼ arg min
[5] which prefers reconstructions with smaller ' 2 -norms. The regularization parameter k T can be chosen to adjust the relative contributions of the data fidelity term and the regularization term to the final reconstruction.
Phase-constrained partial Fourier methods are based on the well-known fact that real-valued images will have conjugate-symmetric Fourier transforms (19) (20) (21) (22) . As a result, it is unnecessary to measure data from both sides of k-space for such images, leading to substantial accelerations in data acquisition. In practice, MRI images are never real-valued, and instead will typically have slowly varying phase. However, if the image phase is known, it is still possible to predict one side of k-space from the other (20) (21) (22) , which still enables acceleration by almost a factor of two.
Phase-constrained approaches have been previously combined with SENSE reconstruction (45) (46) (47) (48) (49) (50) , and a typical approach is to use regularization to enforce the phase constraints (46) (47) (48) (49) . Letfðx q Þ denote the estimated phase for the qth image voxel rðx q Þ, and let P be a Q Â Q diagonal matrix of e ifðxqÞ values. Phase-constrained SENSE approaches generally solvê
where ImagfP H qg is the imaginary part of P H q and k P is another regularization parameter that controls the strength of the phase constraint. Notice that iffðx q Þ is estimated accurately, then P H q should be real-valued and ImagfP H qg % 0. This phase constraint is enforced by the third term of the cost function, which is the only difference between phase-constrained SENSE and Eq. [5] .
Typically, the phase information needed for phaseconstrained SENSE is estimated by acquiring additional phase calibration data from the low-frequency region of k-space. Measurement of this calibration information usually requires additional scan time, which limits achievable acceleration rates. In addition, measuring a Nyquist-sampled calibration region is not easily compatible with uniformly-undersampled accelerated EPI or balanced SSFP acquisitions.
Review of LORAKS and P-LORAKS
Our previous LORAKS work (37, 38, 40) was based on the observation that the linear k-space dependencies used for phase-constrained (19) (20) (21) (22) and support-constrained (22, 24, 25) MRI reconstruction could be mapped into the nullspace vectors of specially constructed structured matrices formed from Nyquist-sampled k-space data. As a result, powerful recent low-rank matrix recovery techniques (53) could be used to reconstruct MRI images from noisy and/or undersampled k-space data. Importantly, this approach could be used with both calibration-based and calibrationless partial Fourier kspace trajectories, and could be used without any prior information of the image support or phase. In addition, the support and smooth-phase constraints could be imposed as generic low-rank regularization penalties that can be combined with arbitrary k-space sampling trajectories and arbitrary additional regularization constraints. LORAKS has been demonstrated to offer unique capabilities, and enables the use of promising novel k-space sampling trajectories that are not very compatible with existing reconstruction approaches.
The early LORAKS literature describes three different ways of constructing low-rank matrices from k-space data (37, 38) . All three of these low-rank matrix constructions could be used simultaneously within the LORAKS framework. However, to simplify the description, we focus in this work on one specific low-rank matrix construction (called the "S matrix" in previous literature) that has been empirically observed to be the most powerful of the low-rank matrix constructions across a range of applications (37) (38) (39) (40) 43, 44) . Using the S matrix alone instead of using all three matrices together has the effect of reducing computational complexity and simplifying the selection of regularization parameters, with only minor performance degradations observed in previous empirical studies (37) . Due to space limitations, we only present a high-level description of the S matrix, and refer interested readers to (37) for further detail.
For simplicity, we will assume for this description that rðxÞ is a 2D image and that the discretization rðx q Þ; q ¼ 1; 2; . . . ; Q is defined on a rectilinear grid of sampling locations. Let F be the Q Â Q unitary FFT matrix such that f ¼ Fq is the length-Q vector of Nyquist-grid samples of the Fourier transform of q. We will use the notation f ½p to denote the value of f at the grid point specified by the integer vector p 2 Z 2 . The S matrix can be constructed from the vector f according to a linear operator P S ðÁÞ : C Q ! R 2TÂ2NR defined by
where the matrices S rþ ; S rÀ ; S iþ ; S iÀ 2 R TÂNR have elements,
In this expression, the vectors m q ; q ¼ 1; 2; . . . ; N R are the full set of integer vectors within a radius of R from the origin (i.e., fm 2
Rg), and the vectors p t 2 Z 2 ; t ¼ 1; 2; . . . ; T are the full set of integer vectors from a rectilinear Nyquist-sampled k-space grid. It should be observed that the matrices S rþ ; S rÀ ; S iþ ; S iÀ are all convolution matrices, and that each row from these matrices is constructed from a local neighborhood of N R points in kspace. The neighborhood radius R is a user-selected parameter that plays a similar role to the kernel size in GRAPPA and related parallel imaging methods (8, 11, 12, 34) . It should also be noted that S rþ and S iþ are formed using data from the opposite side of k-space relative to S rÀ and S iÀ , as would be expected as the S matrix captures linear dependence relationships between opposite sides of k-space. It has been shown that the S matrix will have low rank if the continuous image rðxÞ has limited spatial support or slowly varying phase (37, 40) . P-LORAKS (39) extends LORAKS to parallel imaging data, leveraging the same inter-channel linear dependence relationships used in previous Fourier-domain parallel imaging methods (8, 11, 12, 34) . Specifically, if f 1 ; f 2 ; . . . ; f L are the Nyquist-sampled k-space data from L different channels in a parallel imaging experiment and f P denotes the length-LQ vector concatenating them, then P-LORAKS constructs a modified S matrix using the linear operator P PS ðÁÞ : C LQ ! R 2TÂ2LNR defined by
that is, the concatenation of the single-channel S matrices. The single-channel S matrices will have low rank if the image has limited support or slowly varying phase, and the concatenation will have even better low-rank characteristics because of correlations between different channels. Importantly, this enables parallel imaging reconstruction without requiring knowledge of the sensitivity maps and without requiring a fully sampled kspace calibration region. The P-LORAKS matrix reduces to the LORAKS matrix when the number of channels equals one, so we will use P-LORAKS notation without loss of generality. In much of our previous work (37) (38) (39) (40) 44) , LORAKS/P-LORAKS image reconstruction was performed by minimizinĝ
where U 2 C LM ÂLQ is a block diagonal matrix representing the k-space subsampling operation for each channel, and k Ák F denotes the Frobenius norm. The first term in this expression is a standard maximum likelihood data fidelity term, while the second term is a nonconvex regularization penalty that encourages the S matrix to have low rank. The regularization parameter k S controls the trade-off between these two terms. The operator L r :
computes the optimal rank-r approximation of its argument (using truncation of the singular value decomposition (54)), where r is a userselected rank parameter.
The optimization problem in Eq. [13] is a nonconvex approach to imposing rank constraints that incorporates prior knowledge of the matrix rank. We have previously shown (55) that this kind of formulation can offer substantial performance advantages over alternative convex relaxation approaches that are popular for imposing rank constraints (53) . This type of formulation is not only found in previous LORAKS work (37) (38) (39) (40) 44) , but has also proven successful for other structured (34, 41) and unstructured (32) low-rank matrix completion problems in MRI.
The Proposed SENSE-LORAKS Approach
The reconstruction approach proposed in this article is a fusion of the SENSE and P-LORAKS approaches, and takes advantage of their complementary advantages. Using the SENSE data model is beneficial, because it allows use of prior information about the coil sensitivity maps that would not normally be taken into account by P-LORAKS. Specifically, the SENSE model can be interpreted as imposing inter-coil linear dependence relationships in k-space (12) in a similar way to P-LORAKS. However, P-LORAKS solves the much harder problem of estimating these linear dependence relationships from undersampled data, while SENSE derives these intercoil relationships in a much simpler way using prescan data. Although P-LORAKS can successfully estimate the intercoil relationships when data is sampled appropriately, there are certain common structured k-space trajectories for which it is very challenging for P-LORAKS to learn the intercoil relationships successfully. For example, with uniform undersampling (i.e., the most common undersampling trajectory provided by modern commercial MRI scanners), no two adjacent lines of k-space are ever sampled simultaneously, which makes it nearly impossible to learn the inter-coil k-space relationships between adjacent lines. Using SENSE modeling in combination with P-LORAKS removes this ambiguity. Using the P-LORAKS model is also beneficial to SENSE, because it can incorporate support and phase constraints into SENSE reconstruction without requiring prior information about the image support or phase, without requiring support or phase calibration data, and without making any assumptions about the k-space sampling pattern.
Our proposed SENSE-LORAKS image reconstruction is obtained by solving the following optimization problem
where the matrix G 2 C LQÂQ is constructed as and the matrices B ' ; ' ¼ 1; 2; . . . ; L are Q Â Q diagonal matrices containing the samples of the sensitivity profiles s ' ðx q Þ for each channel. Intuitively, the matrixvector multiplication Gq uses the image q and the sensitivity maps to generate a simulated set of Nyquistsampled multi-channel k-space data, as required by P-LORAKS to construct the S matrix. Similar to our previous LORAKS work (37-40), we solve the nonlinear optimization problem in Eq. [14] using an iterative majorize-minimize algorithm that is guaranteed to monotonically decrease the cost function. Convergence to the global optimum is not guaranteed because of the nonconvexity of the cost function, though our previous empirical experience suggests that the algorithm frequently converges to good local optima (37) (38) (39) (40) without requiring a sophisticated initialization. The detailed steps of our algorithm are described below. 
In this expression, I is the Q Â Q identity matrix, P Ã PS ðÁÞ is the adjoint of the P PS ðÁÞ operator, and P PS is the LQ Â LQ matrix representation of the operator P Ã PS ðP PS ðÁÞÞ : C LQ ! C LQ . As described in (37, 38, 40) , P PS is a simple diagonal matrix that is easy to calculate based on the structure of the S matrix. Similar to SENSE (7), Eq. [16] can be solved iteratively using the conjugate gradient algorithm, using diagonal matrices, FFTs, and gridding to compute fast matrixvector multiplications without directly constructing or inverting large matrices. 4. Set i ¼ i þ 1. Iterate steps 2-4 until convergence.
METHODS
SENSE-LORAKS was implemented as described in the previous section, using a k-space neighborhood radius of R ¼ 3. As will be discussed later, reconstruction performance was not very sensitive to the choice of the rank parameter r or the regularization parameters k S and k T . As a result, we used coarsely tuned sampling-independent (suboptimal) parameters for SENSE-LORAKS, though performed much more thorough parameter tuning for the alternative reconstruction methods we compare against.
The proposed SENSE-LORAKS reconstruction was compared against four alternative reconstruction techniques: SENSE (6,7,51,52). Image reconstruction was performed using Eq. [5] , with the Tikhonov regularization parameter k T optimized for each sampling configuration to achieve the smallest possible normalized root-mean-squared error (NRMSE). Phase-Constrained SENSE (46) (47) (48) (49) . Image reconstruction was performed using Eq. [6] . The phase regularization parameter k P and the Tikhonov regularization parameter k T were optimized for each dataset and sampling configuration to achieve the smallest possible NRMSE. SENSE1TV (28, 30) . Image reconstruction was performed usinĝ
where the total variation (TV) norm | Á | TV computes the ' 1 -norm of the image gradient (as estimated using finite differences). The TV regularization parameter k TV was optimized for each dataset and sampling configuration to achieve the smallest possible NRMSE. P-LORAKS (39). Image reconstruction was performed using Eq. [13] . The rank parameter r and the LORAKS regularization parameter k S were optimized for each dataset and sampling configuration to achieve the smallest possible NRMSE.
Performance of these methods was evaluated on three different retrospectively undersampled datasets. To highlight the generality and flexibility of SENSE-LORAKS, we have chosen a diverse set of datasets, with variations in the number of receiver channels, acquisition matrix size, image contrast, and pulse sequences:
T2-Weighted Turbo Spin Echo (TSE) Data
Fully sampled data was acquired from a healthy subject using a 2D multislice T2-weighted TSE sequence on a 3T Siemens Tim Trio scanner with a 12 channel headcoil. Imaging parameters included a 256 mm Â 187 mm FOV, 256 Â 187 Cartesian acquisition grid, 1 mm slice thickness, TE/TR ¼ 89 ms/ 13,500 ms. For simplicity, we perform subsampling and reconstruction on a single slice from this dataset. The gold standard SENSE reconstruction (obtained using fully sampled data) is shown in 
T1-Weighted MPRAGE Data
Fully sampled data was acquired from a stroke patient using a 3D MPRAGE sequence on a 3T Siemens Tim Trio scanner with a 12 channel headcoil. The headcoil was operated in combined mode, producing four channels of output k-space data.
For this dataset, while subsampling along both phase encoding dimensions would be feasible and improve reconstruction results for all methods (9), we only show results with common forms of 1D acceleration.
T2-Weighted EPI data
Fully sampled data was acquired from a healthy subject using a single-shot 2D spin-echo EPI sequence on the Siemens 3T Connectom scanner with a 64 channel headcoil. Imaging parameters included a 200 mm Â 200 mm FOV, 100 Â 100 Cartesian acquisition grid, 2 mm slice thickness, TE/ TR ¼ 80 ms/7400 ms. Discrepancies between even and odd lines were compensated using zero-and first-order phase corrections, and ramp sampled data was resampled onto the Nyquist grid prior to reconstruction. For simplicity, we perform subsampling and reconstruction on a single slice from this dataset. The gold standard SENSE reconstruction (obtained using fully sampled data) is shown in Figure 1e ,f. For SENSE-LORAKS reconstruction with this dataset, we used the coarsely tuned parameters l S ¼ 4:8 Â 10 À3 ; l T ¼ 10 À3 , and r ¼ 50 for all acceleration rates and all undersampling patterns.
To preserve the characteristics of this EPI dataset, this dataset was only retrospectively undersampled using uniform undersampling strategies. In addition, retrospective undersampling was restricted such that the readout gradient polarities alternate between adjacent lines. Sensitivity maps were computed for each dataset by applying ESPIRiT (12) to a 32 Â 32 Nyquist-sampled grid of calibration data.
Our retrospective undersampling experiments explored several sampling schemes that are representative of modern sampling design strategies. Specifically, we considered the following four k-space sampling patterns for a range of different acceleration factors:
Uniform sampling (Uniform)
This standard sampling scheme uses evenly spaced phase encoding lines that are spread across both sides of k-space. This is the sampling scheme used by standard Cartesian SENSE (6), and is associated with coherent aliasing. Uniformly undersampled partial Fourier (Uniform PF)
Like Uniform sampling, this sampling scheme uses evenly spaced phase encoding lines. However, instead of sampling both sides of k-space, Uniform PF sampling spreads the phase encoding lines over 5/8ths of the relevant portion of k-space (encompassing one full half of k-space plus the low-frequency region from the other side). Measuring 5/8ths of kspace is a typical strategy for partial Fourier methods (20) (21) (22) . For the same total number of phase encoding lines, Uniform sampling PF will have a smaller sampling interval (higher sampling density) than Uniform sampling within the measurement region.
Randomly undersampled partial Fourier (Random PF)
This sampling scheme is identical to Uniform PF, except that the phase encoding lines are randomly spaced according to a 1D Poisson disk distribution (56) . This sampling pattern has less coherence than the previous sampling patterns, and as a result, may be better suited to sparsity-based and low-rank based methods like SENSEþTV and P-LORAKS.
Autocalibrated partial Fourier (AC PF)
This sampling scheme is similar to Uniform PF, except that the sampling density is adjusted so that the center of k-space is sampled uniformly and densely, while high-frequency k-space is sampled uniformly but less densely. This is a conventional sampling approach for phase-constrained SENSE (46) (47) (48) (49) , as the highly sampled center of k-space can be used to generate a high-quality phase estimate. For our implementation, we used the central 32 phase encoding lines as the calibration region. Rather than fully sampling this region (which would lead to extreme undersampling of the highfrequency content), we uniformly undersampled the calibration region by a factor of 2 (i.e., a total of 16 phase encoding lines were measured). The full calibration region was recovered using standard SENSE reconstruction with minimal loss of accuracy.
For all reconstructions, performance was quantified by computing the NRMSE with respect to the gold standard fully sampled reconstruction. We also visualized the reconstructed images and associated error maps to provide insight into the spatial distribution of error. Figures S1-S4 show comparisons of the proposed SENSE-LORAKS method against various other reconstruction methods for the TSE data and the MPRAGE data. Using these results to compare SENSE-LORAKS with conventional SENSE reconstruction, we observe, as expected (6) , that conventional SENSE reconstruction with conventional Uniform sampling performs well at low acceleration factors, though performance degrades rapidly as the acceleration factor increases. As similarly expected, it is also observed that P-LORAKS does not work very effectively with Uniform sampling. In comparison, applying SENSE-LORAKS to the same Uniform data yields improved reconstruction performance. We believe that this improvement should be expected, as SENSE-LORAKS is able to incorporate additional phase and support constraints that are not modeled by SENSE.
RESULTS
Performance Comparisons Using TSE and MPRAGE Data
Figures 2-4 and Supporting Information
Using these same figures to compare SENSE-LORAKS with conventional Uniform sampling against SENSE-LORAKS with Uniform PF sampling, we observe that conventional Uniform sampling can slightly outperform Uniform PF sampling at low acceleration factors, while Uniform PF sampling is substantially better than conventional Uniform sampling at high acceleration factors. We believe that this result should also be expected. Specificially, at low acceleration factors, SENSE with Uniform sampling is a well-conditioned inverse problem, while partial Fourier sampling has the potential to incorrectly estimate any high resolution information that does not completely satisfy the k-space symmetry constraints. Conversely, we know that the reconstruction errors are dominated by the ill-posedness of the problem at high acceleration rates. In these settings, we expect that the lower sampling density obtained with conventional Uniform sampling will make the SENSE problem more ill-posed than it is for Uniform PF sampling with the same acceleration rate.
Figures 5-7 and Supporting Information Figures S5-S8 present a comparison between SENSE-LORAKS against phase-constrained SENSE, SENSEþTV, and P-LORAKS for the TSE and MPRAGE data. For each comparison, sampling patterns were chosen that were most applicable to the method being compared against. For the TSE data (Figs. 5 and 7a and Supporting Information Figs. S5 and S6), we observe that when SENSE-LORAKS is compared against the other methods using the same sampling pattern, SENSE-LORAKS consistently outperformed phaseconstrained SENSE and P-LORAKS, and outperformed SENSEþTV at all but the lowest acceleration factor. Among different SENSE-LORAKS sampling schemes, Uniform PF sampling always produced the best performance at high acceleration factors. Consistent with our previous results, conventional Uniform sampling yielded the best performance at low acceleration factors, which we again hypothesize is related to differences in the relatively wellposed nature of the SENSE problem for conventional Uniform sampling at low acceleration factors.
For the MPRAGE data (Figs. 6 and 7b and Supporting Information Figs. S7 and S8), SENSE-LORAKS again consistently outperformed phase-constrained SENSE and P-LORAKS. However, different from the TSE case, SENSE-LORAKS was consistently outperformed by SENSEþTV when applied to conventional Uniform data. Despite this small difference, the MPRAGE results are largely consistent with the TSE results from the TSE data. Specifically, FIG. 4 . Plots of the reconstruction NRMSE as a function of the acceleration rate for the (a) TSE data (corresponding images were shown in Figure 2 and Supporting Information Figures S1 and S2 ) and (b) MPRAGE data (corresponding images were shown in Figure 3 and Supporting Information Figures S3 and S4) . the best overall performance was still achieved by SENSE-LORAKS with Uniform PF or AC PF sampling at the higher acceleration factors, while SENSEþTV combined with Uniform sampling had the best performance at the lower acceleration factors. It should be noted that, while SENSE-LORAKS with AC PF sampling very slightly outperforms SENSE-LORAKS with Uniform PF sampling at an acceleration factor of 6Â, the Uniform PF sampling scheme may still be preferred in practical applications because it yields smaller errors within the brain.
Comparing the error images shown in Figures 2-5 , and 6 and Supporting Information Figures S2, S4 , S6, and S8, it can also be observed that the majority of SENSE-LORAKS errors are spatially localized near the skull in these reconstructions, while errors within the brain parenchyma are generally much smaller in magnitude. We   FIG. 7 . Plots of the reconstruction NRMSE as a function of the acceleration rate for the (a) TSE data (corresponding images were shown in Figure 5 and Supporting Information Figures S5 and S6 ) and (b) MPRAGE data (corresponding images were shown in Figure 6 and Supporting Information Figures S7 and S8) . believe that these errors are related to the relatively fast phase variations associated with extracranial lipid signal, which violate the smooth phase assumptions used by SENSE-LORAKS and other phase constrained methods.
Performance Comparisons Using EPI Data
One benefit of the Uniform PF and conventional Uniform sampling strategies is that they have uniformly spaced phase encoding lines, and are, therefore, easily used with EPI and balanced SSFP acquisitions. Figure 8 shows results based on undersampled EPI data using these sampling patterns. The results in this case are consistent with the previous TSE and MPRAGE results. Specifically, SENSE-LORAKS outperforms conventional SENSE when both methods are applied to conventional Uniform sampling data. In addition, Uniform PF sampling can have substantially better performance than conventional Uniform sampling, particularly at high acceleration factors. Notably, SENSE-LORAKS with 7:7Â-accelerated Uniform PF sampling is able to achieve similar reconstruction performance to conventional SENSE with 5Â-accelerated conventional Uniform sampling.
Parameter Selection
Using SENSE-LORAKS requires the selection of three different reconstruction parameters: the low-rank regularization parameter k S , the rank constraint r, and the Tikhonov regularization parameter k T . Many strategies have been previously proposed for automatically selecting regularization parameters for general regularized reconstruction problems (52, 57, 58) , and while these are applicable to SENSE-LORAKS, they are often computation-intensive. For practical applications, it is important to know how much fine-tuning of the parameters is necessary to achieve good performance. Figure 9 provides an analysis of reconstruction performance as the parameters k S , r, and k T are systematically varied. This evaluation was conducted using the TSE and MPRAGE datasets with Uniform PF sampling and 3Â acceleration. Performance was quantified using NRMSE. In addition, we also computed NRMSE after applying a spatial mask that preserves the brain parenchyma while excluding the extracranial regions. The extracranial regions are typically less interesting for MRI brain studies, and as described previously, are also the spatial locations where SENSE-LORAKS tends to have the largest errors.
As seen from Figure 9 , reconstruction errors are relatively stable across a wide range of k S , r, and k T values. Rank parameters between 45-60 and k T and k S parameters between 10 À3 and 10 À2 all produced similar NRMSE values in all cases. Therefore, fine-tuning of the reconstruction parameters may not be very important. This is also consistent with our previous observation that SENSE-LORAKS is very effective compared to other reconstruction methods across a range of different sampling patterns and acceleration rates, even though the SENSE-LORAKS reconstruction parameters were not individually tailored to each sampling configuration.
While our proposed formulation includes both Tikhonov regularization and LORAKS-based regularization, it is worth noting that the LORAKS constraint is primarily responsible for the improvements in image quality. The effect of Tikhonov regularization is to slightly improve the stability of the SENSE-LORAKS solution by reducing noise sensitivity, which is similar to its use in conventional SENSE (51, 52) . A comparison of different regularization strategies can be seen in Supporting Information Figure S9 . While the impact of Tikhonov regularization on SENSE-LORAKS reconstruction is not very dramatic, we have chosen to include it because it does lead to a small improvement in image quality, while not having a FIG. 9. SENSE-LORAKS reconstruction performance as a function of (a) rank r, (b) Tikhonov regularization parameter k T , and (c) LOR-AKS regularization parameter k S . Except where parameter values are being explicitly changed, the r, k T , and k S parameters were set to their default values as described in the Methods section.
major negative impact on parameter tuning or computational complexity.
DISCUSSION
Our results confirmed that SENSE-LORAKS with Uniform PF sampling can have substantial advantages over previous sampling and reconstruction methods, especially at high acceleration factors where the reconstruction error becomes dominated by the ill-posedness of the SENSE problem. For simplicity, our results were based on simple 2D k-space datasets with 1D Cartesian undersampling. However, it should be noted that the SENSE-LORAKS constraints are easily applied to other experiment types (including experiments with non-Cartesian sampling (7), experiments with non-negligible field inhomogeneity (59), 3D imaging with 2D or 3D undersampling (9), simultaneous multislice imaging (14-18), etc.) by making the appropriate modifications to the data acquisition model matrix E.
The LORAKS regularization constraint is also flexible, and is easily adapted to dynamic imaging (37, 42) , simultaneous multi-slice imaging (44) , or scenarios where the image has limited support or smoothly varying phase in a known transform domain (40) (41) (42) . In addition, one of the benefits of the LORAKS framework is that the constraints are applied using regularization techniques. As a result, it is easy to combine LORAKS constraints with other forms of regularization to achieve even higher reconstruction performance (37, 39) . As an example of this, it is possible to combine SENSE-LORAKS with TV regularization by solvingq
[18] Figure 10 and Supporting Information Figure S10 compare reconstruction performance for SENSE-LORAKS with TV against SENSE-LORAKS and SENSEþTV for Uniform PF sampling. Results indicate that the combination of SENSE-LORAKS with the TV constraint improves performance, as would be expected because the different constraints use different and synergistic prior information about the structure of typical MRI images.
It is important to keep in mind that, similar to previous LORAKS work (37) (38) (39) (40) 43, 44) , the successful application of SENSE-LORAKS will depend on the phase, support, and parallel imaging characteristics of the measured data. Images with looser fields of view, slowly varying phase, and well-designed array coils will be easier to accelerate than images with tighter fields of view, rapidly varying phase, or array coils with suboptimal configurations. These different factors influence the matrix rank in predictable ways (37, 40) , and are important to keep in mind when designing an accelerated MRI experiment for use with SENSE-LORAKS reconstruction.
It is also worth mentioning that, while our quantitative evaluation of SENSE-LORAKS was based on NRMSE, NRMSE is a coarse measure of image quality that hides information about the spatially varying nature of the reconstruction errors and does not necessarily correlate with the context-specific tasks that reconstructed images are often used to perform (60) (e.g., pathology detection, parameter quantification, image registration, tissue segmentation/ Figure S10 . The top row shows reconstructed images using a linear gray scale (normalized so that image intensities are in the range from 0 to 1), while the bottom row shows error images using the indicated color scale (which ranges from 0 to 0.25 to highlight small errors). NRMSE values are shown underneath each reconstruction, with the best NRMSE value highlighted in red.
parcellation, morphometry, etc.). Showing the reconstructed images and error maps, as we have done, helps address a portion of these issues. Nevertheless, as we have previously described (31, 37, 39, 60) , we strongly believe that nonlinear reconstruction methods like SENSE-LORAKS should be tested thoroughly on context-specific tasks before they are deployed for routine use in practical applications.
As with all advanced constrained reconstruction methods, computation is an important practical issue for SENSE-LORAKS. In this work, we were primarily interested in investigating the potential usefulness of SENSE-LORAKS, and have not yet put any effort into optimizing computation speed. As a result, our preliminary Matlabbased implementation is relatively slow, especially when run on a simple desktop computer (Intel Xeon E5-1620 3.7 GHz quad core CPU processor and 16 GB memory). We have observed that reconstruction times depend on various factors, including convergence criteria, the number of channels L, the number of samples M, the size of the neighborhood size R used by LORAKS, the matrix rank constraint r, and the acceleration factor. For example, using our current implementation, it took 10-15 min to reconstruct the 12-channel TSE data at low acceleration rates (i.e., 2Â or 3Â), while it could take up to 30 min to reconstruct the same image with highly accelerated data (i.e., 6Â or 7Â). The computation time also increases with the number of coils. For example, it took around 4 h to reconstruct the 64-channel EPI data with 7:7Â acceleration. There are many opportunities to improve computation speed dramatically, as the optimization algorithm has not been designed for fast convergence speed and the computing hardware has not been optimized. In addition, the use of coil compression techniques (61) could also lead to substantially faster reconstructions. We believe that exploring faster implementations is a promising area for future development.
One of the key features of the proposed SENSE-LORAKS approach is that it is flexible enough to enable the use of phase-constrained reconstruction with highly accelerated calibrationless partial Fourier EPI trajectories. While the partial Fourier acquisition is useful for enhancing reconstruction performance because it enables increased sampling density relative to conventional uniform sampling, partial Fourier acquisitions also have other benefits in the context of EPI. For example, for fixed resolution and bandwidth, the use of partial Fourier acquisition can also be used to decrease the minimum echo time and mitigate the effects of relaxation during the readout (62) . We believe that such features make SENSE-LORAKS even more attractive for this context.
CONCLUSION
This work proposed and investigated the SENSE-LORAKS approach for constrained MRI reconstruction. Compared with existing methods, SENSE-LORAKS enables partial Fourier reconstruction without prior phase information, and is very flexible with respect to the data sampling scheme. Specifically, SENSE-LORAKS can be used with both calibration-based and calibrationless sampling patterns, with both uniform and nonuniform sampling patterns, and with both partial Fourier and full Fourier sampling patterns. This flexibility provides new opportunities for sampling trajectory optimization, and also means that SENSE-LORAKS can be more compatible with classical fast imaging methods that use partial Fourier EPI and balanced SSFP pulse sequences. In addition, due to the simple regularization-based nature of the SENSE-LORAKS formulation, the approach is easily combined with other useful constraints like image sparsity. Our results suggest that SENSE-LORAKS can provide state-of-the-art reconstruction performance, particularly at high acceleration rates, and we believe that this new approach has the potential to enhance data acquisition and image reconstruction performance across a wide spectrum of practical application scenarios.
SUPPORTING INFORMATION
Additional supporting information may be found in the online version of this article. Comparison between SENSE+TV, SENSE-LORAKS, and SENSE-LORAKS with TV for TSE data with Uniform PF sampling. A subset of these results was shown in Fig. 10 . The top rows show reconstructed images using a linear grayscale (normalized so that image intensities are in the range from 0 to 1), while the bottom rows show error images using the indicated colorscale (which ranges from 0 to 0.25 to highlight small errors). NRMSE values are shown underneath each reconstruction, with the best NRMSE values highlighted in red.
