ABSTRACT This paper proposes a real-time model-based health monitoring method for a nonlinear mechatronic system with multiple faults in both parametric and nonparametric components. A nonlinear bond graph model incorporating the influence of Stribeck friction is established to capture the dynamic behavior of the monitored mechatronic system. Based on the model, fault diagnosis is carried out via the combinative fault signature matrix which is built from independent and dependent analytical redundancy relations to enhance the isolation ability of the monitored system under multiple-fault condition. After that, an adaptive genetic algorithm-particle filter (AGA-PF) is developed for fault parameter estimation and remaining useful life prediction. The AGA-PF can mitigate the sample impoverishment problem in generic particle filter through genetic operators with adaptive mutation probability according to the fitness of the particles. The effectiveness of the proposed method is verified through simulation and experiment investigations on the nonlinear mechatronic system. INDEX TERMS Fault diagnosis, genetic algorithm, particle filter, parameter estimation.
I. INTRODUCTION
With the development of modern industries in the last few decades, mechatronic systems become more and more critical in various applications. Production processes have urgent demands on the safety and reliability of mechatronic systems, especially in the field of advanced manufacturing technology, such as numerical control machining [1] , hypersonic flight vehicles [2] , wind turbine [3] and so on. Hence, timely and effective fault diagnosis and prognosis techniques for mechatronic systems are undoubtedly essential [4] . The aim of fault diagnosis is to determine whether fault exists, locate the fault after it is detected, and estimate the magnitude of the fault and its types [5] , while prognosis tries to predict the remaining useful life (RUL) of faulty component in the monitored system [6] . The condition-based maintenance can be carried out where both fault diagnosis and prognosis are involved.
Signal-based and model-based approaches are two commonly used methods for fault diagnosis. Signal-based scheme is realized by utilizing measured signals under various conditions for fault feature analysis, and this method is involved in many industrial applications. In [7] , a signalbased technique is used for diagnostics and prognostics of analog electronic circuits by extracting meaningful features hidden in the responses. The steps of fault diagnosis and prognosis are started on the basis of combination of different types of features analysis. However, it is difficult to carry out fault diagnosis in some specific industrial systems because not all relevant signals can be readily available.
In contrast, model-based approach is mainly aimed at establishing a mathematical or physical model to describe behaviors of the monitored system. For monitoring of complex systems, bond graph (BG) serves as a powerful modeling method that can describe causalities of the monitored system through intuitive graphics. Recently, BG technique has been successfully applied to the fault diagnosis of various mechatronic systems [8] - [11] . A BG model-based fault detection and isolation (FDI) method of an autonomous vehicle is presented in [8] . In [9] , the considered parametric faults in the viscous friction coefficient and shaft rigidity are detected by residuals obtained from the analytical redundancy relations (ARRs). In [10] , a BG model for FDI of a train door mechatronic system is proposed. The fault detection module is realized by generating the fault indicators and residual thresholds in the presence of train door failures. The ARRs deduced from the model are then used to build the fault signature matrix (FSM) for fault isolation. However, the aforementioned methods mainly concern independent ARRs for FDI.
As for the fault identification, the magnitude of fault in parametric component or nonparametric component can be identified where the fault identification task can be reformulated as the parameter identification problem. Consequently, it is vital to search a suitable technique to estimate fault parameters based on the real-time measured data. Currently, the sequential Monte Carlo method, also known as particle filter (PF), is a popular method to solve the nonlinear system state estimation problem. As an approximate Bayesian filtering algorithm, the objective of PF is to obtain minimum variance estimations of states where the system states can be effectively estimated by calculating the mean of discrete random sampling points. Compared with other filtering methods, such as Kalman filtering (KF), extended KF (EKF), and unscented KF (UKF), PF possesses its own superiorities in nonlinear and non-Gaussian systems due to its wide applicability, multimodal processing capabilities and theoretical high accuracy. These advantages make the PF algorithm widely used in the field of visual tracking [12] , navigation of autonomous mobile robot [13] , and other applications.
Furthermore, PF and its enhanced versions are also extensively used for failure prognosis of different nonlinear systems [6] , [14] , [15] . In [6] , PF is adopted to estimate the interturn fault parameters in the induction machine for RUL estimation. In [14] , an enhanced PF is developed for RUL prediction of tool wear. The number of particles is chosen to be time-varying which can reduce the computational cost. The effectiveness of the proposed technology is tested on an industrial high-speed milling machine. However, most of these works consider RUL prediction of single fault, and no issue about prognosis of multiple faults in nonlinear systems is addressed.
In this paper, a model-based multiple faults diagnosis and prognosis method is developed for a nonlinear mechatronic system based on an adaptive genetic algorithm-particle filter (AGA-PF). The main contributions of the work are twofold: 1) An improved fault isolation method is proposed to enhance the isolation ability of the monitored system under multiple faults condition using a combinative FSM (CFSM) established by dependent and independent ARRs. 2) The AGA-PF is developed for fault identification and RUL prediction for the nonlinear mechatronic system. The AGA-PF can increase the particle diversity by the generic operators in genetic algorithm (GA) which in turn improves the fault identification and RUL prediction performance.
The rest of the paper is organized as follows. In Section II, the nonlinear BG model of the monitored mechatronic system considering the Stribeck friction is presented, and the derivation of ARRs and the detailed FDI process are also introduced. The procedure of the AGA-PF based fault identification is discussed in Section III where the prognosis is carried out according to the fault identification results. The simulation and experiment studies are investigated in Section IV. Finally, concluding remarks are provided in Section V.
II. PROPOSED FDI METHOD FOR THE NONLINEAR MECHATRONIC SYSTEM A. DESCRIPTION OF THE MONITORED MECHATRONIC SYSTEM
The mechatronic system under monitoring can be regarded as a series structure of five subsystems, including motor driver, electrical part of DC motor, mechanical part of DC motor, reducer and load part. The reference voltage signal received from voltage supply is converted into the current signal through a certain proportion in the motor driver. The actual motor torque is calculated according to the torque constant of motor, which is available from the motor data sheet. The inductance in the electrical part of DC motor is negligible due to the fast response of the motor driver in the current amplifier mode. The frictions, inertia of the rotor and the stiffness of the transmission shaft are considered in mechanical part of the DC motor. The reducer transfers the motor power to the load where the reduction ratio of reducer is constant. In the load part of the system, frictions and inertia are also taken into account. Two incremental encoders are mounted on the DC motor and the load part to measure the motor and load positions.
B. SYSTEM BG MODELING
BG serves as an advanced modeling tool to deal with a complex system composed of several parts and components belonging to multiple energy domains, and the process of power transfer in each part can be described graphically through energy conservation law [16] , [17] . There is a consistent one-to-one match between the physical part and BG model of mechatronic system, which indicates that once the physical part of system is determined, its associated BG model can be obtained in a specified manner. Therefore, the BG model of the mechatronic system can be established through the integration of the five subsystem BG models. The correspondence between actual physical parts and BG model in derivative causality is shown in Fig. 1 . The detailed description of each subsystem BG model is given as follows.
1) DRIVER PART
In this part, the transformation from voltage input V in to the current in electrical part of DC motor is denoted by the TF : k 1 element, where k 1 is the voltage-to-current ratio.
2) ELECTRICAL PART OF DC MOTOR
The element R :R 1 denotes the electrical resistance of the motor. The elementGY :k 2 represents the transfer from VOLUME 7, 2019 FIGURE 1. BG model of the mechatronic system corresponding with the actual parts.
electrical power to mechanical rotary power in the motor, where k 2 is the current-to-torque ratio.
3) MECHANICAL PART OF DC MOTOR
The element I : J m is the motor inertia. The flow sensor Df :θ e denotes the incremental encoder installed on DC motor where θ e is the measured position of the motor. The stiffness K of the transmission shaft is modeled by the C element. The Stribeck friction is considered in R e element, and the nonlinear constitutive relation of R e can be formulated as follows [18] 
where f c is the static friction torque, f m is the viscous friction coefficient, f ec is the Coulomb friction torque, and α 1 is the Stribeck constant.
4) REDUCER PART
The reducer connecting the motor mechanical part to the load disk is modeled as a TF element with parameter M representing the reduction ratio. 
with
where α 2 denotes the Stribeck constant.
Note thatθ e = 0 andθ s = 0 represent the motor start-up stage and the dead zone under normal circumstances, where the residuals are equal to zero. Consequently, only the situation of nonzero velocity is taken into account in the ARRs' generation and the subsequent online health monitoring.
C. ARRS' GENERATION AND FDI
In general, ARRs refer to a set of dynamic constraints deduced from system model, which are expressed by known variables only, and residuals are numerical evaluation of ARRs. The steps of BG-based ARRs' generation can be summarized as follows [16] . For the 0 1 junction:
Two independent ARRs can be generated from the sensor attached junctions, i.e., 1 2 and 1 3 . For the 1 2 junction, the unknown variables e 6 , e 7 , e 9 and e 15 can be eliminated by covering the causal paths as follows.
When the motor velocity is nonzero, the first independent ARR can be written as
where β V in , β θ e and β θ s denote the effective factors of the actuator, the motor sensor and the load sensor, respectively. These effective factors are used to quantify the fault severity in the nonparametric components, i.e., β= 1 for healthy condition and 0 ≤ β < 1 for faulty condition. For the 1 3 junction, the unknown variables e 12 , e 13 and e 16 are calculated as
Similarly, the second independent ARR is deduced consideringθ s = 0 as follows
By eliminating the common terms of the ARRs in (11) and (15), a new dependent ARR can be generated as
After the derivation of ARRs, a coherence vector (CV) is defined to represent the consistency of residuals (i.e., numerical evaluations of ARRs). The CV is zero when the system is fault-free, while the CV is other than zero for the faulty system. To be more specific, the health condition of the system is indicated by comparing the residuals with the predefined thresholds. If each residual always falls within the threshold, the system is considered as healthy where the CV is zero. On the other hand, the system is faulty once any of the residuals exceeds the threshold (i.e., the CV is a nonzero vector). The FSM of system can be built from the derived ARRs, and the possible suspected fault candidates (SFC) are obtained after comparing the CV with the FSM. The fault detectability (D b ) can be evaluated from the FSM where the presence of 1 in the entry below D b indicates that the fault of the component on the corresponding row is detectable, and 0 otherwise.
If only the independent ARRs are considered, the FSM of the mechatronic system is given in Table 1 . In contrast, the CFSM of the system in Table 2 can be obtained by considering both the dependent and independent ARRs. According to Table 1 and Table 2 , the introduction of the dependent ARR can improve the fault isolation ability of the faulty parameter K , indicating that K can be isolated under multiple fault situations when it occurs alone. To be more specific, if a fault in K occurs and the observed CV = [1 1] when only independent ARRs are used, one has to estimate all the parameters in Table 1 to find the true fault. Therefore, the fault isolation is difficult and computationally expensive. On the contrary, the fault in K can be uniquely isolated based on Table 2 where both dependent and independent ARRs are utilized. As a result, the fault isolation ability of the monitored nonlinear mechatronic system can be improved with the aid of the dependent ARR without the need of complex algorithms.
III. FAULT IDENTIFICATION AND RUL PREDICTION VIA AGA-PF A. INTRODUCTION OF PF
After FDI of the mechatronic system, the SFCs are obtained from the CFSM, and real-time data are used for subsequent VOLUME 7, 2019 fault identification. The objective of fault identification is to determine the true fault in SFCs. If the mean estimate of the unknown parameter is equal or close to its nominal value, the corresponding component can be excluded from the SFCs, otherwise this component is the true fault. Therefore, fault identification can refine the SFCs. In this work, PF is adopted for joint state and unknown parameter estimation due to its ability to handle nonlinear systems with non-Gaussian noises. The dynamic model of the nonlinear mechatronic system in discrete stochastic form can be represented as
where x k ∈ R n x denotes the state at time step k, u k−1 ∈ R n u denotes the system input, σ k−1 ∈ R n σ is the process noise, y k ∈ R n y denotes the system output, and v k−1 ∈ R n v represents the measurement noise. The state transition function f :R n x × R n u × R n σ → R n x describes the connections in states of last and current moment, which can be expressed as linear or nonlinear forms, and h:R n x × R n v → R n y is the measurement function. These two functions are basically characterized by the prior probability and conditional probability. In the process of state transition, it is generally assumed that the state of the current moment is only related to the state at the previous moment, and it is also assumed that the observations are independent of each other. Bayesian filtering provides a solution for state estimation problem of nonlinear systems based on the probability distribution. The involved two stages of Bayesian filtering are prediction and update. The prediction process applies the system state transition function to predict the prior probability density of the state. The posterior probability density function (PDF) is obtained by using the latest measurements to correct the prior probability density in the update process. These two processes are represented as
where p(x k |x k−1 ) is determined by the state transition function, and p(y k |x k ) is determined by the measurement function. Normally, the integral in (18) is hard to calculate because it lacks of analytical solutions, so PF algorithm is introduced to circumvent the integral problem. PF approximates the state posterior PDF with a number of random samples (particles) as [21] p(x k |y 1:
where N is the number of particles, δ(·) is the Dirac delta function, and x i k is sampled from p(x k |y 1:k , w i k denotes the associated importance weight. The recursive form of w i k can be expressed as
In order to obtain the correct state estimation, it is hoped that the variance of the particle weight is as close to zero as possible. However, the sequential importance sampling (SIS) method has the problem of weight degradation (or particle degeneracy). The number of effective particles decreases after several iterations where only a few particles have large weights. The effective sample size N eff is used as a measure of the degree of particle degeneracy which can be calculated as
The smaller value of N eff is, the more serious the weight degradation will be. If N eff is less than a certain threshold N t set in advance, some action should be taken. The most direct way to overcome the particle degeneracy phenomenon of the SIS algorithm is to increase the number of particles, which will inevitably affect the real-time performance at the same time. There are two commonly used methods that can effectively solve this problem: one is to select a suitable importance PDF q(x i k |x i k−1 , y 1:k ) in (20) , the other is to perform resampling after SIS. The importance PDF q(
In the resampling step, if N eff < N t , the importance weight is normalized and x i k is resampled by w i k , the weight of all particles are reset to 1/N [21] .
B. AGA-PF ALGORITHM Although the particle degeneracy can be mitigated in SIS using the resampling technique, this technique brings a new problem to PF, i.e., sample impoverishment. The resampling method adopts the strategy of replicating lager-weight particles to replace small-weight ones, making sample impoverishment occur due to the reduction of particle diversity. Scholars have made efforts to improve the PF algorithm by eliminating the effect of the sample impoverishment. In [22] , the study attempts to overcome sample impoverishment by classifying the particles based on their weights. A clustering approach is utilized to implement the particles conversion. In [23] , an improved PF (IPF) technique based on differential evolution is presented to mitigate the particle impoverishment.
In this paper, the AGA-PF, inheriting all the advantages of PF, is developed to increase the particle diversity by employing the generic operators from GA. In particular, AGA-PF used for fault estimation of the nonlinear mechatronic system does not increase computational cost significantly when performing the genetic operators. Nevertheless, the computational cost of PF and AGA-PF is still an crucial consideration in practical applications.
GA is a random search method inspired from the evolution of the biological world where the search process for the optimal solution is completed by the operation of selection, crossover and mutation. Selection operator is used to choose individuals in parent population that are inherited to the next generation according to the individual's fitness. Crossover refers to two paired individuals exchanging partial information in a certain way, thus forming two new individuals. Besides, the purpose of mutation is to improve the local search capability of GA and maintain the diversity of population. The genetic operators employed in the AGA-PF method, i.e., selection, crossover, and mutation, are designed according to the structure characteristic of PF.
1) SELECTION
In the AGA-PF, the particles are given as a sample set
. . , N ) after SIS. Actually, the weight w i k can be considered as the fitness of particle. The operation of selection is aimed to distinguish the small-weight particles from the large-weight ones. For this purpose, the following weight threshold W t is defined as
where W [N eff ] is the [N eff ]th particle weight in W . All particles are divided into two groups, the particle with a higher weight than the weight threshold W t belongs to the fit particle set X L , while others are put in the unfit set X S ,
where m denotes the numbers of particles included in X L , x i kL , i = 1, . . . , m and x j kS , j = 1, . . . , N − m are the particles in X L and X S , respectively, and the weights of associated particles are represented by w i kL and w j kS .
2) CROSSOVER
The arithmetic crossover is adopted after the particle selection. The crossover operator modifies the small-weight particle in X S , while the particle in X L doesn't need adjustment. The formulation of crossover is expressed as
where s j is a random number taken from the a uniform distribution in [0, 1], and its value determines how much information that parent particles transmit to their offspring. In other words, the smaller the s j is, the more information from the large-weight particle will be transferred to the new particles x j kC , j = 1, . . . , N − m. The distribution of x j kC is more extensive than the one of particles before crossover, which is beneficial to the enhancement of PF estimation performance.
3) MUTATION
The mutation operation is implemented on the x j kC and can further promote the particle diversity. It is represented as follows
where x j kM represents the newly generated particle after mutation. By combining formulas (25) and (26), the mutation operator can be reformulated as follows
The particles Therefore, the mutation operation can effectively extend the state search space compared with the crossover operation.
In the mutation, too large mutation probability causes the operation of mutation to become a process of stochastic search, and the particle with large weight indicating better performance will be damaged. On the contrary, a very smallmutation probability cannot guarantee the generation of new effective individuals. Therefore, the mutation probability that changes automatically with the particle weight is proposed to protect the effective particles and ensure the emergence of new individuals with high fitness. The adaptive mutation probability p m is defined as
where w kmax denotes the maximum weight of all particles, andw k is the mean weight of all particles. The parameters are set as p m0 = 0.1, p m1 =0.05 and γ = 2. These parameters are obtained by trial and error experiment to get reasonable estimation performance. It is very difficult to make special efforts to fine-tune the parameters in the developed algorithm. Note that the mutation probability is typically chosen as p m ∈ [0.005, 0.01] [24] . In the AGA-PF, the adjustment of p m in (28) should be able to ensure that the dominant individuals (i.e., high weight individuals) in the population are not destroyed, and also guarantee that new individuals with high fitness values appear in the newly generated individuals. Since the mutation operation is geared toward the x j kC (i.e., the particle after crossover from the unfit set X S ), the range of p m is increased as p m ∈ [0.05, 0.1]. The value of γ in (28) controls the range of adaptive adjustment and the rate of change of the mutation probability p m . When the value of γ is larger, the adjustable range and the rate of change of p m increase. The parameter p m0 in (28) indicates the maximum value of p m . The adaptive process of the adaptivity of mutation probability stops if adaptivity is frozen, but it does not mean that the algorithm performance deteriorates because the mutation operation is geared toward the x j kC (i.e., the particle after crossover from the unfit set X S ) and the good solutions with high weights in the fit set X L are not affected by the mutation operation.
After the mutation operation, the particle weights will be reset to 1/N . It is observed that the AGA-PF only incorporates the genetic operators to mitigate the sample impoverishment, thus the AGA-PF can be applied to the cases where PF is applicable. The detailed implementation procedure (i.e., pseudo-code) of AGA-PF is shown in Table 3 .
Note that GA is evolution-based optimization procedure that is performed through the sequence of genomes generations. The AGA-PF method only borrows the genetic operators in GA to increase the particle diversity after importance sampling, and does not need iterations between every two successive samples. As a result, this method is feasible in health monitoring of the nonlinear mechatronic system.
C. FAULT ESTIMATION AND RUL PREDICTION VIA AGA-PF
Usually, the life of mechatronic system is affected by many factors, including electrical failure, mechanical wear and damage, environmental stress and so on. Therefore, as for the fault types of the mechatronic system, in addition to the sensor and actuator faults, parametric faults in the friction coefficient and stiffness are taken into account for fault diagnosis and prognosis. The proposed model-based prognosis using the AGA-PF algorithm is aimed to predict the RUL of the faulty component which is aided by fault parameter estimation. After the fault diagnosis is completed, the true identified faults according to the fault parameter estimation are considered for the forthcoming prognosis procedure.
Without loss of generality, the incipient fault in the mechatronic system is considered where an exponential degradation profile can be defined as
whereF is nominal value of a component or an effective factor, and ε denotes the unknown fault evolution rate and its value equals to 0 when there is no fault, t 0 is the unknown fault occurrence time which satisfies t d > t 0 , where t d denotes the fault detection time determined by the fault detection module. As mentioned earlier, the proposed AGA-PF method is applied to joint state and fault parameter estimation of the monitored system. Since the AGA-PF operates in discrete time domain, the mechatronic system model in discrete stochastic form can be represented as
where T s is the sampling time, state vector
σ 3,k−1 , σ 4,k−1 and v 1,k , v 2,k represent the process noises and measurement noises, respectively. It is worth to mention that the problem of fitness function computation is very serious. It is based on importance weights calculation using state transition function and measurement function in (17) . To implement the AGA-PF algorithm, these relations are crucial. In practice, the unknown modeling errors and the unknown measurement noise exist in these two equations which complicates the realization of the algorithm. For the methods to handle modeling errors and the unknown statistics of measurement noise, there are very few related techniques in PF because it is very difficult to cope with these issues if the prior information on the distribution of process noise and measurement noise is unavailable. For the case when the process noise σ k−1 representing modeling errors and the measurement noise v k−1 are supposed to satisfy Gaussian distributions with zero mean and variances Q and R, respectively, one may obtain the measurement noise variance R by calculating the square of the standard deviation of the measured velocities of the motor and load disk. As for the process noise variance Q representing modeling errors, its calculation can be reformulated as the optimization problem where the following cost function J is defined to be minimized [20] 
where n is the number of samples. y 1,k and y 2,k are the real values of the velocities at sample k, y 1,k and y 2,k are the estimated values of the velocities at sample k.
The joint estimation of state and unknown parameters using the AGA-PF is based on the augmented model, whose state vector is defined as
T for the incipient fault in (29), χ is the number of fault candidates in the SFCs. Based on the AGA-PF, the state posterior PDF can be reformulated as
The RUL estimation of the faulty component is carried out according to the identified degradation model and the predefined failure threshold F end . During prognosis, each particle will be propagated to its own end of life (EOL), thus there are total N possible future trajectories for each incipient fault. The EOL of the ith particle is 
where r= 1, 2, · · · ,χ . The estimated RUL of the ith particle is calculated as 
IV. RESULTS AND DISCUSSIONS

A. BG MODEL VALIDATION
The mechatronic system test bed shown in Fig. 2 is established to validate the accuracy of the developed BG model and the effectiveness of the proposed fault diagnosis and prognosis methodology. The nominal values of system parameters are given in Table 4 , some of them are taken from the equipment specification (e.g., k 1 , k 2 , M , J m ), while others are identified offline using GA. The fitness function used for parameter identification is
where a is the number of ARRs, S represents the number of the collected sample data, G l is the lth ARR equation, n is the discrete sampling time index, and τ is a small constant. Based on the identified results, the model validation is carried out. The motor input is defined as (in Volts)
Under the input in (37), the measurement results in Df :θ e and Df :θ s of the developed BG model and the experiment measurements from sensors are shown in Fig. 3 . According to the figure, it is observed that the BG model outputs are consistent with the actual velocities of the test bed. The developed BG model can also accurately capture the nonlinear friction near the dead zone. 
B. SIMULATION STUDIES
Based on the identified BG model, several tests have been conducted in MATLAB/Simulink. Here, two fault scenarios are taken into account to evaluate the performance of the model-based fault diagnosis and prognosis method. The first scenario is the parametric fault in stiffness K , and the second one is the multiple faults in both parametric and nonparametric components.
1) THE FIRST SCENARIO
Stiffness represents the ability of material or structure to resist elastic deformation when subjected to force, and its value usually remains constant. For the mechanical part of the mechatronic system, the fault in the stiffness of transmission shaft is considered. Due to the difficulty of alternating the shaft stiffness in the practical mechatronic system, the injection of parametric fault in stiffness K in simulation is considered. An incipient fault in K is injected at t K 0 = 5s, and the designed fault evolution rate ε K = 0.3. The responses of absolute values of ARRs are illustrated in Fig. 4 where the dashed lines are the thresholds. It is observed that after 5s the residuals of |ARR 1 | and |ARR 2 | exceed the thresholds, while the residual of |ARR 3 | stays within its threshold, indicating a fault occurrence with CV=[1 1 0]. The fault detection time is t K d = 5.492s. Based on the observed CV and the CFSM in Table 2 , the parametric fault in K is uniquely isolated.
After the FDI, fault identification of K is activated. Based on the augmented model using the unknown parameters ε K and t K 0 , the AGA-PF is adopted for joint estimation of the states and unknown parameters. The failure threshold is K end = 0.1Nm/rad. The sampling time is 0.005s, and the particle number N = 1000. The parameters γ = 0.5 and p m0 = 0.1 in the AGA-PF. In order to show the effectiveness of the proposed AGA-PF, the PF and IPF developed in [23] are also used for comparison. The fault estimation results using the three methods are shown in Fig. 5 . It is found that the unknown parameters can be estimated by all the methods, and the parameter distributions also show the applicability of the methods for system monitoring. According to (33)-(35), the RUL prediction can be carried out after the fault estimation. Fig. 6 depicts the RUL distributions using the three methods where the actual RUL is 2.162s. In the figure, the vertical dot lines denote 95% confidence interval of the predicted RUL. If the actual RUL falls outside of the confidence interval, the associated RUL prediction is unsuccessful and unacceptable. It can be observed that AGA-PF has the best performance since the proposed adaptive genetic mechanism in AGA-PF can ensure the accuracy of fault estimation as well as the RUL prediction by increasing the particle diversity.
To quantitatively evaluate the estimation accuracy of the three methods, the normalized root mean square error (NRMSE) of parameter estimation and the mean of predicted RUL are adopted. The NRMSE of parameter estimation and the mean of predicted RUL using the three methods are given in Table 5 and Table 6 , respectively. According to the tables, it is not difficult to find that PF has the worst performance among all algorithms, and the proposed AGA-PF method is better than the IPF thanks to its ability to enhance the particle diversity by incorporating the genetic operators in PF.
2) THE SECOND SCENARIO
To validate the proposed method for multiple faults condition, two incipient faults in actuator effective factor β V in and viscous friction coefficient f m of motor are concerned where the faults are injected at t Table 2 . The actuator fault evolution rate ε β V in = 0.1, and the degradation rate of the viscous friction coefficient ε f m = 0.05. The failure threshold of the actuator fault is β V in,end = 0.5, and the actual RUL is 5.432s. The failure threshold of the viscous friction coefficient fault is f m,end = 0.0008N m s/rad, the actual RUL is 2.963s. The AGA-PF method is used for the parameter estimation and RUL prediction, and PF and IPF are also applied for comparison. The parameter estimation results of ε β V in , ε f m and fault occurring time t β V in ,f m 0 are shown in Fig. 8 where the estimates are close to the designed values. Fig. 9 and Fig. 10 demonstrate the RUL prediction results for the actuator fault and the viscous friction coefficient fault, respectively. The comparison results are shown in Table 5 and  Table 6 . It is found that AGA-PF can achieve the best results among all methods.
C. EXPERIMENT RESULTS
In order to further verify the proposed method in experiment environment, an incipient fault in actuator effective factor β V in is considered. In the test bench shown in Fig. 2 , the PC is interfaced with the mechatronic system through two data acquisition cards (i.e., NI-PCI 6221 and NI-PCI 6713), which collect the pulse signals of the incremental encoders and send them to the PC for analysis and processing. The fault Fig. 12 . It is observed that the estimated ε f m is close to zero which indicates no fault in the parameter f m , thus only the actuator fault is considered for RUL prediction. The failure threshold β V in,end = 0.5, and the actual RUL is 3.121s. The RUL prediction results by the three methods are shown in Fig. 13 and the comparison results are given in Table 5 and Table 6 , where the AGA-PF is superior to other methods in terms of parameter estimation and RUL prediction accuracies.
V. CONCLUSIONS
In this paper, a health monitoring methodology, including fault diagnosis and prognosis, for the nonlinear mechatronic system under degrading faults is proposed. The BG model considering nonlinear friction is established, and the concept of dependent ARR is introduced to improve the system fault isolation capability under multiple faults condition. A new AGA-PF algorithm is proposed for fault estimation and RUL prediction. Compared with PF, the AGA-PF can mitigate the sample impoverishment problem based on the generic operators which leads to better fault parameter estimation and RUL prediction performances. From the simulation and experiment results, the accuracy of developed nonlinear BG model and the effectiveness of the proposed AGA-PF for fault estimation and prognosis are validated.
