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ABSTRACT OF THE DISSERTATION 
From Blurry Space to a Sharper Sky:  
Keeping Twenty-Three Years of Astronomical Data Alive 
By 
Bernadette Marie Boscoe 
Doctor of Philosophy in Information Studies 
University of California, Los Angeles, 2019 
Professor Christine L. Borgman, Chair 
In compute-heavy and data-driven scientific fields, digital data play a central role in the 
creation of knowledge. For science fields that rely on data that can only be observed once, the 
preservation of these data is crucial to analytic processes. Time-domain astronomy is one such 
field, involving celestial observations such as exploding supernovae and passing comets. This 
dissertation examines the data and code practices of a university-based astronomy research group 
who have managed to keep their data “alive” for twenty-three years with limited resources. 
Keeping data alive means both understanding the knowledge contained within and having the 
associated technologies operable. The human aspects necessary to keep data alive are equally as 
important as the technological elements. This three-year ethnographic research project examines 
the factors involved in analyzing, preserving, and curating astronomy data as these data wend 
iii 
their way through socio-technical, physical, and digital infrastructures that shape and are shaped 
by the knowledge contained within the data. Dissertation research took place at six field sites: the 
case study’s university, the observatory of the case study, the archive of the observatory, and 
three other astronomy archives. The findings of this study show two main ways that data are kept 
alive in astronomy: 1) Publicly: Data are curated and preserved with the intention to be made 
available via web interfaces, engendering relationships among stakeholders, and 2) Privately: 
Data are preserved by astronomy research groups at universities that continually reuse them and 
their associated code, in a collaborative way. Findings suggest how a better understanding of the 
relationships between public and private astronomy data can inform scientific data preservation 
and curation practices. 
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Chapter 1: Introduction and Problem Statement 
 
Today, digital data play a critical role in the construction of scientific knowledge. The 
practice of doing data-driven science involves complex arrangements of people, computers, 
instruments, data, and code. The makeup of physical technological systems used to do research 
are often systems built upon layers of legacy infrastructures. Scientific data held within these 
layers can be representations of ideas, theories, observations, computations, or work processes. 
Over time, the methods to access these data change; the associated knowledge is lost, threatening 
the life of the data living in these infrastructures.  
In this dissertation, I examine how scientific data collected, created, and used by 
researchers were kept alive, and continue to be used today. I am interested in intangible, invisible 
components of scientific infrastructures that make up research systems, such as code and formats 
and how people interact with them. Interdependencies between data, their formats, and the code 
that shapes them are complex and constantly evolving within computing environments. I 
foreground these invisible layers of infrastructure, making them the focus of my research. In the 
space below, I explore researchers’ engagements with types of infrastructures, invisible 
elements, and ways to look at the problem of keeping digital data alive in ever-changing 
infrastructures both seen and unseen. 
 
1.1 Problem statement: Why keeping scientific data alive is important 
In the digital era, ways of looking at how scientific knowledge is created and produced 
evolve alongside scientists’ changing practices, tools, and new technologies. In information 
studies, the distributed spaces where scientific knowledge is produced are called knowledge 
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infrastructures. These infrastructures can be abstract, material, or both, and they can refer to the 
entirety of a scientific project or only one part of a collaborative effort (Edwards et al., 2013). 
Knowledge infrastructures, depending on one’s vantage point, can be viewed as singular 
infrastructures, or, like subsets within sets, as infrastructures within infrastructures. 
Knowledge infrastructures are made up of socio-technical elements such as people and 
tools that produce, share, examine, exchange, and reuse scientific knowledge (Borgman, Darch, 
Sands, & Golshan, 2016; Edwards, 2010). Within a knowledge infrastructure, scientific data live 
in layers of a physical infrastructure consisting of hardware and software. Certain layers garner 
significant scholarly attention, while others are ignored. One possible reason for this lack of 
attention is that some layers function better than others without intervention (Star & Ruhleder, 
1994).  
Scientific, technical collaborations are often described by scholars as being made up of 
layers of infrastructure. These layers are broadly defined as constructs of necessary 
functionalities, and they include concrete or abstract entities such as people, standards, 
equipment, ideas, and protocols (Bowker & Star, 1999). The process of understanding 
infrastructure layers containing digital data begins with understanding the structure of the data 
themselves, made of formats and file types.  
Scientific data produced today are largely born digital and may not exist in other physical 
forms, such as print. To keep these data “alive,” to keep them usable in other words, means 
something different depending on the aspects of the digital forms being examined. Determining 
whether data are alive is complex and contingent upon to whom and under what circumstances 
they can be considered to be still usable. For digital data to be usable, electricity is needed, the 
hardware that these data are stored in must run without issue, and the associated software must 
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be able to operate and also translate the data into a form interpretable by people or machines. 
Subsequently, someone must be able to understand the scientific contexts of the data, a 
subjective task. Digital metadata are data that enable the relevant data to be understood, such as 
comments in code, descriptive labels in spreadsheet columns, and tags which provide context. 
Documentation and any explanations necessary to understand the scientific data might be 
necessary for data to be usable. Instructions accompanying scientific procedures to manipulate 
data must be understood by users.  
Having scientific information stored in born-digital environments is a relatively new 
phenomenon. Data in these environments have different maintenance and preservation needs 
than did data in earlier forms. Books made of paper have been the standard form of storage for 
scientific knowledge for thousands of years; and given the proper environment, they can last for 
centuries. However, born-digital scientific data require different methods if they are to remain 
usable, methods that can vary widely within scientific institutions that handle digital scientific 
data (Borgman, 2015; Mayernik, Batcheller, & Borgman, 2011). Understanding what it takes to 
keep scientific data usable brings me to the overarching question that I will address in this 
dissertation: When, why, and how do scientists keep data alive? 
The case study for this dissertation centers on astronomy, a field where decades of 
digitized and born-digital observations and analyses have resulted in a vast amount of digital data 
that has continued to grow. In this dissertation, the terms astronomy and astrophysics are 
synonymous. Astronomy data have been collected from many sources, including ground and 
space telescopes, satellites, and other instruments, and they have been iteratively processed by 
code in a pipeline, defined by astronomers as “an important slice of the astronomical software 
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library that includes chains of processes that transform raw data into valuable information via 
data reduction and analysis” (Cabral et al., 2017). 
Pipelines can be made available in public code repositories such as GitHub or held 
privately by individual research groups. Writing code for pipelines is a time-consuming task for 
the astronomer, and the specificity of these scripts creates a complex environment of data and 
code interdependencies. New datasets form from data run through pipelines, and these are stored 
in either public or private repositories. In this dissertation, a data repository is any type of storage 
holding data, i.e., local storage, servers, and cloud storage. Keeping these data usable is a 
difficult task, involving many factors such as hardware, software, costs, labor, and scientific and 
cultural goals.  
My case study examines an astronomy research group at a university, and a sub-question 
relating to the group is: What roles does code play in keeping data alive? Another sub-question 
is: What roles do formats play in keeping data alive? 
Data live in both theoretic and physical infrastructures; so too can they both represent 
information in the form of knowledge and concurrently reside in hardware systems on disks. 
Within physical infrastructures, hardware, software, formats, storage media and code all change 
over time and affect data’s ability to be used. In creating scientific knowledge, changing 
infrastructures complicate the challenges that research groups face as they attempt to maintain 
data and code for past, present, and potential future uses. This dissertation explores the ways 
scientists can understand the problem of keeping data usable over time.  
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 1.2 Data in astronomy 
Astronomy is a globally popular scientific field offering dazzling images of the universe 
while celebrating extra-terrestrial exploration. Pictures of colorful, spiraling galaxies from the 
Hubble Deep Field, simulated photos of the probe Cassini plunging into the gases of Saturn’s 
atmosphere, and images of distant exoplanets that may harbor life all generate interest about 
what exists beyond Earth.  
These images come from infrastructures made up of physical, digital, and social 
constructs constituting the practice of exploring the night sky. Prior to the digitization of 
astronomy, data were collected by tedious handwork, using photography, glass plates, and 
analyses of waves translated into written observations (Peterson & Mackie, 2006). 
Work in the field of astronomy has become more about computations, simulations, 
statistical analyses, and data processing than actual observation (Borne, 2010). Communication 
technology has given astronomers the ability to perform remote observations from locations 
other than the telescope, and these advances have yielded copious amounts of data that can be 
used to answer new scientific questions (McCray, 2004). However, simply keeping and storing 
these data for potential use is not sufficient to keep them alive, which is why this dissertation 
focuses on the complexities of the maintenance work that is necessary to keep these data in a 
usable form.  
Reduce is a common term used in astronomy to describe the process of separating 
meaningful data into a simplified form for analysis. When data are reduced, they are “edited” 
and transformed in some way, resulting in better ordered forms that are easier to use to answer 
scientific questions. Reducing data is a very general term and can mean many processes were 
enacted on the data to obtain resultant forms. Astronomy data are often reduced in automated 
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pipelines and can also be reduced manually with software tools. Likewise, re-reducing data 
means to re-process data in different ways to obtain results. Reduction techniques are highly 
dependent upon the type of data collected and their intended use. 
For this dissertation, I examine when signals, data, or noise become information, and how 
this transformation affects and is affected by the infrastructure these elements live in, as well as 
the effects of this mutually constitutive relationship on the production of scientific knowledge. In 
examining these phenomena, I focus on how researchers use file formats and code in their 
scientific practices. The FITS (Flexible Image Transport System) format has an interesting 
governance history, because astronomers invented it in the 1970s as a way to share image data 
across incompatible computers (Greisen, 2002). FITS was formalized by NASA in the early 
1980s, and it is governed by an International Astronomical Union1 working group that is still 
operational today (International Astronomical Union, 2017).  
MP3 file formats, the subject of Sterne’s work (2012), originated from Bell Telephone 
Labs, the developer of Fast Fourier compression techniques. Bell Labs also figures prominently 
in the history of astronomy. In the early 1930s, Karl Jansky, a researcher at Bell Labs in New 
Jersey, was hired to investigate static obstructing transatlantic telephone radio-wave 
transmissions, and he proceeded to build a large rotating antenna to analyze these noisy waves. 
He discovered that two of the three sources of noise were thunderstorms, while a third faint hiss 
emanated from outer space. He eventually pinpointed its origin in the constellation of Sagittarius, 
at the center of the Milky Way Galaxy, and his discovery was published in 1933 in the New York 
Times (National Radio Astronomy Observatory, 2008; Smothers, 1998). Jansky did not live long 
                                               
1 The International Astronomical Union (IAU) is an international association of professional astronomers, and acts 
as a main governing body in the field of astronomy. 
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enough to learn that these bursts of static were emanating from the site of a Super Massive Black 
Hole (SMBH): the very location of the scientific research focus of my dissertation’s case study. 
The phenomena thought of as “noise” by the Bell Labs technician would soon be perceived as 
exciting extraterrestrial signals for astronomers (Condon & Ransom, 2016).  
Today, Jansky is known as the father of modern radio astronomy. In his book about the 
MP3 format, Sterne (2012) traces the evolution of the audio format to include the investigations 
of audio waves and transmission technologies performed by researchers at Bell Labs. Sterne 
contends that, in the study of media, mediums are too often collapsed into pieces (such as 
formats) that should be examined in their own right as epistemic objects. According to Sterne 
(2012), 
Studying formats highlights smaller registers like software, operating 
standards, and codes, as well as larger registers like infrastructures, 
international corporate consortia, and whole technical systems. If there were a 
single imperative of format theory, it would be to focus on the stuff beneath, 
beyond, and behind the boxes our media come in. (p. 11) 
Looking at how data can be kept alive in a knowledge infrastructure involves examining 
the relationships between entities that may help or hinder the persistence of those data. This 
method necessitates a historical consideration of how these entities came to be and how they 
evolved along with the scientific practices that shape how astronomy is done today. Therefore, I 
use Sterne’s ideas to foreground these “smaller registers” within the layers of infrastructures that 
make up scientific knowledge. Taking a historical approach to studying these smaller registers 
such as code and standards enables me to address how scientific practices within a collaboration 
  
 8 
 
 
were able to persist using data accumulated over two decades. In the chapters that follow, I 
identify durable and fragile aspects of these elements used in scientific workflows.  
 
1.3 Data over time, in science 
Scientific collaborations that last for decades and continue to produce work have likely 
accumulated large stores of digital data. More data are created by and available to researchers 
than ever before, due to these gradual accumulations. Some of these data are stored in 
infrastructures such as public repositories, and others are collected and stored by researchers 
privately. Scientists look at new ways to analyze these heterogeneous stores of old and new data 
(Hoaglin, Mosteller, & Tukey, 2011; Tukey, 1954). Traditionally, academic scientific 
discoveries are published in papers, but disseminating data and code relating to the discoveries is 
not a common practice. Some researchers are attempting to remedy this lack of contextual 
information in publications and are releasing their associated data and code alongside their 
publications, one increasingly popular tool for doing so is the Jupyter notebook (Randles, 
Pasquetto, Golshan, & Borgman, 2017).  
 
1.4 Data and code astronomy infrastructures 
Astronomers have been collecting and storing data for thousands of years. Present day 
examples include sky charts to the recent confirmation of the existence of Einstein’s 
gravitational waves resulting from a collision of black holes billions of years ago (Castelvecchi, 
2016; LIGO Scientific Collaboration, 2016). Across the world, many infrastructures, both 
physical and social, exist to further the scientific aims of astronomy. Governing agencies such as 
space agencies operated by countries, the International Astronomical Union, and NASA are just 
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a few examples. The International Virtual Observatory Alliance (IVOA) was founded in 2002 to 
enable global access to data garnered from observatories across the world (IVOA, 2016).  
Papers, abstracts and other publication metadata relating to astronomy and adjacent fields 
are stored in the Astrophysics Data System (ADS), which was created by NASA and presently is 
managed by the Harvard-Smithsonian Center for Astrophysics (ADS, 2016).  The Centre de 
Données astronomiques de Strasbourg (CDS) is an international collaboration of astronomy 
organizations and hosts a group of reference databases which enable discovery of astronomical 
objects, sourced from astronomy archives as well as the ADS. Along with catalogs of images, 
many databases of astronomical meta-information exist in CDS, such as SIMBAD, containing 
information about objects outside the solar system (Centre de Données astronomiques de 
Strasbourg, 2016). The panoply of data relating to telescopes, satellites, radio dishes, databases, 
sky surveys, publications, and other components that make up the entirety of the global 
astronomy infrastructure are too vast in number to cover. These data are stored in a multitude of 
ways, some interconnected via interfaces on the internet and others not. This massive 
infrastructure spans years of collected data, includes thousands of scholars, builders, and 
maintainers, and covers hundreds of countries, all with the goal of exploring what exists beyond 
Earth. 
 Astronomical data sources can be classified and categorized in many different ways, such 
as by instrument type or whether the data come from ground-based or space-based telescopes. 
Another way to differentiate data sources is the type of observations being collected, such as 
images or spectra, which are wavelengths of the electromagnetic spectrum beyond the eye’s 
ability to see, such as infrared. Some data are collected by large missions and made available to 
the public; other data are generated by smaller, ground-based telescopes and may or may not be 
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made public (Becker et al., 2009; Voyer et al., 2009). Depending on the type of research, 
scientists might utilize public datasets combined with their own private data and analysis. 
Research using publicly available archived data is increasing, and private research organizations 
are making some of their data public, allowing for the forming of new collaborations (Genova et 
al., 2017). 
 
1.5 Case Study: The Black Hole Group 
My case study for this dissertation is what I call the Black Hole Group (BHG), a small 
(<30) university-based research team of astronomers, cosmologists, and physicists spanning 
several research universities. A larger, looser collaboration contains affiliate members. Several 
people are the original team members from the early 1990s, accompanied by graduate students, 
postdocs, and research scientists. The Group studies the super massive black hole (SMBH) at the 
center of the Milky Way Galaxy, 26,000 light years away. The primary technique the group 
employs to do their science is studying orbits of stars closest to the black hole.  
In the early 1990s, several of the original team members commenced studying an area of 
the sky located within the constellation Sagittarius. They detected unusual signals from this area, 
which is the center of the Milky Way galaxy. From early data gathered from telescopes, the area 
was posited to be, and later proved to be, a SMBH. Astronomical methods evolved from what 
data could be collected at the time to study the black hole, named Sagittarius A* (SgrA*). 
Because black holes do not emit light, one way to study the black hole’s properties is to examine 
stars’ orbits, properties of stars closest to the black hole, and other phenomena around the black 
hole, such as gases. These special stars orbit the black hole rapidly (relatively speaking), with 
average complete orbits estimated to be 16 and 20 years for the two closest stars. With ever-
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changing technologies such as telescope hardware improvements, partial orbits of these closest 
stars have been observed, with a goal of fully tracing orbits around the SMBH. For many 
reasons, tracing these orbits has been difficult to accomplish. Identifying the same star in 
different data sets is hard, because of positioning, and because other, closer stars often block the 
intended star’s images. These mysterious faraway stars are difficult for telescopes to capture. 
They accelerate and deaccelerate, and they spin and change in brightness in the captured images.  
In 2005, a special image-enhancing technology originally developed by the U.S. military 
called Adaptive Optics (AO) was employed on the telescopes the BHG uses, and it continues to 
sharpen the types of image data collected during observing night runs, which typically occur 
throughout the year. 
  
Figure 1: A simulation of how AO will sharpen images of stars even more at the galactic center, 
courtesy BHG. 
 
The technological advances have changed the nature of the data the BHG has acquired 
and used for analysis. These instrumentation advances have allowed for new research questions 
about the SMBH to be asked, and are built upon past work. For example, a blurry singular image 
of a star from 2005 might have been identified years later as two binary stars orbiting each other. 
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The struggle to identify these important stars closest to the SMBH from the different datasets 
poses a challenge for the group. The orbits around the black hole are certainly not the neat, flat 
approximations we might see in orbital depictions of the planets in our galaxy; these orbital 
configurations are difficult to predict. The BHG relies on statistical analyses to predict where 
stars might be in their orbit at a given time, using error bars to reflect probabilities. And yet, in 
the face of these obstacles, the group has been able to construct orbital models of stars orbiting 
the black hole. 
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Chapter 2: Literature Review 
 
Scholars from fields such as information studies, information science, science and 
technology studies (STS), media studies, anthropology, philosophy, and history have examined 
the process of knowledge creation within the practice of doing science. In this literature review, I 
draw from these and other fields to find an approach to examining knowledge creation within 
scientific practices, with a particular focus on data, files and file formats, and the ways code 
shapes these practices, while it is, in turn, being shaped by the scientists involved.  I also explore 
astronomy domain data to better understand their science and practices. 
These processes occur in a knowledge infrastructure, an arrangement Edwards (2010) 
defines as involving “robust networks of people, artifacts, and institutions that generate, share, 
and maintain specific knowledge about the human and natural words” (p. 17). Edwards et al. 
(2011) suggest not looking at knowledge as facts, but instead as a sociotechnical system, 
emphasizing,  
Only if you think of knowledge as inert and permanently fixed, rather than as a 
living human creation that requires maintenance, extension, and regeneration, 
can you imagine that it does not rely on some kind of infrastructure for its 
transmission, and indeed its very existence. (p. 1398) 
 Knowledge infrastructures are complex environments where scientific knowledge is 
produced, stored, used, and shared in a multitude of ways (Borgman, Darch, Sands, & Golshan, 
2016; Bowker, 2005; Edwards, 2010; Star, 1995). Much scholarly work has been done looking at 
knowledge infrastructures as places for sharing scientific data across disciplines (Borgman, 
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Bowker, Finholt, & Wallis, 2009; Ribes & Bowker, 2009; Star & Ruhleder, 1996). To share 
these data across disciplines, stakeholders need to understand what constitutes data and 
associated metadata (Borgman, 2015; Mayernik et al., 2011).  
 
2.1 Knowledge infrastructures 
Information scholar Christine Borgman leads our team of researchers in the Center for 
Knowledge Infrastructures at UCLA, examining data sharing, reuse, and openness, and exploring 
how these topics shape and inform scientific practices and policy within knowledge 
infrastructures. From a social science perspective, infrastructure may refer to many elements of 
organizations or technical components that are being described in a socio-technical framework, 
involving people, policies, hardware and software, organizational units making up the whole or 
parts of the whole of a system (Star & Ruhleder, 1994). Some scholars focus on the building and 
maintaining of scientific infrastructures, the relationships between builders and users, or the 
knowledge produced by these infrastructures (Bowker, 1996; Edwards, 2004; Jackson et al., 
2007). Others focus on organizational operations and work practices (Lee, Dourish, & Mark, 
2006; Orlikowski, 2000).  
For this dissertation, the word infrastructure refers to several different layers: the global 
astronomy system at large, the BHG’s collaboration and attendant hardware and software 
policies and configurations, and the material layers of the elements that make up the BHG’s 
digital practice of doing science. Edwards (2003) proposes a “multiscalar approach” for looking 
at infrastructures as a way of better understanding how they function (p. 186). Star, a sociologist, 
and Griesemer, a philosopher (1989) introduced the concept of boundary objects, objects that 
have different meanings in varying groups but that can be understood across these groups. The 
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term has since been adopted by other fields such as computer science, computer-supported 
collaborative work (CSCW), and information science, and Borgman (2010) has further refined 
our understanding, averring “the categories of boundary objects include material artifacts, 
organizational forms, procedures, or conceptual spaces” (p.153). FITS files fall within this 
understanding of boundary objects because they differ across sites yet maintain enough built-in 
commonalities to be understood across groups. In this dissertation, I look at the connections and 
evolving relationships between possible boundary objects in the larger astronomy infrastructure 
crossing into the BHG’s infrastructure and looking at the resulting relationships.  
Adding to Star and Ruhleder’s (1996) definition of infrastructure, Bowker and Star 
(1999) developed the concept of infrastructural inversion, a method for describing the 
performative struggle against the tendency of infrastructure to disappear, save for when it breaks 
down. An infrastructural inversion is an action enabling a foregrounded view of a previously 
ignored object (such as a format), thereby demonstrating how the object has been shaped over 
time by the larger infrastructural design, scope, policies, issues, and science created. For Bowker 
and Star, exploring these infrastructural inversions reveals insights as to how elements of 
scientific practice, such as classifications, emerge and shape future developments in scientific 
practices (1999).  
Edwards (2004, 2010) employs an infrastructural inversion to look at climate change 
data, focusing on a singular infrastructure that is used by different scientific communities of 
meteorologists and climate scientists. The infrastructural inversion he enacts exposes how and 
when certain data can be used by various communities that may have different metadata schemes 
and other standards making interdisciplinary collaboration difficult (Edwards, Mayernik, 
Batcheller, Bowker, & Borgman, 2011).  
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Science historian and biologist Rheinberger (1997) examined objects employed to enact 
experimental reasoning from within scientific practices. These objects are vaguely defined and 
might be instruments or other devices that enable and bind, purposely obfuscated so they would 
not become identified as specific technical objects within a technological system. According to 
Rheinberger, “there are scientific objects and the technical conditions of their coming into 
existence . . . these are notions related to the process of what I shall call epistemic things” (p. 21). 
Further, Rheinberger posits the necessity of examining these scientific objects on irreducible 
levels, and he notes that, when observed, these objects shift boundaries, recede, emerge, and 
appear in different forms, revealing scientific knowledge through these forms and processes. 
Rheinberger’s work provides an epistemic base for looking at ways of knowing within scientific 
instruments, people, practices, experiments, data, and formats as scientific objects. Data are 
certainly objects with shifting boundaries. Even the word data is viewed by some scholars to be 
inaccurately used, in both definition and in representation of knowledge. In Latin, data means 
given and capta means taken.  Drucker (2011) explains, 
The concept of data as a given has to be rethought through a humanistic lens 
and characterized as capta, taken and constructed. … the use of a humanistic 
approach, rooted in a co-dependent relation between observer and experience, 
needs to be expressed according to graphics built from interpretative models.  
Other scholars have looked at the various constructs where data exist, particularly in 
scientific settings where data may be observations, records, with an interest on how they are 
produced and disseminated as well (Kitchin, 2014; Leonelli, 2016) 
As they build upward from the format level, which is one example of the BHG’s installed 
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base, BHG data travel through pipelines shaped by code, coming up against proprietary and open 
source spaces and containers (Kouzes, Myers, & Wulf, 1996). This knowledge creation then 
thrives and evolves within spaces termed epistemic cultures (Knorr-Cetina, 1999). The discipline 
of STS invites us to look at laboratory practices that create scientific knowledge, including things 
such as particle physics and molecular biology labs (Knorr-Cetina, 1999; Traweek, 1988). Data 
flowing through the astronomers’ pipelines result in an ever-changing epistemological space of 
scientific advancement (Rheinberger, 1997).  
Time-domain astronomy explores how celestial bodies change over time. Studies of 
orbits, such as what the BHG is doing, is a subset of time-domain astronomy, and, in recent 
years, the search for exoplanets and the gravitational wave discovery at LIGO furthered interest 
in this type of science. Digital Access to a Sky Century at Harvard (DASCH) is a project that is 
digitizing hundreds of thousands of astronomical photographic glass plates from pre-digital 
telescope observations at Harvard Observatory (“DASCH,” 2018). Glass plates such as these are 
examples of the oldest photographic evidence of time-domain science. When digitized, the 
images are made available in FITS files. The growing availability of these files (the project is 
ongoing) enables researchers to look back over one hundred years of images. Astronomers 
researching an object, such as a supernova, can mine catalogs and search through old data in an 
attempt to find images and other information to compare. Typical surveys only capture time 
scales from one day to several decades, so the introduction of DASCH data provides new 
insights to the past. The Harvard collection provides researchers data from over one hundred 
years ago, and could, potentially, offer new discoveries in its stores.  
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Figure 2: Glass plate of the sky with pen annotations. Each black dot is a star, the grey area is a 
galaxy. Circa late 1800s. Location: Harvard College Glass Plate Archive, Cambridge, MA. 2018, 
Photo credit: author. 
 
Astronomy as a historical case study of an evolution of media practices throughout the 
centuries is surely a fascinating one, since astronomy is solidly in the purely digital era now 
(Gray & Szalay, 2002). Infrastructures were designed and built over time to interface with these 
digital data, and socio-technical systems evolved over time to examine these data and produce 
research. This has “only” been true for the last two decades or so; but still, and especially 
considering the ever-growing size and variety of these materials, the process of digitization has 
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changed preservation practices of astronomical data (McCray, 2014). Here, media refers to 
physical manifestations of BHG data, such as items maintained on servers or magnetic-tape 
backups or DVDs. These are fragile materials in need of a different kind of care than non-digital, 
material objects such as written observations or paper photographs (Kirschenbaum, 2010).  
Looking at the interdependencies of smaller units in an infrastructure such as formats and 
code, it is important to consider how information is used to produce knowledge, embodied in 
these elements when evaluating the design of knowledge infrastructures. Framing the production 
of scientific knowledge as shaping and being shaped by the objects that comprise the knowledge 
infrastructure itself is a useful way of describing the process of making science. Astronomy 
investigations begin as questions about the universe in scientists’ minds, leading to ideas and 
theories that are then transformed into practices for testing these notions. Data from instruments 
like telescopes, for example, begin as signals, pulsing waves originating from outer space, thus 
triggering the process of additional investigation. 
 
2.2 Materialities of scientific research 
Much work has been done in media studies concerning the way types of waves become 
information embedded in physical materials, and this dissertation will explore the implications of 
varied materialities of elements, such as data, within the knowledge infrastructure. Hacking 
(1992) describes “matériel” (French for hardware or equipment) as:  
The apparatus, the instruments, or the substances or objects investigated . . . 
flanked on one side by ideas (theories, questions, hypotheses, intellectual 
models of apparatus) and on the other by marks and manipulation of marks 
(inscriptions, data, calculations, data reduction, interpretation). (p.32) 
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In this dissertation, I extend Hacking’s view and consider the ways data themselves 
possess material forms. These data can take the structure of analog signals, transformed into 
digital forms that are accompanied by transcriptions of words describing them. The code 
transforming these data can take the form of language, of bits and bytes, or of instructions for 
machines or humans to perform actions, with each form affecting the other in the process 
(Miller, 2005).  
Media scholar Gitelman (2006) looked at how recorded sound influenced other media 
forms such as printed matter during the time of Edison’s introduction of the phonograph. She 
explored types of non-written inscriptions engraved into records. These carved inscriptions, like 
digital data, were not readable by humans, leading her to conclude both that they were 
“mysterious” (p. 19) in their manner of inscription and that a panoply of tools and formats were 
necessary to decipher their meaning. Meanwhile, philosophers such as Derrida (1996), Latour, 
and Woolgar (1979) have discussed the materiality of inscriptions. Latour and Woolgar link facts 
created in a laboratory setting to the process of inscribing them, while for Derrida (2016), all 
characteristics of material media are important for their representation and written (inscribed) 
symbols are signifiers that are just as important as speech. According to Latour (1987), lab 
instruments can be inscription devices and may become “black-boxed,” with their functionalities 
incapable of being seen and their work taken for granted. Importantly, inscriptions differ from 
representations, because representations of work are made after iterations of inscriptions. 
Fujimura (1996) studies the evolution of tools, some made from code, that have been 
used to perform scientific work. Fujimura and Clarke (2014) deem the analyses of scientific 
inscriptions (in their case texts, discourses, images, etc.) as important areas of inquiry within a 
constructivist (i.e., self-reflective and experiential) approach to science as craft work. In born-
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digital data, inscriptions take myriad forms. Inscriptions can be machine-readable, human-
readable, or both. They may live in higher levels of infrastructure and exist as text. Inscriptions 
might be arrangements of ones and zeros inscribed on a magnetic disk to be read by an optical 
instrument. Understanding the relationships between material inscriptions, digital data, and the 
knowledge produced from these forms is key to describing the knowledge infrastructure that 
contains these elements. 
Anthropologists encourage thinking that goes beyond the study of objects, and they 
suggest instead that our focus should be on formations, connections, and surfaces in between 
objects. The BHG’s data are under near-constant transformation by the team. In looking at 
themes of materiality, Ingold (2007) views the properties of materials, as opposed to the 
materials themselves, as objects that should be the focal points of study, and notes that “to 
describe the properties of materials is to tell the stories of what happens to them as they flow, 
mix and mutate” (p.14). 
Latour (1987) referred to objects produced by inscriptions in scientific processes as 
“immutable mobiles” (p. 227) to be moved and combined with other objects. Immutability, 
meaning objects could stay the same while being transferred, and mobility, meaning they could 
transfer across sites, were properties of objects such as text, graphs, and images. And, in the view 
of Latour (1986), scientific knowledge was profoundly affected by the capability of these maps 
and images to be copied and sent around.  
The above approaches to look at the infrastructure of the BHG’s data offer a way to 
identify which objects need to be preserved, and they point to important questions about how this 
can be accomplished. For example, what are these objects and how do they stay the same or 
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change over time? How are they transformed? How can they be described in ways that enable 
future understanding? 
The BHG are looking at events that happened 26,000 light-years ago. The stars they 
study and the area of the black hole can only be seen by very powerful telescopes. The objects 
that the BHG studies can only be described in a second-hand manner through the data that have 
been constructed by the scientists: never seen by the naked eye and only observed (live, in a 
relative sense) through monitors connected to telescopes.  
Cultural geographer Thrift (2005) studies how humans see and make sense of the world, 
and in the case of technology, how the screen, software and body interact with each other. 
Developing this theme, Thrift writes that screens are everywhere in society and new surfaces 
such as these are “covering the world as a new materiality” (p. 233). Even more, according to 
Thrift, software is a key materiality in today’s world. In its many guises, it can be seen through 
biological metaphors during its exponential increases and decreases in use. Software takes up 
little space physically, and if it functions, its critical importance is forgotten. These ideas are 
consistent with Bowker and Star’s classifications of invisible components to infrastructure, such 
as software (Bowker & Star, 1999; Miller, 2005). In this view, small, invisible components also 
possess a special kind of materiality, akin to being both a particle and a wave at the same time, 
depending on the observer. 
At the lowest digital level, astronomical data are binary: ones and zeros represent bits and 
bytes. Astronomical data are also made up of signal and noise data; or, some data can be seen as 
celestial objects in the foreground with “empty space” as the background. For some researchers, 
the empty space might contain the elements they study, with the objects being in the way. 
Varying inscriptions represent the shifting foregrounds and backgrounds of data represented by 
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signifiers, or signs describing or pointing to data. Scholars have looked at the relation of space, 
materiality, and information (Kitchin & Dodge, 2011). Information scholar Dourish (2017) has 
explored the materialities of information representation, an approach that,  
Examines the material forms in which digital data are represented and how 
these forms influence interpretations and lines of action—from the formal 
syntax of XML to the organizational schemes of relational databases and the 
abstractions of 1 and 0 over a substrate of continual voltage—and their 
consequences for particular kinds of representational practice. (p. 4) 
Dourish and sociologist Vertesi (2011) state that how these material representations 
perform work matters for our human experience of the information and systems these 
representations are a part of, specifically in digitized forms of data. Historian Rubio (2016) 
suggests not looking at material objects when situating them within spaces, but “rather in that 
space lying betwixt and between objects” (p. 64). This is a useful theoretical way to consider 
data being generated from signals, in that they might be kept to study and transformed into other 
forms, or the signals might be deemed useless noise. The signals from the telescopes undergo 
physical transformations, such as changes in data format, but in essence they remain a series of 
ones and zeros arranged on a magnetic disk.  Mathematician and philosopher Rotman (1987), in 
studying the history of the concept of the number zero (which did not originate at the same time 
as the invention of valued numbers), says of the origin of inscribed signs like zero:  
Signs, meta-signs, and the codes in which they operate do not arise and exist 
by themselves, they are not given as formal objects in some abstract already 
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present space. They are made and remade repeatedly . . . [and] come into being 
and then persist by virtue of human agency. (p.3) 
Rotman (1987) continues with a discussion of how a signifier such as zero-as-placeholder 
is predicated on an absence, literally in this case, which is useful in the investigation of 
inscriptions of data observations. The observational data’s levels of absence can be viewed as 
noise in data, down to the spatiality of sparse data being, in essence, “zeros” to the “ones” 
perhaps in a data matrix that signify and represent information.   
Gitelman and V. Jackson (2013) extend Bowker’s (2005) statement that data are never 
“raw”; instead, they argue, data are socially constructed from their origins. However, 
astronomers often use the phrase “raw data,” and I aim to distinguish the different meanings 
defined by various scholars and scientists. “Raw data” seems to better reflect what observables 
the data-seeker is looking to capture, as evidenced by the noise-data of Jansky’s work that 
became the signal for future astronomers. In this vein, as I demonstrate, BHG data are a signal 
gleaned from a source, an understanding that extends media scholars’ views on the production of 
media and processes the media undergoes while being changed by human hands and 
computational processes. 
 
2.3 Invisible infrastructures  
When scholars look at constructions of data and their representations as materialities, the 
interpretive devices to read digital data oftentimes become the focus of scholarly research. In his 
book about the MP3 file format, Sterne (2012) seeks to understand how and why this format 
evolved into a standard. In his research for the book, he spent years looking at MP3 players and 
codecs, which compress the music data, before realizing the human user and devices playing 
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MP3s, were the incorrect units of measure for his approach in studying the phenomena. He then 
delved deeper into the format level of the object, asking questions about how the MP3 file format 
emerged as the dominant format and became standardized. In the end, he performed an 
infrastructural inversion by foregrounding the format—normally a hidden working layer of an 
infrastructure—into an object worthy of investigation in its own right (Bowker & Star, 1999).  
I extend Sterne’s “format theory” as a starting point for situating the BHG’s work within 
an infrastructure with a format as an installed base. Sterne views format theory as a critical (and 
albeit tongue-in-cheek) approach to facets of technical formats, such as development, stability, 
and institutional inertia, rather than a theory per se. How these formats emerge, become adopted 
widely, and end up being standardized are key elements I investigate in the course of this 
dissertation. Format theory deepens an understanding of what STS theorists Pinch and Bijker 
(1984) call “closure mechanisms” (p. 427) for technology. These scholars state that closure 
stabilizes the artifact, and to the relevant groups, subsequently the problems extant in its use will 
disappear. I consider the ways that, with respect to the FITS and other basic formats, individuals 
and institutions have enacted closure and the methods by which problems were deemed worthy 
of eradication. 
From its establishment as an installed base, the FITS format, among other formats of a 
similar age, have shaped outputs, research results, code and tool choices, and the ways 
astronomy is explored within the group and the larger astronomy infrastructure. The MP3 format 
development related a least common denominator of sound quality versus a file-size tradeoff, 
and my findings suggest parallels between Sterne’s case study of the evolution of the MP3 and 
the development of BHG data outputs: from receiving signals through the telescope, to obtaining 
data in the FITS format, and finally to processing data in the pipeline, and resulting data typically 
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not in the FITS format after a certain point of analysis. In considering these parallel phenomena, 
the commercial versus non-commercial elements contained in and constructing each of these 
formats, affect the manner by which these factors influenced each evolution. Fragile and stable 
pieces of infrastructure are viewed in terms of the effects of commercial interests or lack thereof. 
Hacking (1992) notes that commercialism is not necessarily a negative thing, and the fact that 
lenses, mirrors and other telescope parts are made by private companies might provide stability 
and “keep science on an even keel” (p. 42). He stresses one should not put value on commercial 
versus non-commercial entities but should, instead, evaluate them in terms of how they perform 
within their respective infrastructures. 
 
2.31 Standards 
In technological fields, standards are established rules or norms that govern aspects of 
systems, such as to support interconnectivity, interoperability and consistency. Standards are 
important invisible aspects of information infrastructures, and social scientists often distinguish 
them into two classes, de facto and de jure (Russell, 2014). De facto standards are informal, 
result from market demands, and are widely adopted and used in industries if enough adoption 
takes place. De jure standards are controlled by a formal organization, and often have rigid, 
complex processes involving documentation. Standards vary in information infrastructures, and 
they make up complex, intertwined hierarchical sets of standards that rely on one another in 
different layers of infrastructure (Hanseth, Monteiro, & Hatling, 1996; Star & Ruhleder, 1994).  
The field of computer-supported collaborative work (CSCW) looks at the interplay 
between the human and the technical, and it evaluates how standards shape the way humans 
perform work. Lampland and Star (2009) investigated the effects of standards on everyday life, 
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bringing to the fore the immense quantity of standards and how their interrelatedness affects 
society. Standards are an integral component of infrastructure, and they form the static, stable 
nature of the installed base (Star & Ruhleder, 1994). A growing body of work in human 
computer interaction (HCI) examines how standards influence science practices. Barbrow and S. 
Jackson (2015) focused in particular on the creative role of standards, considering how they 
function “as fulcrums of change and innovation” (p. 1769).  
Another area of inquiry concerning standards is situated in studies of software 
development and engineering. Howison and Herbsleb (2011, 2013) looked at incentives in 
software development practices and how these reward structures related to building software. 
The BHG is awash in standards, from astronomical infrastructures, instruments, and legacy code 
that have existed since the beginnings of the project. These forms provide structure and are also 
impediments to innovation due to their restrictive natures. 
 
2.32 Formats 
In the late 1970s, several astronomers working at different observatories were struggling 
to share data on computers that did not have compatible operating systems. These issues of 
incompatibility were raised at an NSF meeting in 1979, and a task force was formed to address 
the problem (Wells & Greisen, 1979). The International Astronomy Union recognized FITS in 
1981 as a de facto-standard data-exchange format of astronomy, and the system is to this day 
governed by a working group (International Astronomical Union, 2017). Unlike most file 
formats that deal with images, FITS is entirely science-based and was not created for commercial 
purposes. The group that governs the FITS format has about a dozen members who have pledged 
to serve the entire astronomy community world-wide, carefully reviewing requests to alter the 
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format to serve new needs. A critical edict of the FITS format is that it remains backwards-
compatible, without being dependent on living people for its continued existence, which is an 
element described in the FITS format standard document: 
One important feature of the FITS format is that its structure, down to the bit 
level, is completely specified in documents (such as this standard), many of 
which have been published in refereed scientific journals. Given these 
documents, which are readily available in hard copy form in libraries around 
the world as well as in electronic form on the Internet, future researchers 
should be able to decode the stream of bytes in any FITS format data file. 
(FITS Working Group, Commission 5: Documentation and Astronomical Data, 
& International Astronomical Union, 2008, p. 2) 
However, the stability of a file format intended to last over a long period of time creates 
tensions for astronomers who desire to alter the format to address new data needs. Changing the 
format requires propagation through thousands of users, proving to be a challenge across many 
institutions across the world (Hanseth et al., 1996). A growing body of literature is both 
addressing the current limitations of FITS and working to identify where FITS fails new 
scientific techniques (Thomas et al., 2015). FITS can also be implemented in ways that cease to 
be compatible for a common problem, another example of its limitations. That said, the creation 
of FITS and its subsequent adoption for over thirty years demonstrates a powerful story of 
governance of a non-proprietary format made for and by astronomers (Scroggins & Boscoe, 
2018). 
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Figure 3: Sample FITS header in a FITS file. Note the keywords are limited to 8 characters, an 
artifact from the punch card days. 
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2.33 Path dependencies 
The historical overview of how objects such as formats came to be, and how standards 
evolved over time, is critical to understanding current infrastructures. Concepts of lock-in and 
path dependence can provide explanations for why the FITS format has evolved to what it is 
today (Mahoney, 2000; Witt, 1997). Lock-in is a term to describe when a format is adopted for 
use and then becomes entrenched in a system in such a way that it is nearly impossible to alter it, 
even though there are limitations.  Most astronomy data from the telescope are checked for errors 
at the bit level and then stored in FITS files. The data can then be mutated to other formats, but 
FITS is the dominant format of raw data. Note that “raw” data might mean the bits that have 
come off the telescope and not been checked and also data that have been lightly processed and 
placed into FITS files, this is contingent upon the way the observatories define them. 
The classic QWERTY example of lock-in is relevant here. In a manner akin to the 
inefficiency of our archaic keyboard arrangement, to which we are bound by muscle memory, 
the FITS format binds the astronomer in particular ways to describe and categorize data elements 
and information (David, 2007). Diane Vaughan’s (1996) research on the space shuttle Challenger 
is an organizational behavior point of view that pertains to the BHG project. Vaughan examined 
and revisited her analysis of critical turning points about the decision-making processes of the 
shuttle. This methodology informs my assessment of the BHG group and the ways we can see 
causality as a function of infrastructural decisions made in the past. Working backwards and 
iteratively through steps in the causal chain, as Vaughn did, yields insight into possible hidden 
path dependencies in the BHG collaboration.   
Analytical sociology approaches, related to path dependency issues, can help to 
understand the social practices of the BHG and their relationships to other groups in astronomy. 
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This way of understanding individuals within groups uses social mechanisms to surface the 
cause of an event, in the attempt to give an account as to why it happened (Hedström & 
Swedberg, 1998). In looking at the social networks in and around the BHG, a better 
understanding of why the group operates as it does can be developed. Looking at causation 
through potential mechanisms, possible true mechanisms can be identified as to why social 
interactions have evolved in certain ways (Hedström & Ylikoski, 2010). 
Other works of scholarship guiding this inquiry are Goldstone’s (1998) and David’s 
(2007) treatments of path dependence, starting with file formats and exploring the layers of 
system infrastructure. Hughes (1989; 1994; 1983) is a historian who writes about the evolution 
of infrastructures, such as the electric power grid, from the lens of the man-made world and its 
relation to the material environment. Historical examinations of infrastructure-building provide 
some theoretical construct for the evolution of the material structures that have been built to 
observe the universe and the implications of the social and material aspects of building these 
infrastructures.  
Witt’s (1997) treatment of technological lock-in is important as well. Witt defines lock-in 
as the moment an inferior method becomes dominant and is unable to be replaced by a more 
efficient way of accomplishing a task. Lock-in happens in the formation of standards, and it can 
occur in standards adopted by research groups or within infrastructures built by these groups.  
Infrastructure-design decisions made over the years in the BHG and in astronomy writ 
large have influenced researchers, the science they produce, and the technology they select to 
practice that science. Witt (1997) also uses an economic-theoretic basis for his lock-in concepts 
and delves into using stochastic processes in this work, developing formulas to predict outcomes 
while also noting that proving lock-in using such techniques as a Pólya urn scheme (Pólya, 1930) 
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can be difficult to do. Stochastic processes are used to represent a system that, over time, 
contains random elements. From a mathematical point of view, the opposite of stochastic 
processes are deterministic processes. Given a starting point, one can trace the complete 
trajectory of events. Each step has a probability of one. This is not the case with the stochastic 
model—it has randomness in it—but there are evident patterns, so the outcomes are not 
completely random. Sterne (2012) also looks at deterministic processes that created the “good 
enough” MP3 format. It is noteworthy that the BHG also affords twenty years of events to 
examine, the same as was considered in Sterne’s work. This method of inquiry, then, is an 
appropriate choice in which to study the BHG and their practices. 
 
2.4 Code shaping data 
Code, as well as formats and standards, shapes data, and subsequently code is co-shaped 
alongside the data standards it must manipulate and analyze. As Dourish (2017) stated, bits are 
not just bits; some structures of bits are easier to access or manipulate than others. In that vein, 
certain forms of data, shaped by code, are more usable and amenable to understanding by a 
larger public than others.  
I define code as lines of instructions in a programming language that may take the form 
of a script, a library, or compiled code (Paine, 2016). I define software as a packaged set of code, 
usually named in a special way and often of a proprietary nature, such as Matlab. Due to the 
nature of programming language terminologies, these definitions sometimes overlap. For BHG 
astronomers, code transforms data into new forms of data. Information scholars such as Paine 
and Lee (2017) studied software practices in astronomy research groups, with an emphasis on 
differences in practices of software developers and scientists who write software. Paine and Lee 
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used the term software to describe code products that their case studies used and produced, while 
in this dissertation I instead use the terms the BHG uses to describe what they term code and 
software.  
Software is difficult to define because its complexity as a human activity is situated in a 
space that involves people, machines, and processes that are interconnected (Ensmenger, 2010). 
Like Mackenzie (2006), I consider an “ontology of software in order to handle code as material 
and practice” (p. 6), providing an abstraction and formality as opposed to a computational 
ontology. Mackenzie readily acknowledged that code changes in contexts and can be framed as a 
problem of agency, as who or what is doing or undergoing actions relating to code. This framing 
is useful in considering how code relates to the humans who made it, the infrastructures it 
inhabits, and the science the researchers create from its outputs.  
Human geographers Kitchin and Dodge (2011) argue for a spatial approach to the study 
of code, because not only should the social-material production elements of software be 
considered, temporalities and spacialities created by code evolve in the formation of what they 
refer to as code/space. In this way, code has properties of taking up space as well as evolving 
over time, giving it a kind of material dimensionality. Kitchin and Dodge elaborate on how 
software matters in ways that go beyond utility, and they stress software studies as a critical tool 
for scholars looking at code. Other scholars have explored temporality as it relates to tools and 
technological scientific collaborations, in the sense that time affects parts of collaborations in 
different ways.  
Information scholars S. Jackson, Ribes, Buyuktur and Bowker (2011) look at the 
multitude of temporal rhythms in collaborations and divide them into four categories, 
emphasizing the complexity of each: organizational, infrastructural, biographical, and 
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phenomenal. On the organizational level, the BHG has been in existence for twenty years, and 
the plan is to keep the project going indefinitely. Relating to infrastructure, my ethnographic 
work at the BHG has shown competing temporalities within the collaboration, such as hardware 
life, funding, duration of staff, and the act of collaboration itself, each of which is affecting the 
scientific work being produced. These temporalities are the moving parts of their knowledge 
infrastructure. 
In a similar vein regarding temporalities of collaborations and the subsequent coding and 
data practices of the collaborators, the problem of understanding data and code use within a 
collaboration requires grasping how code and data can be continually accessed and manipulated 
in the process of doing science. In the case of the BHG, datasets may be created from 
observational runs of a few days. Datasets can also be created by combining datasets over time. 
Pipelines of code face even more changes as the “same” pipeline might be employed for analysis 
over a period of time, such as months or years, but may undergo many modifications while 
retaining the same name and remaining effectively versionless.  
If the BHG’s data are seen as a stable form on this particular level, meaning the data in 
the FITS file format have been usable for decades, then the code comes to the fore as a fragile 
piece of research work. First, code used in astronomy work to develop analytic pipelines has 
evolved over the past 20 years, a transformation from proprietary software to open source 
code—code that is, today, mainly Python, C, and Java. Python is considered a suitable code 
language for astronomy, with many libraries having been created by researchers to add 
functionality to the language (Greenfield, 2011). However, other astronomers disagree that 
Python is an appropriate language due to its slowness compared to lower-level languages and its 
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library dependencies. The BHG group has used many languages over the years, and new code is 
currently written in Python, Fortran, Java, C, C++, and a few other languages.  
Research scientist Hinsen (2017b) developed a taxonomy for describing layers of 
software in the practice of doing science. Hinsen (2017a) posits several options for how 
scientists can keep their code working, while acknowledging the larger infrastructure of open 
source software. He also notes that, at present, most code used in research, if even made 
available, gets put in a repository and is neither maintained nor frozen. (Freezing code entails 
providing the environment so it can be run in that environment.) Hinsen concludes this is not a 
technical issue and that, instead, policy must address this matter (2017b).  
I explore these tensions between “traditional archiving,” “freezing code,” and creating a 
continual working pipeline that evolves over time. I consider the potential roles of the data and 
code archives and archivists, as well as best practices for ensuring data stay alive. I also look at 
the tensions that arise between the future of Python in computing as a whole and long-term 
research collaborations. It appears there is little scholarly work on how scientific archives are 
addressing issues of keeping data alive as they relate to code and data use, preservation, and 
maintenance. I see potential in how archives can be reframed to address interdependencies of 
code and data to improve preservation techniques. 
 
2.5 Scientist as bricoleur 
Tools that handle data are often built for business purposes, and the researcher as 
bricoleur, or ad hoc builder, adapts them for his/her own uses, such as in the case of spreadsheets 
or databases (Levi-Strauss, 1966). Scientific data often live in a scientific infrastructure built out 
of a hodgepodge of tools, the goal being knowledge creation (Latour & Woolgar, 1979). Many 
  
 36 
 
 
scientists are thus faced with the peril that, to investigate their research questions, they must 
acquire a hefty dose of computational skills. Learning is generally done on an ad hoc basis, 
including acquiring computer science, statistical, and technological skills not learned in domain 
science education. Hence, scientists can be viewed as bricoleurs, or creative piecemealers 
working within material constraints, where the tools produced are not necessarily engineered but 
still work, and are a means to an end to get the job done—engendering a balance of technical 
knowledge and research goals.  
Stemming in part from the works of Lévi-Strauss (1966), the concept of bricoleurs has surfaced 
throughout various disciplines, leaving its mark on fields ranging from the social sciences, to the 
arts, to the entrepreneurial community, while at the same time influencing a small but growing 
body of work in computer-supported collaborative work (CSCW) and human computer 
interaction (HCI). Bricoleurs make use of the material world in unique and novel ways. 
Likewise, bricoleurs as tinkerers continuously engage with the material world, and respond to all 
the constraints and affordances that surround them in their pursuits (Levi-Strauss, 1966).  
Qualitative methodologist and social scientist Kincheloe (2011) also adopts the term 
bricoleur, folding it into methods of inquiry and critical pedagogies. Embracing complexity, 
multiple perspectives, and the phenomenology of the world as seen through webs of interactions 
between people and things, Kincheloe sees bricolage as a research practice that enables one to 
construct and reconstruct linkages while forging connections to the world around her. Here, the 
researcher actively constructs her methods in situ, using the tools at hand, avoiding mentalities 
and methods such as “preexisting guidelines and checklists” (p. 254).  While not an argument 
against empirical ways of knowing per se, such a methodology creates space for the rejection of 
standardized methods of knowledge creation and insight gathering, while ushering in methods 
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that are truly site specific and oriented towards the problem(s) at hand. The tinkerer, to 
Kincheloe (2011), is considered to be engaged in cognitive processes of a higher order, involving 
“construction and reconstruction, contextual diagnosis, negotiation, and readjustment,” while his 
interactions with objects are understood to be “complicated, mercurial, unpredictable and, of 
course, complex” (p 325). 
Bricolage’s ad hoc focus seems appropriate for scientists’ work in astronomy. Scientists 
build tools with materials at hand, and the BHG group has had to build their own computational 
tools to do science. The lack of existing tools and infrastructure that the BHG could adopt, 
combined with the structure and form that the FITS format provides, creates an interesting 
landscape of limitations and opportunities with tradeoffs at every layer of infrastructure. 
 
2.6 Archives in astronomy 
In this section, I draw from various scholars who have written about archives, including 
computer scientists, librarians, and archivists. These concepts are applicable for both public and 
private astronomy archives and speak to archival practices writ large. Archival theory has a rich 
tradition of scholars examining and revisiting forms and functions of the archive. Eastwood 
(1994) writes,  
The roots of archival theory may be traced to certain ancient legal and 
administrative principles. In order to conduct affairs, and in the course of 
conducting affairs, certain documents are created to capture the facts of the 
matter of action for future reference, to extend memory of deeds and actions of 
all kinds, to make it enduring. Inherent in this conception of the document's 
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capacity to extend memory, to bear evidence of acts forward in time, is a 
supposition about the document's relation to fact and event or act. (p. 126) 
In the age of electronic computing, documents became data accumulating in digital 
archives. Archivists began to envision a futuristic infrastructure with the World Wide Web at its 
core, resulting in a body of literature on ways to assess digital archives. Garrett and Waters 
(1997) theorized notions of fixity in digital data as databases: 
Some kinds of digital objects present the problem of fixity of information in 
yet another way. An increasing number of networked information resources are 
better modeled, not in terms of versions or editions of works, but as 
continuously updated databases . . . . There is no natural way to fix these 
resources at the database level, no natural set of publication points for the 
objects as a whole. Their integrity, or singularity, as databases resides in the 
coherence of the database as a whole and in the continuousness of the updates. 
(p. 15) 
Databases as infrastructures for both public and private astronomy digital archives have a 
long history in scientific literature (Szalay et al., 2000). Astronomy archivists have faced 
challenges in dealing with archives made of data which change over time. Lynch, (1994) a 
computer scientist, in discussing preserving integrity in a database explains,  
The complete record of changes has to be built into the design of the database 
and fixed at the record level. Technology exists for constructing databases that 
maintain all previous versions of the records in the database as well as details 
about when new information is added or logically deleted. A database designed 
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to a so-called time-travel specification, however, is expensive to construct and 
operate. In the absence of such a preservation-oriented design, digital archives 
may have no choice but to fix the database artificially in time and capture a 
series of snapshots of its state at periodic intervals as a way of preserving its 
integrity. (pp. 741-742) 
Starting in the 1990s, an increasing number of observatories were digitizing astronomy 
information and releasing it to the public via the internet. Thus, the public digital astronomy 
archive was born. Along with releasing archives, the Virtual Observatory (VO) emerged as a 
collection of archives and software to allow scientists ways to discover and analyze 
heterogeneous data sets using standards created by the International Virtual Observatory 
Alliance (IVOA). The adoption of these principles and tools has been uneven, and while some 
archives adhere to the standards, others opt out, citing the complexity of the system (IVOA, 
2016). 
 These public archives that originated in the 1990s contained databases designed by 
computer scientists and astronomers, with input from archivists and librarians (Szalay, 2000). In 
2002, the Consultative Committee for Space Data Systems created a document to provide 
recommended standards and practices “to use as the basis for providing audit and certification of 
the trustworthiness of digital repositories” (2002, p. iii). In this document, archives and 
repositories are defined as synonymous, and can take many forms. This thorough, detailed 
document set guidelines for how scientists studying outer space should organize, build, and 
manage their archives. This document does not specify whether these archives are to be made 
available to the public, although NASA, who commissioned the document, intended to share 
astronomy data, and the ways to do so were rapidly evolving alongside the Internet. The 
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Committee itself was started in 1982 to develop standards about data in space research, and over 
the next decade came up with a model for the long-term storage and preservation of data, and 
was eventually defined as an ISO standard. The updated document, herein called ISO 16363, 
offers astronomers robust recommendations for the definitions of archives and their users, 
preservation and curation of data practices, and suggested physical infrastructures (“ISO 
16363:2012 Recommendation for Space Data System Practices: Audit and Certification of 
Trustworthy Digital Repositories,” 2012). ISO 16363 defines the digital archive as follows: 
The OAIS Reference Model uses ‘digital archive’ to mean the organization 
responsible for digital preservation. In this document, the term ‘repository’ or 
phrase ‘digital repository’ is used to convey the same concept in all instances 
except when quoting from the OAIS. It is important to understand that in all 
instances in this document, ‘repository’ and ‘digital repository’ are used to 
convey digital repositories and archives that have, or contribute to, long-term 
preservation responsibilities and functionality.  (pp. 1-4) 
From the above passage, the conflation of repository and archive is made apparent. In this 
dissertation, a repository is an object that contains data. The term archive, as I see it, is an either 
public or private collection which might be a repository, or contain a repository, depending on its 
context.  The ISO standard 16363 document also defined the term designated community, 
explaining how it relates to an archive: 
The Designated Community is defined as ‘an identified group of potential 
Consumers who should be able to understand a particular set of information. 
The Designated Community may be composed of multiple user communities    
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. . . Examples of Designated Community definitions include:  Astronomer 
(undergraduate and above) with access to Flexible Image Transport System 
(FITS) software such as FITSIO, familiar with astronomical spectrographic 
instruments. (pp. 3-6) 
 Since the ISO document’s definition of the archive or repository includes its maintainers 
and developers as part of the archive, there is no definition of “archivist” in the document. The 
document is written in a passive voice, using phrases like “The repository shall have . . . ,” 
meaning individuals tasked to perform such actions are neither described nor given roles. 
Dark archive, dead data, and zombie data are concepts that refer to the various states data 
can end up assuming. ISO 16363 defines a dark archive this way: 
Some repositories may call themselves, for example, a ‘dark archive,’ an 
archive that has a policy not to allow consumers to get access to its contents for 
a certain period of time, but they would nevertheless need a Designated 
Community. (pp. 3-6) 
Data collected from American, publicly-funded telescopes have always been intended to 
be made available in varying degrees. Oftentimes, the policies related to data releases from 
telescope missions vary, due to the fact many telescopes are funded by both private and public, 
national and international entities (Williams, 2014).  
What maintainers in astronomy choose to preserve over time invites new approaches to 
this vexing problem of large sets of data that require intense processing practices and 
technological experts (Mortensen, 1999). Schaeffer (1992) implores archivists in general to 
address problems of archives’ evolution by insisting that theory take place among the work 
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happening in the maintenance and shaping of an archive. Palmer et al. (2009; 2011) explore 
scientific data’s valuation by their ability to be reused by other communities. Palmer et al. 
suggest that information professionals can assist researchers in identifying communities that 
might find reusable data useful to them. Efforts such as these can bridge the divide between 
researchers hoarding data stores and lacking the ability to make these stores available to the 
wider public and hence, gaining value. 
For astronomy research groups, their archives are often private data stores related to their 
research as is the case with the BHG. When used in astronomy, the term archive can have many 
meanings. For example, one member of the BHG called their backup files their archive. From the 
field of archives, curation is necessary to define an archive; however, one might argue that 
astronomy data are all curated to some degree. Thus, when astronomers called something an 
archive, I use their terms, and distinguish whether the archive was public or private if necessary. 
  As with many small research teams, drawing from Clanchy (2013), oral history is 
prioritized as a way to understand the history of science teams’ archives, because much of the 
history has not been written down. Derrida’s (1996) concept of the archive as being the past and 
the future is a useful direction to look at astronomy archives, which operate on a continuum.  
The nature of digital archives and changing underlying technologies means data need 
constant upkeep to maintain their usability. Often this effort becomes the entire effort: How to 
maintain the dataset? Servers need upgrading, software needs upgrading, the data themselves 
transform due to technological advances and it must be combined with newer, larger, more 
sophisticated datasets. With digital archives growing exponentially, as many of them do, it is 
likely the case that merely keeping data alive threatens to consume the entirety of archival 
practices. However, if the knowledge surrounding the data is lost in the scramble to preserve 
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only the digital data, the archive’s meaning and context is threatened. One way to maintain 
context is via linkages between various sets of information in different archives (Accomazzi & 
Dave, 2011). Russel and Vinsel (2016) argue that these issues outlined above should be looked at 
through the lens of maintenance work, an often overlooked but necessary job in science. Data, 
code, and infrastructures all need to be maintained to function properly. This is true for any 
astronomy digital archive, whether it is public or private. 
Archival scientist Ketelaar’s (2001) work on deconstructing the tacit narrative in order to 
understand an archive’s underlying meaning yields great potential in providing a basis for 
BHG’s archival work moving forward. As Ketelaar noted, a deconstruction of a gathering of 
documents and data would provide a new structure for how to look at and define the archive.  
Archival scholar Poole (2015) explores the multitude of factors in curating scientific 
digital data. He proffers a deep understanding of scientific practices—and not just domain 
knowledge—is necessary to foster best practices of scientific data preservation. Poole, among 
other recommendations, writes that “digital curation efforts require human infrastructure” 
(p.108). Continuing with the human infrastructure angle of archival science, Ross (2012) 
explains “digital curation and preservation is, for the most part, a labor-intensive artisan or craft 
activity” (p. 44). Ross also describes that, in the preservation of digital objects, these digital 
materials break, are inexorably tied to hardware, and poorly described. Description is a key 
function of an archivist, so this exposes a weakness in digital preservation techniques. Ross also 
notes that organization and trust are more problematic in digital preservation, as opposed to 
issues with the technology itself, and concludes with professing an urgent need  for archivists to 
develop archival theory specifically for digital materials.  
Archival scholar Hedstrom (2002) explores computer-based interfaces to archives. In the 
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design of these archive interfaces, Hedstrom notes, imbues a form of control over the archive to 
the user. Thus, the interface plays a crucial role in the relationship between data and potential 
users. The rapid changing nature of technology, Hedstrom suggests, creates opportunities for 
archivists to examine how their choices in creating interfaces influences the data and associated 
human efforts and memories related to them. Hedstrom also stresses that the inscriptions to make 
up the archive can be private, or made up of collaborations of many contributors, aligning with 
both BHG practices and astronomy archival practices writ large. 
Ideas from archival studies can help to understand the relationships between the BHG’s 
infrastructure and how their data are situated in the larger, public astronomy knowledge 
infrastructure. Humanities scholar Kirschenbaum’s (2010) work on born-digital archives yields 
insight onto the specific problems faced by these types of archives. An archivist, Kirschenbaum 
says, should understand legacy formats and other issues unique to digital preservation. Another 
area relevant to BHG work is the question of which object should be the unit of preservation. On 
this, Kirschenbaum et. al (2009) write, 
[Originally], the Ransom Center had focused preservation efforts purely at the 
file and series levels and had undertaken little research into preserving disk 
images. Since then, archivists at the Center have been experimenting with 
capturing images of disks and hard drives rather than copying individual files 
directly, and plan to move forward with this methodology as a more 
comprehensive and less invasive way to capture information from digital 
media. (p. 107)   
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In this example, there was no consensus as to what the proper object to be preserved was 
or what elements could be kept continuously active and therefore, in this case, usable by the 
public. A final point of interest is that the typical solution in these cases would be to create a dark 
archive; however, Kirschenbaum is interested in the idea of a usable release of these data. The 
interplay between freezing data for dark archives and planning to keep other forms of the data in 
use is an area I examine in the BHG’s plans. 
 Because both public and private astronomy archives may have information added to them 
over time a potential area in archival theory that may relate to astronomy is time-based art 
techniques, that acknowledge that the “thing” to be archived may have digital components that 
will need to move through mediums to ensure preservation (Fino-Radin, 2018). Art 
conservationists recognize that preserving such complex items as media in various forms and 
capturing the essence of the art piece over time is hard to do. 
 
2.7  Conclusion  
In this literature review chapter, I have shown how scientific endeavors can be looked at 
theoretically as knowledge infrastructures.  I am interested in foregrounding parts of the BHG 
knowledge infrastructure that are parts of the installed base, the format and code languages. 
These ways of looking at infrastructures and the problem of how to keep data alive within them 
leads to my research questions and methods for how I investigated them. 
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Chapter 3: Research Questions, Design, and Methods 
 
This dissertation is one outcome from a research project created by the UCLA Center for 
Knowledge Infrastructures (CKI) funded by the Alfred P. Sloan Foundation by a grant entitled If 
Data Sharing is the Answer, What is the Question? Much of CKI work focuses on scientific data 
practices and infrastructures, with particular attention given to astronomy. Within the CKI 
framework of scholarship, this dissertation extends previous astronomy investigations and 
focuses on the challenges and methods in keeping data alive over decades. My case study 
examines practices of the Black Hole Group, a scientific collaboration at a public university that 
has been collecting and analyzing data since the mid 1990s. This study begins with prior field 
work, which provided a basis to operationalize variables and gives structure to the mixed-method 
approach that follows. The three main methods l used to conduct this qualitative study are 
ethnography, semi-structured interviews, and analysis of text documents created by the BHG and 
shared with me, and also publicly available documents such as news articles, ArXiv preprints, 
and grant proposal abstracts. Each of these is explained in detail below. 
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3.1 Research questions 
    This dissertation’s primary research question is: When, why, and how do scientists keep 
data alive?  
 Five ancillary questions flow from this primary question and underscore the significance 
of this research: 
1. Why is keeping data alive important for astronomers? 
2. How did the Black Hole Group twenty-three years of data alive? 
3. What roles do code and formats play in keeping data alive? 
4. How can understanding ways to keep data alive inform archival theory? 
5. How can understanding the ways data are kept alive for decades inform future scientific 
practices? 
 
What follows are the methods I employed to conduct this dissertation. To do this I used a 
mixed-methods approach, drawing from approaches and techniques within sociology, 
communication, and information sciences.  
From the outside, the field of astronomy seems rather uniform, with telescopes and teams 
making exciting new discoveries about our universe. From the inside, astronomy is a complex 
maze of people in organizations, nations, institutions; all of which may collaborate or compete, 
either peacefully or acrimoniously, or typically somewhere in between. As such, how the case 
study is situated in this larger environment is important; the BHG’s place, relationships with 
instruments, goals and funding sources deeply influence scientific outcomes and hence the data 
produced in the act of doing science. Thus, a key part of my research was to go out into the field, 
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visit many different sites where astronomy data are processed and archived in an attempt to 
understand the various aspects of astronomy infrastructure. 
 
3.2 Site study design   
I chose six sites for this investigation: 1) The BHG’s university, 2) The Vida 
Observatory, 3) The Vida Observatory Archive, 4) The SST Archive, 5) The Higgs Archive, and 
6) The Cannon Archive. The primary site for this study is the BHG’s offices at their university, 
where they conduct their research and remote observations. The second site is at the Vida 
Observatory, where the BHG visit and conduct on-site observations at the actual telescope. The 
third main site is where the Vida Observatory Archive staff maintains the archive. To gain a 
broader perspective of how astronomy archives function, I selected three other telescopes’ 
archive locations to supplement the case study sites, because astronomers often use data from 
other telescopes to conduct their research, as does the BHG. Since Vida is a ground-based 
telescope, I chose one more ground-based and two space-based telescopes that have been 
producing data for decades and are still in operation today as my tertiary field sites. The three 
tertiary archive sites were selected to give me a broader view of public archival practices in 
astronomy. I also chose these additional sites to better understand how the BHG relate to their 
larger telescope infrastructure, Vida Observatory. Specifically, the archive field sites were the 
places where data were processed and archived, so not necessarily in the same location as the 
telescopes’ observatories or mission offices. All of the four telescopes have staff distributed in 
many locations. The main investigation of this dissertation focuses on these six sites, all 
stemming from U.S.-based efforts.  
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The second ground-based telescope is anonymously called Special Space Telescope 
(SST), a ground-based telescope whose mission is to survey the entire night sky. The fifth and 
sixth archive sites are related to two space-based telescope missions, anonymously called Higgs 
Mission, and Cannon Mission. All four telescopes were chosen because of their varying forms, 
and began receiving data from their instruments around the same time, in the 1990s. 
 
Telescope First Light (Telescope 
turned on and collects data) 
Location Type 
Higgs Space Telescope 1990 Space Service 
Observing 
Cannon Space Telescope 1999 Space Service 
Observing 
Special Space Telescope 
(SST) 
2000 Ground Sky 
Survey 
Vida Telescope 1990 Ground PI 
Observing 
Table 1: Telescopes that have been collecting and storing data for ~20+ years  
 
Each of these telescopes is governed/funded by a complex collaboration of United States 
entities including universities, government institutions, and private organizations. SST is a sky 
survey, so I compare sky survey attributes to the other three telescopes which are discovery-
driven science entities. Higgs and Cannon are examples of service observing, meaning 
astronomers put in proposals and the observing is done for them by staff of the telescope. Vida is 
an example of traditional, principle investigator (PI)-based observation, where the astronomers 
get to “drive” the telescope themselves during allocated times they have applied for in advance. 
Therefore, these choices of different telescopes allow for a rich set of comparisons along axes of 
differing ways to obtain observational data. 
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3.3 Organization of the BHG 
The BHG is made up of a leadership council of about 9 people, including the Principal 
Investigator, a professor at the university. Most of the 9 are tenured faculty members of a 
university. The main team consists of about 17 members, who are research scientists, postdocs, 
and graduate students. None of the main team are tenured, as is typical for an astronomy research 
group at a university. 
In October 2016, I met the BHG, and subsequently studied the group intensely at their 
university location for 29 months. I also traveled with them to Vida Observatory. Additionally, I 
traveled to the Vida Observatory Archive, SST Archive, Higgs Archive, and Cannon Archive to 
meet with members who maintain the data archives. Following Lofland and Lofland’s approach 
(1995), I pursued “involvement and enmeshment rather than objectivity and distance” (p. 17), 
and I fully engaged as a participant at my main field sites, at the BHG’s university and at Vida 
Observatory. For my work with the BHG, I attended meetings, went on observing runs, attended 
social events, and became immersed as a member of team activities. The BHG provided me 
access to their meeting notes, grant proposals, observing logs, research data, and many other 
types of documents stored on their local server. 
 
3.4 Operationalization 
As per Babbie (2012), I chose variables that map to my research questions and 
established measurement techniques. Later, these variables were used in this dissertation to 
explain the sample choice and show how these variables are used to answer my research 
questions. To identify variables, I used inductive theory construction, which uses observations in 
social situations and aims to discover patterns “that may point to relatively universal principles” 
  
 51 
 
 
(Babbie, 2012, p. 55). This method is appropriate for my research because I address how 
infrastructure evolves. This method entails forming and possibly altering hypotheses, alongside 
the process of discovery.  
First, I defined the nominal variables to address the research questions: aliveness, format, 
and code. Aliveness is the independent variable, and is addressed in all research questions 1-5. 
For data to be alive, they must meet certain criteria, 1) usability, the part that involves opening of 
data in software, spinning disks, etc. and 2) interpretability, which involves the contextualization 
of data. These criteria form the basis for how aliveness of data is measured. To gather evidence 
on these criteria, I explored this definition of aliveness with the BHG, and, as I traveled to other 
field sites, developed a general sense of why keeping data alive is important to astronomers, 
RQ#1. In developing a baseline for a definition of keeping data alive, I first asked participants in 
the study to define their own criteria for aliveness. From these definitions, I then explained my 
own criteria for aliveness and discussed if or how the participants’ data stores met or didn’t meet 
my definitions. I also had data maintainers show me their data sets that they were working on, 
and discussed aliveness. When possible, if astronomers discussed so-called dead data I would 
collect these interpretations and explanations as well for future analyses. 
From this general understanding of the importance of keeping data alive, I then turned to 
focus specifically on the ways the BHG keeps their data alive, forming the basis for RQ#2. In 
conjuction with examining the social aspects of the BHG’s efforts to keep data alive I 
investigated the technical aspects, such as code. Code is defined as a set of instructions made 
from one or more programming languages that are used in the process of doing scientific 
research. Code has many attributes, such as programming language type, whether it is compiled 
or not compiled, open or proprietary, bundled into software or in the form of a script.  Code is 
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addressed in RQ#3. Code is measured in its relationship to the aliveness of data by responses to 
the following questions asked during interviews: What problems does code solve in keeping data 
alive? What problems does code cause in keeping data alive? 
The BHG’s code practices form the basis to answer #RQ3. Formats are defined as ways 
information is digitally encoded to be stored in files, and are addressed in RQ#3. Formats have 
attributes such as encoding types, metadata rules,  types of data that can be stored in the format, 
proprietary or free, and specifications for their use. Formats are measured by the following 
questions to be asked during interviews: What problems do formats solve in keeping data alive? 
What problems do formats cause in keeping data alive? 
Teasing out the relationships between aliveness of data and affordances and hindrances of  
code and formats is a focus of this study. As per Shadish, Cook, and Campbell (2002), 
determining the exact nature of these relationships is difficult to do, and as I highlight hidden 
layers in infrastructure, I looked for correlations with the understanding they might not be 
causations, and may involve confounds. I have taken a careful approach to creating infrerences.  
 
3.5 Population and sampling 
I identified the units of analysis—the what and who that are being studied, and the 
population to be studied, a group from which I selected a sample. Next, I show how the samples 
map to each research question.  
 
3.51 Preliminary content analysis 
The Center for Knowledge Infrastructures (CKI) team has amassed more than a decade of 
research data, including interviews, documents, notes, emails, and other items across different 
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sites and disciplines. Relevant to my work is the CKI astronomy research data, which consists of 
hundreds of interviews with astronomers and people involved with astronomy work. These data 
reside on a protected university server, and I mined this material and use it as Pasquetto 
(Pasquetto, 2018; Pasquetto, Randles, & Borgman, 2017) refers to as foreground and 
background data reuse. Foreground reuse is defined as the case where new knowledge is gleaned 
from old data. Background reuse is when data is used as a validation. Since foreground data 
reuse in this definition implies using old data to form new hypotheses, my reuse of the CKI data 
is considered background reuse, as I am using them to verify existing findings. These data 
include previous interviews with astronomers I have more recently personally interviewed, and 
also astronomers who are part of the four telescope missions that comprise my six field sites. 
Since these are not interviews I have conducted, I have taken great care to use the material at 
face value and not make assumptions about what was said in the CKI interviews.  
  Here, Krippendorff’s (1980) original work on empirically grounded content analysis 
techniques is instructive. Krippendorff (2004) then updated his methods to account for analysis 
techniques enabled by newer technologies, such as more sophisticated coding methods. In this 
case coding means tagging and classifying textual information in documents and interviews. In 
the revised work, he emphasizes understanding the context surrounding how, where, and why 
particular documents are produced, and he offers techniques for analyzing them. I begin with 
content analysis, because in the year that I began observing the BHG, I collected and generated 
copious amounts of textual data in the form of (BHG) meeting agendas and minutes, scientific 
papers, funding proposals, news articles, plans, diagrams, code, transcripts of my own interviews 
with members, memos, field notes, and drafts of papers. The above materials, plus CKI data and 
any other materials created over the past ten years, such as field notes, memos, and dissertations, 
  
 54 
 
 
as well as the access I have to BHG documents, servers, and any information related to the 
group, has directed the structure of my research design. In these data, I have looked for 
indications of how data are kept alive. I also looked for mentions of code practices, and mentions 
of formats. These background interviews, and all other data are collected into Atlas.ti, a 
qualitative data analysis program.  
 
3.52 Units of analysis 
I define the unit of analysis to be an individual person, either one who has contributed to 
the BHG project or to astronomy as a whole. Individuals are often used as a unit of analysis in 
social science research (Babbie, 2012). I focused on individuals as a unit of analysis because, 
within the BHG and beyond, they make the decisions that determine if or how their research data 
will be kept alive—a decision bearing on all my research questions. To better understand the 
possible ways data are kept alive, I collected information on the telescope’s original intent, and 
how this intent related to the individuals employed there to maintain data.  Specifically related to 
research questions #1, #2, and #5, individuals, on their own terms, provide insight as to why 
keeping data alive has been important to the BHG, or to their own telescope’s data. Individuals 
can also explain how they use code and formats in their work for research questions #3, and 
provide information about how code and formats shape their research. I compared individuals’ 
practices by the types of archives they curated and maintained, for example practices of 
individuals working with public archives were compared across the four telescopes. If 
individuals worked with private research archives, I compared their practices to the BHG 
individuals’ practices. 
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3.53 Population identification  
The population I sampled was made up of individuals working at one of the six telescope 
sites mentioned above: 1) Vida Observatory, 2) Vida Observatory Archive, 3) SST Archive, 4) 
Higgs Archive, 5) Cannon Archive, and 6) BHG at university. I interviewed at the sites where 
the data are hosted, and when possible, the telescopes’ actual mission locations.  The four 
telescopes have similar time frames for first light, have similar lengths to their data collection, 
and are still in operation today. 
To address RQ#1 and #2, the population is made up of the entire BHG membership. To 
create a diverse sample of people with differing views for RQ#3, #4, and #5, I define the 
population in the following manner. First, astronomers are classified by the position they hold at 
present and placed into one of four categories.  
 
University Researchers Telescope Employees  
Researchers/Professors in 
astronomy/astrophysics 
familiar with decades-old 
data   
Researchers, Data 
scientist/Research 
engineer/programmer 
familiar with decades old 
data   
Postdoc or grad student in 
astronomy/astrophysics 
familiar with data practices 
Archivist familiar with 
astronomy data and 
participating in preservation 
and curation 
Table 2: Interviews by type, per each of the 6 locations 
 
Stratifying in this way gives me four mutually exclusive categories, and four differing 
perspectives on factors surrounding keeping data alive over decades. This way also sets the BHG 
in context of how they fit within the Vida telescope infrastructure. It also allows for more 
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interviewers of individuals performing the data and code maintenance work required to attain 
scientific goals. The archivists were the main focus for RQ#4. To preserve anonymity and to 
protect untenured individuals, when citing interviewees, the four groups are labeled as follows: 
 
University Researcher Telescope Employee 
Professor in 
astronomy/astrophysics 
familiar with decades-old 
data, CITED AS 
(University Researcher #X, 
Site) 
 
Researcher, Data 
scientist/Research 
engineer/programmer 
familiar with decades old 
data, CITED AS 
(Type of Employee #X, Site) 
Postdoc or grad student in 
astronomy/astrophysics 
familiar with data practices 
CITED AS (Postdoc #X, 
Site) 
Archivist familiar with 
astronomy data   
CITED AS 
(Astro-Archivist #X, Site) 
Table 3. Citation explanation 
 
  Also, I cited several interviews of astronomers in our CKI team’s dataset; I did not 
conduct these reviews personally. I cite these as above, but with the additional phrase CKI-reuse 
and the date of the interview. 
Specific skills such as coding pipelines and using FITS files, map directly to research 
questions #3. Coders are people who write code to do their research, or to maintain astronomy 
archives. Specifically, I was interested in astronomers who write code to develop pipelines. 
Pipelines are defined as a series of instructions made of code where information is fed into one 
part of the pipeline, processed and then fed into another portion and repeated until the desired 
result is achieved. Pipelines provide different ways to do different types of analyses on 
astronomy data. 
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 Pipeline coders may also develop public code libraries for astronomy, such as AstroPy. 
Code libraries are made up of routines that are often reused, and so developers create libraries of 
frequently used pieces of code in order to save time. The programmers can then import code 
routines from the library into their own code instead of re-writing the functionality themselves. 
This is convenient; however, libraries change over time and dependencies on these libraries can 
cause code to break and become inoperable. FITS users are people familiar with the FITS file 
format, and use FITS files in their lines of research or data curation and preservation. 
 
3.54 Sampling strategy 
The sampling strategy offers a method for choosing interview subjects. The population 
draws from the four telescope sources and a separate sample of the BHG. For the BHG, I chose 
all willing Group members. For the other five sites, sampling techniques can be divided into two 
main types: probabilistic and non-probabilistic. Probabilistic techniques include random 
sampling, which is not appropriate for this study because there is no way to ascertain that the 
qualities of the individuals in the sample I am investigating (i.e., pipeline coders and FITS file 
format users) are normally distributed within the population.  
As per Babbie (2012), a non-random sampling approach selecting participants based on 
characteristics is better suited to this study. Therefore, my sampling strategy was made of two 
tiers, first I used a snowball sampling process to get the main list of astronomers and relevant 
staff at each of the five field sites. Next, I employed a stratified sample, a technique which 
allowed me to organize the population into subsets and choose from each subset. In this way of 
stratified sampling, I used the framework of variables developed earlier, and explain in what 
follows how I sampled individuals for each research question. 
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The appropriate sample size for purposeful sampling is one that affords the researcher a 
realistic opportunity to answer research questions in a reasonable manner. One cannot, for 
example, interview thousands of individuals in a short span of time. Also, some individuals 
refused recorded interviews and either allowed an informal discussion or chose not to meet at all.  
To reduce selection bias in the sample, it is essential to include individuals whose views vary 
from those of key informants—and so too is it important, as Babbie advises, not to generalize 
results in the absence of non-probability sampling techniques (2012).  
 
3.6  Semi-structured interviews and ethnographic work 
I conducted semi-structured interviews as per the CKI team’s Institutional Review Board 
(IRB) protocol, which is up to date. The CKI team has developed an interview protocol over the 
past ten years with an aim to collect similar data with targeted questions relating to the overall 
CKI research goals. In accordance with these goals, my BHG protocol is a variant of the CKI 
astronomy protocol. I used Lofland and Lofland’s (1995) techniques for refining interview 
questions and conducting semi-structured interviews. The interviews, ranging from 30 to 60 
minutes, were recorded and transcribed by an outside vendor and then checked for accuracy by 
myself and members of the CKI team. The interviews are stored on a secure server located at 
UCLA. During the interviews, I identified the subjects’ positions, the type of work they do, and 
general questions concerning the types of data and code they encounter, as well as how these 
characteristics inform their research or job goals. The interviews progressed to the technical level 
of how, when, and why the interviewees use code and formats in the way they do, and also what 
parts of the pipeline they work on. For senior members who do not do code work, I gathered 
historical data, focusing on what the project was like, how it has progressed, and any information 
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about the past actions of the BHG. Overall, I interviewed a total of 36 individuals across the six 
sites. Many of these individuals were interviewed multiple times.  Along with these, I have had 
numerous informal conversations with the 33 members of the BHG, as well as researchers and 
staff at the four telescope archive sites and Vida Observatory. My strategy was to collect as 
much evidence as possible across all six sites to address each of the five research questions. I 
was able address each of the five research questions at each site, in part because the interviewees 
were highly technologically proficient or had deep historical knowledge about astronomy data. 
Ethnographic fieldwork methods are designed so the researcher can study practices from 
within the group setting. For this kind of work, it is important that researchers not have initial 
hypotheses and that they collect data from various sources and observe social phenomena. 
However, during the coding process, I tested hypotheses and refined them as per grounded 
theory principles (Glaser & Strauss, 1973). My fieldwork data collection consisted of interviews, 
field notes, memos, and summaries. I collected data including meeting notes, memos, research 
papers, grant applications, news articles, budgets, plans, presentations, and any other data that 
was available. I focused on the technical practices of the group such as pipeline building and 
code and data management within the BHG infrastructure. I attended meetings, lunches, and 
social engagements, while observing daily work for over three years, starting in October 2016 to 
March 2019. As in many environments where technology is central, BHG activities rely 
extensively on computers, and I had access to their servers, code, and pipelines, while also being 
able to track their work via GitHub and BitBucket notifications.  
The BHG work is highly technical. To understand their work, I took astronomy classes, 
and studied their pipeline builds. At informal gatherings, I asked BHG members to explain their 
work to me. I attended colloquia and presentations of new work. An understanding of their 
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science goals was critical for me to examine how they conducted their research and what tools 
they used to do so. Like most astronomers, they relied on tools they built on their own. Within 
the field of astronomy, their research methods were rather esoteric to the exact type of work they 
were performing. It took a great deal of effort to be able to understand the technical outputs of 
their toiling. 
Over the course of the project, I maintained a consistent presence at the BHG office. I 
attended the weekly group meeting for updates, and the Data and Code meeting. I attended four 
workshops dedicated to the group, and accompanied the team on two trips to the telescope 
facilities. On a personal level, I attended staff parties, holiday parties, going-away parties for 
members leaving the group. In the spirit of Traweek (1988) per her personal advice to me, I 
participated in as many activities as possible, and lived among them, like an astronomer. 
 
3.7 Document analysis 
Beginning with the framework created by content analysis, I employed a document 
analysis of all procured and created textual elements. Drawing from the content analysis already 
conducted, and in a manner that supports the next iteration to come, I used Weber’s (1990) 
process, whereby, after selecting units of analysis, the researcher creates and define categories, 
pretests these categories, and assesses the reliability and validity of the data. I revised my current 
coding system several times to define critical attributes of categories, with the end goal of 
achieving groupings that are mutually exclusive (Babbie, 2012). The coding process was 
iterative along with content analysis. I used a software program, Atlas.ti, to iteratively develop a 
coding scheme and code accordingly all of the textual elements I collected. I employed a “code 
as I go” method and iteratively detected emerging themes with the intention of applying this 
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knowledge to future analyses. Documents were analyzed with the intended purpose of the 
document in mind. Due to ease of use, the BHG employs Google Drive as a storage solution for 
many of these documents. Weekly meeting minutes are created in the form of Google Slides, 
complete with plots and mathematical formulae to further explain the work. Google Docs are 
used to collaborate on activities such as grant proposal writing. Observing logs are typically in 
Google Doc form, although older ones were handwritten and scanned, a project is ongoing to 
resolve this. Overleaf is used by the group to jointly write papers in LaTeX. Other documents 
live in BitBucket and GitHub as explanations and comments for code stores. The BHG server 
contains the observational data. Some are in the form of text files, csv files, FITS files, and some 
in a Maria DB database. The BHG is continuing to refine their systems for storing these data. 
 
3.8 Study limitations 
In doing research, scholars must take care to address potential biases in their work. With 
regard to the qualitative methods central to this project, I now address issues of reliability and 
validity. Both concepts come from scientific method-based positivism, and so they need to be 
defined as they relate to sociological principles. Babbie (2012) defines reliability as “that quality 
of measurement method that suggests that the same data would have been collected each time in 
repeated observations of the same phenomenon” (p. 148). By contrast, validity refers to whether 
the research measures what it is intended to measure. Both concepts require some sort of testing 
to determine whether or how they apply to the research at hand. Assessing research as having 
generalizability is one of the most common ways of testing validity.  
Internal validity is a term used to examine whether a relationship in a study is causal in 
nature (Shadish et al., 2002). Threats to internal validity for my study include making incorrect 
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inferences about the relationships between variables. To address this, I was careful making 
inferences and identified possible threats and tried to rule them out, if possible. External validity 
refers to whether inferences hold outside of the study. Using previous studies conducted by the 
CKI group helped to address issues with external validity, and is a recommended approach for 
studies using purposive sampling techniques (Shadish et al., 2002). 
At each phase of research, different strategies were employed to eliminate potential 
sources of bias. As previously mentioned, in the design phase, sampling units should be designed 
so as not to bias the analysis. For example, Robinson (1950) discovered that conclusions at one 
level of analysis might not apply to other levels of analysis; and, in principle, nor should they. In 
the data-collection phase, interviews should be conducted with care, and the researcher’s access 
to documents should be carefully governed. It is important to guard against premature 
conclusions drawn in the face of subjective data gathering. At the analysis phase, and in the 
interest of inter-coder reliability, a team can employ several people to address this task. In sum, 
careful methodological work helped minimize biases in validity and threats to reliability in 
research. I kept apprised of these potential limitations and adjusted my research accordingly.  
 
3.9 Ethical Statement 
This dissertation research was conducted in accordance to UCLA CKI Institutional 
Review Board (IRB) rules and regulations. I have been trained in IRB research procedures and 
my CITI training is up to date. Interviews were conducted with the consent of interviewees who 
were provided a thorough explanation as to our methods as well as consent documents to review, 
as per our IRB guidelines. These consent forms, in addition to the oral explanation, explained the 
procedures of my research and allowed for an opt-out of the study at any time. All efforts were 
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made to maintain the anonymity of the subjects, and interview subjects are never quoted by name 
in this document. Also, an IRB-approved Deed of Gift form was offered to all recorded 
interviewees. This document explains that, if agreed to, the interviewee’s recording and 
transcription can be used and retained by the PI of the CKI into the future, allowing for this 
permission to be revoked at any time in the future by the interviewee.  
I acquiesce that the identity of my case study is likely identifiable with a small amount of 
effort, because of the specificity of the science done. However, I have made every effort to 
obscure the identities and genders of all other participants in the study. I refer to each 
interviewee by their role, and a number assigned to them.  
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Chapter 4: Findings 
 
 The research design to obtain these findings centered on the Black Hole Group, a small 
research group at a university who use the Vida Observatory. I conducted an ethnographic study 
at the BHG offices, studying the data and code practices of Group members. I traveled to both 
the Vida Observatory, and at the Vida Observatory Archive (VOA), to meet with staff who 
participated in curation and preservation activities for the public-facing VOA. These visits 
informed the relationships between the BHG and the larger astronomy infrastructures they are 
situated in. As a comparative study, I also traveled to three other telescope archive sites to 
understand how staff in observatories curate and maintain public data archives, and how these 
curators relate to researchers at universities. My main finding is that astronomy data are 
maintained and preserved in two main ways, for public use and for private use. The findings 
show how the BHG’s private data practices are situated within the larger, public astronomy 
sphere.  
In this vein, and drawing on analyses of documents, interviews, and ethnographic 
fieldwork, this dissertation contemplates five interrelated questions. Research Question 1 (RQ#1) 
asks why keeping data alive is important to astronomers. RQ#2 continues in this way by 
addressing how the BHG managed to keep their data alive for over twenty years, despite 
challenging circumstances. The findings in this section of the chapter cover the factors involved, 
including infrastructural influences, researcher contributions, and governance. As part of the 
infrastructure’s influence on the viability of data, RQ#3 explores the roles of code and formats in 
keeping data alive. I performed an infrastructural inversion to examine the lower layers of their 
technological infrastructure. RQ#4 asks how understanding ways of keeping data alive might 
inform archival theory, drawing on the discussion associated with the first three questions and 
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identifying themes that translate more broadly in the realm of archival study. Finally, RQ#5 
focuses on how understanding the ways data are kept alive for decades informs future scientific 
practices, while also wondering how findings can yield instructive concepts for anticipating 
future data needs in science. 
 
4.1 Interviewees  
 During my fieldwork, I interviewed individuals from six sites. To explain further, Table 4 
shows the breakdown by site. 
 BHG Vida Observatory  
Vida 
Archive 
SST 
Archive 
Higgs 
Archive 
Cannon 
Archive Total 
Number of 
interview 
participants 
7 
 
6 
 
2 9 5 7 36 
Table 4: Total number of participants in tape-recorded interviews by location 
 
In Table 5 below, interviewees are categorized by University-based Researchers and 
Telescope Employees. This distinction is important because university-based researchers 
generally keep their data private, and telescope employees make their data available to the 
public. 
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Name of 
telescope 
Number of 
interviews 
Number of 
people 
interviewed 
Telescope Employees: 
Researcher 
Telescope 
Employees: 
Support 
Staff 
Telescope 
Employees: 
Astro-
Archivist 
University-
Based 
Researchers: 
BHG 
 
Vida 12 8 0 6 2 0 
SST 19 9 3 4 2 0 
Higgs   8 5 0 3 2 0 
Cannon 12 7 1 2 4 0 
BHG 12 7 0 0 0 7 
Total 63 36 4 15 10 7 
Table 5: Interviews sorted by Telescope Employees and University-Based Researchers 
4.11 Telescope employees 
Telescope employees span a variety of positions. For my ethnographic work, I made two 
visits and spent time with these individuals at Vida Observatory over the past three years. I 
sought to record interviews with the individuals who maintained and processed data coming 
from the telescopes, as well as those who wrote code to process these data. I also visited the four 
archives affiliated with Vida, Higgs, Cannon, and SST, and conducted interviews there. At the 
archives, I sought to interview people working with astronomical data. In Table 4, I do not make 
a distinction between Vida Observatory Telescope Employees and Vida Observatory Archive 
Telescope Employees because I found much collaboration among interviewees and their work 
preparing data to be made available in the archive. Also, the number of individuals is small so I 
combined these sites to prevent identification. 
 
4.11a    Researchers at telescopes 
 Researchers affiliated with telescopes conduct research for the facility. They typically 
provide expertise relevant to the mission or survey at hand, for example a radio astronomer 
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might be employed by a facility having radio instruments. These researchers collaborate with 
external astronomers who use the telescope facilities, or data from the instruments. All of the 
interviewees in this category were in well-established career positions, and I felt that they were 
comfortable sharing their opinions during interviews and in conversations with me. Several 
requested additional assurances, however, that the interviews would remain anonymous, others 
made it clear I was free to identify them, but I explained to them that I would not, in any case. 
 
4.11b Astro-archivists 
 I categorized a special class of telescope employees who I call Astro-archivists, who are 
trained astronomers in charge of maintaining astronomy data within their respective 
organizations. I interviewed 10 individuals who identified themselves as having primary duties 
relating to curation, preservation, refining, and maintaining data obtained from their missions or 
surveys. Some of them had the word archivist in their job title, others had titles such as project 
scientist. All agreed that they could be considered archivists of astronomical data. One archivist 
was trained in a library school and did not work directly with astronomy data but had other 
duties; this person is classified in the table as support staff. The 10 Astro-archivists were 
astronomers whose careers developed into doing archival work. To these Astro-archivists, the 
data they were maintaining were defined as any and all data related to the survey, or mission, or 
observations at hand by their instruments. I found that Astro-archivists at Vida Observatory 
Archive did not have working relationships with members of the BHG. This lack of a 
relationship is rooted in the history of the VOA and the BHG. The BHG have no need for the 
Astro-archivists, because they get their data directly from the telescope and observing staff. The 
BHG do not have relationships with the Astro-archivists at the other three telescopes either, 
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because if the BHG gather data from the other three telescopes, they do so via online interfaces. 
As with the telescope researchers, all Astro-archivists from all four telescopes had well-
established careers and had been employed for many years. The Astro-archivists seemed secure 
in their positions and appeared to be comfortable speaking to me. 
 
4.11c Telescope support staff 
The third type of telescope interviewees is support staff. These are not researchers, and 
not Astro-archivists, hence they do not do work directly relating to the maintenance and curation 
of the archives. This category includes staff who support each of the telescope’s missions with 
data-oriented duties such as software engineer, programmer, technological maintenance and 
support, and traditional archivists.  
 
4.12 University-based researchers 
The university-based researchers include postdocs, researchers, and university professors who 
actively produce research. The BHG do not have any support staff or Astro-archivists, all 
members are university-based researchers. The professors, researchers, and postdocs in the BHG 
appeared comfortable answering my questions. The graduate students, while eager to speak to 
me, appeared hesitant to be tape-recorded. For this reason, when I spoke to the graduate students 
I took careful notes, and opted not to record their interviews. 
 
4.13 What are “the data” to be kept alive? 
In the course of this investigation, no interviewees took issue with the phrase “keeping 
data alive” and eagerly offered their ways of doing so. However, the term “the data” emerged as 
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problematic. I then formed a distinction between private and public data, and defined data as 
how they lived in each of these two spaces. I found that the BHG perceived their private 
astronomy data as parts of their processes, as images and files and tables to be analyzed and 
munged into new forms in the hope that new discoveries could be made. But when the BHG 
needed to describe “the data” to external people, such as funders, archivists, librarians, and 
ethnographers such as myself it became challenging for them to describe what these entities 
might be. Staff employed by the telescope sites tended to have a broader view as to what 
constituted the data to be preserved and made available to the public. To the classical archivist, 
“the data” must be bounded as a thing to be described and preserved. However, astronomy data 
are none of these things. Datasets are duplicated, mirrored, added to, cleaned up and are ever-
changing. In this chapter I explicate these terms and explain a closer approximation than “the 
data” to the nebulous array of objects that create an entity which is deemed alive by researchers, 
which I shall call the living archive. As more and more researchers are encouraged (or required) 
to share “their data” and make them public, the quandary as to what exactly is the thing to be 
shared is a dilemma facing astronomers, and scientists from other fields.  
Because astronomy data take many forms, “the archive” is also difficult to define; to start 
I employ a general definition that an archive is a repository containing information about 
astronomy. In all of the cases I studied in my fieldwork the archives I encountered changed 
constantly over time. Throughout this findings section I attempt to make these terms clear in the 
context that they are being used, and with the knowledge that each of these concepts is 
ephemeral, and difficult to define and meanings are dependent upon stakeholders’ views. 
This dissertation scrutinizes the motivations, methods, and efforts of the Black Hole 
Group (BHG) as a case study in keeping their data alive. In what follows I will detail the BHG’s 
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view of their data in the context of the problem in defining “the data.” The larger astronomy 
infrastructures such as missions and surveys provide examples of ways organizations keep their 
data alive. Around thirty years ago NASA’s space-based missions had robust plans to archive 
data and make them publicly available. Ground-based projects at the time typically had less 
planning and infrastructure for making data public, if at all. Today, some ground-based projects 
share data publicly, others do not.  
Nestled within a tiny slice of the infrastructure of a ground-based telescope facility, the 
BHG’s main purpose is novel research; where archiving and preserving data take a back seat to 
published discoveries. The BHG are a highly accomplished group and have made major 
contributions to the field of astronomy. These “unwitting archivists,” as I refer to them, have 
managed to keep their data alive without a formalized road map for curation and preservation. 
The success the BHG has had in keeping their data alive while predating the Vida archive is an 
achievement, and the focus of this dissertation. 
 
4.14 Public and private 
 To further a deeper understanding of the meaning of “the data”, the following diagram 
demonstrates data moving through processes, with directionality and intentionality. This diagram 
shows when data are taken and when they are given, and to whom. It also delineates between 
private and public data.  External stakeholders such as funders, libraries, and entities offering 
public data, are above the line. The rest of the data live below the line in a myriad of forms. 
Telescope employees such as researchers, Astro-archivists, and telescope staff work with public 
data above the line, and university researchers work with data that are private stores below the 
line. 
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Figure 4: Paths of research data and their forms, which might be datasets, databases, repositories 
or files. 
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The above diagram is the result of my ethnographic work, with university researchers and 
telescope employees who explained to me where they obtain their data, what they do with them, 
what new data are created, and where the data end up after a publication cycle is completed. This 
diagram shows how data travel across the private/public line. Observations taken from all four 
telescopes become data that are publicly available. Research groups take observations, analyze 
these data and their resulting data may or may not become public. The main way private research 
data become public is through publications. 
To show how data move through public and private infrastructures, the paths begin at the 
circular star entitled “Raw data from instruments.” Observational data originates at the 
instruments, and is checked for errors and typically put into FITS files. I have opted to illustrate 
the circular star through the line, as observatories in general prefer to be verified before they are 
made public, but in some cases this is not true. Therefore, raw data from instruments are both 
public and private data. These data then travel both up to the public sphere and down to the 
private sphere. If these data were collected for the sole reason of being made publicly available, 
such as a sky survey, they go to the telescope facility for processing, and then go above the 
public line. They are deposited into public astronomy archives, and, depending on the facility, 
may be further reduced by archive staff and made available in more sophisticated ways. These 
data are also sent back down below the public/ private line to be analyzed by researchers. Below 
the line, private data might be combined with PI-collected data, data from public archives, and 
other data such as simulated data. These data are sent through pipelines and further processed by 
researchers. At this point, these data might be stored in a local private archive, or selected for 
publication. These data travel back into the public sphere, are published in journals, which will 
result in the abstracts of these papers to be picked up by ADS, and these data may also be 
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absorbed by data centers as well. CDS (Centre de Données astronomiques des Strasbourg) is a 
data center that takes data from published journal articles and provides organization and linkages 
to descriptions of these data and to the data themselves. At each point of these processes, “the 
data” will likely have a different form; such as being contained in a repository, database, or 
series of files. The format of the data might change as well. The public/private distinction of 
astronomy data is a cross-cutting theme across all research questions, and will be revisited 
throughout this dissertation. In addition, I will situate the interviewees within the diagram and 
explain the relationships between them, and how they relate to the various forms of data. I will 
also show relationships or lack thereof between the telescope employees and the BHG. 
 
4.2 RQ#1 Findings: Why is keeping data alive important for astronomers? 
 I found three main themes explaining why astronomers keep data alive: 1.) Science goals 
demand that data be kept alive for continual use, which can be either public or private data, or 
both, and 2.) Individuals and groups who desire to keep data alive in the public sphere to further 
scientific knowledge, and 3.) Researchers desire to keep their private, personal or team data alive 
to further their own research for publications. This sub-section first attends to the relationship 
between scientific goals and the importance of keeping data alive and second to infrastructural 
aspects that enable the preservation of data for the future. To answer the first subsection of 
#RQ1, I draw from researchers who are familiar with time-domain science, and I use interviews 
and documents from researchers who do this work, including the BHG and researchers from the 
telescopes. This subsection centers around the BHG’s practice of time-domain science, although 
other researchers from the four telescopes also contributed information about why it is necessary 
to keep time-domain science data alive. The second subsection uses primarily Astro-archivists 
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from the four telescopes to explain public aims, and the third subsection uses the BHG examples 
of private data forms and why the BHG needs both public and private data stores to keep their 
data alive.  
 
4.21 Time-domain science necessitates keeping data alive 
 While missions and surveys keep data alive because doing so was part of the original 
planning of making data available to the public; university researchers like the BHG keep data 
alive for other reasons, such as the type of science they do. The BHG study orbits of stars and 
need to track decades of orbital data. Within the larger field of observational astronomy, time-
domain astronomy studies how certain astronomical objects change over time, by focusing on 
changes in the object or movement of an object. Objects can take many forms, such as stars, 
asteroids, or novae, and they can be short-lived or even one-time events. Time-domain 
astronomy is not new; a large body of research now exists on objects that change more rapidly, 
relative to relatively fixed objects in the night sky. However, the BHG’s work is new, 
representing the first instance of tracking and measuring in such detail the orbiting of stars 
around a black hole. Several decades ago, instruments were not sophisticated enough to capture 
these movements. Summer 2018 was pivotal for the BHG, in this respect, because the nearest 
star, S0-2, made its closest approach to the black hole, generating precisely the sort of new time-
series data that needs to be preserved and maintained.  
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The senior members of the BHG, in particular, stressed the importance of their entire 
dataset, emphasizing how information gleaned from it builds on prior observations and analyses. 
As one senior member of BHG explained: 
You can never retake the data. . . It's your knowledge; your twenty-five-year 
baseline measurements that provide a prediction for what should be happening 
this year. And then you have the measurement of what actually happened, and 
it's the difference between the prediction and the measurement that gives you 
the science. There's Newton's version, versus Einstein's version, versus 
whatever actually happens near a super massive black hole that no one's 
probed. So, we have this time-critical event where you're making a 
measurement, but the measurement itself doesn't have science value. 
(Researcher #1, BHG, 2017) 
Predicting future events based on older and current data is part and parcel to the BHG 
work on stars’ orbits around the Super Massive Black Hole (SMBH). The researcher noting that 
the measurement itself does not have science value is evidence for how the BHG perceives their 
data, prioritizing scientific results, and not measurements alone. The types of research questions 
the Group asks requires analyzing these measurements, and combining them with previous 
results to come up with new findings. Because this is time domain science, every observation the 
BHG makes adds to the story in the data. Much of BHG work surrounds identifying which stars 
are which in the images and spectra they collect, which is difficult to do, as the stars are rapidly 
moving and thus hard to identify in different frames. Stars can appear as dim or brighter, and 
may block each other in images. Not only do the stars move, but the quality of the observed data 
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changes as well. Image resolution has greatly improved since the inception of the project, yet 
stars are still challenging to identify.  
Sometimes the BHG work with external collaborators who help them find ways to align 
stars to better identify them. Astronomy is a field where, if researchers are studying similar 
topics, they tend to know each other. These relationships might be collaborative or competitive, 
or both. In the following passage, the interviewee is a researcher at Cannon whose work is useful 
for the BHG aims. The interviewee and the BHG are on friendly terms, and this Cannon 
researcher shares expertise with them. The Cannon researcher raised the notion of time-domain 
observation with respect to astronomical observations, broadly speaking, explaining: 
[Imagine] an historical event, a star explodes or something. Well, it's not going 
to happen again. And so, then the old data's the only data. But beyond that, let's 
say one did a survey of the Milky Way. You could probably do it a hundred 
times faster . . . and, on top of that, a hundred times better now. And so, if you 
lost that old data, well, big deal. If this is important, you just re-do it. I think 
that's the distinction. And I'd say most things fall into the latter category. 
Boscoe: That can be re-observed? 
Yeah, you can just do it again. As long as it hasn't changed. . . . Most things in 
astronomy don't change that quickly. It's mostly black holes that do. 
Boscoe: So, I guess that probably puts [the BHG] apart in that sense, because 
they're doing the time-series data. 
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That's right. That might be extremely valuable depending on what you learn 
later, and you gotta go back, because that's all there is. Or you can wait another 
hundred years for it to happen again. (Researcher #1, Cannon, 2018) 
 The BHG are critically aware how important it is to capture key observations, as 
evidenced by the weekly meeting minutes stored as slides that showed schedules and predictions 
about locations of stars. Stars’ full orbits could be on the order of decades, meaning there were 
only a few chances for a researcher to capture key data.  The same Cannon researcher quoted 
above explained how in some cases newer data are more accurate, but that older data are critical 
as well for certain means: 
If [the BHG] want to make a measurement of the black hole mass or 
something, the new data outweighs the old so much, because it's so much 
better. But that first pericenter passage [orbit], fifteen to sixteen years ago, that 
was critical. So, if they didn't have that, now they gotta wait another fifteen 
years. (Researcher #1, Cannon, 2018) 
Key observations might be a star approaching periapsis, meaning the point when it is 
closest to the black hole. To capture an event such as periapsis, the Group has to predict where 
this will occur based on past data and analysis, and also when the event will occur in Earth-time 
so they can apply for the appropriate telescope time. In planning for such key observations, the 
discussion centers around plots and other visual renderings of data. 
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Figure 5: An example of plots the astronomers share and discuss 
Documents show that, for the 2018 observing run, planning for this event started three 
years prior. The planning documents detail telescope time proposals, team assignments and 
duties, necessary instrumentation, and timelines to accompany each phase of the project. 
Because the BHG orbits project requires observations during specific time periods, keeping data 
usable from these older observations is critical to produce new research.  
 For the collected time-series data to be reused, they must be kept alive. The Group’s 
senior members factor greatly in assisting discovery and sense-making of older data from their 
private stores. Members looking for information about past events in the BHG ask more senior 
members of the Group to explain things to them. A postdoc, on the team for a few years, offered 
a newer perspective:  
Well, I've been quite impressed, because they managed to re-analyze data from 
twenty-five years ago so it's not only keeping the data alive, it's that they also 
managed to keep the knowledge—and to keep track of what happened during 
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the observation night, to understand really what was happening. . . And, we are 
re-analyzing now, [looking at] this data regularly. So, I think they’re doing a 
decent job. (BHG Postdoc #1, 2018) 
Publications are another form of older (potentially alive) data that are reused in new 
research. This is an example of connections to the public forms of astronomy data. Whether or 
not researchers can reuse data from BHG publications or the BHG data stores is highly 
contingent on the type of research they are conducting. For some, the published papers were 
sufficient for reuse, such as for this postdoc who I asked what enabled reuse of data: 
You can find really a lot of details of what they did to the data, in the 
publications. . . the PI and a couple of senior scientists that have been there 
nearly since the beginning. So, there is some kind of knowledge that has 
remained inside the Group. And also, these are the people that have taken the 
data twenty-five years ago. So, they still remember what was happening, which 
is also quite impressive and quite useful. (BHG Postdoc #1, 2018) 
Building on older data and adding new orbits and star information creates an 
irreplaceable set of time series data and hence this type of science necessitates keeping data 
alive. 
 
4.22 Policies dictated keeping data alive 
 Policies for handling data—what happens to them once they are processed from the 
instruments—vary widely across the four telescope sites. Here, I am referring to data which lives 
above the public line. At each of the four sites, I spoke to staff members who were there at the 
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inception of the projects. An Astro-archivist for Cannon, who did not interact with the BHG, 
explained to me that these individuals know exactly what happened decades ago:  
Basically, it was NASA that laid down the law and said, "Thou shalt have a 
data-management plan." And you better make sure that the data are preserved. 
And that was very simple-minded, originally, but we are actually enjoying the 
fruits of that idea. NSF never did that. Why not? Because they were dealing 
with ground-based observatories, where staff traditionally hoarded their own 
plates. And it was their data; it was personal, very personal data. They might 
have allowed others to have a peek at it. There was no need for archives 
because, hey, you could store those things in your office.  (Astro-archivist #1, 
Cannon, 2018) 
The above quote is an example of Astro-archivists I interviewed having a historical 
understanding of data sharing in astronomy infrastructures writ large. This Astro-archivist was 
familiar with the differences in the traditions of data sharing at ground-based telescopes verses 
the space-based mission policies, as were the other Astro-archivists I interviewed. The method of 
handing off data to researchers for their own purposes was originally the case at Vida, a ground-
based telescope, in the sense that these data were not intended to be made public, they were 
intended for researchers’ science. Soon after Vida telescope was built, when Vida telescope 
began making observations, the observatory handed tapes of data to the BHG. As time passed 
and new technologies appeared, observations eventually were sent over the Internet via FTP. The 
Vida archive became publicly available via the internet about ten years after the BHG began 
collecting data, and to this day the BHG do not use the public interface. BHG members told me 
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they do not use the interface but instead employ a “back-door method” to access data. This is a 
common occurrence in online astronomy archives, because the public interface is for searching, 
and the BHG just need access to their data. Since the beginning of their project, the BHG’s own 
datasets and code have lived on a server in the university’s astronomy and physics department. 
The server has been changed several times over the years, but the physical place and methods of 
access have remained essentially the same. 
The SST has a different scenario than Vida. Before the telescope was even built, founders 
of the project decided the survey data would be released to the public via an online interface, 
intending to prioritize external reuse. Here, a distinction should be made on what data are being 
made available. In the case of the BHG, the data made available via the public interface, after 
being embargoed for a year or so to give researchers an advantage to publish results first, have 
not been reduced in a substantial way. These data are released to the public typically yearly, after 
the embargo time has passed. The BHG explained to me that external astronomers might be able 
to make sense of their data available in the public stores, but these external astronomers would 
need to build their own pipelines to further analyze the data. The BHG do not share their internal 
analysis pipelines publicly, as per the astronomy data forms graph.  
At SST, their survey data were processed quite thoroughly according to users and are 
made available after embargoes and more reduction has been done than with Vida data. This has 
been the case for over two decades, and the SST data are maintained and available to the public. 
A situation similar to that of Cannon unfolded at Higgs. NASA had a data plan for the life of the 
mission (meaning until the instrument stopped functioning) and thereafter. The data related to 
observations by the Cannon telescope are reduced and made available online after a brief 
proprietary period that lets the PI analyze the data first. Information relating to the early data-
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management plans of both Cannon and Higgs is available online. As demonstrated here, policies 
played a large role in keeping data alive as did the lack of such policies. 
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4.23 Infrastructures enabling aliveness 
   
Figure 6: An onion layer view of large-to-small infrastructures in astronomy, infrastructure view. 
The BHG is situated within the Vida infrastructure and can access and use data from other public 
data archives, but the BHG data remains private save for what is published in journals. 
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Figure 6 shows how the BHG is situated as an entity within astronomy infrastructures, 
not in a size-based way but a hierarchical way of which infrastructure contains other 
infrastructures. The BHG interior is private to the group, and lives within the Vida Observatory 
infrastructure, which has its own archives, repositories and pipelines. The next layer of 
infrastructure is the ground-based observatories like Vida. Space-based observatories are pointed 
out but not elucidated as this figure focuses on the BHG. In the public layer of infrastructure, 
which serves all of astronomy, there are archives, the Virtual Observatory (VO), governance, 
public data stores, and data stores relating to publications. 
Infrastructures are lenses for framing different ecologies, and can be viewed as taking 
shape in layers, some separate but linked, others nestled within larger infrastructures. Any 
linkages between these infrastructures such as connections from data to publications to related 
datasets enable a better contextual understanding of this information; and hence aids in keeping 
the associated astronomical data alive.  While some of the entities in Figure 6 are highly 
interlinked, others have one-way connections, e.g., the BHG may publish papers of which tables 
of data are subsumed by CDS yet the Group does not provide to CDS data related to their 
publications, as some other data centers, archives, and research groups do. 
One way to look at this diagram is to consider the Ground and Space-based Observatories 
as the generators of most raw data. Starting in various ovals in the diagram, data wend their way 
through other ovals in circuitous routes. For example, data might originate from a telescope, be 
further processed by a research group, becoming a new form of that data. From there, these new 
data are transformed into discoveries and are inscribed in publications. The publications’ data, 
usually in the form of tables, is transferred into a data center, typically CDS.  
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The six field sites all lie within the ground and space-based telescope level and behave 
similarly with respect to ways data travel both deeper into the respective infrastructures as well 
as to the external entities. For example, reduced data is made available to astronomers observing 
on either Higgs or Cannon, and this information is then stored in the archives of the respective 
telescopes. In the case of BHG, they live in a lower level of infrastructure, within the observatory 
framework, but also connect to some of these upper layers (but not all). The BHG get the lion’s 
share of their data directly from Vida instruments but can also access any public astronomy 
archive and fetch data to analyze.  As also evidenced in the Paths of Astronomy Data diagram, 
raw data from instruments travel in two directions, to be made available after embargo periods to 
the public, and also down into private levels of infrastructure to the proposal winners, if the data 
were collected because of proposals. In these cases when the data go “up” to the public stores, 
these data are curated and stewarded for the public to use, and remain alive. Also, as the 
following exchange indicates, Cannon Astro-archivists strive to make their data as useful as 
possible to future users: 
We made it very clear that the archive—because we touched on all parts of the 
mission—that it was the archive's role to stay in touch, in close 
communications with all of the operational teams as well. Because that's part 
of the archive, and that it was going to be on us to try to keep as much of the 
history of the mission as possible. Not just the data, which is what initially was 
thought of, as the archive would only be the data. So, starting early on, we 
were thinking in those terms and then worked things in as we had the 
resources. 
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Boscoe: What is the archive to you? Because it sounds like it's pretty inclusive.  
To me, it's the whole mission. (Cannon Astro-archivist #2, 2018) 
From the inception, Cannon’s mission was to provide data to the public, and ideally be 
interoperable with other astronomical data. For Cannon, the Virtual Observatory (VO) top-down 
methodologies of standardizing metadata and organization of astronomical data were adopted by 
the Astro-archivists as well as other members of the mission who process, organize, reduce, and 
label data. The Cannon archive is updated as new data come in from the telescope and are 
processed.  As one Cannon archivist put it,  
These data are organized via VO principles, which allows for interoperability. . 
. . And that's another advantage of [Cannon's] . . . from the beginning: . . . that 
we've been very active in the Virtual Observatory, so everything we produce is 
Virtual Observatory compliant right from the get-go. . . . We don't have to play 
catch up there. (Cannon Astro-archivist #1, 2018) 
The VO principles lie on the public side of the line, and were created by outer level 
infrastructures, and are useful to categorize data intended to be made available to the public. By 
contrast, the BHG data does not and perhaps cannot adhere to VO principles, and it is not clear 
which of their data would be applicable to use VO principles to shape them. The BHG data 
undergo highly specific processes and are intended to foster discoveries. They are not created 
with external interoperability in mind, and hence their attendant aliveness takes different forms 
than public astronomy data. How the BHG would incorporate VO standards into their data 
practices is a task in and of itself. However, the BHG at times access the Cannon archive via the 
internet and download VO-enhanced data to combine with their research. Because the BHG use 
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internet interfaces to access Cannon’s data stores, they do not interact personally with the 
Cannon Astro-archivists. 
A senior person involved with the VO project said that time-domain astronomy data has 
not been given enough attention by VO leaders and organizers—and that that should change. In a 
private conversation, a BHG member (Researcher #2) told me that, aside from data in the form 
of tables in published papers, it was never clear how their data could be deposited into the larger 
astronomy data infrastructure data storage facilities such as CDS, NED, or SIMBAD. SIMBAD 
is a dynamic database of information about various astronomical objects. A previous CKI team 
member, in an older interview, asks a BHG member: As far as the catalogs go, how useful is 
SIMBAD in that cataloging? The senior BHG member explains:  
For us, stars vary. But in this region, because we're discovering so many stars 
that don't even exist in SIMBAD, and because SIMBAD's metric . . . the 
typical way to name a star is its position. Well, these stars are all moving, so 
what position are you going to assign it?  
[Interviewer]: But aren't all stars moving?  
Very slowly compared to the time scales for these stars. So, even [regarding] 
how you name them, we tried very hard to come up with a clever way or a 
systematic way of naming these stars. (Researcher #1, BHG, 2016) 
  
 88 
 
 
 This is evidence of the difficulties the BHG have in depositing their data into public data 
stores which were not designed with time-series data in mind. In the words of an Astro-archivist 
not affiliated with the four telescopes: 
There is data coming from telescopes, which are either ground-based or space 
telescopes. But there is, in CDS or in ADS or in NED, there is data which is 
added-value data, something we extracted from other datasets. In the ADS, you 
have all the data linked to the literature. And so, between these building 
blocks, there are links which were there before the VO . . . So, in this case, you 
can have links between a web page at CDS and ADS, or between a web page at 
CDS and a journal; or between a result of a query at CDS and an archive, to go 
to the full data, and so on. . . . The VO allows someone to put [out] a query, a 
question. . .  provided that these things are VO-enabled. . . even if you are a 
small place, you can provide your own data in the VO.  
(Astro-archivist #1, CKI reuse, 2017) 
 This Astro-archivist demonstrates that the VO principles operate between above-public-
line infrastructures. The Astro-archivist then notes that astronomers can add their smaller data to 
the larger infrastructure. This shows the top-down nature of VO principles, designed by 
individuals working in the upper layers of astronomy infrastructure and suggesting researchers 
apply these principles to their own data, but do not interact with these university researchers 
personally. 
International collaborations and consortiums often shape data practices within the larger 
infrastructures. Some US telescopes partner with the European Space Agency, and offer VO 
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interfaces to data.  Using our CKI data stores, I found most interviewees who were researchers at 
universities did not use the VO, used it slightly, or were unsure whether they were using it. This 
was also the case as evidenced by my BHG interviews. My research focused on US-based 
astronomers, although many collaborations had researchers from other countries. When 
analyzing the CKI data stores for interviews of university-based researchers that contained topics 
on VO, the following was a common refrain:   
The first word that comes to mind is "sad." [chuckle] So, my feeling on the VO 
is: It was a great idea that never got any traction. . . The Virtual Observatory 
was a big, fairly well-organized push . . . maybe ten or fifteen years ago, to 
create standards by which we store and share data—so that there would be a 
standard format that didn't suck. And we could put things in this format and 
anyone could build this into their framework: how they use the data, and . . . if 
you got a table and your paper, you'd make it a VO table, and then anyone with 
other VO tables can read it. And it's a great idea, and for reasons that go 
beyond my understanding, it just did not take. . . And so, lots of packages, like 
Python . . .  will read the VO tables. But I personally do not know a single 
person who was like, "Yeah, you know what would be helpful? Put this in a 
VO table." Instead, it's more like, "You know what would be helpful? Just put 
it in a flat text file, and I will read it then.” (Former Graduate Student #1 with 
SST, CKI reuse, 2015)  
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It was often the case during interviews and fieldwork that the BHG, like the graduate 
student above, desired above all to keep their data in uncomplicated forms that were less time-
consuming to create.  
 The BHG interact with the larger astronomical infrastructures in a fairly straightforward 
manner. Vida is their main large infrastructure the BHG works within. The BHG also use data 
from other telescopes and sometimes exchange data with other research groups. All members of 
the Group use ADS (the online abstract service) to search papers. Some members use data made 
available in stores such as NED and CDS, depending on the type of research they are doing. 
When members analyze these data and write papers based on the analysis, the papers are 
submitted to journals. Journals’ data requirements vary: Some ask for data to be submitted along 
with the paper, some do not. The journal can limit the additional dataset’s file size to a number of 
gigabytes, which could be too small to provide much information. Ideally, papers are accepted 
into journals and ADS picks up the abstracts, while ArXiv gets the preprints. After the paper’s 
publication, CDS has humans check the accuracy of descriptions by hand, then ingests the data 
gleaned from the papers, which commonly appear as tables and plots. The data from which these 
tables and plots originate tend to stay below the line and are often not shared with the public. 
One way some of these private data are distributed is through what the PI of the BHG calls 
“horse trading,” that is, informal, backchannel agreements to share data between groups.  
 The extent to which BHG members understand and use parts of the larger, public data 
infrastructures varies, beyond the publications, ADS, and ArXiv, which everyone uses. For BHG 
members, whether they were familiar with certain data stores depended on the type of work they 
were doing. Naturally, if they did not need to use particular data from one of the public stores, 
Group members were not familiar with the data stores’ contents or how to navigate the 
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interfaces. In the case of intermittent use of public stores, members complained that some 
interfaces made it difficult to find the data they were looking for.  Aside from difficulties in 
finding data in certain repositories, the various pieces of infrastructure built for astronomers 
provide a vast system of information about the night sky; arguably the most sophisticated data-
sharing set up in all of science. 
 
4.3 RQ#2 Findings: How did the BHG keep twenty-three years of data alive? 
The BHG kept their data alive for decades because there was no one else to do it for 
them. I found two main ways the Group was able to do so: 1) The BHG developed a 
collaborative system to distribute tasks to reduce, analyze, label, organize, maintain and store 
their data among group members, and 2) Maintained a file-system that was familiar to new 
Group members to understand and use. The BHG’s science required that older data be kept 
usable for integration with newer observations, which provided incentives for the Group to enact 
measures to keep data alive. For the BHG, keeping data alive is essential to keep the research 
alive. I found that the BHG were constantly looking at their data, poring over them, analyzing 
them. Terminal windows kept BHG members continuously connected to the server. The BHG 
data are not static, and members transfer files and back and forth from the server to local 
machines. While doing research for on-going projects, the Group looks back into the data, 
searching for evidence to use in future hypotheses. In these constant interrogations of their data, 
sometimes it was discovered that a part of the pipeline no longer worked or that observations 
may have been filed in a strange place with incorrect labels. The continual revisiting of the data 
stores identified current and potential data problems for the Group to remedy, and was 
incalculably important in keeping their data alive. 
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4.31 Basic data management practices of astronomy and the BHG 
Context is essential to understanding astronomical data. To keep astronomy data alive on 
the server level of bits and bytes, the work necessary to do so is similar across infrastructures 
large and small. However, some of these techniques differ when data are prepared to be used by 
the public and stored in archives; and for smaller research groups who create knowledge out of 
these data such as the BHG. At public archives, astronomy data are curated specifically to be 
made available. The BHG does not do this, their amalgams of data must make sense to the 
Group, including both new and more senior members.  
Astronomers who observe need to collect and keep as much data as possible about their 
observations, including their position, time, date, weather conditions, the visibility of the session, 
the individual who took the observations, what instruments they used, the calibrations and filters 
that were used on the instruments, and so on. These are a few examples of necessary metadata. 
By contrast, the space missions and some ground-based observatories prepare all related 
metadata information for the PI and then return it to the PI with the observed data. Metadata is a 
broad term, and for some researchers might not be used, for others only what is in FITS headers, 
for others something broader, including data such as observation logs and documentation which 
details what data are contained in files and processes for running pipelines.  
When I first began investigating the ways the BHG had kept their data alive, to foster 
conversation I started asking questions to the BHG about the difficulties they faced with their 
data. Themes emerged that I compared to similar themes in the CKI stores of other researchers 
tasked with maintaining private research data that I had personally interviewed at the four 
telescopes I interviewed four research astronomers at the four telescopes who also used private 
data stores. I collected and assembled these comparisons to discuss with the BHG. They were 
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very curious to hear of other research groups’ struggles to maintain research data kept privately. 
The BHG do not know the identities of the following researchers. The quotes that follow in this 
subsection mirror the similar struggles BHG researchers have other research groups with private 
data requiring management. 
 Deciding which data to keep can be a challenge for researchers tasked with putting their 
private data stores into their team’s servers. In the words of one ground-based telescope 
astronomer who used an observatory with an online backup: “Nowadays we have this 
assumption, which may be foolish, that all these online backups that the observatories are 
running will just always be there. But I've had enough of this, and storage is cheap. So, I just 
keep everything” (Researcher #2, SST, CKI-reuse 2015).  As one who works with time-domain 
astronomy data, this researcher emphasized the importance of keeping data, adding:  
So, in any case, so hopefully that won't happen to me [losing data]. The way 
around this is to publish.  Well, what's happened for a lot of people, if you talk 
to somebody who works on galaxies or something like that, they would never 
use data from two decades ago. They would be like: "Why would I do that? I'll 
just go to the telescope and get another spectrum or something like that." 
(Researcher #2, SST, CKI-reuse, 2015) 
 This quote points out that researchers may use publications as an archive of sorts to keep 
data useful for the future. But, tables of data relating to findings in a published paper might not 
be able to be traced back to the original data which produced them. Yet, the publications provide 
a guide as to which tables map to which discoveries and associated publications. I found that the 
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BHG sometimes rely on publications to backtrack to find data stores locally, and I confirmed via 
our CKI data stores this is also a practice astronomers do in other research groups as well. 
Astronomers preserving their own data for decades end up accumulating stores of data on 
different media. Senior researchers keep media such as tapes and hard drives of various kinds in 
their offices, even though no one has looked at them in years and they might not even be 
readable. Data from such tapes has already been transferred to other digital media, but these 
researchers have trouble ceasing their admittedly dated and even obsolete practices. As one 
astronomer put it, “[I] cannot bear to give them up, but I know they are useless.” This individual 
wondered what becomes of backups and archives but confessed ignorance, admitting, “I should 
know but I don’t” (Researcher #1, Cannon, 2018). I saw similar sights in every location I 
traveled to. 
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Figure 7: Obsolete media: CD-ROM backups of spectrographic data from a single instrument. 
Location: telescope facility. Photo by author. 
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Figure 8: Obsolete computing materials including software on CD-ROMs and software manuals, 
e.g. VAX/VMS-- a text operating system used to launch applications, and IRAF--image 
reduction software being replaced by AstroPy. Location: telescope facility. Photo taken by 
author. 
 
Interview exchanges on this topic were often amusing, such as the following response 
from a senior Cannon research astronomer commenting on boxes of tapes laying around the 
office: 
Boscoe: You're not the only person who had tapes in a box, in their office, 
though. 
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No, you know I . . . just couple of months ago, I used to have tapes all over the 
bookcases . . . If it's still in the box, I figure if I don't look at them for another 
few years, I'll throw the box away. . . oh, I got tapes going back to before you 
were born, I bet [laughter].  Oh God, we used to use nine-track computer tapes. 
Have you ever seen those? 
Boscoe: Nine-track? No, I don't know that one. 
These are the ones you would see on old movies with big IBM computers, and 
these tapes are spinning around a bit [chuckle]. And then, even worse, I've got 
plenty . . . I'll bring it out. [Interviewee takes out a large tape on a shiny spool, 
similar to a 16 mm film spool.] I've got these video tapes that we used to use to 
record raw data—you know, voltages for telescopes before we correlated it. 
Boscoe: Right. And how old is this thing? 
June of [nineteen] seventy-nine. [chuckle] 
Boscoe: It's amazing how it looks like it's in such good shape. 
Well, it's just been sitting here in a box. For how many years? Thirty years? 
Forty years? Yikes, it's forty years old. That is terrible [laughter]. I can't 
believe it. I've been doing this too long. These were a pain to use. . . . Back 
then, I was able to carry, even from a couple of telescopes, like fifty or sixty of 
them in boxes—and a dozen or more boxes, five of them each. And I was able 
to carry them as excess baggage on a flight. (Researcher #1, Cannon, 2018) 
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Moving data forward from one medium to the next generation of technology is a 
challenge for anyone keeping data indefinitely. One problem can happen when a medium is 
already obsolete before the researcher has had a chance to transfer it, and may not be able to find 
a device to read the data. When data are kept offline in backups and stored in closets and shelves, 
they run the risk of being forgotten about. This is particularly a problem with research data that is 
stored privately. Also, the lifespan of backup media is getting shorter and shorter, for example 
many personal computers sold today do not have readers for optical disks. Several years ago, the 
BHG set out to create a Blu-ray backup of their data, which is already on its way to becoming 
obsolete. The researcher working on the project plans to finish it, and continue on to another 
backup form that is yet to be determined. A (classical) archivist at Vida Observatory offices 
added, along the same lines:   
I used to keep the astronomy data. It was on cassette tapes in this room, and 
every once in a while, an astronomer would go back to California and their 
data, their tape got chewed by the dog or something. . . We restored the data, 
and then it went to CDs. And then it went to DVDs. . . Now it's back on an old-
school mainframe. (Archivist #1, Vida, 2018) 
These tapes and logs occupied space in astronomers’ offices, and, in some sense, their 
material presence and large physical size reminded astronomers of these stores of data. Keeping 
old tapes allowed astronomers to keep their data close to them, as opposed to being elsewhere on 
a server in an archive, although the distant digital stores were the ones astronomers actually used 
to access their data.  
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Recently, the BHG discovered an old tape-reader in a postdoc’s office who had recently 
left the group. It was viewed as “likely useless, but you never know.” (Researcher #2, BHG, 
2018). Following the discovery, the tape reader was placed in another office, kept just in case. 
The BHG PI’s office is filled with cabinets of tapes and binders of observational logs written 
with pencil and paper, the astronomer’s analog metadata. A BHG member explained their 
metadata as follows: 
We have many forms of metadata. Each of the data components has some form 
of metadata. The FITS files from the telescope have headers that are used 
sometimes, but that's not always reliable or precise enough in describing some 
of the observations. We probably rely on logs and metadata we generate 
ourselves. I would consider logs to be metadata because we rely on them to 
understand and process our data. We don't use the term metadata in the group 
very much. Mainly we refer to the specific form of the metadata like logs or 
the relevant tables in the database. (Researcher #2, BHG, 2019) 
As I continued to identify aspects of data maintenance work in the BHG, I attempted to 
stratify it across different tasks. Keeping information such as logs and tables was important to the 
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group as was storing code and other data associated with their scientific data. Tasks of BHG data 
management were performed on an ad hoc basis by researchers as decided were necessary. 
 
Black Hole Group data management task examples 
Server Migrate data when architecture obsolete 
Media Migrate external backups to newer backups when media obsolete 
Data from instruments Link with associated logs, organize into proper epochs 
Data in pipelines Associate pipeline version, add metadata to ascertain provenance 
Resulting data Organize in filesystem by instrument, link files with database 
Tables for publications Organize in filesystem, label plots and figures 
Table 6: Data management task examples 
 
Server tasks were done by the IT department, all other tasks were done by Group 
members. Data management tasks were done by members who were leads in the work at hand, 
for example, tables for publications added back to server stores was typically done by the lead 
author.  The media task I refer to in the table above is the BHG’s backups, which are stored in 
case of emergency. Some BHG members consider these media stores to be their private research 
data “archive”—backups of their data stores at certain points in time.  
 
4.32 From the beginning, the BHG had to go it alone 
As shown by the chapter introduction, the BHG’s data in both purpose and form is 
markedly different from data in the public data stores of the larger infrastructural entities, such as 
mission archives, and data centers. In astronomy, researchers who study various objects in the 
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night sky do not necessarily need to keep their data and code that they used for their last research 
project. However, the BHG’s project necessitates keeping data alive as the project continues. 
“Going at it alone” means the BHG had different goals than the larger data storage facilities, and 
also did not have a road map for what it would look like to collect, store, combine, and reanalyze 
decades of data for their science goals. Thus, at Vida Telescope the employees preparing data to 
send to the VOA staff had differing goals than the BHG, and so a disconnect occurred. For 
example, the BHG work very closely with the instrumentational specialists at Vida, and have 
formed close relationships with them, working both remotely and in person. However, the BHG 
do not have relationships with and data maintainers and curators at both Vida and VOA. The 
BHG’s uses of data are very different from the Vida staff’s uses. There was no need for these 
groups to interact, and over the years, did not. Yet, the groups were intimately aware of each 
other; the BHG knew the Vida Astro-archivists were preparing their observational data to be 
made public; and likewise, the Vida Astro-archivists knew that the BHG were analyzing these 
data even further for their publications. In fact, the previously mentioned archivist at Vida knew 
well the work of the BHG as they had both been there since the telescope’s first light, yet, had 
never met. 
The BHG were in unchartered territory in the digital waters, and while they are a highly 
technical group, preserving data was not the purpose of their mission. From the beginning, the 
BHG found that their data did not cohere with astronomy norms; in this case, that astronomy 
data generally resides in FITS files coming from the telescope. Making this point, a senior BHG 
member observed:   
FITS is basically [how] everybody should agree on what your format for your 
data is . . . The FITS format was what the astronomers agreed that they should 
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write all their raw images in. [Our] project started so early on that [original 
observations] were not written in FITS format. So, in fact, there's a little 
program now that we have that takes it from what we called raw format to 
FITS format. All of this speckle imaging stuff is [not in the] FITS format. Now 
we're smart enough to know calibrated images are all FITS format, so at least 
we're using something common; but, in fact, that issue is not negligible. If you 
wanted to go all the way back there [to the oldest data and use it, it would be a 
problem], because there's some byte swapping2.  (Researcher #1, BHG, 2016) 
The above is but one example of the early difficulties the BHG faced with their data 
stores. Their original file formats were not FITS, and their work predated the Vida Observatory 
Archive. The BHG were forced to organize their own data, received from the telescope and 
processed in various ways, which they opted to do in a file system. Using file systems for 
scientific data is common in research groups at universities, but, I stress the difference is the 
length of this project differed from many others from that time. I asked astronomers from other 
research groups about this; they told me that their private data might be saved, or not, but the 
important ideas and tables were in the publications. In the 2000s, the BHG added a relational 
database to enhance their system, but essentially the various datasets created by Group members 
still remain in a server-based file system. The senior member quoted just above continued 
explaining the datasets, stressing:  
In this file, now the hope is that you have a star name, followed by the 
positions in every single epoch, so that you've combined this. The challenge 
                                               
2 Byte-swapping, or endianness, is the order of bytes stored in memory. Machines such as Intel and VAX ere “little-
endian” and IBM mainframes and PowerPCs are “big endian.” Older machines were not interoperable. 
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here is, of course, sometimes stars get split between lines, because you haven't 
properly identified them. . . . Today, we have a directory structure that's pretty 
good for this part. Every observing run has a directory, and it has a very nice 
structure. It has raw data, calibrated data, combo data, star lists. So, there's a 
cleanliness, because we've been doing this along the way. . . . Admittedly, it's 
just a directory structure; but, early on, we created a group directory structure, 
so that there was a group place. It was really important that we were using 
computers that could all access a common place. 
 Boscoe: So, your standard metadata namings—your naming conventions were 
stable for 20 years?  
Yeah, for the images, because we have far more experience with images. 
Because that's the origin, I guess, of the project—really well-situated in 
images. And then you get to this aligned place; and then your job here is now 
to take the [data] product, basically to try to describe how stars are moving. So, 
you want velocities. The original thing just gives you positions in this common 
coordinate system. You could say that this is . . . a product, the aligned catalog; 
it’s just positions and brightnesses. . . you want the next level down, which is 
what's your best model for how things are moving. (Researcher #1, BHG, 
2016) 
 “Going at it alone” for the BHG meant creating a file structure that aligned best with the 
ways they enacted their scientific practices. The file structures made sense to them; it was a 
known way of organizing data. In the late 1990s and early 2000s large public archives like SST, 
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Cannon, and Higgs opted to put astronomical data into databases and build interfaces that users 
could query. For the BHG’s private data, it was not feasible to design, build, and maintain a 
database without infrastructural support. Going at it alone meant finding a solution that was 
easily understandable to new members, maintainable, not expensive, and reflected the way the 
Group think about their science. It also meant not bringing in computer scientists and technicians 
to build them a different way to store and access their data. 
 
4.32 Use it or lose it: The BHG mantra 
The BHG have adopted the theme “use it or lose it,” a notion emphasized by the PI and 
suggesting that, to maintain understanding, members must look at, analyze, revisit, and reuse 
data. The opposite scenario is when data are kept, but not used, meaning not looked at or 
analyzed, such as data generated when writing a research paper and subsequently stored and 
forgotten about. While attending BHG meetings, I found many projects and practices that 
focused on combining older and newer data collected by the team. Some of these data integration 
efforts spawned graduate student papers, dissertations, and papers published by postdocs.  
The PI organized the team around these practices, meaning the Group was structured 
such that everyone had their own projects but also contributed to team initiatives. Part of the 
mandated work was to contribute forms of analysis that could be the basis for research. This 
could appear as written code added to one of the pipelines or as a new script that provided 
analysis on a subset of data. The PI required contributions to the dataset, deliberately, for 
graduate students, so they could find their own project in working toward a PhD, while also 
helping the Group achieve its goals. For postdocs, the “use it or lose it” edict allowed them to 
produce original work, form collaborations, and explore new ways of looking at the data. 
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What each member of the BHG does with the total dataset varies widely. People use 
different parts for various tasks, with some members actively observing and collecting new data 
and others not observing but accepting a different role, as they say, “downstream.” Older data 
may or may not be considered useful; determinations occur on an ad hoc basis.  
The issue of whether or not to use older data versus newer data was a common discussion 
in the Group. Members sometimes disagreed on what were the best solution to handle this 
conundrum. One way I witnessed them deal with whether and how to use older data was to 
perform multiple analyses, some with old data, others with only newer data and carefully 
compare them. One reason older data was problematic had to do with a possible lack of 
knowledge as to why the data had certain characteristics. A postdoc explained, 
What actually happened at the observatory, if you did the planning correctly, if 
somebody forgot something, if some device broke. . .there are so many 
different aspects that interfere basically with scientific purpose. And if you 
work with old data, it's really hard to understand often why the dataset came 
out to be like it is; and you might even think this was done on purpose, and 
actually it was not. It was just a workaround. (Postdoc #2, BHG, 2018) 
Other methods I saw the BHG employ were to re-reduce older data with new techniques, 
or, to throw away certain older data entirely and deem them to be useless. Re-reducing data 
means to use newer reduction tools or techniques and apply them to older data, as opposed to 
using the reduced older data. These decisions concerning how to deal with data were highly 
contingent upon the type of work that was being done, and who was doing it.  
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4.33 New science out of old and new data  
 BHG members explained to me how they returned, again and again to the Group’s data 
and used various parts of it for new work. Individual projects varied, as did the methods used to 
analyze the parts of the data under review. Several newer graduate students embarked on projects 
to take the oldest data (from the 1990s) and attempted to refine them using current pipelines. I 
was told that the students were given such projects to familiarize them with datasets, which were 
time-consuming and might not yield useful results, but good exercises nonetheless.  Graduate 
students in the BHG might familiarize themselves with the older data, some of them called 
speckle data due to the process in which images were captured. Before 2003, SgrA* was not able 
to be seen in these images. Several graduate students came up with an idea, and wondered if new 
reduction techniques were applied to the images from 1995-2003, would they be able to see 
SgrA*?  In the following example, analyzing older data produced an interesting result; that yes, 
with improved reduction techniques the black hole could be seen in the images. This discovery 
essentially confirmed studies using newer data. SgrA* was first detected in near-infrared in 2003 
with AO techniques, and the speckle holography images match the newer AO results which had 
already confirmed the location of SgrA*.  
 To do this research, the graduate student took each of the epochs of the observations and 
performed basic cleaning, by selecting frames that had instrument effects, removed and rotated 
these image frames. The student iteratively applied various transforms to the images, such as 
subtracting constant sky background, added more stars as references, and employed a more 
robust bootstrapping method. These methods served to improve image quality. After undergoing 
these processes, the images transformed from blurry to sharp. Unexpectedly, SgrA* came into 
view in the images. Based on the quality of the old images, Group members did not think it 
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would be able to see SgrA* in the re-reduced images.
 
Figure 9: Results from the re-analysis. SgrA* is (now) visible within the circle. 
The graduate student’s results agreed with the AO SgrA* detections, thus confirming yet again 
the accuracy of SgrA*’s position in the sky. With the success of this project, the BHG plan to 
commence similar lines of inquiry with the older data. 
One recurring theme, emphasized in the following passage, was that the BHG dataset has 
not been fully explored, not due to lack of ideas, but other issues that happened during 
observations runs. In the words of one postdoctoral student, “We have not extracted. . . probably 
even five percent of the information that is really in the dataset” (Postdoc #2, BHG, 2018).  
 During meetings, the BHG discussed such tradeoffs and decided which projects would be 
prioritized. BHG members realized that, with limited time and funding, they needed to be 
realistic in their goals. So, too, could relationships be a problem, as interactions during projects 
were occasionally tense. Members differed on whether certain old data were useful. A 
collaborator who visited the campus opined that some old data should not be incorporated into 
the latest work, because of their poor quality, while others responded that data had been recently 
re-reduced and was being used in ways that accounted for its diminished quality. In my time 
spent with the Group, I observed that the researchers skeptical about re-analyzing older data 
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began to warm to the idea that newer computational capabilities were indeed making new 
findings from re-analyzed older data possible. 
 
4.34 Tacit knowledge and practices passed down  
 The members of the BHG who had been with the Group the longest were often 
considered “institutional memories” on projects and were essential to provide information about 
the BHG data collections. As a postdoc described this process: 
And so, the datasets are a convolution of the science purpose and the objects 
you observe. . . . And as long as there's somebody who remembers that, then 
the dataset is alive. If that is not the case, it's very hard to reconstruct it, 
because I think logs are not good enough to really reflect all the details. . . The 
reality is complex. And to build basically a metadata set to represent that 
complexity, that is really, really hard to do. (Postdoc #2, BHG 2018) 
The senior members of the group provided much contextual information; for example, 
why certain observations were taken and what earlier research was trying to accomplish. These 
conversations during meetings provided previously-undocumented connections between data and 
publications and people. Of this, a senior member explained:   
People have valuable knowledge in their heads because so much of this is 
verbal. So, years of experience with this project is [a] . . . resource that I think 
we don't talk about. We can talk about bodies and people in the project, . . . but 
their experience base is a dimension we don't talk about. They are, in some 
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sense, irreplaceable because they have this historical knowledge. (Researcher 
#1, BHG, 2018) 
I attended a writing retreat with the Group, and several of the retired Group members 
came to assist with the graduate students’ papers and also the Group’s main paper. One professor 
emeritus sat with the graduate students and looked over each of their papers one by one and 
made oral comments. The students furiously took notes. The professor emeritus pointed at tables 
and charts in their paper drafts and said statements like, “this plot isn’t clear to me, I’m not sure 
what you are trying to say.” The professor emeritus would explain to them ways they could 
explain their data more succinctly, and suggest other papers and relevant research to explore. 
Each time I observed scenarios with these members, I noticed that the professor emeritus never 
used notes or computer, and did not annotate the student’s work, it was all done orally. 
 During Group meetings, students and other researchers presented plots of their current 
work, projected onto a screen.  
 
Figure 10: A typical slide of a plot 
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Discussions would ensue, with members giving suggestions and asking questions about how the 
plots were obtained. Very often these discussions referred to a previously published paper, or 
some past data and a senior member would chime in and contextualize the new work and provide 
connections to the past. 
 Likely influenced by my presence, the Group undertook a project to improve their 
documentation relating to procedures and practices. A key researcher with the group for a long 
time was essential in explaining research processes to new members of the group. Over the 
course of several years, the researcher increased documentation for new hires to supplement 
hands-on training. The researcher detailed in Google Documents how to access datasets, find 
datasets in directories, access scripts to run analyses, and so on. Shown below is an example of a 
document detailing the directory tree of holography work, demonstrating what path a researcher 
take use in a terminal window to find the correct directory:  
 
Figure 11: Sample directory listing of files 
 Documents such as these supplement training. The researcher central to all of these 
processes is considered crucial to the group to explain file structures, code repositories, 
Directory Tree of data/EPOCH/holography 
directory: 
----- raw 
----- clean 
----- intermediate 
--------- aligned_cubes 
--------- aligned_masks 
--------- psfs 
--------- images 
----- final 
--------- bootstrap 
-------------- list 
--------- starfind 
--------- epoch_holo.fits, 
epoch_holo_noise.fits, 
epoch_holo_sig.fits 
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procedures for doing research, and explanations of pipelines. The senior members of the group, 
including retired members, provide the historical knowledge of how the group formed, how the 
group evolved, how research has evolved, and any other stories related to the research and 
publications. The PI provides expertise on the main project and also vets potential projects and 
research questions. Because they are passionate about their work, retired members of the BHG 
still participate in this research. This is a remarkable aspect of the BHG. While graduate students 
and postdocs come and go, the continuity of other personal provides a stability that likely 
contributes positively to the ability to reuse their data. 
 Explaining why certain choices were made in research processes to new members is 
crucial to understand how these processes actually work. This kind of information is not 
documented anywhere in BHG’s work, nor have I seen extensive documentation in any scientific 
research group I have worked with. Workarounds are not documented as such, just the working 
solution gets explained in documentation. The BHG postdoc emphasized that, while metadata is 
useful, there still needs to be a human in the loop who remembers the story of what happened at 
the time.  
 The Group acknowledges that a great deal of knowledge concerning the dataset is 
distributed among team members in non-overlapping ways. There is a long tradition at the BHG 
of knowledge being passed down by word of mouth, from member to member, but this practice, 
while good for camaraderie, has its limitations. The PI knows this is a problem—repositories 
largely existing in the minds of members, with knowledge transmitted person-to-person—and 
aspires to document the information before it is forgotten.  
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4.35 Human-sized dataset 
 During interviews and observations, BHG members often referred to the size of the 
dataset they worked with, and generally described it as both not too large and perhaps in need of 
more data. Data “size” means many things to the Group. Sometimes it means the number of stars 
one is studying or a slice of the sky; in other instances, size refers to the time it takes to process 
data, noting that if a processing job takes too long to run, such as more than a week, they’ll try 
another way. A postdoc explained, 
The data amount, in the context of the available space nowadays on hard 
drives, is not completely unhandleable [sic]. I mean, it's hard, of course, to 
move the whole dataset in a short time to other locations. However, I was able, 
for example, to extract light curves, brightness variations, on such a star. . . . 
that means I basically touched really every single dataset and did my 
reductions . . . and I could do that still in a couple of weeks. I think this dataset 
is still on a level that a single person can have a good overview, which also 
means that I can, in principle, take a known copy of it on a large hard drive, 
and I could just take it home and plug it into my computer. . . That's why I 
think also that the worries of an individual scientist here in the Group are not 
yet so big.  (Postdoc #2, BHG, 2018) 
 The important point the postdoc is making is that the BHG data are still able to be 
processed on personal computers, or at least chunks of data can be analyzed locally. Some BHG 
members expressed concern over massive data-generating projects in the future, such as LSST 
(Large Synoptic Survey Telescope expected to commence in 2022), that plans to produce 10TB 
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of data per night. Group members worried about how research might occur with datasets 
growing larger in number and size. The Group agreed more data was a fine idea, but that the real 
goal was sharper data. By contrast, astronomers doing different kinds of science may desire 
more data on an axis of volume, ostensibly to sift through and search. To clarify, doing different 
types of astronomy requires different needs and methods, and no other astronomers in any of the 
three groups did research similar to the BHG, a team with unique data needs. Whether the BHG 
had enough data or the right data for a particular problem was a challenge. Usually the two were 
intertwined. For example, in a key observing run of a star reaching periapsis, the right data 
captured that pivotal event. However, bad weather, dome closures, and glitches prevented the 
Group from getting the amount of data they desired, and in their eyes, it was not enough data, but 
it would have to do, because it was all they had. 
 In one presentation to the group, a BHG postdoc was discussing a paper about the 
structure of the accretion disc, which is made up of matter rotating around SgrA*. One of the 
audience members asked about the data, thinking it was observed data from the BHG stores. The 
postdoc replied, “these are models and simulations, not real data! Wouldn’t we love to have data 
like this!” The postdoc then continued, “We do not see evidence of [the phenomenon] in our 
data, we don’t have enough data” (Postdoc #2 BHG, 2018). Since “the data” can mean many 
things, I witnessed a few times when researchers needed to clarify when data was simulated and 
when observed.  
In meetings I would often hear statements like, “we can say this about the data, but we 
cannot say that,” demonstrating that data can be used to ascertain certain results, but not others. 
The BHG are always desirous of more data so they can make certain claims, but since data 
collection and analysis is on a continuum, there will always be claims they feel they have enough 
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data to make, and claims they feel they cannot as of yet make. The matter of enough data, too, is 
in contention with Group members and is a constant source of discussion what can and cannot be 
claimed based on the data the BHG collected. 
 
4.4 RQ#3 Findings: What roles do code and formats play in keeping data alive? 
 Astronomers use a mix of software tools and code to analyze their data. The resulting 
code infrastructure is a combination of proprietary and open source software and languages. 
Software and code are necessary components of the astronomer’s research toolkit. The BHG 
have been using both software tools freely available at public astronomy websites as well as 
writing their own code for decades to analyze their data. The resulting code infrastructure is a 
mix of Fortran, IDL, Java, C, C++, STAN, and Python. Similar to their data upkeep practices, 
maintaining code takes a backseat to scientific discoveries. As a result, code is maintained on an 
as-needed basis, typically when something breaks and requires immediate attention. Like many 
research groups, the BHG write their own code and also use open-source libraries written and 
maintained by others. For example, the BHG use AstroPy, a Python library intended for 
astronomers. The BHG also use Numpy and Pandas, which are more general scientific libraries. 
As with their data practices, the BHG’s code practices are situated as a world within a world, 
from the external open source infrastructures to their private code repositories. The diagram 
below shows types of open source software and libraries that are used by the BHG along with 
their private pipelines. 
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Figure 12: Scientific code infrastructures. Public codebases are taken and used by the BHG. 
  
 116 
 
 
To explain how BHG code is dependent upon larger code infrastructures, I illustrate Hinsen’s 
explanation of the scientific software stack: 
 
Figure 13: Computational science software stack. Adapted from (Hinsen, 2017a) 
  
Each layer can be considered a unique layer of infrastructure. In this stack, each layer is 
dependent upon the layers below it. If a layer breaks, nothing above it works. Thus, the BHG 
codebase is at the top of the stack, relying on lower layers. The top two layers are domain-
specific, then a general scientific layer, and the last layer is built from general software. 
 Unlike programming language adoptions, the file formats the BHG uses have remained 
stable for twenty- three years. The FITS format has been the dominant format for incoming data, 
and output formats after analysis are TXT, CSV, and FITS. A few BHG members use the HDF5 
file format, but it is not common in the Group. File formats are also lower layers of 
Project Specific Software: scripts, 
pipelines, workflows
Discipline-specific Research Software: libraries for specific 
disciplines, e.g. AstroPy, SunPy
Scientific Infrastructure: libraries, utilities for various disciplines, e.g. 
Numpy, Pandas
Operating Systems: compilers, support code for I/O, user interfaces
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computational infrastructures, and like the software stack, some are domain-based and others are 
general in form. 
 
4.41 Code practices of the BHG 
 Writing code and using software tools are essential to the BHG research process. For 
decades, the BHG has collected data from the telescope and analyzed them locally, with flexible 
tools made of code. However, the languages have changed, from IDL and Fortran to Java and 
C/C++, while Python has been used more recently, to write scripts. This has resulted in a system 
made up of an older codebase with newer layers added to it, along with an array of dependencies 
and libraries. 
 What follows is a simplified description of two of the BHG’s pipelines. Astronomy 
pipelines are not linear. Indeed, the processes the BHG uses to write and run code to analyze data 
are not linear; they are complicated, messy at times, recursive, and often circular. Importantly, 
the BHG do not have a rule for which programming language a researcher chooses to employ. 
Thus, researchers might write their own code in one language and rewrite it to add to the Group’s 
code; or, another team member might rewrite the code to be subsumed into the pipeline. In 
general, team leaders request new code to be written in Python, although, in some cases, Python 
has seemed too slow for the task at hand. A faster language, such as C, is used in such cases, and 
a Python wrapper is created around the C module. Figure 13 outlines a portion of the system 
demonstrating how code and data interact in the analytic process. 
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Figure 14: Data and code pipelines model for the BHG. Created by a BHG researcher, 2017  
 
 The researcher originally created this image to show the relationships between data, code, 
data repositories, and telescope instruments. BHG Researcher #2 explained this diagram to me, 
and the following is based on notes I took of the discussion. Starting at the top right of the 
diagram, two types of scripts are used at the telescope instrument, which is called a spectrograph. 
Below these boxes are the observing logs where the spectroscopy (the measurement of the 
spectrum of electromagnetic radiation, able to show properties of celestial objects) and imaging 
logs are stored. The telescope instrument Imager also has two types of scripts connected to it. 
Calibrations of the data occur once the spectroscopy and imaging work have been performed at 
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the telescope and once the logs have been stored. The bottom of the diagram shows two 
pipelines, the imaging pipeline and the spectroscopy pipeline. 
A BitBucket repository holds the code used in the pipelines. Different members work on 
different parts of the code, and all commit to a master code file after making changes. The code 
consists of various reduction scripts. I will first explain the spectroscopy pipeline (#1 in the 
diagram) followed by the imaging pipeline (#2 in the diagram).  
The spectroscopy pipeline processes data related to electromagnetic emissions. The 
Science Spectra data are from two instruments at Vida and are stored as raw and reduced 
datasets. There are also directories describing the data reduction. The code directory contains the 
code necessary to create data cubes, which are three-dimensional data shapes. XML files 
describe the configuration. Obtaining radial velocities of the stars is a large goal of spectroscopy 
work. (Radial velocity is, given a point [a location on Earth for Vida], the rate of change of the 
distance between the object, a star, and the point.) Obtaining radial velocities requires a large 
amount of handwork.  For example, code might interpret noise in the data as a feature, requiring 
a human fix the issue by hand. The spectroscopy database contains a global dataset of young and 
old stars, lists of measurements, and other information, which can then be used in the Orbital 
Fitting codebase. After this, the two pipelines merge, yielding information to be included in 
tables and plots for research publications. 
The imaging pipeline is organized differently. Science images have different categories; 
after they are cleaned, and the raw files reduced, images are categorized by the type of filter used 
on the instrument and the location in the sky. These are organized in the file system as 
combinations of all data registered per night and by location in the sky. Data cannot be combined 
if they came from two different filters. Positional measurement methods result in images made 
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up of combined images. In the step about stellar positions, a tool built by the team, made of code 
and known as Starfinder, measures the stellar positions and produces lists of them in text files. 
These text files contain the star’s name, brightness, year, positioning in a coordinate system, and 
other information. In this pipeline, after the Stellar Positions step, FITS files are no longer used 
for analysis. These data are text files. This is an important step in the process, when the BHG opt 
to “ditch the FITS” for text files.  
The same researcher explained to me that, at this step, FITS files are unnecessary and 
possibly even cumbersome, as the text files contain results organized into lists and tables, a task 
easier done in a program that creates text files as output, such as emacs. Measurement errors are 
calculated, and consistency checks among data are performed. The Stellar Positions directory 
also contains the metadata generated in this step, and this is where functions determining data 
quality (error bars) are performed and stored. 
The next step is the Alignment of Positions. Here, the team runs code it created, called 
Align. This step takes the lists and puts them in a common reference frame. Then, after running 
scripts, there are, for all stars, positions and uncertainties in every epoch (slices of time). Some 
post-processing happens next, in Aligned Stellar Positions, such as searching for “confused 
sources” and disposing of unusable data. Data is unusable, for example, if stars in images cannot 
be identified due to say, overlapping stars.  Orbit Fitting follows this step, making plots from 
likelihoods of given parameters. For publications, plots are turned into summary statistics. The 
Orbital Parameters data go back into the Source List Repository, a portion of the pipeline where 
new and old data are combined and where it is possible to reuse data.  
 
  
 121 
 
 
 In fall 2016, I had just begun my field work, and the BHG held a workshop to discuss 
research practices, present papers, and plan for future research. While members of the Group 
were assembled in a boardroom, I asked them to complete a short survey, querying them 
(anonymously) about their position, their present project, and, most importantly, their response to 
this question: What is the biggest obstacle you face in doing your research? 
 All respondents cited as a main complaint, a problem relating to technology, and many 
cited code-related issues as the main problem. One respondent asserted the problem was: “Time. 
Computation time, efficiency, time to move toy code to production, time to adequately test and 
write tests, time to write code repos.” Another stressed: “Speed, computation time.” And yet 
another mentioned “computer speed and disk space” as obstacles. As a result of the workshop, 
the BHG prioritized upgrading some of the weaker parts of the pipeline’s code. In this case, 
“weaker” is defined as areas that are buggy, that throw errors, that return incorrect results, or that 
do not compile. 
 Returning to the general case of the four telescopes all interviewees from each of the four 
sites that write code stressed how difficult coding is to do. Library dependencies were frequently 
cited as an issue. Libraries are external codebases with various functionalities created by others, 
such as matplotlib which adds plotting functionality to scripts. Programmers includes these 
libraries in the headers (beginnings) of their code instructions, and at runtime, the library will be 
accessed from the internet or locally, and loaded into the operating system, ready for use and 
accessible by the script. However, developers change these libraries, and the changes may break 
code in one’s own script. Interviewees dealt with dependencies differently: Some used compiled 
C code as a way to avoid dependencies, because the libraries become part of the stand-alone 
program. But this solution, too, has a downside. Most interviewees said they were most 
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comfortable with the code language they learned in graduate school, and C/C++ as a language 
taught at university is being replaced by Python. An expert coder and researcher in the BHG 
explained difficulties of using multiple languages by explaining, “[Using] IDL, you can interface 
directly with C++, but it's a pain. . .[with] Python you can do the same thing, you can interface 
with C++ code” (Researcher #3, BHG, 2018). 
 The previous quote shows problems that arise when Group members use different 
programming languages to build parts of the pipeline that need to interface with each other. It is 
possible to link code made in different languages together, but it is time consuming. 
 IDL, while going out of fashion in some areas of astronomy, is still widely used at Vida. 
Several researchers were brought to Vida to reduce the reliance on IDL, as licenses to use it are 
expensive. However, many instruments use IDL to get data from the telescope and processed 
into FITS files.  An Astro-archivist at Vida, who has been coding for decades, has developed 
firm opinions on how coding should be done in astronomy, and explains the optimal use of 
languages in this way: 
When you have a problem, you should think about the technology you need to 
solve it, not start using the technology that you happen to know. So, I like the 
idea of people knowing several languages, as well as understanding how they 
work, what they're good for, when should you use C++, or Java, or C, or 
Python, and use them accordingly. I see far too much of people going in one 
direction, which I don't like. I know of big processing pipelines that were 
written in IDL, and they were slower than molasses because that's all they 
knew. Now, if they'd written it in C, it would have been ten times faster and a 
  
 123 
 
 
lot more robust. . . . Python will have a limited lifetime, because it's a piece of 
software written by humans.  (Astro-archivist #1, Vida, 2018) 
 The BHG understands why pipelines can be slow. They are also aware of issues with 
Python and, while new portions of the pipeline are written in it, they are careful in this approach. 
Yet, research is their ultimate priority, and if code runs, there is less incentive to re-do portions 
of the pipeline, although the BHG knows improvements could be made. Interestingly, 
interviewees who code in the larger astronomy infrastructures also experienced similar problems, 
even though they have far more dedicated resources to address code and software development 
issues. 
BHG members regard code and data as distinct. Data are precious and difficult to obtain, 
and quality data are highly desired. Code, on the other hand, is perceived as a means to an end: 
something that can be re-written provided one has the time. That said, due to the highly 
specialized nature of the pipelines, the BHG coders struggled to fix broken code or rewrite 
sections of the pipeline while managing their own time-consuming research projects. 
 
4.42 On the level of file format practices 
 Much of the data that the BHG start with during a research project is in the FITS file 
format. These can include data from the instruments at Vida, as well as external data sources 
such as from public repositories. Thus, FITS is a through line to connect to the external 
astronomy infrastructures, but more so in one direction, that is, coming in to the BHG.  The 
majority of the data leaving BHG to external infrastructures are in the form of tables, plots, and 
charts used in publications. Many data the BHG use to confirm research hypotheses for internal 
Group purposes are in TXT format. The text format is convenient for the team to share both 
  
 124 
 
 
numerical information, and is used to create tables and plot the numerical analysis.  Below is an 
example of a text file of reduced data with derived positions in the sky and other measurements 
of a moving, spinning star: 
 
Figure 15: Text files filled with numbers. In this case the numbers relate to positions of a star 
near the black hole. 
 
 The text files can be read by various tools in astronomy and other tools as well such as 
the command-line based emacs. Other formats include HDF5, CSV, and Google docs and slides 
for metadata, such as logs and meeting minutes. All members of the BHG use a portion of the 
text files for their research, but not all members use the FITS files. The BHG’s preferred file 
formats have remained relatively unchanged over time, although opinions about formats have 
varied among members. Most members of the Group find that, while not perfect, the FITS 
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format is sufficient for their purposes to aggregate data and begin analyzing them. Echoing what 
the BHG members said, a senior astronomer at Cannon explained: 
FITS, that was a great advance in astronomy, standardizing of formats. Even 
though . . . it's not so simple in terms of reading the data. Sometimes it doesn't 
work. But it's not a fixed format; that's really what makes it a little more 
complicated. But it's really facilitated a lot of sharing of data. (Researcher #1, 
Cannon, 2018) 
The BHG start with FITS files, but end up switching to other formats as their analyses 
progress through the stages of the pipelines, and they end up needing tables of measurements to 
do their analyses. FITS is an excellent format for the stable, long-term storage of astronomy data 
but has limitations. At certain points in pipeline analysis, the BHG require something else that 
can be quickly opened, read by humans, and provide summaries derived from complex analyses. 
Text files, too, offer both advantages and disadvantages to the BHG. Some advantages are that 
they could be easily searched and opened by anyone and by many different tools, while 
disadvantages center on scalability and searchability. For example, one BHG researcher noted 
that, if the Group keeps creating more text files over time, the tools that read them will take 
increasingly more time to process the files. But, if the data are put in a faster, more machine-
readable format, such as HDF5, it would make it difficult for human eyes to pore over. The file 
structure of the text files is organized by how the BHG collect and process their observations, 
and researchers can easily look at the file folders, find text files, open them with any text reader, 
and examine them.  
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 Many discussions with researchers in the BHG suggest that data would, ideally, be 
readable by both humans and machines—and would be useful in different ways depending on 
intentions and applications. There is no one tool or format that can meet the needs of all 
researchers, which is why most use easily exchangeable formats such as TXT that, while simple, 
make it possible for information to be understood and used by other members of the Group. 
 Comments from the other three telescope sites echoed those of BHG members with 
respect to formats of data. One senior SST researcher told me: 
There's no one file format or anything like that. . . . Most data is exchanged 
still using CSV format; or JSON is becoming more common. XML not so 
much anymore, unless it is one of the things built around XML, like we had the 
VOTable format, Virtual Observatory. . . . We've been doing this pretty much 
the same . . . way for fifteen-plus years now, and it served us very well . . . . If 
it works, don’t fix it. (Astro-archivist #1, SST, 2018) 
 The stability of file formats like FITS, CSV, and TXT, assures the BHG data will be able 
to be opened in the long run. Hardware gets upgraded, media are changed, and software 
transforms at a more rapid pace, but the consistent nature of the file formats ensures data can 
move through different physical systems over time, while still allowing the Group to interpret 
them. In particular, the stability of FITS in the larger astronomy infrastructure allows astronomy, 
as a whole, to maintain data for decades. The BHG capitalized on the field’s conservative 
governance of the format of most astronomical data coming from instruments. The future of the 
FITS format is uncertain, and changes to the format and associated tools will likely affect the 
BHG in unknown ways. If this occurs, however, the impact will affect all astronomy and likely 
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provide solutions. Like most astronomy research groups, the BHG are not involved with the 
governance of FITS, or in the FITS reader tool updates. The BHG are passive users of tools and 
data offered to the public by the larger astronomy infrastructures. 
 The BHG substitute text files for a database. Each file contains a variety of processed 
information, complete with lists, tables, and associated metadata. Following calculations, the 
FITS format is no longer necessary or optimal (due to its limitations) for the new information 
resulting from computations. Over many years, the BHG developed a system using text files, and 
its consistency enables it to work: Anyone can open and read a text file. The BHG opted for 
simple systems for a variety of reasons, perhaps the main one being the anticipated discontinuity 
resulting from users having to be trained on the use of a new system. Using FITS files, CSV, and 
TXT, new members of the Group can immediately begin examining the text files and need not 
learn a new way of conducting research. In sum, all their files are in formats easily opened and 
readable by the various tools. The data storage system is immediately accessible for researchers 
on the team to begin analyzing data.     
Although many in the Group contend the formats in which data are stored could be 
improved, they all agree the formats at hand are “good enough” to carry out their desired science. 
Very few researchers interviewed for this project were interested in creating bespoke formats for 
their particular type of science, saying, among other things, that it was too time-consuming. One 
Cannon researcher, whose team developed its own format to handle a certain type of data, 
elucidated the struggles a research team has with various formats. Discussing a situation where 
the team is working with theoretical (simulated) data, an astronomer noted:  
We really have struggled trying to decide what formats we want. This is 
something that my students are trying to sort out actually now, because we've 
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actually been storing everything in our own custom format so we can actually 
get much more efficient data compression. . . . So, we've thought about: 
“Should we be doing things in HDF5?” But then you get the module, and it's 
like: The module is a total pain in the butt to get compiled. . . . We're a small 
group, in the sense that our development set on this code is three and a half 
people, and that means that there's not time to go and just do cosmetic things. 
(Researcher #2, Cannon, 2018) 
This excerpt demonstrates the struggle to find an ideal format for specialized types of 
data. The issues are similar to the BHG’s quest to find interoperable formats that are “good 
enough” for the Group to easily use. The phrase “good enough” shows astronomers’ desire for a 
format or formats that will enable them to use their data in fast, simple, and efficient manners, 
but it also underscores the fact that no current format fits the bill.  
 
4.5 RQ#4: How can understanding ways to keep data alive inform archival theory? 
The word “archive” means many different things to people in astronomy. Archives in 
astronomy can be public or private, dark or online, and consist of many types of collected and 
analyzed data. They might be called repositories or back-ups.  One important distinction that can 
be made is between public archives meant for others than that made them to use and private 
archives of research data created and analyzed inside of a team. Public astronomy archives are 
created for the purpose of curating, storing, and preserving astronomy data to be made available 
to outside users. Private archives, often data stores made by research groups, have no such aims. 
However, all digital archives, both public and private require technological maintenance to keep 
them alive, and all are similar technologically on the digital level in what is required for their 
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care. The difference in the public and private archives lies in the human endeavors necessary to 
keep the data alive. One similarity I found in all of the archives both public and private I studied 
is that they are all still actively having new data added to them because each mission, survey, or 
project is still ongoing. To investigate the public archives for each of the four sites, I spoke to ten 
Astro-archivists working at the four archives related to the telescope sites and asked them 
questions about keeping data alive in these public archives. For Vida Astro-archivists, the BHG 
data they curate is but a bit part in the entirety of data produced by the Vida Observatory.  
  I also asked university-based researchers from the research sample how they used the 
archives from the four telescopes in their work. Since the four telescope site archives are public, 
I also collected documentation about the four sites available online. While the question of what 
comprises the archive resulted in a variety of sometimes-conflicting answers, each interviewee 
responded positively to the question of how data can best be kept alive. In sum, the employees at 
the telescopes that engage with the archives or directly work on them deeply cared about the 
archives and that the data contained in them could continue to be useful. 
 During my time with the BHG, I asked group members to describe their experiences with 
public astronomy archives and how they related to keeping their private data alive. This proved 
to be a challenging question, as the answers varied widely. To generalize the responses, the BHG 
see public archives as useful to their work, and their own archive is usually seen as a backup of 
their analyses and data products resulting from these analyses. The BHG often refer to elements 
of their data as “data products,” a term I have heard elsewhere in astronomy. Uncovering the 
history of the BHG private archive proved challenging, as there is little documentation from past 
practices and I had to rely on people’s memories. 
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In this section (4.5), I provide various viewpoints from interviewees who took a vested 
interest in archival practices. During the course of my research, I found when interviewees 
referred to “the archive” the entities they spoke of mapped to similar distinctions I made with 
astronomy data, in that their definition of archives related to the organization they worked in. As 
explained in Chapters 2 and 3, I drew from NASA’s original definition of archive to be 
synonymous to data repository, and all data repositories relating to outer space had certain 
requirements to keep them technologically viable (“ISO 16363:2012 Recommendation for Space 
Data System Practices: Audit and Certification of Trustworthy Digital Repositories,” 2012). 
Astronomers who worked at the main telescope sites and had roles that focused on data curation 
and preservation were more familiar with data preservation practices. University-based 
researchers were less vested in data preservation practices, but generally kept data they thought 
might be important for future use.  
 In creating public archives that are useful to the entire astronomy community, Astro-
archivists at the four telescope archives focused on accessibility, discoverability, and 
interpretability of digital data for external users. Curatorial choices are generally determined by 
funding and labor availability, in that the Astro-archivists make as many data products available 
as they can, given these limitations. On the local level of university-based astronomy groups, 
archival practices focused on preserving data, when time allowed. Revisiting the Astronomy 
Data Forms (Figure 4) diagram affirms the complexity of what constitutes archives because the 
data forms in the diagram are complex and intertwined, and some forms are considered to be 
archival and others are contestable as archives. 
  In the next sub-section of 4.5 I demonstrate how astronomers define and perceive 
archives. Next, I show the types of people who have performed astronomical archival work. 
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Then, I reveal the shapes of the archives, their perceived differences, and histories. I conclude 
section 4.5 by reviewing ways astronomers understand their struggle to keep data alive within 
archives while also offering possible new approaches to this issue. 
 
4.51 How astronomers define “archive” 
When I asked astronomers what the term archive meant to them, their responses reflected 
their positionality within the entirety of astronomical infrastructures. For example, if they were 
employed by public archives they had a different vantage point than university-based 
researchers. That said, Astro-archivists perceived the archive to be as more than just the 
astronomical datasets.  As explained by the following response from an Astro-archivist at Vida 
who has been developing the archive for many years: 
In astronomy, it’s an organization of astronomy datasets, which is intended 
primarily for use by professional astronomers for research, and the datasets 
should, or need to, use standard methods of making them self-describing so 
astronomers can get the best use out of them. But it's not just data, it's 
knowledge. (Astro-archivist #1, Vida, 2018) 
This Astro-archivist meant that data might be a series of images or numerical data, but 
knowledge is something that can be used in the aims of doing science and furthering scientific 
research. In the spirit of furthering knowledge, all interviewees were clearly introspective as to 
what might constitute an archive, although their individual answers differed. I found that while 
researchers could understand boundaries of public entities such as missions, the difficulty lies in 
defining what levels of reduction were to be included. Also unclear was whether or not 
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researchers’ data should be re-ingested into the related archive. Adding another perspective to 
the definition of archive, when an Astro-archivist at Cannon said: 
Early on in the mission. . . I think it was in 2002, all of the operational groups 
were at the meeting, and everybody put up a little diagram where they were in 
the hierarchy. And everybody put themselves in the middle, but ours was the 
only one that was true, because every single other team relied on us. The other 
teams could leave people out, but they all had to include us. We made it clear 
to the other groups early on that we needed to be central in the decisions being 
made throughout the observatory. So, to me, the archive is the observatory. 
(Astro-archivist #2, Cannon, 2018) 
  The Cannon Astro-archivist quoted above stressed that, in addition to the 
observational data, all data related to the observatory was considered to be the archive. For 
example, documents about instruments, governance documents, news articles, and all manner of 
internal documents are part of the Cannon archive. Another facet of archives often discussed by 
Astro-archivists was availability of the data. Astro-archivists generally stated that archives have 
to be available in some sense, obtainable within a reasonable amount of time. Data that were not 
available, such as material either offline or in the form of tapes, were considered to be backup 
sources:  
A backup is meant mainly for disaster recovery, and kept, by definition, as a 
cold storage copy. It's not meant to be used other than to replace a lost copy or 
whatever. I think an archive is potentially [something that] could be used. 
(Astro-archivist #1, SST, 2018)  
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Many Astro-archivists stressed that an archive was made up of more than just the 
collected and analyzed data; it included data and metadata, plus the maximum possible amount 
of information to understand these data. Not all researchers perceived metadata, such as logs 
(either digital or paper-form), to be part of an archive. The BHG team often defined their archive 
as “all of our data—anything we have” but there were individuals who thought an archive was 
backed-up materials. For example, one BHG researcher said. “What archive means to me? Let's 
say a system of data storage, which can be easily accessed and easily indexed” (Researcher #3, 
BHG, 2018). A postdoc added, “a place that stores some stages of the data, not exactly raw data, 
probably something more than that” (Postdoc #3, BHG, 2018). As shown here, the university 
researchers thought of archives more as entities for storage and access, but there was no mention 
of the archive having functionality that makes data available to others. 
4.52 Characteristics of the archive’s maintainers 
Of the ten Astro-archivists that I interviewed, none had received formal archival training 
from, for example, a history department, library, or an information school. Rather, they took on 
the role and responsibility of archiving materials because they believed in its importance, and 
many have found that they enjoy this line of work. In the interviews there was a sense of care 
and duty expressed in their work. Also expressed was a sense of appreciation for the archives, as 
opposed to a desire to seek out novel information from the telescopes. Consider this example of a 
common career path for an Astro-archivist at Cannon: 
I am an astrophysicist as a background. . . . that's where I started to appreciate 
how archives were important for what I was doing. So, as a scientist I realized 
that, without archives and without being able to access data from the past that I 
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was not the PI of, it would've made it almost impossible or inevitably much 
more difficult to do the kind of science that I was doing. That was why I 
started thinking about an archive as something interesting and worthwhile for 
the scientific community. . . I realized that [Cannon] had a very active archive 
per se, and while I was not directly involved with the archive at all while I was 
a postdoc, something started to tick, and I started to realize that the effort being 
made at the [Cannon] mission to keep [Cannon] data available, alive in a way, 
and searchable and discoverable, was a pretty large effort. And I appreciated 
that as an astronomer and researcher.  (Astro-archivist #3, Cannon, 2018) 
This Astro-archivist as with the others, were trained as astrophysicists, held postdocs, and 
did research before ending up in curatorial positions. Some build and maintain astronomical tools 
and software, others build interfaces and manage databases. As both scientists and curators, 
Astro-archivists view their roles as scientific-technical hybrids who integrate scientific goals 
with data infrastructures for the purpose of making data available. As explained earlier in the 
chapter, Astro-archivists often had titles such as Project Manager. Typically, Astro-archivists at 
telescopes evaluate the project’s scientific goals:  
The way we do our management here is, there is a Project Manager [Astro-
archivist] and a Project Scientist. And we work as a pair to set the goals of the 
archive and the development schedule of the archive, both in terms of data 
coming in, in any software development that has to happen. And so, the 
primary role of the Project Scientist is to help set the scientific direction and 
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the scientific goals of the project in the archive. (Astro-archivist #2, Vida, 
CKI-reuse, 2010) 
 As such, the relationships between the dataset and its intended usages and audiences are 
shaped by the project managers, the individuals who generate and curate the data. On these 
relationships, one interviewee observed: 
And so, one of the biggest problems in astronomy . . . is actual curation.  
So. . . .people for whom the data is generated, they don't want to use it for 
anything else. But people that generate the data and process the data, they are 
happy to have anybody using it, which is a different attitude. . . there aren't as 
many of us. And so, I consider myself sort of a curator.  (Astro-archivist #3, 
Cannon, 2018) 
 This quote describes the relationships between Astro-archivists and researchers, in that 
Astro-archivists do not need to worry about keeping data private like researchers do as a 
scientific norm. I found similarities in the duties of the Astro-archivists in all four sites. 
Meanwhile, the BHG, while having access to these datasets curated by the Astro-archivists of 
telescope sites at Vida and elsewhere, were not familiar with any of the Astro-archivists or their 
curatorial and preservation practices. The BHG, in their university setting, were far removed 
from the Astro-archivists. Instead, the BHG were most involved with instrument folks at Vida. 
This is likely because the Group’s data were made available to them in a relatively seamless 
manner. The instruments, on the other hand, needed to be selected, calibrated, and made 
operational for the types of observing that the BHG desired to do. Until recently, collecting data 
and placing them on the university server was good enough to foster research. As of late, the data 
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stores have reached a tipping point and need some organization and curation, and the BHG is 
aware of this problem. 
Also, in a typical university structure, the departmental IT services manage and maintain 
servers which house research data, which is the case for the BHG. So, in some sense, the BHG 
hand off this data to the IT person and hope for the best. The university guidelines are such that 
research groups, because of security issues and other concerns, are not to maintain their own 
servers. On top of that, the BHG team has no designated archivist; rather, members have many 
different tasks in organizing and curating data, with research being the primary objective of all 
members. The closest thing to an archivist on the BHG team is members who work with the IT 
department server manager. A postdoc told me, “So for me, it's just a given that we have this 
dataset on the server, and I hope that the university and our department takes the right step to do 
backups on it” (Postdoc #2, BHG, 2018). 
 One member of the team made an archive of BHG data several years ago by burning 
data to optical discs. The data burned to discs were the reduced observational data only. This 
individual realized that this work would need to be redone soon, as such media was already 
becoming obsolete; and, in fact, soon after the interview, the BHG’s dataset was backed up in the 
cloud. It’s also worth noting that, because the dataset is perpetually changing and receiving 
additional material, this researcher was not sure what should be classified as “the archive.” 
 
4.53 The shape of the archive 
 Analyzing how the astronomy archives at the four sites formed and the shape they 
subsequently took reveals a pattern. Differences in the origins of archives, between space and 
ground missions, are evident, for one thing; but it’s also clear that the act of sharing has a 
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constitutive effect on archives, shaping the form they take. The three telescopes that decided to 
share (Cannon, Higgs, and SST), for example, had similar qualities, as compared to Vida, which 
did not initially have a plan for sharing data with the public in an online capacity. The space 
missions, Cannon and Higgs, had archive plans from the beginning of the missions. An Astro-
archivist explains what it was like in the early days as a member of the Cannon team: 
I came here in [the late nineteen-nineties]. There were no archives in those 
days, at least; and certainly not [any that were] accessible for that matter. There 
was no Internet either. But after getting into basically building the data archive 
for another mission, I came here as an archive astrophysicist. To some extent, 
we didn't have too much choice about what it was going to look like, because 
the structure had already been designed by an existing archive team. That was 
not actually under my control at all; that was in a separate branch. The only 
thing that I could actually change were the standards for the FITS file headers, 
which people resented at the time because they had to redo work. But at least 
we ended up with a fairly decent standard for those headers, and at least it's 
uniform across the mission. Basically, the archive . . . consists of two parts. 
There are the databases, and there is the data warehouse, and the databases will 
tell you where to find data.  (Astro-archivist #3, Cannon 2018) 
  The Cannon Astro-archivist quoted above is explaining how the archive infrastructure is 
architecturally set up. For instance, a user goes to an archive website and queries, say, an object 
such as a star. The results of the query are thumbnails and metadata in the database referred to in 
the quote above. The user then selects a query result link which downloads, for example, a FITS 
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file containing images and other information about the star. The larger files are located in the 
data warehouse. 
One reason American space missions like Cannon and Higgs made their data available to 
the public was because they were federally funded by NASA. The data were released to the 
public after an embargo period, typically 18 months, allowing the PIs a head start to analyze the 
data. Similarly, SST had the original edict to make all survey data available online, something 
that had not been done previously even though their funding sources did not require it. Thus, for 
Cannon, Higgs, and SST, the decision to offer widespread access to astronomical observational 
data shaped the form of the archive. 
 On the other hand, originally, Vida was not required to share data publicly, which was 
typical for the time at ground-based telescopes. It was a private telescope where the data were 
thought to be owned by the PI who collected them. This deep cultural difference in the 
ownership and dissemination of data explains why the BHG had to manage their data from the 
start, in no fault of their own. A Vida researcher, familiar with NASA’s imperatives back in the 
day explained some of the cultural differences between NASA and private telescopes. NASA, 
the researcher said, did not do ground-based observations, ever. Yet Vida was against this line of 
thinking and found themselves to be very complimentary to the space-based telescopes. The 
researcher continued:  
I also was a huge believer in archives, because I did a lot of archival research, 
and I saw the way . . . you'd have a space archive, and, in the beginning, you'd 
have one or two galaxies. . . . my work was mostly extragalactic. But then, 
after ten years, you can actually get a complete set of data from an archive. So, 
the sum is more than the whole of the parts when it comes to archives. . . At 
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that time, Vida had absolutely no interest in archives. "This is my personal 
data, leave me alone. I'm going home with the tape, and you can go suck an 
egg." They just weren't . . . it wasn't the culture. I can't blame them—it wasn't 
the culture, and everybody knew ground-based was much harder than space-
based.  (Researcher #2, Vida, 2017) 
This same Vida researcher added:  
Ground-based [astronomy] has very different challenges than space-based for 
doing archives. [For] space-based, you don't have weather; you have a few 
things that change a little bit, but your calibrations are standardized. All the 
observations are very standardized. And Vida, in contrast, one of the real 
strengths of Vida is that you can completely do whatever you want with it, and 
that's one of its strengths. You can come in, you can observe an object different 
than what you said in your proposal. You can use a different filter as long as 
it's available.  (Researcher #2, Vida, 2017) 
 This statement is powerful, because it demonstrates a comparison of ground to space-
based archival challenges. In my field work, many interviewees had been working for the same 
telescope for many, many years and did not have any experience outside of the mission or survey 
they so well understood. There is, however, a fundamental difference in how space-based 
missions control the observations the PIs make versus PI-driven telescopes such as Vida. At the 
space-based missions, service observers were observing for the PIs and prepared and refined the 
data for them.  
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Over time, Vida decided to release observational data to the public due to cultural shifts 
and also, they accepted NASA, NSF and other federal funding for projects and it became clear 
they were obligated to release the data to the public. I asked a BHG postdoc about accessing and 
using the Vida observatory archives, and specifically about using Vida data before the public 
archive existed, and this individual proffered: 
Well, I didn't have so much archive interaction . . . we have a server here 
where the data that is relevant to us is located, even in a certain pre-reduced 
form, and that is basically my starting point. And I had, of course, to download 
the data that has been recently taken, so that is maybe the degree to which I 
interact with the data facility at [Vida]. (BHG postdoc #2, 2018) 
 Most BHG participants said they did not need the Vida archive’s public interface because 
they had a physical server nearby with the data they wanted, and if they needed to get data from 
the Vida archive, they would use a “backdoor” method set up for them before the archive 
became public. The backdoor method enabled them to avoid the public interface and directly 
download any needed data. Other researchers from different universities told me similar stories 
on how they access public data stores through various means. 
 Another finding relating to PIs accessing Vida data was that teams such as the BHG 
developed their own pipelines to reduce their data, pipelines which are not generally shared with 
the public. Elaborating on this, one Vida researcher explained: 
Probably the biggest science problem is that, for each of these instruments, a 
lot of the instrument teams deliver their own data-reduction pipelines, which is 
good for the scientist, but it's bad for [the Vida archive] because we usually 
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have to refactor the code for these data-reduction pipelines to make them 
compatible with [the Vida archive]. So, if I were to start this program over 
again, I would make sure that we can all agree on having a master data-
reduction pipeline that satisfies the archive's requirements, as well as the 
scientist requirements.  (Researcher #1, Vida, 2017) 
 The other three telescopes had systems in place to provide reduced data to the PIs and the 
public. To produce various levels of reduced data, Cannon, SST, and Higgs had more resources 
and staff than Vida, and thus the BHG were left to their own devices to reduce the data outside 
the Vida archive. 
 
4.54 Dead data, zombie data 
 There are many states that data can take, and concurrently the state of the archive or 
storage setup for the data. The term dark archive can mean that the device the archive is stored 
in, such as a server, is offline or even powered down. I asked interviewees what “dead data” 
meant to them, and one respondent offered: 
The library wanted to keep a snapshot of the SST data, which would mean that, 
at a given point in time, we would make a copy of the SST database as a 
database dump. . . that's not to say that it's useless; obviously, it's great to have 
a copy in case . . . the sinkhole contingency or whatever happens . . . Then, we 
would bring that snapshot to life. . . In that form, it's dead. But to bring it back 
to life, we would have to then ingest that database dump into a SQL server 
engine.  
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Boscoe: So, it's kind of a cryogenic notion. 
Right. It's space-efficient that way, meaning it takes up probably the minimum 
amount of space, especially if it's a compressed backup. Kind of comparable to 
microfiche in the old days. But at least [with] microfiche . . . you had viewers 
that just required you to go and get the microfiche from the shelf and then look 
at it. I've done that [laughter].  (Astro-archivist # 1, SST,2018) 
Interviewees stressed accessibility as a key factor in the life of data. If they could not 
access it in a reasonable manner or length of time, they considered them “dead.” Spelling this out 
further, a BHG postdoc observed: 
Well, there are plenty of cases. First of all, if you . . . cannot read the tapes 
anymore. It is probably dead. If you have no idea what's inside the text file, it's 
dead as well, even if you have the text file. Or, if you've lost completely the 
knowledge of how to reduce the data, then it's kind of lost as well. So, I think it 
is pretty easy to lose, in some sense, the data. Way more easy than [it is] to 
keep it alive.  (Postdoc #1, BHG, 2018) 
Compare the above approach to an alternative understanding of this term, as expressed by 
an Astro-archivist I interviewed:  
So, if someone would say that [data are dead], I would think they probably 
would think it's not being used by astronomers anymore. Astronomers aren't 
finding it useful in their research.  (Astro-archivist #1, Higgs, 2018) 
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Data might be considered “dead,” therefore, by being inaccessible, unusable, 
uninterpretable, or any combination of these conditions, but “zombie data” has a different 
meaning, referring to data that are, likewise, inaccessible, unreadable, or uninterpretable, but that 
still exist in a physical state with the possibility of being revived. When explaining various states 
of data as alive, dead, or somewhere in between, participants did not think data at the bit level 
were the primary issue in keeping data alive. Indeed, it is normal practice for data to move to 
new drives and forms of storage over time. Transfers occur about every five years, in accordance 
with timelines for planned storage, hardware, and software upgrades. 
 
4.54 Perceptions of the archives and ways forward 
 During interviews with senior members working at the four telescopes, participants 
would often produce material forms that constituted older versions of archives, such as tapes of 
various forms, log books, and paper documents. When discussing preservation of data, 
astronomers often described archives as continually changing entities that encompassed more 
than datasets. One astronomer described the SST archive as anything necessary to make the data 
available to the public, including the web tools and interface, as well as the backend parts, such 
as APIs. The data were not perceived as something to be handed off to another entity, such as a 
library, without the library having the technical means and know-how to keep the data publicly 
accessible.  
 A librarian familiar with these issues likened astronomy data preservation to modern art 
preservation, in the sense that the “thing” being preserved is experiential in nature (Librarian 
affiliated with Higgs, 2018). This is often the case in art forms such as installation art and film. 
Preserving such pieces, then, focuses on the experiences of interacting with the art. An Astro-
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archivist at SST agreed with this comparison, adding: “Interactive use is not among the high 
priorities [of preserving astronomy data]” (Astro-archivist #1, SST, 2018). In the same 
discussion, the Astro-archivist added that the combination of digital and experiential pieces is 
necessary so that, as researchers, we can “throw our data over the wall” to libraries for curation 
and preservation. The Astro-archivist concluded that expertise of preservationists and 
maintainers of the data is a problem, stressing: “[The solution] has to be a whole group of 
research libraries that join together and hire scientists in such a way to build a handshake across 
the wall” (Astro-archivist #1, SST, 2018).  
 Librarians at research centers struggle to determine those services the library should 
provide with respect to what I am calling “interactive data sets”—that is, digital information 
paired with an interface to facilitate access. Astronomers who build these entities didn’t call 
them by the sum of their parts like I have, but instead called them by the functionality of the 
pieces: e.g. query interfaces, database backend, front end web interface, APIs, and so on. All in 
all, whether libraries should take over scientific archives or they remain with Astro-astronomers 
is an unanswered question, but the complexity of the archive as a collection of objects and many 
moving parts has been established. Astro-archivists’ deep understanding of requirements for 
curating, preserving, and maintaining astronomy digital archives can inform archival theory as 
outsiders to this vein of scholarship. 
    
4.6 RQ#5: How can understanding the ways data are kept alive for decades inform 
future scientific practices?  
 Astronomy is an excellent field to examine scientists’ relationships to the creation, 
curation, preservation and storage of digital data. Over the last decade there has been an increase 
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of astronomers using archives to do their science, leading to a shifting perspective towards 
valuing archives. Both domain and technical knowledge are necessary components to keep 
astronomy data alive. Although telescope sites and small research groups keep their data usable 
in different ways and for different reasons, both are able to do so. The telescope sites set out to 
provide data to the public, and this benevolent aim allowed for continuity within the framework 
of a federally-funded project. The BHG, on the other hand, made significant scientific 
discoveries from a previously-private telescope. The discoveries allowed for continued funding 
in the project, and the data have been valued by the Group. Hence, if there is an interest in 
collected data for future aims, the techniques for doing so follow, and are contingent upon 
resources such as people and funding. Thirty years ago, research and computing practices in 
astronomy were barely digital. However, current practices are deeply rooted in past methods, and 
to show findings for RQ#5, I sort the findings into three life cycles, people, infrastructures, and 
data. Each have their own temporalities, adding to the complexity of keeping data alive into the 
future. The figure below demonstrates a general idea of how these various temporalities can 
cause discontinuities in scientific practices: 
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Figure 16: Temporalities of scientific research in astronomy 
 
4.61 Lifecycles of people  
 I found in all four telescope sites and in the BHG original members that were there at the 
start of the telescope and were still working there today. At Higgs, an Astro-archivist that our 
CKI team interviewed several years ago had recently retired after thirty-odd years of service. At 
Cannon, an Astro-archivist involved in the project for decades had recently retired, but agreed to 
participate in an interview. At SST a key PI is worried about what will happen to the data when 
the survey is completed. At Vida, too, an Astro-archivist is concerned about passing on 
knowledge acquired after being on the job for three decades. The history of the original creators 
of FITS is emblematic of the current state of staff turnover in each of the four sites. Most of the 
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original FITS team are retired or will retire soon, and there is no clear path of leadership for the 
future. An Astro-archivist explains how integral people are to projects:  
We're finding with [Project A], people are retiring and then their knowledge is 
gone. I think a real issue is: How do you preserve knowledge? Not just data. 
How do you do that when people move on, when people retire? [Project A] is, 
like, thirty years old, yet there's still four hundred, five hundred papers 
published every year. Peer-reviewed papers. So, clearly it has immense value 
to people, and yet we're finding that the people who built it are retiring. 
Sometimes a number of them have died. They were like in their fifties when 
they worked on [it], so people die. Sorry to say that, but it happens. And it'll 
happen to everyone once [laughter]. (Astro-archivist #1, Vida, 2018) 
 Preserving knowledge from key personnel who leave scientific projects is a critical 
component in keeping data alive for the future, as well as informing archival theory. Because of 
the age of the four telescope sites’ archives, original staff are now leaving and a critical juncture 
will take place when no founding members are still working on the archives. 
 One of the key leaders at SST speaks openly about finding ways to enable a successor to 
assume control of the project. As with most university-based research groups, the PI is essential 
to determining the future of the group. The BHG’s PI also considers how best to keep the project 
operational with personnel changes and the passage of time. For astronomers, as others, the 
continuity of knowledge and activities is crucial to paving the way for a seamless handoff.  
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 Several interviewees expressed interest in participating in team work or helping to pass 
on knowledge after retirement. A now-retired researcher for SST addressed training a successor 
seven years ago, explaining: 
If you come to the site, you'll meet him. I have a lot of confidence in his 
abilities, and chances are I am, even if I'm retired, they're going to be able to 
call me if there is a real serious problem we can deal with it.  (Researcher #2, 
SST, CKI-reuse, 2012) 
 Oral history is a well-known facet of apprenticeship in academia. Researchers often 
mentioned this process, passing down traditions and ways of doing things by word of mouth, and 
spoke of their own retirement or the retirement of instruments. Still, as one (Classic) archivist 
explained, it was less clear what might happen to the assembled data:  
It's hard for me to think of [Vida] this way, but now we're an aging facility. I 
still see us as the new kid on the block. We're an aging facility, so we're 
updating, redoing, renovating—and then problems come up that we weren't 
even anticipating, fixing those and stuff. (Archivist #1, Vida, 2018) 
 The senior BHG members addressed passing on knowledge to new members. The PI 
strives for continuity and tries to retain members or rehire previous members of the Group. The 
PI works to preserve the Group by continually applying for grants and seeking other sources of 
funding that might keep the team intact, while also spending a great deal of time on political and 
social activities that might serve the same end. This was true for all four telescope sites: Much 
energy was expended keeping projects funded and retaining the staff necessary to keep projects 
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going. In all four telescopes, the driving motivation was the scientific value of the data, now and 
for the future. An Astro-archivist emphasized, in this regard:  
And I think, when I started here, they told me that the [Higgs] data is 
considered a national treasure. So, we've always worked with that in mind of, 
you know, what we're dealing with is something that needs to be kept forever. 
(Astro-archivist #1, Higgs, CKI reuse, 2012) 
 The above is evidence that the data maintainers cared deeply about their work, 
many dedicating their entire careers to a single mission or survey. 
 
4.62 Lifecycles of infrastructures 
Material infrastructures such as hardware, software, and file formats play crucial roles in 
the process of keeping data alive. Maintenance of these objects, not the objects themselves, are 
key to keeping data alive. In each site participants were actively maintaining data; and necessary 
upgrades to hardware and software were made on an as-needed basis. Older software programs 
for processing data are beginning to show their age, but still function. Lower level infrastructures 
such as operating systems can last for many years. Astronomers still use command line interfaces 
and tools made decades ago in their daily practices. Thus, the pace to obsolescence of 
computational hardware infrastructures is slower than other temporalities such as funding cycles 
or staffing. 
  In my observations, I found that many of the sites had hardware that was older than I 
expected it to be, for example at a multi-million-dollar telescope facility I saw an abundance of 
old Dell machines running astronomy software. I also noticed older tower computers and 
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monitors in offices of astronomers that I interviewed. Funding was focused on the best possible 
instrumentation, and if hardware and software worked, it was deemed “good enough.” During 
my time with the BHG, they were essentially forced to replace some of the older Macintosh 
towers as they simply could not run any newer software, and were agonizingly slow. As is 
typical in university research groups, the newest members of lowest rank received the hand-me-
downs during upgrade processes. 
 While astronomers were able to make do with older machines and software tools to do 
their research, telescope organizations that made data available to the public had to contend with 
keeping their web software and interfaces up-to-date, which is difficult to do because web 
technologies change more rapidly than hardware and astronomy tools. To keep up with modern 
web technology is expensive, as it requires overhauls and maintenance on a more rapid pace than 
other technologies astronomers use. 
Without exception, those interviewed for this research stressed the importance of money 
in any discussion of methods relating to keeping data available. I was told funding new projects 
is far easier than funding public web-based archives in astronomy, although that seems to be 
changing slightly. Perhaps more expensive than storing the archived data is keeping the 
“wrapper” that allows these data to be useful for re-users in the future. Cannon, SST, and Higgs 
make archives available via the Internet, and there is no intention of changing this mode for 
making data accessible. But, ever-growing stores might become too large to download and 
physical media would be necessary to transport data. Predicting future expenses associated with 
keeping archives online is difficult. Web standards will certainly change in the future, making 
timely upkeep necessary. Interestingly, since the BHG has no Web interface through which to 
access the data, team members are not trapped (yet) into keeping the data alive for the public. 
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Instead, the BHG keep their data alive by using them—by constantly touching, refining, and 
adding to them. Their “wrapper” is rather simple: server access, in whatever way that might be 
obtained. 
Several themes emerged as I questioned data maintainers about keeping data alive for 
future purposes. The first was that one cannot predict the newest media the data will be stored on 
and that the ideal is to have several different media, in several different locations. Also, it is 
important to evaluate data every five years and to update media as necessary. File formats, too, 
are important considerations in five-year upgrades. Future file formats are difficult to predict, but 
interviewees said that, as long as data were upgraded to modern formats or maintained in file 
formats such as FITS, they would be sufficient for future use. Astronomy has the IAU to approve 
new formats or to recertify existing formats, which, in light of the past governance of FITS, is 
definitely useful for future data preservation. 
 Cloud computing infrastructures are often touted as the future of scientific research. At 
present, the four telescopes have not yet embraced commercial cloud computing, due to the cost 
of the transfer, suspicions surrounding handing over scientific data to a private entity, and 
potential loss of access to the data. That said, several interviewees mentioned that researchers 
have looked into the possibility of moving data into the cloud on platforms such as Amazon’s 
AWS, Google’s Cloud Platform, or Microsoft’s Azure. One senior astronomer explained that 
these platforms are still not cheaper than hosting a server at the research location, although a 
change on the hosting cost front could usher in yet another change in the way astronomy data are 
preserved.  
 Containerization of data is another concern of astronomy data maintainers. Containers 
provide a lightweight virtual machine environment to keep data, code, and associated libraries at 
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a virtual location. However, since environments such as Docker containers are new, little is 
known about preserving data stored in containers, meaning it could be a non-archival, 
problematic way of storing data and associated code and libraries. For the time being, the BHG 
relies on the local server, with a remote cloud backup used only for data backup, not analysis. In 
general, Astro-archivists I spoke to involved with data preservation were not convinced 
containers were the answer to the preservation-of-environment problem. In my fieldwork I 
observed that most astronomers involved in IT work tended to be rather conservative, and opted 
for long-term stable solutions, and were not interested in adopting the so-called latest and 
greatest technology. The only divergence I witnessed from this line of thinking was astronomers 
using machine learning and other techniques which require a great deal of processing power. 
These individuals did desire newer hardware infrastructures that could handle massive streams of 
data quickly. 
 
4.63 Lifecycles of data 
As astronomy stores continue to grow, choosing what data should be kept becomes 
increasingly urgent. Astro-archivists must decide which data will be made available to the 
public. Sometimes, however, the long-term preservation solution is to place astronomy data in a 
dark archive. An interview with an Astro-archivist reveals how this subset of astronomers looks 
at preserving data:  
Interviewer: I'm interested then at the preservation level. How long are you 
actively planning on curating or making accessible a dark archive preserving 
these pieces? 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Astro-archivist: As long as we're funded for it. . . . the media that we store it 
on, now the optical media is good for, I think, one hundred years. Who knows 
if that's true or not, but we put it on media that we know . . . will last, and then 
we always plan to move it to the next generation, so that you can still read it in 
twenty years. So, we plan to keep perpetuating that as long as we're funded. . . . 
Every few years we migrate the data. . . . When missions end, [the Archive] 
gets their data. . . I hope, you know, long after I'm retired, [Higgs] will end. 
(Astro-archivist #1, Higgs, CKI-reuse, 2012) 
 However, many astronomers I spoke to about long-term data preservation 
stressed the need for what I call the “living archive.”To keep data alive into the future 
requires more than placing it in a dark archive and forgetting about it. Since funding is 
contingent upon researchers using data to make discoveries, a living archive is 
necessary to ensure future researchers the opportunity to continue present 
investigations. Some digital astronomy data archives are decades old. Thus, living 
archives designed with future use in mind can take 50 years as a realistic goal in mind 
for how long data might be made accessible and stored for, or even longer. No one 
predicted technology would be where it is now for astronomy when these projects 
started, and it is equally likely that no one will be able to predict future needs in keeping 
data alive. 
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4.7 Conclusion  
 At all six field sites, astronomers tasked with archival work are most vested in keeping 
data alive. None of the researchers doing preservation and maintenance work on archives had 
formal archival training, taken to mean from fields such as history or library/information science, 
yet all expressed a passion for this type of work and voluntarily chose to contribute to these 
areas. Many of these Astro-archivists noted a shift in recent years to a more data-centric model 
of astronomy, as opposed to the traditional focus on new instrumentation. More and more, 
astronomers are combining datasets and using archives to supplement their work—or they are 
even relying on archives, exclusively. Data-driven science is here to stay, and all participants 
were eager to offer their opinions about information collected over time, as well as thoughts on 
what should be done with these data. 
Science relies on conjuring testable hypotheses that can afford the public access to 
various experimental results and methods of inquiry. Over time, measurements have grown 
increasingly sophisticated, and modern methods of data collection reflect this development. 
Many fields indicate greater amounts of data from observations, simulations, measurements, and 
calculations than ever before, making it all the more important to keep data alive.  
Scientists have more access to more information than at any time in history, but may not 
yet know what to do with it—and may not yet appreciate its significance or grasp how to 
interpret it. But so too is there a practical and even protective rationale for keeping data alive: 
We may need access to them in the case that scientific results are called into question. Or to 
oblige certain funding requirements. Or even because older data might be folded into present 
results, as is the case for the BHG. Beliefs, needs, and requirements can all motivate scientists 
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toward certain data practices. Ultimately, however, every impulse accepts that keeping data alive 
means keeping the evidence produced in science alive—a lofty pursuit. 
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Chapter 5: Discussion 
 
5.1 Overview and summary of findings 
Keeping data alive for decades requires both social and technical work. For research 
groups, deciding whether to prioritize new explorations in science or the maintenance of code 
and data stores can be difficult, although new science is usually the preference. Merging new and 
old data can be time-consuming and problematic. Accumulated data stores demand attention, 
and, over time, researchers’ processes for keeping data alive become more complex, 
corresponding to increases in the volume, variety, and veracity of the data. Because data are so 
important to the future of science, researchers should focus on devising maintenance plans that 
keep ever-changing data understandable while also preserving the bits.  
With limited resources and amid changes in personnel, the Black Hole Group (BHG) 
have built bespoke pipelines for analyzing their data and keeping them alive. Their efforts have 
involved a considerable amount of handwork, a context essential to appreciate the significance of 
the Group’s successes. As one BHG member told me during an interview, astronomers are 
explorers first and foremost. This spirit is evident both in BHG members’ ad hoc methods for 
building tools and in their common desire to explore the universe. This chapter discusses my 
findings and sets them in the context of current research as illuminated by the information 
presented in preceding chapters. I begin with an overview of the findings organized by research 
question, and then explain how these results are integrated across the research questions in later 
sections. 
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5.11 RQ#1 Why is keeping data alive important for astronomers? 
 Both university-based researchers and Astro-archivists have varying reasons to keep data 
alive, with some overlap. University-based researchers desire to keep data alive because their 
science necessitates keeping observations, in particular, time-domain science. Celestial objects 
such as supernovae change over time, and observations can only be made once in cases like 
these. Another reason to keep data alive is cultural; astronomers desire to share data in the public 
sphere to further scientific knowledge, and have a long-established practice of doing so, which is 
the primary aim of Astro-archivists. A third reason is that researchers desire to keep their 
personal or team data alive to further their scientific investigations and publish these findings. A 
final major reason is to keep data alive for future, yet unknown purposes which encompasses 
both researchers and Astro-archivists’ goals. For these reasons, intricate infrastructures, both 
large and small, have been developed in astronomy for the purpose of keeping data alive. I found 
two main types of infrastructures created to keep data alive, the first being the large 
infrastructures which include Vida, Higgs, Cannon, and SST. Each of these four infrastructures 
makes observed data available to the public. The second infrastructure is centered around private 
repositories that researchers use to do their science. The data contained within them are kept 
alive for the purposes of the group, and subsequently take different forms than public astronomy 
data. Since these two infrastructures vary widely in their implementations to keep data alive, 
there is a social disconnect between Astro-Archivists who make data available to the public, and 
research groups who keep research data private. At Vida, there was little interaction between 
Astro-archivists and the BHG. 
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5.12 RQ#2: How did the BHG keep twenty-three years of data alive? 
 I found two main ways the BHG were able to keep their data alive for twenty-three years 
with no external support. The first is that the BHG leadership distributed tasks among group 
members, enabling them to do both scientific research and maintenance duties. Secondly, the 
BHG kept a file system that was easy to understand and therefore new members could 
understand and use it. Much handwork takes place maintaining this file system as it is 
continually revisited of by all members of the Group. The PI adopted the mantra “use it or lose 
it” to drive home the point that the data must be looked at, analyzed, or otherwise the associated 
knowledge within them would be lost. Relatedly, team members are encouraged to pass down 
tacit knowledge to new members to maintain a level of understanding about the data and 
associated research practices. Social methods to keep data alive are critical to the BHG’s 
practices—even more so than technical knowhow concerning preservation. 
 
5.13 RQ#3: What roles do code and formats play in keeping data alive? 
 Astronomers who code rely on the scientific software stack, which is made of pipelines, 
astronomy-specific libraries, and scientific libraries which all rely on operating systems and 
other lower levels of support. Overall, astronomy is moving away from proprietary languages 
like IDL and moving towards Python as the lingua franca. Within the BHG, members write code 
in the language they are accustomed to, resulting in pipelines made up of a mix of code from 
different programming languages.  
 Much of the data the BHG receive from the observatory are in the FITS format. FITS is a 
stable substrate for the BHG to store their data as they begin analyses. At a certain point in the 
pipeline, key information is extracted from the observations and placed into text files for further 
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analyses. These text files can be read by a plethora of tools the BHG use. That said, the BHG and 
astronomers in general struggle to find a format that can be both machine and human readable, 
and useful with their analysis tools. The overall theme of which format to employ was termed 
“good enough.” 
 
5.14 RQ#4: How can understanding ways to keep data alive inform archival theory? 
 I found two distinct types of archives within my fieldwork; the public-facing archives and 
the private-facing internal archives used by researchers and the observatories. Data in the public-
facing archives are prepared by what I call Astro-archivists, astronomers tasked with curating 
and preservation duties. Researchers in the BHG, on the other hand, had to do their own 
maintenance work on their data repository. In each case, the archives are not fixed, they 
continually have data added to them; because the missions and surveys are still ongoing, and the 
BHG continues to analyze their data. 
 I also found that public astronomy archives are often coupled with interactive 
functionality which also require maintenance. Astro-archivists build this interactivity via Web 
interfaces and make the data queryable. Hence, should libraries or other archives desire to 
subsume these data, an understanding of how these functionalities be preserved is necessary. 
These findings inform archival theory by demonstrating various ways Astro-archivists and 
researchers describe, maintain, and preserve their data. 
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5.15 RQ#5: How can understanding the ways data are kept alive for decades inform future 
scientific practices?  
 In astronomy, archives are increasingly being used for research purposes. To show 
findings for RQ#5, I sorted the findings into three life cycles, people, infrastructures, and data. 
Each of these must be considered when looking towards future scientific practices. Oftentimes 
these lifecycles align in discordant ways, which must be addressed when planning for future data 
preservation. Understanding the ways Astro-archivists and researchers keep their data alive can 
inform future scientific practices by creating a road map for personnel and maintenance 
requirements to keep data alive. I will now proceed to discuss findings organized by five key 
themes that cut across all of the research questions: Infrastructure writ large, infrastructure writ 
small, scientific stewardship, science drives stewardship, and the future of scientific data. 
 
5.2 Infrastructure writ large 
A key finding from the previous chapter is the distinction between public astronomy data 
and private astronomy data and what it means to keep each of these alive. Public astronomy data 
are part of a vast linked infrastructure across the world. These data can often be discovered 
online, and are freely available. For these data, aliveness is closely related to accessibility. 
Astronomy has a sophisticated set of linkages between data, publications and abstracts which all 
assist in keeping these data alive.  
The university-based research group, however, is faced with challenges should they want 
to keep their data alive. For one, these data are not generally intended to be shared and are not 
prepared and curated like public astronomy data. These data are fractured and messy, they are 
reduced and fed through pipelines, and take new forms as tables and plots. Therefore, when 
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research groups are tasked with sharing portions of these data as part of a mandate, difficulties 
arise in identifying which data to share, and how to prepare them for sharing. Also, these data 
can be considered the research team’s “secret sauce”, and teams may not wish to share with 
competitors. Academia is rooted in competition, with various groups vying to make a discovery 
first—which conflicts with recent efforts to make research data public. Many research teams in 
astronomy do not keep data for decades, because they move on to new projects and the 
publications are “good enough” as records of past contributions to science. For the BHG, their 
research topic demands that they keep as much data as they possibly can, hence, twenty-three 
years ago, a dataset was born.  
 
5.21 Infrastructure shapes science 
The way PI-driven data collections were taken at the Vida telescope shaped the research 
infrastructure of the BHG and, as a consequence, influenced where and how the data were stored. 
Vida staff initially gave the unreduced data to the PI, after which they were stored on the PI’s 
departmental servers at the university, where they remained under the control of the PI. Because 
the BHG are, at heart, focused on research, and have been more motivated to produce novel 
results than they have been to steward their data sets. Ironically, while these data are central to 
BHG members’ research objectives, only recently have they recognized the immense value of 
the information at their disposal—information that, absent staff support for curation and storage 
of data, ended up being cataloged in a way akin to how it was acquired and processed. This 
method has both positive and negative connotations, for one the Group has a deep understanding 
of their data and as a result have produced highly influential science. The consequences for these 
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cataloging methods result in data that is understandable by the Group, but not necessarily related 
to external astronomy data practices.  
Researchers in astronomy must pose interesting science questions, receive funding, and 
then investigate hypotheses. In astronomy, scientists must also secure telescope time, a process 
that can be competitive under the best conditions, but one that is also susceptible to challenging 
uncertainties such as bad weather. Tight scheduling issues at Vida meant that if something went 
wrong such as bad weather or a failure with equipment meant the BHG lost those observing 
times. With limited resources, and given the considerable amount of planning associated with 
starting new research endeavors, the BHG knew they must keep their data useful. Put simply, 
data are a precious resource, not something that can be recreated or re-simulated. Studies of 
infrastructure have shown how constructed systems determine social outcomes (Hughes, 1983), 
and, in the BHG’s case, the same goes for scientific outcomes. The aims of the BHG to produce 
novel science in a university setting far away from both the telescope and archive staff resulted 
in a lack of interpersonal relationships between these two groups. The BHG were bound to the 
structure and policies of the telescope in a path-dependent way (David, 2007; Mahoney, 2000), 
and the independence of the research groups from the telescope fostered a siloed existence within 
the telescope’s infrastructure. The BHG had to follow the traditional ways Vida conducted 
observations and handed data to the astronomers. Previously, astronomers had to travel to the 
telescopes to conduct observations and collect data. Presently, the BHG often observe remotely 
from their university and so only directly communicate with the instrument operators at Vida. 
The very infrastructures which enabled remote observing also allowed for groups to not have to 
physically meet one another. The distributed nature of these infrastructures has, in some sense, 
reduced the type of knowledge exchange which happens when groups work together, in person. 
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In several interviews, researchers explained that the only way to get science done was to 
take charge of their own data, keeping it alive among incompatible computer systems, absent 
Internet options for sharing information (too big to download), and with only various-sized tapes 
and hard drives for transporting or storing large files. The BHG’s present data stores have a long 
history of bits moving through the Group’s machines, and the stars’ stories can still be 
interpreted and understood. 
 
5.22 Do-it-yourself  
 Astronomers explore our universe. Always intrepid, these scientists have built their own 
file formats (one of which became widely adopted, FITS), as well as associated file readers and 
other astronomical tools, while also designing the telescope instrumentation. For builders and 
maintainers of FITS, the file format filled a social role of collective decision-making as to what 
functionality the format would have. Research groups such as the BHG who did not take part in 
these activities were users of the format, which, it turns out ending up not meeting all of their 
needs in pipeline processes. 
 By definition, astronomers must do their science with instrumentation and tools of 
analysis. Because they could not locate commercial software resources to meet their needs, they 
engineered the necessary materials and then released them to the community. Some of these 
tools from the larger astronomy community were useful to the BHG, but, when the Group’s work 
called for resources still unavailable, BHG members had to create their own solutions. Clarke 
and Fujimura’s (2014) research on scientific work as craft speaks to the BHG’s practices in this 
regard. Clarke and Fujimura wrote that tools, jobs, and the “rightness” of the tools for the jobs 
are “co-constructed, mutually articulated through interactions among all elements in the 
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situation” (p. 5). These “elements” evolve, as do the social processes connected to them, and thus 
keeping these tools running properly requires time and attention. 
 The ad hoc quality of the BHG’s work derives from their work practices (Latour & 
Woolgar, 1979). The apprenticeship model, stemming from the university structure, enables a 
new apprentice, such as a postdoc or graduate student, to enter the Group and immediately begin 
working on a piece of the project. Those new to the Group are left to figure out research 
processes on their own, and the PI does not demand that a particular programming language be 
used, meaning that new hires will apply the skills they acquired elsewhere.  A hodgepodge of 
tools, code languages, and documentation are, therefore, created in heterogeneous ways. This 
tangled system of assembled pieces functions in a symbiotic way, with the discretely built parts 
relying on one another to function. In this way, the materials at hand (including tools and data) 
shaped what could be done and, therefore, the scientific result (Pickering, 1992). These data were 
a function of observations achievable amid the potential for earthquakes, bad weather, and 
instrument malfunctions, and captured data determined what, if any, science could be done 
(Rheinberger, 1997). 
 Science is, in this sense, craft work, carried out by informal and tacit methods; but this 
does not mean the BHG’s work is not rigorously executed (Ravetz, 1996). In fact, on account of 
the relative scarcity of their data, and because their work is within realms of error bias, the BHG 
are extremely cautious in making claims. The BHG run many separate analyses, including 
adding simulated data, to attempt a kind of convergence on an acceptable solution. The BHG 
enact these practices by using tools they have created themselves. Latour and Woolgar (1979) 
developed the notion of the black-box, a tool that is now taken for granted as a part of the 
system, its inner workings not understood. The BHG, due to their constant replenishment of 
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postdocs and graduate students, retain tools made by earlier members, tools that have acquired 
black-box properties. Still, newer members of the Group can and do question black-boxed tools, 
perhaps reengineering resources to apply to new contexts. The simplicity and flexibility of the 
tools allows for this. The researcher as bricoleur uses those tools at hand: in this case, simple 
astronomy tools or scripts built into a pipeline (Levi-Strauss, 1966). 
 By looking at scientists as bricoleurs and viewing science as craft work, I note that the 
BHG’s tools and processes highly relate to how science discoveries are made within the 
collaboration. The idea of science as craft work relates to information scientists’ investigations of 
digital curation and preservation as being a craft activity as well (Ross, 2012). The BHG’s 
hands-on, iterative research methods are deeply embedded in the tools they build and use, and 
members’ idiosyncratic practices isolate them from the larger astronomy infrastructure when it 
comes to sharing tools and data. The distribution of sections of tools to be built and the analytic 
duties of Group members resembles a quilt patched together over time. Because Group members 
write their own code, in their own way and for their own contributions to the pipelines, work can 
be distributed; however, this lack of standardization is challenging because the resulting 
pipelines are a hodgepodge of different researchers’ efforts. The complexities of standardization 
in science is found throughout literature examining these issues (Fujimura, 1996, Edwards, 2004, 
Edwards et al., 2011). 
 Perhaps the least disruptive way of managing multiple code languages and methods 
employed by different personnel is to require anyone leaving the Group to complete an “off 
boarding” training and report. Detailed methods and types of tools can then be described by 
continuing members and, ideally, documented for the use of future members. The BHG recently 
discussed standardizing members’ programming language. Some said this was unrealistic; 
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certain experienced coders stressed that it didn’t matter—that “Python wrappers can be written 
for any code” (BHG Researcher #3, 2018). This is the conundrum of a science-first 
infrastructure: Allowing new members to maintain their own research practices, including 
programming languages, preserves their science skills as they enter the new system and saves 
them from learning new techniques. Still, it yields a system with diverse methods, programming 
languages, and an increasing number of path-dependent practices.  
My research demonstrated the challenges to improve the Group’s data and code 
maintenance and analysis processes because changes must align with the Group’s science goals 
and collective facility with technology. Advances in infrastructure implementation must afford 
researchers flexibility but must also be comprehensive and maintainable as a whole (Kincheloe, 
2005). Studying the building and maintenance of scientific infrastructure requires understanding 
how allowing scientists to use their own knowledge and technological know-how is vital to team 
research, as opposed to the organization of much of the public astronomy infrastructures, which 
are typically more top-down and standardized in their computing practices. A deeper 
understanding of scientific computing practices should consider researchers’ needs and 
technological skills to better evaluate future system designs. 
 
5.23 The immutable mobiles are hard to find 
 While BHG members are constantly touching their data, newer members can have a hard 
time finding what they need. The causes could be because their data have been organized in 
different ways (e.g., by instruments, dates, observation runs, or other classifications) by various 
Group members. Only a few organization methods are available to the team. Standard file and 
folder systems lack multiple views for browsing and finding information; these systems are 
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designed for users who know exactly what they are seeking. With search options limited, BHG 
members might ask another member for advice on where certain data might be located.   
In my field work with the BHG, we discussed relational databases as a potential solution, 
facilitating more efficient searching, although this option would require members to learn a 
query language such as SQL, while also finding ways to fit the data into a database. Cooper and 
Rieger (2018) highlighted the ways researchers need internal discovery tools, because they are 
both creators and users of their collections. Building relational databases and providing complex 
interfaces for both internal and external users of astronomy data can be a difficult, expensive, 
and time-consuming task. Over a few decades, SST built an expansive online interface for the 
public to search survey data. Web technologies change more quickly than server tools and 
pipelines, often because Web technologies are commercial products. One might, for example, 
build a webserver on a system platform for content management and a database such as SQL 
server. Astro-archivists may be tasked with doing or managing Web work. I found that the 
maintenance of this Web work was time consuming, and also technologies not used in astronomy 
practices so had to be learned, e.g. JavaScript. The BHG, all active researchers, might resist this 
time-consuming method for making data available.  
 The BHG do not typically interact with their data via a GUI interface. If they happen to 
do so, these interfaces are rather simplistic in design, but not in functionality. The simplicity of 
tool interfaces is common in astronomy, where most researchers are comfortable with command-
line interfaces. Because their filesystem on their server is accessible to all members, these files 
serve as boundary objects that can be viewed where they live on the server (Star & Griesemer, 
1989). File structures are understood by the entire Group, but the specific, individual 
interpretations of their meanings vary from member to member. A shared understanding is, 
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therefore, possible, as the boundary objects create an infrastructure where meaning can be 
understood through translations. Interpretation of the meanings of files varies because they have 
been processed by different people in different ways. Still, the BHG must reach a consensus 
before announcing results. Successful negotiations, calculations and recalculations, 
interrogations and re-interrogations of the contents of these files constitute a finding (Latour, 
1986). 
 BHG members have a system that allows them to search and sift through files, 
scrutinizing lists and folders organized and labeled in various ways; however, as more data is 
added to the stores, hand-management becomes more difficult. Because the BHG’s work 
methods are so tightly coupled with how the Group stores its data, it would behoove members to 
establish a flexible system for discovering data that would still allow scientists to “stroll through 
the stacks.” Designers of infrastructures must understand how such bottom-up systems work: 
The infrastructure evolves from the inside, as a function of science practices, rather than from the 
outside, in a top-down taxonomic manner (Latour & Woolgar, 1979). A useful lens, here for 
designers, is an analytical approach to understand the mechanisms determining the way social 
practices play out between individuals that could shape an understanding of their technological 
needs (Hedström & Swedberg, 1998). 
In Laboratory Life, Latour and Woolgar (1979) focus on the desks of the scientists as 
being where science is done as opposed to focusing on the machines in the laboratory. On these 
desks, papers as literary inscriptions are representative of the “prototype of scientific work in the 
laboratory” (p. 47). Latour and Woolgar continue describing a desk’s contents:  
On the left is an opened issue of Science. To the right is a diagram which 
represents a tidied or summarised version of data sheets lying further to the 
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right. It is as if two types of literature are being juxtaposed: one type is printed 
and published outside the laboratory; the other type comprises documents 
produced within the laboratory, such as hastily drawn diagrams and files 
containing pages of figures. (p. 47) 
This is a similar juxtaposition seen on a BHG member’s desk, yet in this case the Science 
article is on the computer screen, and in an adjacent window displays a text file with a series of 
tables of numbers and plots. This juxtaposition between internal and external objects is also the 
case for the BHG’s data: there are data prepared to release in publications, and other data that are 
intended for internal use, akin to Latour and Woolgar’s “hastily drawn diagrams.” Like Latour 
and Woolgar’s diagrams, the BHG’s tables and plots are the epicenter of doing their science, 
representing boiled-down conclusions that originated in FITS files. Thus, the point of departure 
in the pipeline from FITS to text files is a critical juncture, as information becomes streamlined 
and simplified, the FITS files are no longer necessary. The lack of necessity, however, creates 
issues of lost provenance, but this is of less importance to the BHG, who re-run pipelines to 
verify results. Re-running pipelines creates a convergence of multiple streams of data to a ground 
truth, replete with associated error bars. 
 
5.24 Keeping logs and tapes, the last non-digital bits 
 As a BHG graduate student said to me during one of our meetings, “I’m too young to 
have tapes or any material objects related to my observing. What do you think I will keep in my 
office as evidence of my work?” This question stuck with me, and I thought that, in the future, 
these objects will probably be smaller than their predecessors. But will they? Consider that, as an 
example of nostalgia, many people born in the 1990s have discovered vinyl records—a less 
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practical option but one that delivers superior sound. Will material forms in science trend 
smaller, or will a similar sense of nostalgia move forms to develop in different ways? Future 
researchers will determine how the preponderance of screens can best interface with scientific 
practices (Thrift, 2005).  
 In the last few decades, material aspects of astronomy have been drastically altered, and, 
to a degree, digitization practices, while still powerful, have become more abstract. For example, 
astronomers rarely get to view a telescope through an actual eyepiece; more often, they stare at 
screens in a remote observatory, far removed from the telescope and its environs (Thrift, 2005). 
Astronomers also look at screens of data archives. Images of stars are transformed into an 
invisible array of data. Stars’ movements across the sky become 2-D plots (Hacking, 1992).  
Finding meaning in materiality can be a social activity that reminds astronomers of the 
material aspects of science (Rheinberger, 1997). For example, the BHG made a trip to Vida 
telescope so that all their members could see the telescopes and instruments, firsthand—which 
some members had never done, particularly members who do not observe. Another benefit of the 
trip was to further cement relationships with the observation team at the telescope. During 
remote observing runs, the BHG interact with Vida teams at the observatory via 
teleconferencing, although researchers do not often meet in person. This visit furthered the 
BHG’s understanding of the larger infrastructure of the observatory, and the bonds created 
through such efforts are often as important as the science itself. At the same time, how material 
representations perform the work that makes up science in digital forms matters deeply to the 
way that humans experience the systems at hand (Dourish, 2017). 
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5.25 Use it or lose it: All hands in the data 
 At the BHG’s university, employees of research groups can only remain in their positions 
for five years when they are being supported by soft money (i.e., when they are being funded by 
a grant). These conditions were meant to ensure employees in soft money positions wouldn’t be 
taken advantage of, but they also lead to a high rate of turnover. It is difficult to find funding to 
support permanent non-tenured employees to work in research groups, a reality that is 
increasingly problematic in fields such as astronomy, which require teams of skilled people to 
conduct research, and which can encourage “pi-shaped” (p-shaped) employees, or those with 
more than one area of expertise (Hartman, 2005). The CKI team has examined these labor issues 
through the lens of data management and expertise (Sands, 2017; Wallis, 2012). Wallis found 
that students and postdocs working on earth-science projects lacked the data management 
expertise necessary to make a long-term project viable, while Sands found a “temporal expertise 
gap” between survey employees who were up to date with current data management practices 
and employees in leadership roles who had dated views on data management practices. 
 For observations and information gleaned externally (i.e., not from the Group’s 
observations or simulations), the BHG can rely on the larger observational infrastructure to 
obtain reduced data; however, the BHG are largely on their own when it comes to data analysis. 
In light of these restrictions, it is possible that the BHG data were kept alive because they were 
continually being touched due to the PI’s methods of directing the graduate students and 
postdocs to contribute to the pipeline, while also creating novel research. The PI directed all 
members of the research team to be involved in data analysis centered on a specific data set and 
consequently created a data-driven universe including all members.  
As I summarized in Chapter 4 RQ#3, BHG’s method of keeping all data relating to an 
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ongoing project was atypical of astronomy research groups. One senior member of the BHG 
recounted to me working on other projects where, following the publication of the results, the 
analyzed data were forgotten and lost. The senior member indicated that the BHG practices were 
atypical in astronomy.  In cases like these where data are forgotten and lost, the data themselves 
were not considered important, and similar examples of this tendency populate previously 
published CKI research projects.   
 Wallis et al. (2007) suggested that a largely student research population was problematic 
due to its rapid turnover and reliance on an oral exchange of information, and Wallis et al. 
recommended developing tools, services, and policies to better organize data and their uses—in 
essence, promoting digital libraries for storing metadata and associating these libraries with 
relevant data. In principle, this seems like a reasonable idea; however, while it has been only 12 
years, the scientific data from the group Wallis studied no longer exist. Verily, the BHG need a 
more robust system for data management, but, based on my findings, that system must be 
carefully integrated into the Group’s extant data practices.  
Removing data from the BHG’s immediate environment and storing it elsewhere runs 
counter to the spirit of keeping data alive by retaining a proximate connection. Adding another 
set of tasks for the Group to embrace or, worse, adding yet another tool for members to learn, is 
not an organic response to the problem. From the perspective of researchers, it also comes across 
as an imposition. Star and Ruhleder’s (1996) canonical work demonstrated this effect, showing a 
failed infrastructure built by computer scientists but intended for use by biologists. One problem 
the biologists had was that they used Macs, and the system was designed for Unix, which the 
biologists didn’t know how to use. Information science and related fields have highlighted 
numerous other examples of failed tools and infrastructure built for scientists, and studies have 
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shown that research tools and systems can fail because they do not integrate with existing work 
practices (Pasquetto, 2018). For this reason, tools should mimic scientists’ research practices, 
with a design and implementation that seamlessly fit within the existing environment. No other 
options appear sustainable: The preservation and maintenance of data will not last more than a 
few project cycles, allowing entropy to return in full force to the status quo. As Griesemer (2014) 
explained, in this regard, tools are shaped within both the context of work and the “rightness” of 
solutions offered, and materials used to conduct scientific research should enjoy a more 
prominent role in the collective consideration of the practice of science.  
Scientists often resist data-storage and management solutions out of concerns including 
cost and doubts about the method’s longevity. In 2019, the Digital Preservation Network, a six-
year-old data repository created to allow academics to deposit their data, will be shutting down, 
and is certainly not the first to fail (Schonfeld, 2018). Put simply, the Network was unable to 
remain financially solvent. This should give pause when considering how research groups 
interact with such organizations. There are no guarantees in the permanence of infrastructures 
like these either, which are themselves grant funded. 
 
5.26 Making new science from a rich data set formed with tacit knowledge 
 The BHG’s entire data set offers many possibilities for research. The Group have a larger 
mission and also ongoing smaller projects such as dissertations. In the years that I was with the 
BHG, members published a number of papers about the Galactic Center of the Milky Way. The 
possibilities generated by the data set have kept the BHG vested in the products of their work 
and have made it a priority for them to keep their data alive.    
 To sum this Section 5.2, the BHG are in the process of deciding whether to maintain the 
  
 174 
 
 
status quo, which has worked to keep their data alive for decades, or the Group can make 
incremental changes to improve problematic sections of their data and research workflows. The 
BHG have previously tried out several solutions, including establishing a third, cloud-based 
backup of their raw data, offering training for Git (a versioning tool) best practices for GitHub 
and Bitbucket repositories, instituting a weekly meeting on data and code, and carrying out 
server and other computer upgrades. Some BHG data are in a Maria Database (MariaDB), and 
the schema for these data is currently being reviewed and changed to reflect a structure that 
mimics the Group’s pipeline processes and the way members collect data. Future plans include 
creating views for the database, more efficiently organizing files external to the database, 
looking at cloud analysis tools and storage, creating test cases for VO compliance, and moving to 
an SQL interface that is similar to how sky surveys make their data available. Bowker (2005) 
wrote about new forms of infrastructure that have emerged to help preserve knowledge in 
science: in essence, an indexed, external memory. Databases and other technologies can store 
human memories, but science teams should carefully evaluate the storage forms they adopt, 
because these forms shape our collective understanding of the knowledge stored within them 
(Dourish, 2017).  
 The BHG navigate between technological tools and scientific practices to explicate a 
particular slice of the universe. Keeping data alive means more than preserving bits; the 
technologies employed are essential to undergirding the preservation of knowledge. In this sense, 
how the BHG managed to keep their data alive has everything to do with their present and future 
plans for doing science. As Bowker (2005) observed:  
We need to open a discourse—where there is no effective discourse now—
about the varying temporalities, spacialities and materialities that we might 
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represent in our databases, with a view to designing for maximum flexibility 
and allowing as possible for an emergent polyphony and polychrony. Raw data 
is both an oxymoron and a bad idea; to the contrary, data should be cooked 
with care. (p. 183) 
 Because the BHG’s data—while not “raw data” in the Bowkernian sense—are 
constructed from deep scientific memory practices, they take a form that is crucial for memory-
preservation. These data have been carefully analyzed and handcrafted into stories of stars, gas, 
and other strange objects floating near SgrA*. As such, technologies must honor the fact that 
these are constructed stories, that they are built from science and memories. These memories 
stem from past research experiences not documented elsewhere. Over time, these stories become 
data that in turn become parts of knowledge infrastructures; and, if kept alive, they can provide 
information for present and future users. Understanding knowledge infrastructures and their 
linkages can improve infrastructure design, as well as the potential sharing of data across 
disciplines (Borgman et al., 2009; Bowker, 2005; Edwards, 2010; Star, 1995). 
 
5.3 Infrastructure writ small 
 The core of my research is at the code/format level of BHG work practices, a level where 
infrastructural labor is rendered visible and seen only as a means to an end. Maintaining 
pipelines is so deeply related to the scientific processes that occur from them that fully 
understanding these processes requires deep-domain knowledge and coding skills. As Jackson 
(2018) suggested, scholars can benefit from seeing repair work as a way of rethinking 
perceptions of systems and people interacting with them. In the Findings section on data and 
code (RQ#3), I detailed a section of the pipeline and highlighted areas where breakdowns 
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occurred. The BHG desire faster processing capability, more time to develop code, and more 
personnel to write and maintain code, and I tried to imagine a world where they could conduct 
research with all these things. Entangled and broken bits of code are, to me, as essential to the 
process as the endless verifying and re-verifying of calculations and error estimates. An efficient, 
black-boxed system would give pause to a skeptical astronomer; hands-on interactions, while 
time-consuming, are as important as the actual labor that supports scientific payoffs.  
 
5.31 Roll your own code in astronomy 
 Code, according to Rheinberger (1997), is an “epistemic thing.” It automates analysis. 
Code is commonly anthropomorphized; researchers talk about “its” behavior—how it can act 
funny, strange, or quirky. As pipelines process data via code, this terminology implies a 
directionality: It suggests that code moves data into different forms and different places. 
However, from a researcher’s perspective, all of this is done on a series of screens and through 
stepwise calculations (Thrift, 2005). Code results in iterative inscriptions—numbers and plots in 
the case of the BHG (Fujimura, 1996). Here, I take Ingold’s (2007) view of looking not at the 
code itself but rather at its properties and development as it flows through pipelines.  
 Although the original, raw data the BHG have collected remains fixed as data in files, the 
code used to process the work has changed. Some pieces of software still exist from decades ago 
and have been combined with newer code bits, now usually written in Python. In performing an 
infrastructural inversion to surface code, I found the code layer to be the most contentious for the 
BHG (Star & Ruhleder, 1996). Largely because of the astounding number of uncertainties 
coming from all directions, the BHG’s code has to work accurately and consistently. Weather, 
improper alignment of instrumentation, other objects in the sky blocking the target, and all 
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manner of observational distortions affects their work, and thus, to avoid introducing even more 
uncertainty, the BHG’s code had to function exactly as intended (Mackenzie, 2006). Code that 
fails to meet expectations becomes the priority, not just part of the background, and it requires 
the full attention of coders, thereby distracting them from science tasks. Of concern was the 
massive amount of time spent by coders in the group writing scripts and working on the pipeline. 
Pipelines, due to their specificity, are created and maintained by the BHG and, for the most part, 
do not allow for collaborations with other groups.  
 
5.32 Spacetime and codetime 
 Spacetime combines the three dimensions of space with time to form a four-dimensional 
continuum. I have coined the phrase codetime to refer to a continuum where code exists through 
time, and where its effects can be seen in a relative sense. This notion is similar to Kitchin and 
Dodge’s (2011) term code/space, which was used to describe temporalities and spacialities 
created by code. For example, when code assumes its performative form and is running, these 
processes are inexorably linked to a time frame. Code cannot be extracted from the time it takes 
to perform an action. The BHG consistently cited speed as the most desired factor in their coding 
practices; they wanted their code to run faster. Generally speaking, most people prefer faster 
computing practices, but this is all relative, as is codetime. Faster outputs, for the BHG, mean 
more efficient practices and the ability to meet science goals. The BHG could always rewrite 
their code to run faster, but what effect would speed have on the Group’s practices?  
As Latour (1987) indicated, lab instruments (such as tools made from code) can become 
black-boxed and taken for granted. Even if the BHG were granted their wishes, I posit, supplied 
with smoothly working pipeline systems capable of generating results with the push of a button, 
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members would still be dissatisfied out of a lack of trust of anything they did not build. I say this 
because BHG members are constantly packing and unpacking their results, fastidiously combing 
over them and offering only tentative assertions. If the BHG had a black-boxed tool to run their 
calculations, they would inevitably open it and dissect its inner workings to verify it was indeed 
yielding correct calculations. In this sense, a bottleneck in the pipeline is not necessarily a 
negative attribute but is, instead, a natural breakpoint where a human hand can check the work. 
The BHG do not inherently trust any information they receive: Each bit is carefully inspected 
until there is agreement and until the Group can make a claim. In the spirit of Rotman’s (1987) 
zeros acting as placeholders in a string of numbers, I view the breakpoints in the pipelines as 
opportunities for pause, as prompts affording a fixed viewpoint of codetime. 
 Tools made of code for creating scientific results must always have an open-endedness 
allowing inspection by researchers. Commercial software tools perform actions, with users 
having little understanding of how mathematical calculations, for example, are actually 
performed. At the same time, the BHG use bespoke tools hand-built by code. Members are close 
to these tools and to the code itself, and their handwork directly affects the types of information 
representation that can occur (Dourish, 2017; Kitchin & Dodge, 2011). Acts of repair and 
maintenance reify the tools’ intricacies. Scientific code practices, while seemingly brittle and 
inefficient, engage researchers in a hands-on manner, enabling greater understanding of the tools 
producing inscriptions that, in turn, produce scientific knowledge. In sum, the bespoke practices 
are inefficient but also necessary to produce scientific validity. 
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5.33 Interdependencies of code 
 Code is the most fragile element discovered when performing an infrastructural inversion 
and when looking at lower, hidden layers. Code is also the most fragile lower element in the 
scientific infrastructure because it is the boundary object showing the most intricate interface 
with the outside world (Star & Griesemer, 1989). For example, astronomy software was often 
written in Python 2. When Python 3 was released, the newer version was not designed to be 
backwards compatible with its predecessor, meaning that code typically had to be rewritten in 
astronomy tools. Many astronomers were unhappy with the decision to release Python 3 in this 
way, but they were hamstrung with only a few options: They could either keep using the 
deprecated code, while losing access to new libraries, or they could switch to Python 3, which is 
a time-consuming task. One of the dangers of relying on external products is that researchers are 
subject to the whims of open-source communities or for-profit developers, a result that affects 
astronomy as scientists move away from proprietary IDL (language) and increasingly employ 
Python.  
 Hinsen’s (2017a) description of a scientific software stack is apt here. As illustrated in 
Figure 12, each layer of the stack depends on the layers below it, and each successive layer 
becomes less specific to the scientist while it grows increasingly interconnected with the generic 
computational world. Parts of the BHG’s pipelines depend on all of these lower layers, and other 
parts depend on only the bottom layer, which is the operating system layer. AstroPy is an 
example of a successful library created by astronomers and managed as an open-source project. 
During several of my interviews for this research, BHG members complained that AstroPy, 
while it is useful, would be updated by the library maintainers without warning, meaning the 
BHG’s pipeline code would break. Some in the Group used AstroPy, some did not. Opinions on 
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the inevitable software stack dependency problems ranged from “I just want something that is 
stable and works all of the time” to “We have to update if we want better tools.” 
 The fragility of the scientific software stack affects many people working in scientific-
computational realms. At present, a researcher using dependent resources such as libraries must 
regularly check for breakages, another example of time-consuming, hands-on work with code. 
Current research on these matters, which some scholars call software studies, suggests these 
problems are policy matters not technical issues (Hinsen, 2017b; Mackenzie, 2006). It is 
becoming more popular to containerize code and operating system environments into lightweight 
virtual machines, such as Docker. Containers let researchers preserve code in its original 
environment. This method is a potential solution for stack issues, yet it is unclear whether 
containers will remain sustainable and functional under new hardware instances. According to 
one software engineer who works for scientists, containers work well in the short-term but pose a 
problem for long-term projects. In short, containers are a way that developers can “put off until 
tomorrow an onerous task that they have no incentive to do today” (Neeman, 2018). 
 Neeman (2018) also outlined the struggles software engineers face when developing code 
versus maintaining it in its current form, noting how the former is the more rewarded activity. 
The BHG find, as well, that they lack the time and personnel necessary to both maintain old code 
and produce new code for new science. Inevitably, the maintenance portion of the equation falls 
short, and code becomes brittle and breaks. To prevent this, the BHG have tried to depend less 
on fragile code and tools out of their control, although this is not always possible. These tensions 
arise in all scientific practices involving this scientific software stack. Hinsen (2017a) proposed 
the term software collapse over the term software rot, because the latter blames the problem on 
the software itself, which, in his view, was not an accurate depiction. Rather, he urged, the 
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foundations of software shift over time, causing collapse. 
 Why software ends up collapsing is a complex issue, but Hinsen posited that the problem 
was in the bottom layer of the stack, where non-scientific software components also lived. On 
this, he referred to “market incentives for shaking up the foundations of commercial software, 
which then cause collateral damage elsewhere, such as in science” and recommended that 
scientists could keep the stack stable by building their own bottom layer for scientific aims. The 
BHG though are part of an ecosystem that has a foundation suffuse with commercial interests, 
making the base fragile for scientists who rely on it.  
To their credit, the BHG have been conservative, careful to adopt only software solutions 
and languages that are stable over time. Members spend a great deal of their time repairing code 
and maintaining their pipelines. All of the programming languages the Group uses are as old as 
the data itself. Libraries, like AstroPy which was created in 2011, are newer. Software is quite 
visible when it balks and breaks often (Bowker & Star, 1999; Miller, 2005), so the BHG must 
constantly work to keep their code alive. In line with the burgeoning scholarly field of repair 
work, I want to transcend traditional perspectives that primarily only identify holes and weak 
areas in systems. Instead, in the spirit of Jackson (2018), I aim to reimagine code work with the 
idea that “taking repair seriously can help us towards more timely, materialized, and hopeful 
ways of thinking, making, and fixing the worlds around us” (p. 346). 
 
5.34 The format as a foundation 
 The BHG uses TXT, CSV, and FITS as their three main file formats, each of which is 
decades-old and compatible with a variety of software programs. Thus, BHG members are free 
to employ their own preferred tools for manipulating files. The Group require a common 
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substrate to communicate because members bring their own programming language and tools, 
and these three formats fit the bill. None of the three formats are patented, and a key similarity 
between them is that they either have human-readable sections in their files or they are entirely 
human-readable. There is no official standard definition of a text file, although there are common 
formats such as ASCII and ANSI. Nor does the CSV file have a standard definition, it is a text 
file containing delimiters such as tabs, spaces, or commas. The FITS file is similar in this regard. 
A FITS file is, likewise, not fully standardized, offering flexibility in its structure. Each of the 
formats are “good enough” in the sense that they can be opened by various tools, they are free to 
use, and the information in the file is usually interpretable by humans.  
 It is famously difficult to exploit astronomy data for profit, so it is not surprising that the 
formats these data live in are neither patented nor controlled by for-profit entities. Formats such 
as those mentioned above give rise to a panoply of tools able to digest the information they 
receive. The descriptions of these three formats are de facto standards. They are not approved by 
formal authorities such as IEEE or ISO, although they are considered stable and accepted 
formats over many years of use.  
In this sense, the formats can also be considered boundary objects enabling the sharing of 
information. Star and Lampland (2009) asked how people dealt with the multitude of 
interlocking standards in their lives, and I extend this query by looking at interlocking standards 
in science. Astronomers build tools that might be sanctioned by the IAU (International 
Astronomical Union), so there is some flexibility in terms of what is compliant (or what is 
partially compliant). However, building software tools is not rewarded in astronomy in the sense 
that scientific research is, so as an activity is discouraged by research group leaders. This puts 
software tool building into a unique space: a necessary but unrewarded activity.  
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 Astronomy standards have emerged over time relative to astronomical infrastructures, 
with quantification standards being the most robust and with data representations being more 
flexible. Enactments of standards are iterative and not always successful, as was the case for VO 
standards.  
 The BHG subsist in an environment of mixed standardization. Quantifiable 
measurements are highly standardized, and the ways of obtaining these measurements are not 
standardized whatsoever. Astronomers can build their own tools, bend FITS files to meet their 
requirements, and diverge from suggested guidelines when building FITS file readers and other 
tools. It appears that the BHG, and possibly all of astronomy, are resting in a comfortable 
epistemological position: They retain sufficient standards to keep their science rigorous, but they 
enjoy flexibility in designing tools to create new science. My research suggests that FITS was 
never made into an ISO standard because the IAU did not want to give up control of it, 
preferring to keep the format for itself—one that was made by and for astronomers. 
 In the way of Lampland and Star (2009), I performed an infrastructural inversion on 
standards of these file formats and revealed a substrate of decades-old technological 
underpinnings. As I discussed in the Findings section, the BHG are considering using the HDF5 
format for their data, although they have not yet committed to doing so. This could be because 
the machine-only aspects of HDF5 are too radical of a departure from more easily read files 
(Price, Barsdell, & Greenhill, 2015). At least one person interviewed for this project stressed that 
HDF5 is controlled by a company (albeit a non-profit one), raising red flags as to the stability of 
the format. The infrastructural inversion of standards in the BHG reveals local infrastructure 
standards, as well as large-scale infrastructure standards from the astronomy community at large 
(Jackson & Barbrow, 2015). On the local level, the BHG do not have policies in place for how 
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their work should be done, what tools or languages they should use, or what computing 
infrastructure they should embrace. The data the BHG analyze are “cleaned” in the sense that 
they have been calibrated slightly and sent from the telescope for further review. In lieu of 
policies, the members follow scientific processes, with code and formats used as a means to an 
end. Due to the interoperability of their tool choices, the Group can, across tools and platforms, 
freely communicate about their research and can assume the stability of the three main file 
formats. 
 
5.35 Formats and files as least common denominators 
 Dourish (2017) explored the spreadsheet as a way for scientists to communicate via the 
cells created by rows and columns. Spreadsheets are a simple accounting tool usable for 
purposes other than financial calculations, and scientists quickly adopted them and, by proxy, the 
CSV file (from which spreadsheets can be easily made), to digitize their work in the 1990s. 
Software applications such as Microsoft Excel were never intended to be ad hoc databases, and 
nor do they perform well in this function, but spreadsheets are still used around the world to store 
all manner of textual and numerical information. Indeed, for some scientific groups, the database 
is the primary method for storing and sharing data.  
Pasquetto (2018) explored the ways geneticists and biologists used a database system 
built expressly for them. Like those in the Worm Community System (Star & Ruhleder, 1994), 
users in Pasquetto’s case study thought the database design was well-constructed but chose to 
share their data in other ways. Pasquetto found that the system designed to store the sequencing 
data was not optimal for retrieval and reuse by those other than the original depositors. The 
BHG, too, do not use their database as a way to retrieve their data; instead, their database seems 
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to be more of an organizational afterthought, employed once data have been processed and 
results have already been published. Microsoft Access (a database tool previously offered with 
the Microsoft Office Suite) was too complicated for the average user, and people ended up 
adopting the Excel spreadsheet as a quasi-database. The BHG do not use Excel, but they do use 
CSV files.  
 
 Many of the large telescopes and surveys, including Higgs, Cannon, and SST, use 
databases and queries to store and retrieve astronomy data. These groups need skilled workers 
who can maintain the databases and who can build sample queries for users. If external users 
wish to access these data, they must learn how to query, meaning they must interact with the 
database in preordained ways. Without these external users, the BHG employ a much more 
informal process of accessing data, perhaps due to the complexity of their (minimal) database 
which contains about 10% of their data. The BHG do not impose standardized ways and 
procedures of dealing with their data; they are creative scientists who work in their own 
idiosyncratic ways, using the tools available to them (Fujimura, 1992). 
 
5.36 FITS as stable substrate to keep data alive 
Not all members of the BHG work with FITS files, but they are all familiar with them. 
“Downstream” researchers in the Group—that is, researchers who do not analyze collected 
data—might use tables of data in CSV or TXT files, but this information was originally created 
from FITS files. As such, the original data from the telescope was organized and structured from 
the start. These files exist today and are alive in the sense that they can be accessed, analyzed, 
and understood; however, if a researcher were to start from scratch using the original FITS files, 
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it would be a time-consuming task to reanalyze and organize these data into forms that could be 
useful for new science.  
 “Format theory” demonstrates that FITS’s effect on astronomy is deep and meaningful 
(Sterne, 2012). FITS’s “good enough” qualities parallel the tradeoffs embedded in the MP3 
format, in terms of sound quality and file size, and the fact that FITS has not been 
commercialized (or commodified) has inspired a software infrastructure of FITS reader software 
tools that are usually open-source, free, supported in an erratic fashion, and without an adopted 
use by those outside of astronomy. The BHG do not often use commercialized tools, but the tools 
they do have are bespoke and must be maintained within astronomy or by the Group themselves.  
 Because most data come to the BHG in the FITS format, the lowest level of data analysis 
is locked in (David, 2007). BHG data are already in a format with a header that is readable by 
humans, and the file can also contain other images and measurements in binary format. Tools, 
therefore, must be able to read the information contained in these FITS files. Because the format 
is noncommercial and non-proprietary, the BHG can merge data into new files and formats 
although they typically use extant tools. Future lock-in is thus optional, as researchers could 
choose to write their own formats and tools to process the data.  
 As sanctioned by the IAU, the FITS standards form the installed base (Star & Ruhleder, 
1994) of the astronomical data infrastructure. The lowest form in the hierarchy of components 
comes from the largest body of astronomy. This is where the BHG are enmeshed within the 
governance of astronomy, and the Group is largely unaware this history. In other fields, such as 
materials science, each instrument can produce data in a proprietary format, but, in this case, the 
FITS file format shapes the Group’s entire path of data analysis. If each instrument in astronomy 
produced data in its own format, the field would be very different than it is today, where most 
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instruments produce data in FITS files. With the future of FITS being uncertain, perhaps 
astronomers will create a new format, one capable of adoption by the IAU and retaining the 
backwards compatibility that has kept FITS-associated data alive for decades. Or perhaps 
astronomers will create competing, incompatible formats, devolving to Babel-like 
infrastructures. As of spring 2019, no decisions have been made regarding the future of the FITS 
format, and thus FITS remains the primary file format for astronomy (Scroggins & Boscoe, 
2018). 
 In myriad ways, code and formats affect the BHG’s ability to keep their data alive, 
adding elements of both stability and fragility. Code is most fragile when Group members are 
unprepared or unwilling to maintain it; formats are most stable when they are conservatively 
governed, non-proprietary in nature, and lacking in much change over time. Likewise, the 
installed base of certain code and file formats in infrastructure provides both benefits and 
drawbacks during scientific processes. Scientific progress emerges from the spaces created with 
bespoke tools and older tools and formats. These code and format choices reflect the slow, 
careful approaches of taking observations and analyzing data, along with the freedom for 
individual scientists to create their own tools and methods while still contributing to the Group’s 
workflows and pipelines. 
 
5.4 Scientific Stewardship 
In the Findings section relating to archives (RQ#4), I showed that the proclivity of 
astronomers to save information and related contextual materials significantly influenced the 
establishment and shaping of archives. I introduced the concept of the Astro-archivists, 
technically savvy astronomers tasked with curating and preserving data made available to the 
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public. Their struggles to identify what was necessary to preserve data informs archival theory 
from the outside. I also showed the maintenance and curation practices of the BHG’s private 
archive.  In the following section, I draw from university-based researchers and Astro-archivists, 
as well as the relevant literature from Chapter 2, to explicate four main themes that can inform 
archival theory. Following this, I explore themes relating to scientific stewardship. 
5.41 Archiving a stream of digital data into a structure 
 Derrida (1996) wrote that the structure of the archive determined what could be contained 
in it. The archive, he stressed, was determined by political, social, and technological forces. In 
the digital archive realm, interfaces, have strong influences on how users perceive, access, and 
understand the contents of the archive (Hedstrom, 2002). Astronomy archives I studied are not 
only digital in form; they are also constantly added to, creating a continuous archive. For the 
foreseeable future, the BHG will add data to their archive, meaning the archive has no defined 
end. Documents and records can shift and change in an astronomy archive, yielding different 
pieces of information, and this fluidity is a critical feature even as it clashes with aspirations 
toward preservation and curation. Consider that images might become irrelevant if new 
instruments can capture sharper pictures of the same phenomena, even if the older images might 
still be useful and relevant to some researchers.  
What exactly constitutes an archive populated with scientific observations and related 
data? From a technical perspective, digital archives can live on servers, in files in databases, or in 
file structures opened with various tools and readers. Archives can also live on tapes, in hard 
drives, or on optical media. The preservation needs for such digital materials varies, and is an 
important consideration for the archivist to understand (Ross, 2012). Digital archives can be 
distributed across space and time—in clouds, on mirror sites, or within proximity of researchers. 
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At the four telescope sites, even though the data were understandable to astronomers who 
collected and processed them, the Astro-archivists needed to possess deep knowledge of the data 
they were collecting and keeping (Palmer, 2011). This included a thorough understanding of the 
instruments used to capture the data, as well as the types of data they produced. When these data 
were processed, astronomers often referred to them by their “levels,” signifying the work it took 
to get them to their current state and with level 0 standing for raw data from the telescopes. 
These levels are important non-standardized structures within the archive, and levels offer a 
loose guideline describing the kinds of data in the archive. 
 Within archival studies, appraisal is an important concept, because researchers need some 
way to evaluate an overwhelming amount of material (Schaeffer, 1992). However, Astro-
archivists I spoke to do not tend to think of their archives as needing to be culled and selected for 
inclusion. Instead, they prefer to retain everything thing and then, subsequently, devise ways of 
making data more accessible through better search queries and other ways of connecting data. 
This seems unrealistic, however, in the future as these stores increase at ever-faster clips (Poole, 
2015). An astronomy archive could possess a continuum of data, all of which is folded into a 
massive and possibly unexplored trove. Astronomically large is a term that can describe 
astronomy data set sizes; at a bare minimum, though, data from the telescopes are labeled and 
stored in FITS files awaiting exploration. These data might be functionally useless due to poor 
visibility (i.e., cloudy skies), or other problems during the observation, and they might not make 
the journey into the archive if they are deemed unusable.  
When survey missions freeze data sets, they create arbitrary boundaries to group and 
preserve sets of data in timed public releases of the survey. This provides structure, perhaps by 
date or location, when preserving or maintaining data in archives. Astronomy is not the only 
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field experiencing continuous streams of collected data. In the general world of data science, 
analysts create dashboards that can re-analyze data in various intervals, providing continual 
scrutiny of a boundless data set. For archival theory, these changing ways of storing and 
analyzing digital data raise questions about the nature of digital data, on the one hand, and what 
special characteristics, if any, can further archivists’ understandings of these data, on the other. 
Digital archives are fragile and complex, and have different maintenance needs than non-digital 
archives. Archivists preserving such digital data should have a deep understanding of the digital 
objects being stored. 
 
5.42 Use it or lose it 
 An archive that is continually being used and added to seems antithetical to the traditional 
meaning of archives as collections made up of physical objects. McKemmish (2001) relied on 
continuum theory to look at archival practices from a temporal perspective. She considered the 
role of recordkeeping in society, and she wondered how this related to communities of practice. 
For the BHG, recordkeeping is a social practice performed, as a rule, by all members of the 
Group. Team members must understand their data and must ensure they have placed the relevant 
analysis into files or as a part of a pipeline. As a way of advancing archival theory, McKemmish 
suggested incorporating how the documents performed in a group structure rather than simply 
looking at the information represented in the records.  
Conversely, I will now evaluate how the BHG’s practices can inform archival theory, 
beginning with the ways the Group’s iterative passes through their documentation have added to 
the dimensionality of their recordkeeping practices. The BHG have enacted “team archiving as 
they go,” and their continual reshaping of the data contained in the archive suggests new 
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approaches for archival theorists interested in group practices. Perhaps new ideas could arise in 
archival theory by comparing differences within practices of archivists to those of scientists 
curating and labeling their own data. This would underscore the bottom-up social practices of the 
Group while de-emphasizing the often too-prevalent technical aspects of science work as it 
relates to digital data. Adding new viewpoints to archival discourse could allow for more 
collaboration among different fields of study (Manoff, 2004). McKemmish (2001) pointed out 
that tensions within archival frameworks, such as local/indigenous and hub/periphery, could be 
seen as a creative balance where “fixity and mutability, evidence and memory, writing and 
orality, are not in opposition. Here records are ‘always in a process of becoming’” (p. 359). 
 The mantra of “Use it or lose it” relates to archival theory because it suggests that data 
are kept alive within an archive by continually being touched. Branches of archival theory imply 
that the archival structure engenders forgetting, in the sense of transferring memory into records. 
Having hands in the data in such a way creates a shared memory, with members knowing their 
part in the symbiotic whole. Even so, touching and using data seem counter to the presumptive 
fixity of an archive. On this, Waters and Garrett (1997) noted: 
The process of identifying and preserving a digital information object as a 
whole and singular work goes well beyond considerations of content. It also 
depends, for instance, on the way that the content is fixed as a discrete object. 
If an object is not fixed, and the content is subject to change or withdrawal 
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without notice, then its integrity may be compromised and its value as a 
cultural record would be severely diminished (p. 14). 
 Many parts of the BHG archive are not “fixed” per se. The archive receives new 
information, and the contents of this information is in flux, amounting to approximations and 
estimates which, over time and with further analysis, create a clearer picture of the celestial 
objects of study. The archive is, in this regard, part of both the past and the future (Derrida, 
1996). That said, there are fixed parts of the BHG data stores, such as images or spectroscopic 
data of measurements, that the Group does not change. The BHG archive, therefore, has both 
fixed and flexible parts, and the members’ hands-on approach to the data facilitates close 
inspection. So, in this sense, when calculated estimates change, they are typically refined with 
new data, such as estimates of the mass of the SMBH or the distance to its center from the Earth.  
Perhaps archival theory can be informed by how the BHG trust both fixed and fungible 
data, as well as those ways their modes of trust differ from archival notions. Garrett and Waters 
addressed this point by discussing examples of regularly updated databases, stressing that the 
“complete record of changes has to be built into the design of the database and fixed at the record 
level” (1997, p. 15). Because most of the BHG’s data are not stored in a database, this 
complicates matters for the Group. I witnessed discussions concerning good next steps in terms 
of preservation concerning the BHG to tracking and perhaps digitally watermarking certain 
objects. The Group’s interest in preserving living digital data could, in this regard, provide new 
directions for archival theory. 
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5.43 The KISS method: Keep it simple, scientist 
 The BHG have an esteemed record of publishing new science and presenting it to the 
world; but, without dedicated IT staff, sufficient time, and the wherewithal to create a complex 
digital archive, their data storage system remains relatively simple. New members must learn 
how to find files, and, in doing so, they can participate in Group efforts and conduct their 
research. Along the lines of Ketelaar (2001), the Group’s archive can be deconstructed and 
examined in new ways. Because the BHG did not hire people to design and build a system for 
them, members are unencumbered by complex systems that are difficult to operate and maintain, 
such as databases.  
Garrett and Waters (1997) added another dimension to simple file-based systems such as 
these, emphasizing that these systems are easier to migrate and cheaper to maintain over time. 
While quantifying costs to maintain and upgrade software and hardware is difficult, it is certainly 
more economical to avoid paying for licenses and server upgrades, if possible. Kirschenbaum et 
al. (2009) presented another way of thinking about simplicity in creating, preserving, and 
maintaining data, noting that, instead of looking at preservation on a file level, entire disk images 
could capture everything. This could preserve everything, leaving room for future possibilities 
and emphases. I contend that the simplicity of the archive is deeply connected to the collective 
memory practices of the BHG. Bowker (2005) eloquently explored this phenomenon in the 
sciences, explaining:  
This book is about the work that goes into creating this avowedly perfect 
memory—about its textures and discontinuities; about the technologies and 
techniques that subtend it, and about ways of thinking about it with a view to 
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designing robust scientific databases that contain traces of the past that are 
currently cast into oblivion.  (p. 4)  
Following Bowker’s line of thinking, the BHG archive resembles a series of prompts 
capable of both stoking the memory and encouraging a fresh consideration of scientific 
problems. On this point, Bowker (2005) emphasized, “What is stored in the archive is not facts, 
but disaggregated classifications that can at will be reassembled to take the form of facts about 
the world” (p. 18). Perhaps the form of the BHG archive is deeply entrenched in the memory 
practices of the Group, especially in the way knowledge (and memories) are passed down from 
mentors to mentees. The Group’s archive is, in this way, part of the members’ collective, shared 
history, underscoring the importance of daily attention to preserve its functionality in the future. 
The simplicity of finding and using information contained within the system may have evolved 
from the ways the BHG internally recall and categorize their science. In sum, connections 
between practices, memory, and scientists’ records of these connections could advance archival 
theory. 
 
5.44 What level of refinement-- and for whom? 
 At first glance, it might seem like the BHG keep all data relevant to their projects; 
however, consistent with Bowker’s (2005) findings, members do not keep information about 
failed experiments or methods, for example, nor any data that led researchers to a dead end or a 
null result. In this way, the Group’s archive represents an idealized set of knowledge, capable of 
being refined into new, still-idealized forms. For public archives, such as surveys and missions, 
the recurring questions are: At what level of refinement should the data be maintained? And for 
whom are they being produced? Soon, the BHG must make more of their data publicly available 
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and must determine what to share—while also considering the means through which this 
distribution should occur.  
 Appraisal is a critical function of the archivist, but, in the case of astronomy, the concern 
is less with what to keep and more with which data deserve to be maintained, as well as how that 
maintenance is best conducted (Schaeffer, 1992). The decision about what to refine relates to 
Eastwood’s (1994) ideas about identifying the properties to be protected: 
From the archivist's perspective and need, archives are not historical source 
material. The first object of archival theory is the nature of archival documents 
or records. The archival discipline consists in building knowledge about 
archival documents and acting upon them in methodical ways to protect the 
properties that they have. Thus, the large theoretical question is what are those 
properties that need to be protected, and why.  (p.125) 
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The “things” that get placed in astronomy archives are thoroughly processed and refined 
on their way to becoming information (Knorr-Cetina, 1981). Mortensen (1999) explained the 
transformation of scientific work into knowledge: 
What comes to constitute scientific fact or knowledge is, in other words, not a 
product of immediate observation but emerges as a result of a complicated 
process. The object of knowledge is determined by the prospect of success. 
The experimenter decides to perform experiments on the basis of an estimate 
of what is likely to succeed and of what he or she is likely to be able to obtain 
funding for. Scientific research is costly, and things that seem improbable will 
not be examined.  The practical limitations on the design of the experiment 
limit the knowledge which may be gained. (p. 12) 
For work to end up in a scientific archive, results must be possible and resources must be 
funded. This is the way all four telescope archives ended up with the observations they did: Their 
proposed projects were evaluated, were found to have merit, and were implemented. The upshot 
of this reality for the Astro-archivist is that important observations were determined well in 
advance, and they were not evaluated by Astro-archivists. The Astro-archivist keeps all data 
relating to observations—for example, whether an observation proposal was accepted. Such 
decisions are generally not reflected in the archive; instead, one can only see the information that 
was captured and collected. Pressing Astro-archivists to preserve the social, political, and 
historical contexts surrounding the collected data could refine archival theory (Mortensen, 1999). 
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5.5 Science drives stewardship 
For many fields of science, data can be re-created by repeating experiments or 
simulations in a laboratory or with a computer. However, fields that require data collected over 
time, which are never again to be observed, such as climate data, are different and present special 
challenges, primarily because these data are used in a cumulative fashion. For Edwards (2010), 
examining climate data over time enabled both new interpretations and refinements of older 
understandings. Scientific change happens through hypothesis-making and interpretation, and it 
affects both scientists’ practices and the kinds of questions they ask of their data. Subfields of 
astronomy that deal with time-contingent observations confront the same concerns. Edwards’s 
(2010) concept of metadata friction, or “the difficulty of recovering contextual knowledge about 
old records” (p. xvii), illustrates the challenges researchers face when using (and reusing) old and 
new data woven together in novel ways. 
 
5.51 Stars’ stories 
In the spirit of Ingold’s (2007) concept of studying an object’s properties, while stars that 
orbit the Super Massive Black Hole (SMBH) at the center of the Milky Way galaxy were the 
actual focus of the BHG’s research at the start, it was the properties of those stars that become 
the actual scientific discoveries. Properties tell a star’s story as it changes over time. Here, 
Latour’s (1987) “immutable mobiles” are helpful for imagining the properties of stars as they are 
inscribed into plots, charts, and tables within text files. Text files are central to the BHG’s work. 
Members must maintain lists of these stars’ properties, including their positions, speed, 
acceleration, and age. New observations add to the stories of these stars’ travels through the 
galaxy. To understand their orbits better, the BHG must preserve the ephemeral bits of data that, 
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taken together, construct a (partial) story for each star. (Note that only one star that orbits the 
SMBH has had its full orbit tracked and understood.) 
Little is known about these stars’ orbits, although more researchers are beginning to look 
at them. Increasingly sophisticated telescopes facilitate greater attention to the Galactic Center, 
revealing how what is known about it has evolved over the past eighty years. What was once 
perceived as a strange source of noise in the night sky came to be seen as an area emitting x-rays, 
then as a possible black hole, then as a home of a black hole with measurements of its mass that 
became more accurate, and then, finally, in the present, as a strange area of outer space 
consisting of a black hole, mysterious swirling gases, and rapidly orbiting stars. At each of these 
moments of discovery and confirmation, the setting and methods for discovery were inextricably 
linked to the instrumentation available as guiding hypotheses were formed. In the way of Knorr-
Cetina (1999), these stories form their own collection of knowledge, instruments, and people; 
they become, in other words, a kind of epistemic culture.  
 
5.52  Time-domain data are important to keep 
 New advances in time-domain astronomy have afforded new analyses of celestial events, 
by combining data collected from multiple instruments and wavelengths (Graham et al., 2012). 
Astronomers are combining data in new ways and from more sources to understand the universe. 
Time-domain science captures the phenomenal rhythms of these celestial events and these 
rhythms, in turn, may clash with other rhythms that occur in the scientific collaborations 
(Jackson et al., 2011). Misalignments of long-term objectives of time domain science are evident 
by funding cycles, infrastructures, and researcher’s length of time spent on projects.  
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 In recent years, new tools and infrastructure to capture time-domain science events are 
being designed and built by researchers as the field increases in popularity. Workshops such as 
ones sponsored by the US Virtual Astronomical Observatory (VAO) identify the necessary 
components to support time-domain science (Seaman, Williams, Graham, & Murphy, 2011). In 
these workshops, astronomers discuss protocols, data models, and using Virtual Observatory 
(VO) standards to integrate instruments, tools, data, and infrastructure. At the same workshop, 
Seaman et al. acknowledge that the semantic technological infrastructures are critical to further 
time-domain science, and are not yet robust.  
 In Chapter 4 I detailed findings that Astro-archivists’ assessment that the BHG’s data did 
not fit well into common structures in public astronomy archives, due to their unique flavor of 
time-domain science, that is, the study of stars’ orbits. However, time-domain science in 
astronomy is changing at a rapid clip with an increase of multi-institution collaborations that 
result in heterogeneous data (Bernardini, 2011). It is possible, then, that these new explorations 
and resultant data could be of benefit to the BHG in new ways to organize time- domain data. 
But for now, the BHG cannot seamlessly integrate with other time-domain science data without a 
great deal of handwork to merge datasets. 
 
5.6 The future of scientific digital data 
 As scientific digital data stores increase in number and volume, the future of digital data 
will surely include issues of maintenance. Complexities lie in the relationships between data 
stores and how they will interrelate with each other. As digital data age and take new forms over 
time, how they will be preserved in the future is unclear. Digital data have been prevalent for 
decades, providing scholars with examples of successful preservation and tragic stories of lost 
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data and other materials. As Kirschenbaum (2010) observed, discussing the preservation of a 
digital piece of art with hypertext:  
[This] work that exists only in digital form not only illustrates the hybrid 
nature of the contemporary archives being created today but also underscores 
that relationships exist among different media types in the same holding. One 
of the primary challenges archivists and others face is figuring out how to 
preserve these connections—across media types as well as within a shared 
environment—and then represent that information to users. (p. 24) 
Anticipating the technological future is a difficult task; however, using lessons learned from 
astronomers who have been keeping data alive for decades could encourage more advanced 
methods throughout the sciences in looking to the future. 
 
5.61 Knowledge handoffs 
 As shown in Chapter 4, knowledge handoffs are crucial in maintaining the life of data. 
Discontinuities in the understanding of processes, procedures, and discoveries can occur when 
members leave groups. Acknowledging the ebb and flow of work activities is an important 
consideration for future collaborations (Jackson et al., 2011). Bus factor, also known as truck 
number, is a term used by technology teams to describe the anticipated effect on a project were a 
member, theoretically, to be hit and killed by a bus (or truck). For instance, if two people on a 
team are indispensable for a project, performing specific tasks that no one else can, then the bus 
factor of the team is two. Thus, teams are wise to distribute information as widely as possible to 
decrease potential points of failure. The same applies to team members’ knowledge of collected 
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and analyzed data, in that a team is best served when all members understand the data and their 
related processes. Encouraging knowledge exchange and improved documentation, training, and 
mentoring efforts could yield a higher bus factor.   
 In the case of the BHG, training practices and handoff are accepted parts of the Group’s 
onboarding processes, although they are not well-documented. For future research teams, it 
would help to formalize these processes by creating documentary evidence. That said, because so 
many BHG knowledge handoffs take place as information is communicated orally, translating 
these events into writing might not be the most effective or comprehensive way to preserve them. 
In addition to documentation, video and/or audio recordings of practices could maintain 
continuity. These proposals are most consistent with the BHG’s actual practices, an orientation I 
would advise because the danger of creating documentation is that the documents will represent 
an idealized method of practices rather than what is necessary to keep the data alive (Bowker, 
2005). 
 
5.62 How to wrap the data  
 I present the most pertinent strengths and weaknesses in the technical infrastructure 
housing the BHG’s data. Interoperability issues among computers were a huge problem at the 
start of digital astronomy, decades ago, but today those problems have been significantly 
reduced. Now, most machines can talk to one another. Still, owing to the increasing complexity 
of systems, new technological problems have arisen, particularly in the scientific software stack 
(Hinsen, 2017a). IRAF, a software tool used by astronomers to process images, has been used for 
over 35 years but is no longer being maintained (“IRAF 2.16.1+,” 2018). Over the past few 
decades it has had trouble with, among other things, licensing issues and spotty 64-bit machine 
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support.  However, in 2018, astronomers at the Space Telescope Institute replaced IRAF with 
AstroPy by adding functionality to the library (Ogaz & Tollerud, 2019).  
Changes such as these created ripple effects for tool-building in the astronomy 
community. Some astronomers have extensive tool sets using IRAF that will need to be rebuilt. 
The BHG, for their part, use IRAF for some pieces of the pipeline but are aware they will need to 
rebuild as necessary. This exemplifies the double bind (Bateson, Jackson, Haley, & Weakland, 
1963) that astronomers must endure: A software tool is developed for decades, yet, due to the 
design of computing machines, scientists are eventually forced to adopt new tools. When data are 
transferred to newer machines and operating systems, the bespoke tools scientists have built 
could break. To discourage this, some astronomers create their tools by adopting slow-changing 
languages, such as C or Fortran.   
 Ironically, these breakages can cause BHG members to spend even more time with the 
data and code—fixing bugs and finding new ones along the way. These unwitting archivists, 
therefore, also become unwitting code wranglers. Because the pipeline is not black-boxed, BHG 
members can see it, understand it, and fix its broken parts. One potential danger for the future is 
that the BHG would no longer have access to pipeline parts or data stores if data ends up in the 
cloud, or if it is accessed by platform interfaces far removed from the team, in both a physical 
and perceptual sense. Some scholars (Mirowski, 2018) have warned against science being taken 
over by neoliberal influences, such as “platform capitalism,” which would likely result in 
scientists being held captive to a single computational platform owned by a private company. 
 Scientists will always be caught in the middle of technology companies battling over 
market share; but, to this point, the BHG have managed to avoid committing to a technology or 
platform that might leave them hostage to a company’s whims. This is largely due to the 
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astronomy community’s strong work ethic regarding the building of tools and formats for 
science. Leveraging industry’s technological advances for scientific gain is not necessarily a bad 
thing; it is akin to a high-wire act, a delicate balance of embracing the latest and greatest 
technology while not being beholden by it.  
 As discussed in Chapter 4, sometimes researchers hand over their data sets to archives or 
libraries for maintenance and safe-keeping. In the case of public astronomy archives, such as 
missions and surveys, handing over data sets to other maintainers would mean astronomers 
would need to “throw over the wall” a complex Web interface with query database back end, 
plus the troves of analyzed data. Along with web infrastructures to make data available to 
external users, interfaces to digital data need to be designed, built, and maintained to facilitate 
discovery to end users. Hedstrom (2002) instructs the archivist to “place themselves visibly in 
the interfaces they construct” (p. 21). In this way, archivists play a gatekeeper role in deciding 
how to make data available and perhaps reinforcing the human hand in data curation practices. 
Web technologies are ever-changing, when compared to astronomy tool evolutions, and 
thus maintaining a Web interface for data could be expensive to maintain and could require Web 
expertise. Astronomers at SST acknowledged that the Web interface tools and features quickly 
became outdated and efforts to keep the data available to the public consumed more time than 
originally predicted. Based on new Web applications, such as Node and React for JavaScript, 
and new demands for websites to upgrade to newer technologies at a constant rate, I do not see 
this trend changing anytime soon.  
For this reason, should the BHG build a Web-based system to share data it would be 
problematic. For one thing, it would require Web expertise, which traditionally trained 
astrophysicists would not have learned, because Web programming languages are different than 
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ones used in the process of research. For another thing, based on the experiences of the missions 
and surveys, the BHG do not have the personnel to commit themselves to this task. Keeping data 
alive in the future means keeping the data in a format and form accessible and useful to 
researchers. Ideally, data, as well as the code base used to analyze them, should be in the 
simplest forms possible to remain accessible and understandable.  
 In conclusion, my findings indicate that keeping data alive means moving them in a 
timely manner through computational infrastructures that can prevent them from being stuck in 
obsolete forms. The fragile scientific software stack presents another vexing matter for the 
astronomy community to evaluate, because researchers must identify the layers on which code 
depends. Libraries that scientists use are often based on open-source projects that can become 
unwieldy.  
I have shown that, for scientists to continue advancing their computational tools into the 
future, they must consider sociotechnical design methods that take into account the human 
infrastructures needed in the curation of scientific data (Poole, 2015). Many of the issues in 
keeping data alive relate directly to human practices, as opposed to having the traditional 
construction of technical practices somehow separate from human work (Johnson, Bradshaw, & 
Feltovich, 2018). Keeping data alive means giving creators and maintainers methods to mimic 
the ways they approach their scientific ideas and problems. Freedom to tinker in the data and 
experiment with them fosters creativity and inspires both new ways of using data and fresh 
perspectives on science. I conclude with Jackson’s (2018) idea of hopefulness embedded into 
practices of repair work. In the context of this dissertation, hopefulness affords an optimistic 
assessment of an increasingly complex combination of computing environments, environments 
shaped by a limited set of resources in which to build, use, and maintain them. 
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Chapter 6: Conclusion 
 
 
 I conclude this dissertation with a review of the five research questions and brief 
takeaways of each. RQ#1 asked why keeping data alive in astronomy is important. To this end, 
astronomy is by and large an observational science, which necessitates keeping data usable for 
the astronomy community at large, for research group’s discoveries, and for future, yet-unknown 
uses. RQ#2 asked how the BHG managed to keep their data alive for decades. Their data’s 
aliveness occurred because the PI created a collaborative environment in which each member 
contributed to maintaining their data stores. Also, the specificity of this astronomical research led 
them to prioritize their data as critical to keep. RQ#3 questioned the roles of code and formats in 
relation to data’s aliveness. Code is time-consuming to create, a necessary evil for astronomers to 
produce to perform analyses. Code has less importance in keeping data alive than formats, 
especially FITS, which provide stable substrates to encapsulate data for decades. RQ#4 asks how 
understanding the BHG’s practices can inform archival theory. The BHG’s close relationship 
with their data, and how their data maintenance practices are deeply related to their scientific 
practices can inform archival theory by reiterating that archivists for scientific data must have a 
deep understanding of these practices. RQ#5 questions how lessons learned can affect future 
practices of keeping scientific data alive. Lessons learned from the larger public astronomy 
initiatives point to plans that aim to preserve data from the very beginning of projects ensure 
prioritization of such tasks. For research groups with private data stores, maintaining continuity 
in the face of ever-changing group members can enable data aliveness. 
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6.1 Introduction 
This dissertation is an exploration into why scientists choose to keep data alive over time 
to further their research. In data-intensive science, digital data stores continue to grow and 
require upkeep to keep them viable. Researchers are increasingly combining data from public 
archives with private data produced from new research, further demonstrating the need for a 
better understanding of how data are kept alive in science. This dissertation explicates the ways 
in which astronomy data are kept alive, and in turn, these findings may apply to other scientific 
fields that are also accumulating large amounts of data and need to preserve them over time so 
that these data remain useful and retain the associated knowledge. Reasons to keep data alive are 
numerous; they might be kept alive for unknown, future uses or to confirm other studies 
separately performed. They might be kept as evidence for previous work and published studies, 
or might be kept as research objects that link to publications and provide more context to the 
results. In this conclusion, I look at implications for the future regarding key themes discussed in 
Chapter 5. The following section details specific recommendations for the BHG to improve the 
ways they keep their data alive, and follow this with sections discussing broader 
recommendations for astronomy, and also science domains that wish to keep digital data alive. 
 
6.2 Recommendations for the BHG 
Having covered the BHG’s methods of keeping data alive to this point in this 
dissertation, I will now make recommendations for the future. I will first offer advice to address 
the ‘socio’ piece of the sociotechnical problem of keeping data alive, and after, discuss technical 
changes that could be made to BHG infrastructure and data practices. First, in Chapter 4 I 
showed how public astronomy data differs from private data in research group’s stores. The 
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BHG use data from public archives, and so are familiar with these archives as end users. 
However, the BHG collectively are not familiar with how these public astronomy archives are 
curated, and maintained. I acknowledge that, at present, for researchers to spend time on a deeper 
understanding of data preservation is generally not rewarded. But activities like improving data 
preservation methods could foster better connections between public and private data stores in 
astronomy. Likewise, Astro-archivists could foster increased relationships with researchers and 
their private data stores to form a better understanding of local curation practices and how they 
differ from the larger astronomy data preservation initiatives. Ideally, leaders in the astronomy 
community could place value in such activities so that participation in such activities could result 
in better collaborations. In addition, inter-disciplinary data practice sharing could result in new 
exchanges of ideas to provide solutions to challenges in keeping data alive. 
For research groups at universities such as the BHG, the universities themselves should 
take a greater role in fostering data curation and preservation practices. This could be in the form 
of strengthening the role of libraries on campus, or providing training and support for 
researchers. Domain-specific training activities could take place to pinpoint researchers’ needs, 
as opposed to one-size-fits-all technological training sessions. In addition, organizations such as 
university libraries must decide what roles, if any, they play in the maintenance and preservation 
of scientific digital data. At present, the BHG’s university offers fee-based data storage, and little 
else, which does not help solve the problem of keeping scientific data usable into the future. 
To ensure better tracking of the use and reuse of scientific research data, BHG 
researchers should learn best practices in citing their data and software. By doing so, reward 
structures for organizations providing data sets, and creating and maintaining open source 
software tools can be improved. For the BHG, a deeper understanding of best citation practices 
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of software and data can foster an improvement of linkages between private and public 
infrastructures. 
The BHG can also make changes on a technical level to improve their data practices. The 
BHG are currently searching for ways to make their pipelines and data more accessible, 
discoverable, and understandable. There are two main facets to this work: making infrastructural 
changes to benefit the group and a future, yet-unknown infrastructural change to make the data 
and code available to a wider set of people. I will supplement these ideas with more technical 
details later in this conclusion, but, for now, consider what this infrastructure could look like.  
 Lee et al. (2006) argued that “human infrastructure” must be considered when designing 
large collaborative computing infrastructures. The BHG comprise an idiosyncratic infrastructure, 
where the majority of members are both builders and users. Various temporalities of the Group’s 
processes involve humans, instruments, data, and science over time (S. Jackson et al., 2011). I 
suggest an infrastructure that replicates the BHG’s science processes and that situates these users 
and builders within a framework of intuitive resonance—that is, one that reflects the ways that 
members actually work. The Group’s current arrangement accomplishes the goal of an 
infrastructure based off a group’s practices, but improvements are possible and should be carried 
out without causing extra work for team members.  
 Because the pipelines are built and maintained by many people, along the way, the 
provenance of data and code is often lost because of the various mutations. I envision a system 
whereby the metadata to track provenance (and all other metadata) remain with the data, perhaps 
in headers of files, allowing the origins of reduced and analyzed data to be traced. Keeping track 
of files produced in various states of analysis is a difficult problem, along with data and metadata 
issues. Automatically generated watermarks or special headers on files could provide even more 
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context and might reduce the Group’s reliance on the team’s tacit knowledge. Visualizations of 
how files are connected would help the Group understand how their data fit together. These data 
are all there (i.e., together on the server), but they do not currently enjoy a system that can 
demonstrate their connections.  
 This arrangement need not, necessarily, be a database; it might be a non-relational, or 
relational database, or simply a file system. If it remains a file system, tools could be built to 
enable connections between files, such as in a server-level approach. There are advantages and 
disadvantages associated with switching to a database-driven system. One disadvantage would 
be that most astronomers are not trained to build and maintain databases, and so the Group 
would need additional infrastructure, tools, and training; an advantage, though, would be that 
many publicly available astronomical catalogs are query-based systems that rely on relational 
databases. Databases were not originally designed for scientific data, and creators of 
astronomical databases have had to bend commercial tools to make scientific data more 
amenable to queries (Szalay, 2018; Szalay et al., 2000). Traditional database systems require that 
searchers know what they are looking for before querying. Of course, a researcher can scan files 
to find interesting phenomena in the night sky, but these processes are complex, are not 
standardized across catalogs, and are not easy to conduct. In the following section, I proceed to 
recommendations for astronomy in general. 
 
6.3 Data in the large infrastructures 
My overarching finding shows that the concept of data “aliveness” has two main 
manifestations in astronomy, which are contingent upon the intended purpose, origins, and who 
controls the data set. Therefore, what constitutes the “living archive” is important for archivists 
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(both Astro and otherwise) and technological designers to understand and articulate. In my 
findings I elucidated the notion of Astro-archivists, who are astronomers-cum-archivists, as 
opposed to trained archivists, and a third category of “unwitting archivists.” I also demonstrated 
two different types of data kept alive in astronomy, data living in public archives and private 
archives. These factors necessitate defining a “living archive” by whom the archive is being 
curated by, and also what type of archive is being maintained. 
If data are created with the intention of being made public, the needs of external users 
shape the infrastructure of the archive. When data are made available to the public by astronomy 
organizations, this is indicative of a top-down infrastructure. Surveys and missions are designed 
to make data available to the public, to achieve scientific goals of data access, reuse, and 
integration. However, this was not exactly the case for SST, who opted to make the survey 
available online to the public as a grand gesture to further the exploration of the Universe. SST 
was not required to do so by funding agencies. Public-facing data sets’ aliveness is dependent 
upon being accessible to the researchers who want them. As a result of this need, public 
astronomy data live in infrastructures with queryable web interfaces connected to databases. 
Since these data have been planned to be made available at the origin of a project, the 
infrastructures can be designed and built before the data are collected from instruments. Should 
this data be handed over repositories and libraries, the interfaces and backends can be 
problematic, as extra parts to be maintained. This finding is important to show researchers and 
project planners that deciding what to do with data from the get go is far easier than trying to 
hand off data to another organization at a project’s end.  
A caveat of public-facing data is the web infrastructure making them available. 
Oftentimes web interfaces are essential to access and retrieve data. Once data are placed in a web 
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interface-database system, a different type of care is required to keep the system operational, and 
the data alive. Libraries and other repositories may offer to store data handed over by scientists, 
but often do not have the means to make interfaces available to these data, so they are potentially 
not usable in the sense data will be retrieved from them. Libraries and archives face challenges, 
should they decide to accept research data into their systems, for the very reason “the data” and 
their attendant aliveness needs to be defined very clearly to achieve the desired aims. 
In the case of public astronomy data, these systems have an abundance of complex parts 
and require upkeep on many different levels. The living archive might be taken to mean the web 
interface, methods to access and discover data, the data stores themselves, and how the data have 
been prepared with associated metadata for release. Viewing the living archive as a special 
object within a knowledge infrastructure might inform future archival preservation practices. 
Even though Vida Observatory Archive did not exist at the beginning of the project, all 
four telescope sites now face the similar issues in keeping data alive in their respective archives. 
One common issue is deciding upon the level of reduction of the raw data. Each site aspires to 
offer “quality” reduced data to the public, but this is resource-intensive and Astro-archivists must 
make decisions as to what is possible. These tradeoffs are an important aspect of scientific data 
curation, deciding what kinds of data to make public on the basis of available resources. 
Keeping university-based private research data alive requires an entirely different 
strategy. These data are created out of scientific processes and are generally for internal use only. 
My findings serve to explain how researchers’ data in private stores differ from data in public 
astronomy archives. In this case, what keeps data alive is an understanding of the data within the 
group. Because research groups have members joining and leaving, it is important that 
knowledge about the data is passed down to new members. In my field work, I found these 
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traditions were passed down orally, with some documentation involved. This finding can inform 
how collaborative handoffs occur, and what documentation is sufficient and when orality is 
necessary to pass on information. 
As researchers are increasingly being asked (or volunteer) to make their data available 
related to publications, a better understanding of defining data to be released will aid the 
researchers themselves or information technologists tasked with helping them make data public. 
Researchers face obstacles in determining what data to release and what constitutes their “secret 
sauce.” After researchers decide which data to share, other difficult decisions follow: how much 
metadata to add, how much contextual information is needed, and where to store these data to 
make them available. Researchers in university-based groups who do not yet keep their data 
alive can learn from the practices of groups like the BHG. Clearly, the BHG had many tradeoffs 
and time constraints in their data handling techniques, yet they have managed to keep twenty-
three years of data usable. 
As shown in RQ#4, Astro-archivists at all four telescopes were looking at ways to 
subsume researchers’ processed data back into their observatory archives. Interviewees 
expressed conflicting ideas on how this could be done. Astro-archivists questioned whether there 
were resources for these tasks. Issues such as these are important for all scientists who wish to 
make their data public, and how they can best link these data to their publications. 
Presently, individual researchers can contribute data in repositories such as Dataverse, 
Figshare, and Zenodo, host their own lab sites, as well as university-hosted repositories. I often 
heard complaints that these non-profit entities might not be sustainable, and therefore unstable 
for data storage. In my research I found other problems with these repositories which affect the 
astronomy community. Linkages to existing astronomy infrastructures are contingent upon the 
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depositor. As of yet, these repositories are not searchable by Google, and so the links to these 
data remain in the publications, if they are put there at all. Rather than handing over their 
reduced data stores to such an entity, I suggest that research groups like the BHG engage with a 
more lightweight operation that keeps data at the disposal, and thus at the touch, of Group 
members. Data should not live in a repository, isolated from interaction; they should be kept 
close to researchers, and their proximity should be a central concern in the discussion of any 
future upgrades to the system. 
 Researchers generally lack expertise in best practices of citing data (and software) in 
publications, thus, provenance is lost. In the future, public astronomy archives should pave the 
way and increase ways to connect researcher’s data sets and the public data sets. Researchers, 
too, should stay abreast of current best practices for preparing data for potential release to the 
public, to align with scientific best practices on a larger scale. 
Both researchers’ private data archives and publicly available astronomy archives rely on 
similar technologies at the server-level of preservation. Curation, if loosely defined to be the 
process of reducing data, is similar in execution. I found that data curation and preservation are 
necessary but not sufficient to enable aliveness—both private and public data require knowledge 
about the data, an understanding of meaning within the data. Therefore, for people tasked with 
the responsibility to keep data alive, they must not just focus on one aspect of the complexities of 
the process. From preserving bits to retaining knowledge in the data, these concepts are all 
critically important to ensure data are kept alive. One way this is done in astronomy is to have 
domain experts do archival work to keep data alive.  Data are only handed off to Astro-archivists 
with astronomy expertise at all of the four sites I studied. Scientific data have specialized needs 
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for curation and preservation potentially affecting how libraries and archives’ personnel perceive 
these data, should they be tasked with preserving them. 
In traditional archival studies, the “typical” archive is awash with boxes of materials, 
more than the archivist can handle. Thus, decisions have to be made about what the archivist can 
realistically process to be ingested into the archive. This is not quite the case within public 
domain astronomy; data to be collected are decided upon before the actual collection takes place. 
In that sense, these archives have a different relationship to the archivist than traditional archives. 
Similarly, the “unwitting archivists” of the BHG also know which data they are trying to collect 
before observing. In this way, the eventual dataset already is defined. Therefore, workflows of 
keeping data alive in astronomy should be compared to traditional archival methods to better 
understand how these processes compare and contrast, and what can be learned by these 
procedures. Joining archivists with Astro-archivists to create a metric for minimal requirements 
necessary to keep data alive could be an important contribution to science. 
I conclude this subsection with recommendations based on what I learned in my 
fieldwork about potential pitfalls in keeping data alive. First, dark archives appear to be 
dangerous places to put both public data and research data. For data that were made to be public, 
being placed in a dark archive removes the accessibility afforded by the Internet, and 
frameworks such as query interfaces would likely become stale in a short number of years. Also, 
lack of access to the data will curtail their use, and studies have shown that archives in 
astronomy made available to the public are increasingly cited and used in research (Akeson, 
2018). 
For private research data, putting them in a dark archive may mean storing them on a 
hard drive disconnected from a power source. Hard drives can become obsolete, as can cables. 
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People who created the files on the hard drive may not be part of the team anymore. Labeling 
schemes may have been forgotten. Without people continuously touching the data, they are at 
risk to be incomprehensible to future potential researchers. For data that might not be used as 
often as BHG data, investigations could reveal at minimum when and how data might need to be 
looked at to preserve their attendant aliveness.    
 
6.4 Code and formats 
 In data intensive science, coding is a necessary activity to conduct analyses. Both 
academics and industry professionals often use the same programming languages and libraries, 
such as Python. However, academics have different needs than industry professionals. Scientists 
might need to reproduce or replicate results and therefore must preserve the code associated with 
results. My findings showed that the scientific software stack that researchers rely on is only as 
stable as the layers below it. Researchers would benefit from an understanding of how scientific 
software is reliant on layers below it; and that many elements of lower layers are not controlled 
by people in academia. For example, the release of non-backwards compatible Python 3 left 
many researchers in the lurch who had to rewrite many lines of code. This “upgrade” was out of 
the control of users of Python and is an example of how code, too, must be looked at periodically 
to ensure its ability to run.  
   As code libraries grow in popularity and adoption, scientists must learn how to navigate 
dependencies, so that their code will still run in the future. Astronomers who code at all four 
telescopes struggled to decide which programming languages were most appropriate for tasks at 
hand. The BHG’s method of allowing members to write code in the language that they know best 
is one way to avoid making that choice, but has its drawbacks. The BHG must have at least one 
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person able to write wrappers and interface different coding languages together, and they do, so 
for now this solution for developing pipelines works for them.  
 Formats are entities in technical infrastructures that often get taken for granted; 
comprising the invisible substrate of structuring bits into useful forms. Astronomy is at an 
inflection point with its decades-old FITS format still in use today. Astro-archivists should pay 
close attention to what, if anything, is done to upgrade or replace the aging FITS format. Any 
decision will have serious consequences for data preservation. Likewise, scientists in other fields 
should consider file formats very carefully for data they wish to preserve over long periods of 
time. I found that, at present, the FITS format performs better as an archival format than a format 
for analysis. Large FITS files might take up a computer’s memory and be slow to load and 
process. Other file formats like HDF5 might be faster but have other drawbacks. This 
dissertation surfaces formats as an important aspect of keeping data alive; more work is needed 
to better understand the relationships between data and formats and potential issues that may 
arise from format choices. Scientific communities should consider these tradeoffs in planning for 
data preservation. 
 Tools, interfaces, and other technologies also require maintenance to keep data alive. 
Web technologies are some of the fastest technologies to change; this is in direct contrast to 
many popular astronomy tools, some of which have been in use since the 1990s. Either way, 
personnel tasked with preserving scientific data should understand these cadences of 
technologies and plan accordingly. Failure to do so can result in broken tools or lock-in to 
antiquated tools, limiting the abilities of the researcher. 
 Relationships between researchers, tools, and data are complex. Astronomers are 
quintessential bricoleurs, and much can be learned from them about building tools from scratch 
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and maintaining them over long periods of time. Oftentimes these tools emerged out of a need, 
were not planned, nor funded. However, as more and more data are being sent down astronomy 
pipelines, older tools lack capabilities to handle large volumes of data in a reasonable amount of 
time. As scientific code libraries replace these older tools, new ways of analyzing data are 
forming. For example, IRAF is a decades-old image reducing tool, being replaced with AstroPy. 
Transitions such as these will certainly affect the astronomy community, forcing people to adopt 
new workflows; more research is needed to study these effects. 
 
6.5 Scientific Archives 
 In this dissertation I have shown that astronomers in both large organizations and small 
research groups have kept data alive for decades. The large organizations had planning, funding, 
and support to maintain their data, and the BHG had to create their own system for keeping their 
data alive. I have demonstrated that keeping scientific data alive requires more than handing data 
over to an archivist for curation and preservation. Scientific data is highly contingent upon the 
contextual space they inhabit, and a great deal of human intervention is required, on a continual 
basis. In the early days of Waters and Garrett’s (1997) assessment of archival best practices for 
astronomy data, the main focus was directed at the technology, and less about the people-power 
required to maintain the data. In traditional archival coursework (as I have undertaken in an 
information studies program) the role of the archivist is to assess, make decisions, and describe 
items in the archive to be connected and findable (finding aids). The implication is that, once the 
archivist asserts authority, they may step back, allow another archivist to take over, but the 
collection may sit, unfettered for periods of time yet still remain usable. 
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 Allowing an archive to sit, uncared for, is not the case for astronomy data. Whatever form 
data take, constant supervision is necessary to ensure aliveness, whether it is the IT people 
upgrading servers, web administrators re-writing APIs, or Astro-archivists available via help 
desks to answer questions about the data. For research groups, the risks are even higher. 
Researchers are not trained in data preservation techniques. Continuity through passed-down 
knowledge is key to keep these data alive. Often, documentation is brought up as a solution to 
the continuity problem. This is true for both data and code—the argument is that if people would 
just document their code or add the maximal amount of metadata to their data sets, that the 
problem would be solved. Recent studies have shown that most researchers who code are self-
taught and therefore lack knowledge about best coding practices such as documentation and 
writing maintainable code (Wilson et al., 2014). 
Second, documenting is very time-consuming. The aforementioned paper also states that 
researchers may spend up to 30% of their time coding (Wilson et al., 2014). The lack of 
documentation requires the new user to dig into the data, formulate questions, and perhaps reach 
out to people to better understand the problem. Therefore, as Bowker (2005) explains, human 
memory is inexorably linked to scientific practices such as data analysis or coding. What this 
means for scientific archives is that they cannot be “thrown over a wall” somewhere and allowed 
to lie fallow. The human element is critical in keeping scientific archives useful.  
 
 
6.6 The future of scientific archives 
 Archival science scholar Ketelaar (2017) discusses the “archival turn”, a 
multidisciplinary movement with a new interest in archives, leading to new interpretations and 
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framing of archives, albeit mostly relating to digital humanities. External viewpoints such as 
astronomers’ opinions about archives can inform archival theory and extend understanding of 
scientists’ practices.  At the very heart of any future scientific digital archival developments is 
maintenance. Scholars such as Vinsel and Russel (2016) bring maintenance to the fore as critical 
in keeping infrastructures stable. As data stores grow ever larger, more maintenance work will be 
necessary to manage them. While NSF requires a data management plan, they do not enforce 
outcomes. NASA has seen its budget decrease the last few years, and NASA future directives 
remain unclear. Present and future archives should have succession or decommission planning 
processes, “data wills” so to speak.  Until priority is placed on long term data management, the 
future of scientific archives remains unclear. But, if the past is indicative of the future, astronomy 
archives have a robust set of infrastructures distributed across the world that support the work 
needed to keep data alive.  
  
 
6.7 Study Limitations 
 This dissertation discussed four telescope sites and one research group in the U.S., so it 
does not claim to be representative of all of astronomy, nor of science in general. Astronomy is a 
rapidly changing field; and I only focused on U.S.-based telescopes, although international 
collaborations exist at all four telescopes. Reasons and methods for keeping data alive at other 
institutions or sites may differ from my findings. Another limitation of this study is the length of 
time I spent doing field work. Ideally, a study which also captured the end of a survey or mission 
would be more informative to fully understand what happens to the collected data when the 
project is no longer active. To this end, a future study could capture what happens at the end of 
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one of the four telescope projects, but at this moment for any of them there is no end in sight. 
Population selection is another limit of this study. Some individuals refused to participate in 
interviews, so their views are not known. Fortunately, this was rare, and most individuals I 
requested interviews from gladly accepted.  
 
6.8 Future work 
 Keeping data alive for decades has many aspects: technological, social, infrastructural, 
and interdependencies among these. Future work can inform kinds of labor necessary to perform 
these tasks and qualifications needed. A better understanding of how scientists conduct research 
can improve tool design, and educational/training needs for junior members of research groups. 
Some of the people I interviewed were the first to be tasked with curating and preserving digital 
astronomical data. These Astro-archivists started their careers in the beginning of the digital 
astronomy era. More research should be done to understand new researchers entering the careers 
of Astro-archiving and how these careers will unfold over time. Differentiating between a 
research group’s needs and needs of Astro-archivists is important in future work that examines 
these practices. Other science fields can potentially benefit from learning how the astronomers 
manage to keep data alive, in differing ways and for different reasons. More difficult is 
unpacking the invisible layers of infrastructure with the intent to understand how they function 
within infrastructures. Implications of this work include a better understanding of scientific data 
and code practices which ideally can improve said practices. Future information studies research 
could extend what I have found and explore more deeply the coding practices of scientists.  
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6.9 Closing remarks 
 In the introduction of this dissertation, I defined knowledge infrastructures as socio-
technical systems in which scientific processes are enacted (Borgman et al., 2016; Edwards, 
2010). Keeping data alive within knowledge infrastructures requires that both the technological 
and social aspects be prioritized. Data might be kept alive because the science being done 
demands it, or because the original intention of the data collection was to make them available to 
the public. Yet another reason is the possibility of future, unknown uses that have not been 
considered yet. In astronomy, herculean efforts create intricate, powerful telescopes to be 
mounted from the ground or launched into outer space to observe the Universe. Hence, these 
data are precious to astronomers who desire to keep them usable.  
 In studying an effort by a research group to keep twenty-three years of data alive, I found 
that the stability of the FITS file format combined with the ongoing transfer of knowledge from 
one member to the next over time enabled their knowledge infrastructure to remain intact. 
Research data are not books, they cannot be placed on a shelf and forgotten about, and picked up 
at a later point in time. To be kept alive, they need care and maintenance on both technological 
levels and human levels of understanding. 
 Likewise, the data collected by the four telescopes has a different aim: to be made 
available to the public for the purpose of advancing science. These knowledge infrastructures are 
different; they are connected to the Internet and intended for any user to access them. This is a 
top-down knowledge infrastructure, as opposed to the bottom-up knowledge infrastructure of the 
BHG. Critically, people are involved at each step of the processes in keeping these data alive. 
These individuals, alongside funders, builders, maintainers, researchers, librarians and any others 
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play a critical role in keeping these precious data alive, that continue to tell us stories about the 
Universe. 
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