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1. Introduction
The second order Newton method [1] is one of the most common iterative methods adopted for finding approximate
solutions to the nonlinear equations of the form F(X) = 0 [2]. Third order iterative methods like the Halley and Chebyshev
methods [3,4], despite their cubic convergence, are considered less practical from a computational point of view because of
the costly second derivatives.
In fact, for a nonlinear systems of n equations and n unknowns, the first Frechet derivative is amatrixwith n2 valueswhile
the second Frechet derivative has n3 values. This implies a huge amount of operations in order to evaluate every iteration [3].
However, during the past six years,many third order two-point iterativemethods free from second derivatives have been
derived and studied for nonlinear systems [2,5–15]. They are obtained fromquadrature formulae [7,12,14] or approximation
to second derivatives [5,6,10,11,13,15] and the Adomian Decomposition Method [8]. These methods require the function or
its first derivative evaluated at two different points, usually using the Newtonmethod as the first step. In fact, thesemethods
have already been derived and obtained in [16] for scalar equations.
Traub [16, pp. 181] introduced and derived a family of two-point third order Chebyshev-like methods based on the
approximation of the second derivative in the Chebyshev method by a finite difference between two first derivatives.
∗ Corresponding author. Tel.: +230 4541041; fax: +230 4656928.
E-mail addresses: rajiv.nishi@intnet.mu (D.K.R. Babajee), m.dauhoo@uom.ac.mu (M.Z. Dauhoo), darvishi@razi.ac.ir (M.T. Darvishi),
karami_960@yahoo.com (A. Karami), ali_mathematic@yahoo.com (A. Barati).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.09.035
D.K.R. Babajee et al. / Journal of Computational and Applied Mathematics 233 (2010) 2002–2012 2003
This family for function of one variable is given by:
Xk+1 = Xk − F(Xk)F ′(Xk)
 (2θ − 1)F ′(Xk)+ F ′
(
Xk + θ F(Xk)F ′(Xk)
)
2θ F ′(Xk)
 , θ 6= 0. (1)
Hernandez [13] extended a member of the family (θ = − 12 in Eq. (1)) in Banach Space.
In this work, we extend another member (θ = −1 in Eq. (1)) for systems of nonlinear equations. We also consider
another well known third order Chebyshev-like method which have been studied by many authors [16–18] for both scalar
and systems of equations. Recently, this method has been rederived from the Adomian Decomposition method [8]. Unlike
the members of Traub’s family (Eq. (1)) which calculate one function and two first derivatives per iteration, this method
requires the computations of two functions and only one first derivative and would be more efficient than the members
of Traub’s family for large systems of nonlinear equations in which the Jacobian is more costly than the function. The local
convergence of bothmethods are analyzed using point of attraction theory and their third order convergence are also proved.
We discuss the computational cost of eachmethod. We apply the methods to solve some systems of nonlinear equations
including an application to the Chandrasekhar integral equations.We finally compare the computational cost of themethods
with the Newton method by comparing the CPU time for the test problems.
2. Derivation
Let JF (Xk) and HF (Xk) be, respectively, the Jacobian and Hessian matrix of the function F evaluated at Xk.
The Newton method for systems of nonlinear equations is given by
XNk+1 = Xk − J−1F (Xk)F(Xk). (2)
The Chebyshevmethod can be expressed as two stepmethod using the Newtonmethod given by Eq. (2) as the first step and
the second as:
XCk+1 = XNk+1 −
1
2
J−1F (Xk)HF (Xk)(X
N
k+1 − Xk)2. (3)
We consider the following approximations to the second derivatives:
Using the Taylor formula, we get
F(XNk+1) = F(Xk)+ JF (Xk)(XNk+1 − Xk)+
∫ 1
0
(1− t)HF (Xk + t(XNk+1 − Xk))dt (XNk+1 − Xk)2.
Now, replacing the approximation
HF (Xk)(XNk+1 − Xk) ≈ JF (XNk+1)− JF (Xk) (4)
in the Chebyshev method (3), we have the first Chebyshev-like method (CL1) as follows:
XCL1k+1 = XNk+1 −
1
2
J−1F (Xk)(JF (X
N
k+1)− JF (Xk))(XNk+1 − Xk). (5)
We next consider the second Taylor formula
F(XNk+1) = F(Xk)+ JF (Xk)(XNk+1 − Xk)+
1
2
HF (Xk)(XNk+1 − Xk)2
+
∫ 1
0
t(1− t)F (3)(Xk + t(XNk+1 − Xk))dt (XNk+1 − Xk)3. (6)
From the Newton method, we have
F(Xk)+ JF (Xk)(XNk+1 − Xk) = 0
and thus, neglecting terms of O(XNk+1 − Xk)3 in Eq. (6) a second approximation to second derivative is
1
2
HF (Xk)(XNk+1 − Xk)2 ≈ F(XNk+1). (7)
Substituting this new approximation in (3) we get the second Chebyshev-like method (CL2) as:
XCL2k+1 = XNk+1 − J−1F (Xk)F(XNk+1). (8)
The CL2 method should not be confused with the fourth order two step Newton method (TSN) [17,19] given by:
XTSNk+1 = XNk+1 − J−1F (XNk+1)F(XNk+1). (9)
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This is because in the CL2 method we use J−1F (Xk) in Eq. (8) and not J
−1
F (X
N
k+1) as in the two step Newton method defined by
Eq. (9). The CL2 method is a two step Newton method with the Jacobian kept constant for two steps. Ortega and Rheinboldt
[17, p. 317] pointed out that the Newton function may be composed with itself to give an iteration of fourth order
(TSN’s method); however, one is simply doubling the work at each step, so that nothing is gained. Both CL1 and CL2 are
computationally less expensive than TSN’s method even though they are slower.
3. Convergence analysis
We study the local convergence of the two methods using Ostrowski’s technique [17,23].
3.1. Preliminaries
We state the following important definition and lemmas which are proved in [17,20].
Definition 1 ([17, pp. 299]). Let G : D ⊂ Rn → Rn. Then X∗ is a point of attraction of the iteration
Xk+1 = G(Xk), k = 0, 1, . . . (10)
if there is an open neighborhood S of X∗ such that S ⊂ D and, for any X0 ∈ S, the iterates {Xk} defined by Eq. (10) all lie in D
and converge to X∗.
Lemma 2. Let F : D ⊂ Rn → Rn has a pth Frechet derivative [17, pp. 61] and its F (p) be hemicontinuous at each point of a
convex set D0 ⊂ D, then for any U, V ⊂ D0, the following holds: If F (p−1) be Lipschitz continuous, that is,
‖F (p−1)(V )− F (p−1)(U)‖ ≤ γp−1‖V − U‖, (11)
and if F (p) is bounded, that is,
‖F (p)(U)‖ ≤ Kp,
then, ∥∥∥∥∥F(V )− F(U)− p−1∑
j=1
1
j!F
(j)(U)(V − U)j
∥∥∥∥∥ ≤ γp−1p! ‖V − U‖p. (12)
Lemma 3 (Banach Perturbation Lemma). Let A ∈ L(Rn) be nonsingular. If E ∈ L(Rn) and ‖A−1‖ ‖E‖ < 1, then A + E is
nonsingular and
‖(A+ E)−1‖ ≤ ‖A
−1‖
1− ‖A−1‖ ‖E‖ .
Theorem 4 (Ostrowski Theorem [17]). Suppose that G : D ⊂ Rn → Rn has a fixed point X∗ ∈ int(D) and Frechet-differentiable
at X∗. If the spectral radius of JG(X∗) satisfies ρ(JG(X∗)) = τ < 1, then X∗ is a point of attraction of the iteration (10).
Theorem 5. Let F : Rn → Rn be a differentiable function at X∗, a fixed point of the system Xk+1 = N(Xk), and JF be Lipschitz
continuous.
Assume further, that F(X∗) = 0 and that JF (X∗) is nonsingular with
‖J−1F (X∗)‖ = β , then X∗ is a point of attraction of the iteration defined by the Newton process Xk+1 = N(Xk), k = 0, 1, 2, . . ..
That is, the Newton function N(X) = X − J−1F (X)F(X) is well defined and satisfies an estimate of the form
‖N(X)− X∗‖ ≤ γ1β‖X − X∗‖2
for any X in a neighborhood of X∗, S = {X ∈ S : ‖X − X∗‖ ≤ δ}.
We now prove a lemma which will be useful.
Lemma 6. Let F : Rn → Rn be a differentiable function at X∗, where X∗ is a solution of the system of nonlinear equations
F(X) = 0. Let us suppose that JF is continuous and JF (X∗) is nonsingular. Let C(X) be a functional depending on F and its
derivatives. Assume further that C(X∗) = 0 and let the following condition also holds:
‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ ≤ ‖X − X∗‖,  > 0, (13)
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in a neighborhood of X∗ defined as:
S = {X ∈ S : ‖X − X∗‖ ≤ δ}.
Then, the function
G(X) = X − J−1F (X)(C(X))
is well defined, differentiable and
JG(X∗) = I − J−1F (X∗)JC (X∗) = 0.
Proof. Let ‖J−1F (X∗)‖ = β and ε be such that 0 < ε < (2β)−1.
By continuity of JF (X) in X∗ there exists a δ > 0 such that
‖JF (X)− JF (X∗)‖ ≤ ε if ‖X − X∗‖ ≤ δ.
Therefore, we have
‖J−1F (X∗)‖ ‖JF (X)− JF (X∗)‖ ≤ βε <
1
2
.
By Banach lemma, J−1F (X) exists and it is given by
‖J−1F (X)‖ =
∥∥∥∥(JF (X∗)+ (JF (X)− JF (X∗)))−1∥∥∥∥
≤ ‖J
−1
F (X∗)‖
1− ‖J−1F (X∗)‖ ‖JF (X)− JF (X∗)‖
≤ β
1− βε < 2β. (14)
Thus, G(X) is well defined in S.
On the other hand, by differentiability of F in X∗, it can be assumed that δ is small enough such that
‖F(X)− F(X∗)− JF (X∗)(X − X∗)‖ ≤ ε‖X − X∗‖. (15)
We next prove that
JG(X∗) = I − J−1F (X∗)JC (X∗) = 0.
From (13) and (14) we have, for any X ∈ S,
‖G(X)− G(X∗)− (I − J−1F (X∗)JF (X∗))(X − X∗)‖ = ‖J−1F (X∗)JF (X∗)(X − X∗)− J−1F (X)C(X)‖
≤ ‖J−1F (X)(C(X)− C(X∗)− JF (X∗)(X − X∗))‖ + ‖J−1F (X)(JF (X)− JF (X∗))J−1F (X∗)JF (X∗)(X − X∗)‖
≤ ‖J−1F (X)‖ ‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ + ‖J−1F (X)‖ ‖JF (X)− JF (X∗)‖ ‖X − X∗‖
≤ 2β‖X − X∗‖ + 2βε‖X − X∗‖ = 2β( + ε)‖X − X∗‖.
As ε and  are arbitrary and β is constant, it can be concluded from the previous inequality that G is differentiable in X∗ and
also
JG(X∗) = I − J−1F (X∗)JF (X∗) = 0.
This completes the proof. 
Remark 7. Lemma 6 ensures that G(X) is well defined in a neighborhood of X∗, differentiable in X∗ and ρ(JG(X∗)) < 1.
Using Ostrowski’s theorem, it can be concluded that the sequence {Xk}k≥0 converges to X∗.
We now prove the convergence of the methods in the sections that follows.
3.2. Convergence of the CL1 method
Lemma 8. Let F : Rn → Rn be a differentiable function at X∗, where X∗ is a solution of the system of nonlinear equations
F(X) = 0. Let us suppose that JF is continuous and JF (X∗) is nonsingular. Then the function
G1(X) = X − J−1F (X)(C(X))
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where
C(X) = F(X)+ 1
2
(JF (N(X))− JF (X))(N(X)− X),
is well defined and differentiable in S1 = {X ∈ S1 : ‖X − X∗‖ ≤ δ1} ⊂ S with δ21 ≤ δ/λ, λ = γ1β , and
JG1(X∗) = I − J−1F (X∗)JC (X∗) = 0.
Proof. It is sufficient to prove that inequality (13) is satisfied.
By the convergence of the classic Newton method (Theorem 5) and continuity of JF , we get
‖N(X)− X∗‖ ≤ λδ1‖X − X∗‖ and ‖JF (N(X))− JF (X∗)‖ ≤ ε, for X ∈ S1. (16)
By Triangle inequality, we have
‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ ≤ ‖F(X)− F(X∗)− JF (X∗)(X − X∗)‖
+ 1
2
‖JF (N(X))− JF (X∗)‖ ‖N(X)− X∗‖ + 12‖JF (N(X))− JF (X∗)‖ ‖X − X∗‖
+ 1
2
‖JF (X)− JF (X∗)‖ ‖N(X)− X∗‖ + 12‖JF (X)− JF (X∗)‖ ‖X − X∗‖. (17)
Using Eqs. (15) and (16), inequality (17) reduces to
‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ ≤ ε(2+ λδ1)‖X − X∗‖
which shows that inequality (13) holds. The result then follows from Lemma 6. 
Theorem 9. Let F : Rn → Rn be differentiable at each point of an open neighborhood S of X∗, that is a solution of the system
F(X) = 0. Let JF be nonsingular in X∗ and HF be both bounded and Lipschitz continuous on S. Then the sequence {Xk}k≥0 obtained
by the iterative scheme (5) converges to X∗ and
lim
k→∞
‖Xk+1 − X∗‖
‖Xk − X∗‖ = 0.
Moreover, there exists a constant M1 > 0 such that
‖Xk+1 − X∗‖ ≤ M1‖Xk − X∗‖3
for any k such that k ≥ k0, where k0 depends on the initial estimation X0.
Proof. Lemma 8 ensures that G1(X) is well defined in a neighborhood of X∗, differentiable at X∗ and ρ(JG1(X∗)) < 1.
Using Ostrowski’s Theorem it can be concluded that {Xk}k≥0 converges to X∗.Moreover, as G1 is differentiable in X∗,
lim
k→∞
‖G1(Xk)− G1(X∗)− JG1(X∗)(Xk − X∗)‖
‖Xk − X∗‖ = 0,
and since JG1(X∗) = 0, we get
lim
k→∞
‖G1(Xk)− G1(X∗)‖
‖Xk − X∗‖ = limk→∞
‖Xk+1 − X∗‖
‖Xk − X∗‖ = 0.
We now prove the third order convergence of the method.
From Theorem 5, the Newton function N(X) defined by Eq. (2) is well defined and satisfies an estimate of the form
‖N(X)− X∗‖ ≤ λ‖X − X∗‖2, for all X ∈ S. (18)
Consequently, the mapping G1(X) is also well defined on S1.
For any X ∈ S1, we have
‖G1(X)− X∗‖ ≤ ‖F(X)−1‖ ‖W1‖, (19)
where
W1 = JF (X)(X − X∗)− F(X)− 12 [JF (N(X))− JF (X)] (N(X)− X). (20)
Using
(N(X)− X)2 = (N(X)− X∗)2 + 2(N(X)− X∗)(X∗ − X)+ (X∗ − X)2,
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and the Mean Value Theorem for integrals, Eq. (20) becomes
W1 = W2 − 12W3(X∗ − X)
2 −W4(X∗ − X)(N(X)− X∗)− 12W4(N(X)− X∗)
2, (21)
where
W2 = F(X∗)− F(X)− JF (X)(X∗ − X)− 12HF (X)(X∗ − X)
2,
W3 =
∫ 1
0
[HF (X + t(N(X)− X))− HF (X)] dt
and
W4 =
∫ 1
0
HF (X + t(N(X)− X)) dt.
By Lemma 2 with p = 3 in Eq. (12), we get
‖W2‖ ≤ γ26 ‖X∗ − X‖
3. (22)
Further, by Eq. (11) with p = 3, we obtain
‖W3‖ ≤
∫ 1
0
‖HF (X + t(N(X)− X))− HF (X)‖ dt
≤ γ2
(∫ 1
0
tdt
)
‖N(X)− X‖
≤ γ2
2
(‖N(X)− X∗‖ + ‖X∗ − X‖). (23)
By bound of HF , we have
‖W4‖ ≤ K2. (24)
By the Triangle and Schwarz inequality and using Eqs. (22)–(24), the bound onW1 is then given by
‖W1‖ ≤ 5γ212 ‖X∗ − X‖
3 + γ2
4
‖N(X)− X∗‖.‖X∗ − X‖2 + K2‖N(X)− X∗‖.‖X∗ − X‖ + K22 ‖N(X)− X∗‖
2.
Using Eq. (18), the above inequality reduces to
‖W1‖ ≤
(
5γ2
12
+ λγ2δ1
4
+ λK2 + λ
2K2δ1
2
)
‖X∗ − X‖3. (25)
Substituting inequalities (14) and (25) into inequality (19), we finally obtain
‖G(X)− X∗‖ ≤ M1‖X∗ − X‖3,
where
M1 = 5βγ23 +
βλγ2δ1
2
+ 2βλK2 + βλ2K2δ1. 
3.3. Convergence of the CL2 method
Lemma 10. Let F : Rn → Rn be a differentiable function in X∗, where X∗ is a solution of the system of nonlinear equations
F(X) = 0. Let us suppose that JF is continuous and JF (X∗) is nonsingular. Then the function
G2(X) = X − J−1F (X)(C(X))
where
C(X) = F(X)+ F(N(X)),
is well defined in S2 = {X ∈ S2 : ‖X − X∗‖ ≤ δ2} ⊂ S with δ22 ≤ δ/λ is differentiable and
JG2(X∗) = I − J−1F (X∗)JC (X∗) = 0.
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Proof. The proof follows along similar lines as in the proof of Lemma 8. Briefly, since C(X∗) = F(X∗)+ F(X∗)we can write
C(X)− C(X∗)− JF (X∗)(X − X∗) = F(X)− F(X∗)− JF (X∗)(X − X∗)+ F(N(X))− F(X∗)
= F(X)− F(X∗)− JF (X∗)(X − X∗)+
∫ 1
0
JF
(
X∗ + t (N(X)− X∗)
)
dt (N(X)− X∗).
Then using Triangle and Schwarz inequality, we have
‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ ≤ ‖F(X)− F(X∗)− JF (X∗)(X − X∗)‖
+
∫ 1
0
∥∥JF (X∗ + t (N(X)− X∗))∥∥ dt‖N(X)− X∗‖. (26)
From the convergence of the Newton method, we have
‖N(X)− X∗‖ ≤ λδ2‖X − X∗‖ for X ∈ S2. (27)
By differentiability of F at X∗, bound of JF and using inequality (27), inequality (26) becomes
‖C(X)− C(X∗)− JF (X∗)(X − X∗)‖ ≤ ε‖X − X∗‖ + K1‖N(X)− X∗‖
≤ ε(1+ λ K1δ2)‖X − X∗‖. 
We now prove that the local and third order convergence of the method.
Theorem 11. Let F : Rn → Rn be differentiable at each point of an open neighborhood S of X∗, that is a solution of the system
F(X) = 0. Let JF (X) be Lipschitz continuous in S and nonsingular in X∗. Then the sequence {Xk}k≥0 obtained by the iterative
scheme (8) converges to X∗ and
lim
k→∞
‖Xk+1 − X∗‖
‖Xk − X∗‖ = 0.
Moreover, there exists a constant M2 > 0 such that
‖Xk+1 − X∗‖ ≤ M2‖Xk − X∗‖3,
for any k such that k ≥ k0, where k0 depends on the initial estimation X0.
Proof. Lemma 10 ensures that the iterates of the CL2 method converges.
The third order convergence of the method follows from [17, pp. 315]. Briefly, we can write
G2(X) = N(X)− J−1F (X)F(N(X)).
since
N(X) = X − J−1F (X)F(X)
from the Newton method. Then, for any X ∈ S2, using inequality (12) with p = 2 and inequality (14), we have
‖G2(X)− X∗‖ ≤ ‖J−1F (X)‖ ‖JF (X)N(X)− F(N(X))− JF (X)X∗‖
≤ 2β‖F(N(X))− F(X∗)− JF (X∗)(N(X)− X∗)‖ + 2β‖JF (X∗)− JF (X)‖ ‖N(X)− X∗‖
≤ βγ1‖N(X)− X∗‖2 + 2βγ1‖X − X∗‖ ‖N(X)− X∗‖
≤ [βγ1λ (λδ2 + 2)] ‖X − X∗‖3. 
Remark 12. It should be noted that CL2 method converges cubically under same conditions as the Newton method, using
the Lipschitz continuity of the Jacobian. However, the CL1 method has third order convergence under stronger conditions,
using the Lipschitz continuity of the second derivative.
4. Computational aspects of the methods
We now compare the computational cost of the CL1 and CL2 methods with the Newton method and the fourth order
two step Newton method. Let d be the total number of entries in the function evaluations per iteration. In Table 1, we find
that all 3 methods have to compute one L-R decomposition of JF per iteration using Gauss elimination. The CL1 method is
the mostly costly because it requires the computation of an additional of Jacobian of n2 values compared to the other two
methods. The CL2 method is more costly than the Newton method because of an additional function evaluation of n values
but its advantage is that it is faster than the Newton method and is expected to converge in less iterations.
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Table 1
Computational aspects of the methods.
Methods Order Computational cost
F (n values) JF (n2 values) d L-R decomposition
MN Second 1 1 n+ n2 1
CL1 Third 1 2 n+ 2n2 1
CL2 Third 2 1 2n+ n2 1
1 2 3 4 5 6 7
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Fig. 1. Residual fall for Problem 1 using a close starting point.
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Fig. 2. Residual fall for Problem 1 using a distant starting point.
5. Numerical examples
In this section we apply our methods to solve some systems of nonlinear equations which are given below:
Problem 1 ([5]). The first test problem is taken as
x31 − 3x1x2 − 1 = 0
3x21x2 − x32 = 0.
One of the solution of this system is X∗ = (1, 0)T. We choose two starting points: X0 = (1.5, 0.5)T which is close to the
solution and X0 = (10, 10)T which is far from the solution. We assume that convergence is reached when the residual =
‖Xk+1−Xk‖2+‖F(Xk)‖2 has dropped below Tol = 1×10−13 for all problems considered. Figs. 1 and 2 show the fall of the log
of the residual as we iterates in time. Close to the root we observe the quadratic convergence of NM and cubic convergence
of CL1 and CL2 methods. In Fig. 2, it is observed that in the first 6 iterations there is linear convergence for the 3 methods
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Table 2
Key results for Problem 2.
Methods Statistical data
Iter F JF dTotal L-R CPU time (s)
MN 6 6 6 60 6 0.203
CL1 5 5 10 85 5 0.235
CL2 5 10 5 65 5 0.203
Table 3
Key results for Problem 3.
Methods Statistical data
Iter F JF dTotal L-R CPU time (s)
MN 5 5 5 80 5 0.235
CL1 4 4 8 112 4 0.234
CL2 4 8 4 80 4 0.265
and as we get closer to the root, the rate of convergence increases. This implies that the methods enjoys their higher order
convergence only locally. However, the CL1 and CL2 methods converge in less iterations than NM for both starting points.
Problem 2 ([9]). We next consider the following system of 3 nonlinear equations
cos x2 − sin x1 = 0
xx13 −
1
x2
= 0
exp x1 − x23 = 0.
X∗ = (0.90956949452004, 0.66122683227485, 1.5758341439070)T correct to 14 decimal places in this case. We choose
the starting vector X0 = (1, 0.5, 1.5)T. The Jacobian is given by
JF (X) =
(− cos x1) (− sin x2) 0(xx13 ln x3) (1/x22) (xx13 x1/x3)
(exp x1) 0 (−2x3)

and is slightly sparse with 7 non-zero elements. Let dTotal denote the total number of non-zero elements in the function and
its Jacobian. Table 2 shows the main results for Problem 2. We find that the third order CL1 and CL2 take less iterations to
converge as compared to second order NM. CL1 takes the most time to convergence as it has the greatest computations. NM
and CL2 take the same time as they have almost similar computational cost.
Problem 3 ([9]). The next test problem is a system with 4 unknowns
x2x3 + x4(x2 + x3) = 0
x1x3 + x4(x1 + x3) = 0
x1x2 + x4(x1 + x2) = 0
x1x2 + x1x3 + x2x3 = 1.
We solve this system using the initial approximation X0 = (0.5, 0.5, 0.5,−0.2)T. The exact solution, correct to 14 digits
X∗ = (0.57735026918963, 0.57735026918963, 0.57735026918963,−0.28867513459482)T.
The Jacobian is a sparse matrix given by
JF (X) =
 0 (x3 + x4) (x2 + x4) (x2 + x3)(x3 + x4) 0 (x1 + x4) (x1 + x3)(x2 + x4) (x1 + x4) 0 (x1 + x2)
(x2 + x3) (x1 + x3) (x1 + x2) 0

with 12 non-zero elements.
The results obtained are of the same trend as that of Problem 2 and are tabulated in Table 3. In the section that follows,
we now apply the methods to solve the Chandrasekhar integral equation.
5.1. Chandrasekhar H-equation
The Chandrasekhar integral [21] equation which arises from radiative transfer theory is a nonlinear integral equation
which gives a full nonlinear system of equations if discretized. The Chandrasekhar Integral equation is given
F(P, c) = 0, P : [0, 1] → R (28)
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Fig. 3. Convergence results for the Chandrasekhar integral equations.
Table 4
Key results for Chandrasekhar H-equation.
Methods Statistical data
IterTotal F JF dTotal L-R ¯Iter CPU time (s)
MN 432 432 432 4363200 432 4.36 5434
CL1 327 327 654 6572700 327 3.30 6373
CL2 334 668 334 3406800 334 3.37 4603
with parameter c and the operator F as
F(P, c)(u) = P(u)−
(
1− c
2
∫ 1
0
u P(v)
u+ v dv
)−1
. (29)
If we discretize the integral equation (29) using the mid-point integration rule with n grid points [22]:∫ 1
0
f (t)dt = 1
n
n∑
j=1
f (tj), tj = (j− 0.5) ∗ h, h = 1n , 1 ≤ j ≤ n,
we obtain the resulting system of nonlinear equations:
Fi(u, c) = ui −
(
1− c
2n
n∑
j=1
tiui
ti + tj
)−1
, 1 ≤ i ≤ n. (30)
When starting with (1, 1, . . . , 1)T vector, the system (30) has a solution for all c ∈ (0, 1). The c were equally spaced with
1c = 0.01 in the interval c ∈ (0, 1) and we choose n = 100. We note that in this case the Jacobian is a full matrix. In Fig. 3,
we find as c tends to 1, the number of iterations to reach convergence increases for all the 3 methods. We also observed
that the third order CL1 and CL2 methods give better results in terms of number of iterations than second order NM. We
now discuss the results in Table 4. Let IterTotal denote the total number of iterations for all c considered and ¯Iter be its mean
iteration number.We find that the CL1 has the least total andmean number of iterations. However, it requiresmore Jacobian
computations of 10000 values than the other 2 methods. This means that it has the greatest computational cost (dTotal is
largest) and this is verified as it has the greatest CPU time. On the other hand, CL2 method has the smallest dTotal, hence the
lowest computational cost and therefore it is the most efficient of the 3 methods in terms of CPU time.
6. Conclusion
We have considered two third order Chebyshev-Like methods for solving systems of nonlinear equations. We showed
that they can be obtained by approximating the second derivatives in the Chebyshev methods. We proved the local and
cubic convergence of both methods using point of attraction theory. We also compared the computational cost of the two
methodswith the classical Newtonmethod.We applied themethods to solve some systems of nonlinear equations including
an application to the Chandrasekhar integral equations. Our numerical results showed that CL2 is themost effectivemethod.
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