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Abstract
In this note we study refined BPS invariants associated with certain quantum line defects
in quantum field theories of class S. Such defects can be specified via geometric engineering
in the UV by assigning a path on a certain curve. In the IR they are described by framed
BPS quivers. We study the associated BPS spectral problem, including the spin content. The
relevant BPS invariants arise from the K-theoretic enumerative geometry of the moduli spaces
of quiver representations, adapting a construction by Nekrasov and Okounkov. In particular
refined framed BPS states are described via Euler characteristics of certain complexes of sheaves.
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1 Introduction
Line defects, and extended objects in general, are part of the nonperturbative definition of quantum
field theory. In this note we will consider line defects in supersymmetric theories from the perspec-
tive of enumerative geometry. Enumerative geometry provides a conceptual tool to understand the
structure of the underlying moduli spaces. In physics language such moduli spaces are models for
the Hilbert spaces of states of supersymmetric theories. Natural counting problems associated with
their intersection theory correspond to Witten indices or generalizations thereof.
In this note we will adapt the K-theoretic approach to the counting of BPS states developed
by Nekrasov and Okounkov in [32, 35] to study quantum line defects in class S supersymmetric
quantum field theories. The formalism of framed BPS quivers associates to a line operator a
certain enumerative problem of Donaldson-Thomas type, the counting of certain stable quiver
representations [9, 10, 11, 16]. In certain cases this problem can be solved combinatorially via
virtual localization with respect to a natural toric action. We will show that such a problem can
be refined to include the spin information of the BPS states. The main technical tool we will
use is the K-theoretic version of the localization computation as introduced in [32, 35]. Under
certain conditions, the K-theoretic construction produces certain toric modules out of which we
can compute ordinary framed BPS states by taking Euler characteristics. This associates to the
line defect a collection of rational functions (characters of T-modules). In certain cases, eventually
by taking a scaling limit, such functions correspond to refined BPS degeneracies. The starting
point of our construction are the results of [11] which establish a formalism to compute framed
BPS spectra associated with line defects using equivariant localization. This note improves on
this result by showing how one can extend the localization computation to include spin/refined
information.
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Consider a path ℘ on a complex curve C, eventually endowed with additional data. String theory
associates to ℘ a UV line operator in a four dimensional quantum field theory with N = 2 on
S1R ×R3, for example via the low energy description of a system of M5-M2 branes. In the IR such
a line operator acquires an expectation value, which is a function on the moduli space of vacua of
the theory [22, 31]
〈L℘ 〉 =
∑
γ∈Γ
Ω(γ;℘) Xγ (1.1)
where Ω(γ;℘) are the degeneracies of framed BPS states, Γ the lattice of electric and magnetic
charges, and Xγ are a collection of Darboux coordinates on the Hitchin moduli space of C [20].
In this note we give a prescription to replace this generating function for certain classes of line
operators with the K-theoretic generating function
L℘ = χ
(
M ,OvirM ⊗K1/2vir
)
≡
∑
γ
χ
(
Mγ ,O
vir
Mγ ⊗K
1/2
vir
)
Xγ (1.2)
where M = ⊔γ Mγ is a disjoint union of moduli spaces of quiver representations and OvirM ⊗K1/2vir is
a certain sheaf. Hidden in (1.2) are certain formal variables Xγ which are placeholders for quantum
coordinates on the geometric quantization of the Hitchin moduli space. This Euler characteristic
captures the spin content of the framed BPS states in terms of certain refined Donaldson-Thomas
type invariants. By replacing K-theory classes with ordinary Euler characteristics and the formal
variables with actual coordinates Xγ , L℘ reproduces (1.1).
A companion paper will discuss the analog K-theoretic Donaldson-Thomas theory for quivers asso-
ciated with Calabi-Yau singularities [14].
We will discuss the general background in Section 2. The main construction is presented in Section 3,
while Section 4 contains several examples. We conclude with a short discussion in Section 5.
2 Generalities
In this Section we provide some background to our construction. We discuss four dimensional
quantum field theories of class S, their line defects and the associated framed BPS spectra.
2.1 Line defects in theories of class S
Theories of class S. The name class S refers to a class of theories which can be engineered via
a compactification of the N = (2, 0) superconformal theory in six dimensions on a curve C, down
to four dimensions. The UV curve C can have punctures and some extra data at the punctures.
Such theories have moduli spaces of vacua; we will denote by B their Coulomb branch, which
parametrizes tuples of meromorphic differentials on C. At a generic point u ∈ B the gauge symmetry
is spontaneously broken down to the rank r maximal torus of the gauge group G.
The low energy effective action for the theory is captured by the Seiberg-Witten curve Σu, a
branched covering of C [36]. Such a curve determines the lattice of charges Γ = H1(Σu,Z), endowed
with an antisymmetric integral pairing 〈 , 〉 : Γ× Γ −→ Z. The Seiberg-Witten differential λu on
Σu determines the central charge function Zγ(u) =
1
pi
∫
γ λu of a BPS state with charge γ ∈ Γ.
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The central charge function poses a non-trivial BPS spectral problem over the Coulomb branch.
The BPS Hilbert spaces decompose into superselection sectors Hγ,u labelled by the charges γ ∈ Γ
and the spectral problem consists in determining the BPS degeneracies Ω(γ, u), certain indices
computed over Hγ,u, as a function of u ∈ B.
Hitchin moduli space. For our purposes it is better to consider the four dimensional theory on
S1R × R3. The moduli space of vacua is now the Hitchin moduli space MH [37]. Such a space is
hyperKa¨hler and carries a family of complex structures Jζ parametrized by ζ ∈ P1. For a certain
value of ζ the Hitchin moduli space parametrizes Higgs bundles over C, and is a fibration by compact
tori over B.
In [20, 21] a series of Darboux coordinates {Xγ(u, ζ)} were constructed. Such coordinates depend
on the BPS spectrum in a piecewise linear way. At BPS walls, where Zγ′/ζ ∈ R− they transform
as Xγ −→ KΩ(γ
′,u)
γ′ (Xγ), where
Kγ′(Xγ) = Xγ
(
1−Xγ′
)〈γ,γ′〉
(2.1)
is the Kontsevich-Soibelman symplectomorphism [28]. Furthermore they obey the twisted group
algebra relation Xγ Xγ′ = (−1)〈γ,γ′〉Xγ+γ′ . The IR vevs of line operators can be expressed as Jζ
holomorphic functions in these coordinates.
Conjecturally the Hitchin moduli space admits a quantization [8, 22] in terms of coordinates Xγ(u, ζ)
such that
Xγ Xγ′ y
−〈γ,γ′〉 = Xγ+γ′ . (2.2)
We refer to this way of writing noncommutative coordinate as normal ordering [8]. The quantum
coordinates inherit the same piecewise behaviour as their classical limit. They jump across BPS
walls, the jump being given by a quantum version of (2.1) obtained via conjugation by the quantum
dilogarithm function.
UV line defects. Theories of class S admit BPS line operators [22, 31]. Quantum field theories
contain far more information than what is captured by local correlators. Part of this structure, for
example concerning dualities or non-perturbative effects, only emerges when considering defects.
For a quantum field theory with gauge group G, a line defect is specified in the UV by Lie algebra
data, a pair of electric and magnetic weights (λe, λm) ∈ Λw × Λmw/w, consisting of an element of
the weight lattices of g and its Langlands dual modulo the action of the Weyl group.
In the case of theories of class S a line defect can be specified by a path ℘ on the UV curve C.
This can be seen via geometric engineering, where line defects are described as boundaries of M2
branes ending on a configuration of M5 branes. Such a path can be closed and associated with an
irreducible representation of G; more general configurations, connecting boundary components or
punctures are in general allowed. The line operator is extended in the time direction in the four
dimensional spacetime, or wrapping the S1R when we consider the theory on S
1
R ×R3, and sits at a
point in R3, for example the origin.
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Such operators have very interesting algebraic properties. As they collide in R3 they form an
OPE whose coefficients are vector spaces [22]. In particular such algebra is very similar to the
multiplicative algebra of Wilson loop operators in Chern-Simons theory, with vector spaces playing
the role of structure constant. This suggests that when ℘ is closed one could single out a R × C
factor from the full R3 × S1R × C geometry and consider product loops of the form pt× ℘ with pt
a point in R and ℘ a loop in C. It was proposed in [40] that such a setup should be related to a
generalization of Khovanov homology for these loops.
In the simplest case of rank two theories, line defects associated with closed loops on C can be classi-
fied in terms of a version of the Dehn-Thurston classification of isotopy classes of non-selfintersecting
curves [18]. The general idea is to go to a weak coupling limit, specified by a pants decomposition of
the curve Cg,n, associated with separating curves c
(g,n)
i . Then elements of (λe, λm) ∈ Λw × Λmw/w
are in one to one correspondence with geometric parameters, specifying the homotopy intersection
number ℘# c
(g,n)
i and with the twists of c
(g,n)
i .
IR line defects. The Seiberg-Witten construction for four dimensional field theories is based on
properly understanding the IR behaviour in the Coulomb branch. While the UV theory is naturally
formulated in terms of local correlation functions, in the IR the structure of the moduli space of
vacua is deeply tied to a BPS spectral problem: the wall-crossing behaviour of BPS states can be
understood as a rule to glue together local patches of the moduli space in order to form a globally
defined object [20]. The same idea extends to line defects and relates the UV vacuum expectation
value to the framed BPS spectral problem.
When we consider the theory on R3 × S1R with the defect wrapping the S1, the vev of the line
operator can be expanded [22, 31]
〈L℘,u,ζ〉 =
∑
γ
Ω(L, γ, u, ζ) Xγ(u, ζ) , (2.3)
where Xγ(u, ζ) are the Darboux coordinates over the Hitchin moduli space. A line operator de-
termines a specific Jζ-holomorphic function on the Hitchin moduli space. Often we will neglect to
write down explicitly the dependence on ζ ∈ P1 and u ∈ B.
The coefficients Ω(L, γ, u, ζ) are degeneracies of framed BPS states. For appropriate values of the
moduli such BPS states can be thought of as BPS particles bound to an infinitely massive dyonic
particle. The framed BPS degeneracies are a specialization of the protected spin character
Ω(L, γ, u, ζ; y) := TrHL,γ,u,ζy
2J3(−y)2I3 (2.4)
where J3 is a generator of so(3), the spatial rotation symmetry group, and I3 a generator of the
R-symmetry group su(2)R. The protected spin character determines a quantum line operator
L℘ =
∑
γ
Ω(L, u, γ; y) Xγ (2.5)
in terms of the quantum coordinates on the Hitchin moduli space Xγ . For the purpose of this note
we will consider the operators Xγ and their commutative limits as formal parameters.
4
Physically, an IR line operator can be thought of as an infinitely massive “core” dyonic particle and
the framed BPS states can be interpreted as ordinary BPS particles bounded to the core particle
[22, 16]. This is the core charge γc and specifies the line defect at a certain point of the moduli
space.
The functions 〈L℘,u,ζ〉 are continuous functions over the moduli space, in the sense that upon cross-
ing a BPS wall the Darboux functions Xγ transform with a Kontsevich-Soibelman diffeomorphism
(2.1) and the framed degeneracies Ω(L, γ, u, ζ) transform in such a way as to compensate the dis-
continuity. This discontinuity corresponds to the physical process in which a framed BPS bound
state decays or is formed by emitting or capturing an ordinary BPS particle.
The functions Xγ have the asymptotic behavior Xγ ∼ cγ exp piRζ Zγ as ζ → 0, with cγ a constant
[22]. A similar expansion holds for the functions (2.3). When taking this limit the least dominant
term corresponds to the state with the lowest energy in the framed BPS spectrum, as measured by
the central charge at a point in the moduli space. The charge γc corresponding to this term defines
the core charge, at that point in the moduli space.
In the general this term can be identified with the term with the lowest degree of the right hand
side of (2.3) interpreted as a Laurent polynomial (eventually by looking at the central charges
if this is ambiguous). For example, when the line defect is labelled in the UV by an irreducible
representation, the degree of this term corresponds to the lowest weight of the representation,
expressed in a basis of charges of the lattice Γ. There is however an exception to this; crossing
certain walls in the moduli space, called anti-walls in [22], two terms can exchange their roles. One
can show that whenever this happens the basis of charges of Γ undergoes a basis transformation,
resulting in a new core charge, related to the old one by a quiver mutation [22, 12]. In this sense,
while the value of the core charge and the specific form of the line defect (2.3) depend on the point
of the moduli space, this information carries on unambiguously over all the moduli space. In this
note we will work in a specific chamber, determined by the choice of a stability condition.
Categorification of link invariants. In this paper we will consider line operators in class
S theories. It is however worth mentioning a different construction, introduced by Witten to
understand certain aspects of Khovanov homology [40]. In that construction one starts with a knot
or a link L in a three manifoldM3. Vacuum expectation values of Wilson loops inM3, as computed
via Chern-Simons theory, determine topological invariants of knots [39]. A particular case is the
Jones polynomial, a certain Laurent polynomial J(q, L) which is a function of a variable q. To the
knot or link L, Khovanov homology associates a bigraded complex Kov(L) = ⊕m,nKovm,n(L). The
Jones polynomial can be recovered by taking the Euler characteristics
J(q, L) = TrKov(L) (−1)F qP . (2.6)
In [40] such a formula is reproduced from gauge theory, where Kov is replaced by a Hilbert space of
BPS states of a higher dimensional theory, defined as the cohomology of an appropriate supercharge.
The gradings F and P are then interpreted as an R-symmetry generator and as the instanton
number in a gauge theory.
In the present paper we will attempt a different strategy to describe the framed BPS degeneracies.
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To begin with, note that the Hilbert space of framed BPS states is graded by the electro-magnetic
charge
HL,u =
⊕
γ∈ΓL
HL,u,γ (2.7)
and depends non trivially on u ∈ B. Each HL,u,γ is furthermore graded by the so(3) quantum
number J3, H
•
L,u,γ . In principle there is a further grading corresponding to su(2)R. We do not
expect this grading to play a role, due to the no-exotic conjecture, according to which physical
states are all su(2)R singlets [9, 17].
In our construction the role of Kov will be played by (1.2), which has the form of an Euler charac-
teristic of a complex of sheaves. While it is interesting to highlight this formal similarity, we will
not pursue these ideas in this note and leave them for future investigations.
A very interesting prescription for the categorification of certain canonical basis associated to cluster
varieties was proposed in [3]. Line defects can be described in theories of class S[A1] in terms of
laminations over the curve C. The construction of [3] takes certain laminations and writes the
associated IR line operator as a sum of cluster variables, whose coefficients are graded dimensions
of the singular cohomology of the quiver grassmannian associated with framed quivers. It would
be very interesting to understand the relation between our construction and [3].
2.2 Framed BPS quivers
Quivers and representation theory. In theories of class S one can understand the BPS spec-
trum in certain chambers of the moduli space by studying the representation theory of certain
quivers. A quiver is an oriented graph Q = (Q0, Q1) consisting of a set of nodes Q0 and a set of
arrows Q1 connecting the nodes. Its algebra of paths CQ is defined by concatenation of paths when-
ever possible. A superpotential is a function W : Q1 −→ CQ given by the sum of cyclic monomials.
The formal derivative ∂a for a ∈ Q1 acts non-trivially by cyclically permuting the elements of each
monomial containing a until a is at the first position and then removes it. By taking the quotient
with respect to the two sided ideal defined by the equations ∂aW = 0 one defines the Jacobian
algebra JW = CQ/〈∂W〉.
A representation of Q consists in the assignment of a vector space Vi for each node i ∈ Q0 with
morphismsXa ∈ Hom(Vi, Vj) whenever a ∈ Q1 connects the node i with the node j. We require such
morphisms to be compatible with the relations ∂W = 0. We denote by rep(Q,W) the corresponding
category of representation of a quiver with potential. This category is equivalent to the category
JW −mod of left modules over JW.
The representation space is defined as
Repd(Q) =
⊕
a : i→j
HomC(Vi, Vj) . (2.8)
Similarly we define the subscheme Repd(Q,W) by imposing the relations ∂W = 0. In physical
applications we always consider isomorphism classes of representations, under the action of the
gauge group Gd =
∏
i∈Q0
GL(di,C). The relevant moduli stack of quiver representations is the
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quotient
Md(Q,W) = Repd(Q,W)/Gd . (2.9)
BPS quivers. One constructs a BPS quiver in theories of class S as follows [1, 2]. Assume {γi}
is a positive basis of Γ at u ∈ B, such that for each element γi the central charge Zγi(u) lies in the
upper half plane h. Then the nodes of the BPS quiver Q correspond to the elements of the basis
{γi}, and two nodes γi and γj are joined by the signed number of arrows given by 〈γi, γj〉.
Physical BPS states correspond to stable representations of Q. Elementary BPS constituents
corresponding to the basis elements interact via the superpotential W. They can form bound
states of charge γ =
∑
i di γi if a representation of (Q,W) with dimensions di = dim Vi exists
and is stable. Stability is an extra condition, determined by the central charge. The action of the
central charge on the lattice of charges lifts to a map Z(u) : K(rep(Q,W)) −→ C. A state of
charge γr described by a representation R ∈ rep(Q,W) is stable if for any proper sub-representation
S ∈ rep(Q,W) corresponding to a state of charge γs, we have that argZγs(u) < argZγr(u).
At a point u ∈ B, assuming we can find a BPS quiver Q, the BPS spectral problem is now purely
algebraic and consists in classifying all the stable representations of Q. This problem can be
approached in a variety of methods [1, 2, 30].
Framed BPS quivers. The formalism of BPS quivers can be generalized to include line defects.
The low energy dynamics of a collection of BPS particles bound to an infinitely massive dyonic
particle is captured by an effective quantum mechanics. Such model is obtained by considering
the representation theory of a framed BPS quiver Q[f ]. At a certain point u ∈ B, we add to the
quiver Q an extra node f corresponding to the core charge γf of the defect. This charge is an
element of an extended lattice of charges ΓL, which is a torsor for Γ. This node is connected to the
rest of the quiver by using the symplectic pairing. Correspondingly we add a new term WL to the
superpotential and we extend the central charge function to Q[f ] by linearity [16].
Determining WL can be in general difficult; a few examples where discussed in [11]. The main
difficulty is that when discussing a BPS quiver one has already taken a Wilsonian limit, by inte-
grating out heavy degrees of freedom. As a consequence the coupling of the quiver to the framing
node cannot in general be derived from known BPS quivers by sending the mass of a particle to
infinity. Such a coupling can be determined by string theory engineering [9] or by indirect methods
[11].
We define framed quiver representations as follows. Let us conventionally denote by Vf the vector
space based at the framing node. To model a line defect we require this vector space to be one
dimensional, Vf ≃ C. Then the framed representation space is
Repd(Q[f ]) = Repd(Q)⊕
⊕
a:i→f
HomC(Vi, Vf )⊕
⊕
a:f→i
HomC(Vf , Vi) (2.10)
and Repd(Q[f ],W) refers to the sub-scheme cut out by the equations ∂W = 0, where now W
denotes the sum of the superpotential of the unframed quiver with WL. This allows us to define
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the moduli space of framed representations
Md(Q[f ],W) = Repd(Q[f ],W)/Gd . (2.11)
Note that the gauge group Gd does not involve the framing node. Also note that a generic enough
framing will break most or all the automorphisms of Md(Q,W), makingMd(Q[f ],W) a much better
behaved space.
Framed BPS quivers admit a particularly convenient choice of stability conditions. Cyclic stability
conditions correspond to a physical situation where the phase of the central charge of the defect is
much bigger than that of all the other particles involved [38]. This stability condition selects cyclic
modules of JW, that is modules M generated by a vector v ∈ M . Cyclic modules always arise
as quotients of JW by ideals, which makes them particularly useful in localization computations
since one can use such ideals to parametrize fixed points, a fact we will use later. In particular our
cyclic vectors v will always be vectors of the form C vf , where vf ∈ Vf and C is a map from Vf
to one of the representation spaces V of the quiver Q. Here we are using the physical requirement
that Vf ≃ C. Therefore we will loosely talk of cyclic modules generated by vf ∈ Vf . For a more in
depth discussion we refer the reader to [11, 10].
Finally Md(Q[f ],W; v) will denote the moduli space of cyclic modules generated by v. The main
claim of [11] is that Donaldson-Thomas invariants associated to these moduli spaces are the framed
BPS degeneracies. This claim holds for a line defect modelled by a framing node γf at a particular
point in the moduli space where the BPS quiver description is valid. Virtual localization reduces
the computation of these invariants to a combinatorial problem. In this paper we will generalize this
statement by giving a prescription to compute the framed protected spin characters, by identifying
them with refined Donaldson-Thomas invariants computed via localization.
3 Quantum line operators from framed quivers
This Section contains our main construction, which determines quantum line operators in theories
of class S in terms of the K-theoretic Donaldson-Thomas theory of the moduli spaceMd(Q[f ],W; v),
under certain conditions.
3.1 Framed BPS quivers from UV data
To begin with one would like to derive a framed BPS quiver with superpotential starting from the
UV data which specify a line defect. There is unfortunately no simple algorithmic way to do so,
but a series of techniques which work in particular cases.
The simplest case is for S[A1] theories, which have rank 2. In this case on can derive the BPS
quiver from an ideal triangulation T on C [1, 2]. An ideal triangulation T is a collection of curves
up to isotopy, which are mutually and self non-intersecting with the exception of the end points.
Such curves can end at punctures or at the marked points and cannot be contracted to a boundary
component or to a puncture. From such a triangulation one can associate a BPS quiver, whose nodes
correspond to curves in the triangulation which are not boundary segments. The arrows between
nodes are given by a pairing between the edges of the triangulation, while the superpotential is
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determined by a series of combinatorial rules [1, 2]. In the case where the line defect is specified by
a loop on C the core charge can be determined by knowing the dictionary between Lie algebra data
and Dehn-Thurston like parameters, as explained in section 2. However one also needs to specify a
superpotential involving the framing arrows, to be added to the superpotential of the BPS quiver.
We are not aware of a systematic way of deriving this superpotential. Therefore we will only focus
on the line defects for which this superpotential is known, for example from [11].
Similar but less general arguments hold for higher rank theories. From the spectral network one
can determine the BPS quiver in some region of the moduli space [24, 27]. The core charge can in
principle by determined by a careful study of the abelianiziation map for spectral networks [23, 25]
which relates flat connections on C and on Σu. There is however no general algorithm to determine
the superpotential WL. A different possibility is to take a microscopic approach and determine the
superpotential for the defect by counting holomorphic disks via the string engineering [9, 19].
A particular case is when the line defect can also be described as a product loop of the form pt×℘
on R × C. In this case we associate a K-theoretic enumerative problem to the geometric loop.
We will see that the N = (2, 0) superconformal field theory provides a natural way to associate
(equivariant) K-theory classes to such a loop. This prescription should be compared with [40], and
we hope to return to it in the future.
From now on we will assume that a pair (γf ,WL) is given. Section 4 will contain a few exam-
ples.
3.2 K-theoretic framed BPS states
We will now use the framed BPS quiver formalism to define a K-theoretic enumerative problem
associated to a line defect. To our framed quiver we can associate the moduli space Md(Q[f ],W; v)
of stable quiver representations. To ease the notation we will denote this moduli space as Mγ ,
using the relation between charges and dimensions explained in Section 2, and set M˜γ to be the
free fields moduli space obtained without imposing the relations ∂W = 0. Furthermore we use the
notation M = ⊔γMγ and similarly for M˜ .
We can regard the equations ∂W = 0 as defining a section s of a certain bundle or sheaf E over
M˜ . E is known as the obstruction bundle and by definition
M = s−1(0) ⊂ M˜ . (3.1)
A obvious enumerative problem is to compute χ(M ,OM ). However this is not natural from the
perspective of supersymmetry [35]. Supersymmetry is associated with virtual counts, or indices,
which require a certain grading. A grading appears naturally by considering a resolution A • of the
sheaf O
M˜
. In general A • is a sheaf of differential graded algebras. For example one can consider
the Koszul resolution (
∧• E ∨,d), where d is the contraction with the section s. Then OM arises as
the cohomology in degree zero of this resolution. In homological algebra it is not natural to consider
only the zeroth cohomology, but one would rather consider the virtual structure sheaf [4, 35]
O
vir
M =
∑
i
(−1)iA i =
∑
i
(−1)iH i(A •) . (3.2)
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The computation of the numerical Euler characteristics χnum(M ,OvirM ) via equivariant localization
corresponds to the problem of computing Donaldson-Thomas invariants, or framed BPS degenera-
cies in this context, and was solved in [9, 11] for a large class of quivers.
In this paper we will compute Euler characteristics as K-theory classes adapting the formalism
developed in [32] to study membranes on toric Calabi-Yaus, and in particular applied to the Hilbert
scheme of points on C3. One of the key points is that the relevant Euler characteristics will be
valued in the modified virtual structure sheaf. The appropriate object to consider is the virtual
tangent space, which parameterizes obstructions and deformations
Tvir = Def −Obs (3.3)
where the sheaf parametrizing obstructions is determined by E . Part of the problem is to determine
Tvir for each model, and we will see several examples in the next Section. Technically, in all the cases
we will consider in this note, Tvir is determined by an underlying obstruction theory (eventually by
choosingWL appropriately). We stress that in this note we will only work equivariantly with respect
to a certain toric action. Assuming we are given the virtual tangent space, we introduce
K
1/2
vir = det
−1/2 Tvir (3.4)
and define the modified virtual structure sheaf
Ô
vir
M ∼ OvirM ⊗K1/2vir (3.5)
where by using the proportionality symbol we reserve the possibility of including counting param-
eters in the definition, which in our case will correspond to the Xγ variables.
We can now define more precisely our K-theoretic enumerative problem. We introduce K-theoretic
line operators
L℘ = χ
(
M , ÔvirM
)
≡
∑
γ
χ
(
Mγ ,O
vir
Mγ ⊗K
1/2
vir
)
Xγ (3.6)
where we consider the variables Xγ as formal counting parameters, introduced in the definition of
ÔvirM . To avoid introducing unnecessary notation we use the same symbol Xγ for the formal counting
parameters and for the quantum coordinates on the Hitchin moduli space. No ambiguity is possible
as long as the physical coordinates are always normal ordered, in the sense of Section 2.
We stress that the Euler characteristics in (3.6) gives a K-theory class. We will now give a concrete
prescription to evaluate L using localization in equivariant K-theory. Afterwards we will discuss
how to extract protected spin characters from our definitions.
3.3 Localization
We can obtain more concrete expressions for the operators L℘ by working equivariantly with respect
to a natural toric action. We assume we have a framed quiver Q[f ] with superpotentialW, including
the WL term. After imposing cyclic stability conditions, the relevant moduli space M parametrizes
cyclic modules in the Jacobian algebra JW, generated by a certain vector v ∈ Vf based at the
framing node.
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Toric action and fixed points. The space M carries a natural toric action, obtained by rescal-
ing by a factor ta every morphism Xa ∈ HomC(Vi, Vj) where a : i −→ j. In order to lift to M
this action has to respect the equations ∂W = 0. This condition defines a sub-torus TF,∂W of
TF = (C
∗)|Q1[f ]|. On the other hand representations in M are defined up to isomorphisms and
therefore we have to mod out by the sub-torus T = (C∗)|Q0|−1 ⊂ Gd. The reason the exponent is
|Q0| − 1 is that diagonal gauge transformations act trivially. Therefore the torus acting on M is
TW = TF,∂W/TG. Note that consistency requires each term in W to carry the same toric weight.
We will denote this weight by κ.
For the cases considered in this paper, fixed points of TW have a combinatorial classification in
terms of pyramid partitions. A pyramid partition pi = {pii}i is a certain combinatorial object
consisting of a collection of coloured stones, whose number characterizes a particular cyclic module
by the identification pii = dimC Vi. This procedure was discussed in detail in [38, 11] and simplifies
greatly the localization computation. However in this note we will only focus on simple cases to
exemplify our formalism. For pedagogical purposes we will list directly the T-fixed modules. The
more powerful techniques from [11] are however necessary for more complicated examples.
Virtual tangent space. Around a fixed point labelled by pi we can use the formalism of [11] to
write down the quiver deformation complex. In all the examples discussed in [11] and in this paper,
it has the form
0 // S0pi
δ0 // S1pi
δ1 // S2pi
δ2 // S3pi
// 0 . (3.7)
Note that the class of quivers we are considering is not in general associated to Calabi-Yau algebras.
The Calabi-Yau condition is a sufficient condition to have a well defined enumerative problem,
basically due to Serre duality. In the more general case, the condition to have a well posed problem
reduces to checking that a certain pairing is determined by numerical invariants. This was done
explicitly for BPS quivers of SU(N) theories associated to toric threefolds via geometric engineering,
including all their decoupling limits, in [9]. This already covers a rather large class of BPS quivers.
Similar arguments are expected to hold more in general, but in this note we will only consider this
class.
At a fixed point pi we denote by Vi,pi the weight decomposition of the vector space Vi as a TW-module.
We then have
S0pi =
⊕
i∈Q0
HomC(Vi,pi, Vi,pi) , (3.8)
S1pi =
⊕
(a:i→j)∈Q1[fn]
HomC(Vi,pi, Vj,pi)⊗ ta , (3.9)
S2pi =
⊕
(ra:j→k)∈R
HomC(Vj,pi, Vk,pi)⊗ κ t−1a = S1pi ⊗ κ, (3.10)
S3pi = S
0
pi ⊗ κ . (3.11)
The first term in the complex corresponds to infinitesimal gauge parameters and the map δ0 is the
linearization of a gauge transformation. The term S1pi corresponds to all the fields Xa associated
to the arrows of the framed quiver a ∈ Q1[f ]. Each field carries a toric weight ta by definition.
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The map δ1 is a linearization of the relations ∂W = 0. The term S
2
pi corresponds to the relations
derived from the superpotential ra = ∂aW. Each summand in S
2
pi is naturally dual to a term in S
1
pi,
the field Xa for which ra is the equation of motion. Note that since the superpotential W carries
weight κ, the toric weight of ra is κ t
−1
a . The map δ2 is associated to linearized relations between
the relations, and the space S3pi is the dual of S
0
pi up to the weight of the superpotential.
Now we can write down the virtual tangent space at the fixed point pi
Tvirpi =
(−S0pi + S1pi)− κ(−S0pi + S1pi) =∑
i
wi −
∑
i
κ
wi
. (3.12)
We have schematically denoted by wi the toric weights of each summand. Note that deformations
and obstructions are exactly paired up to the weight κ.
Let us introduce Okounkov’s function
aˆ(Tvirpi ) =
∏
w
(κ/w)1/2 − (w/κ)1/2
w1/2 − w−1/2 . (3.13)
Then in localized K-theory we have
Ô
vir
Mγ =
∑
pii=di
aˆ
(
Tvirpi
)
OIpi , (3.14)
where pii = dimC Vi and Ipi is the ideal sheaf corresponding to pi. The relation between charges and
the dimension vector is as usual γ = γf +
∑
i diγi
K-theoretic and quantum line operators. Finally all the ingredients are in place and we can
write down an explicit form for our K-theoretic line operators
L℘ = χ
(
M , ÔvirM
)
=
∑
γ
χ
(
Mγ ,O
vir
M ⊗K1/2vir
)
Xγ =
∑
γ
∑
pii=di
aˆ
(
Tvirpi
)
Xγ . (3.15)
We will discuss now how to extract from a K-theoretic line operator a quantum line operator,
a generating function of protected spin characters. They key concept is rigidity [32]. Roughly
speaking rigidity means that some equivariant quantity computed via localization turns out to
be independent of some of the toric weights. This can be typically shown by studying various
limits of the toric weights. From a physical perspective, if we think of the steps of the localization
computation as involving a ratio of fermionic and bosonic determinants around a fixed point, rigidity
results are equivalent to a cancellation between certain fermionic and bosonic degrees of freedom.
We expect rigidity results to hold for highly symmetric theories.
Consider scaling away the weights w±1 −→ ∞ in such a way that κ remains constant. Such a
scaling identifies a slope s, a one-parameter subgroup of the toric group TW. Then the rational
function
(κ/w)1/2 − (w/κ)1/2
w1/2 − w−1/2 (3.16)
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is bounded and non zero and goes to −κ∓1/2. Therefore
aˆ(Tvirpi ) −→ (−κ1/2)Indexpi (3.17)
where
Indexpi = #{i |wi −→ 0} −#{i |wi −→∞} (3.18)
depends explicitly on the fixed point.
This construction can be used to define K-theoretic and refined Donaldson-Thomas invariants for
toric threefolds [32], as well as certain generalizations [5, 33, 34]. When applied to our moduli spaces,
it provides a mathematical description of the protected spin character, by identifying them with
refined Donaldson-Thomas invariants of framed quiver representations. Indeed the construction of
[32] applies almost verbatim due to the fact that we are considering gauge theories which can be
engineered in toric threefolds [9].
In the following we will identify the toric weight −κ1/2 with the refinement parameter y. We can
give a heuristic argument as follows. The formalism of Nekrasov and Okounkov is grounded in
the setting of topological strings on a toric variety. In [32] they show that after scaling away the
toric weights the K-theoretic Donaldson-Thomas invariants reproduce the refined BPS invariants
where the toric weight −κ1/2 is identified with the refinement parameter y. The main argument is
that in a geometric setting the sheaf K
1/2
vir plays the role of the square root of the virtual canonical
bundle on the toric variety; tensoring by it as in (3.6) is responsible for passing from Dolbeaut to
Dirac cohomology of the complex OvirM . In this sense the equivariant weight of K
1/2
vir keeps track of
spin information. A direct computation precisely identifies such equivariant weight as the counting
parameter y in the χ−y genus of the moduli space of states when this is smooth; χ−y can then be
conjecturally identified with the refined index [9]. In particular since the weight of the canonical
bundle spans a one dimensional torus C∗, there are several ways to scale away the toric weights by
keeping κ constant. Such possibilities are parametrized by the slope parameter s, which therefore
parametrizes different conventions in the choice of the refinement.
While we are not in a geometric setting we would like to argue that such arguments should extend
to our case upon using geometric engineering to describe our quiver quantum mechanics as a limit
of the quantum mechanics modelling a D-brane configuration. Such a field theory limit would take
a D-brane configuration wrapping certain cycles in a Calabi-Yau and tune their moduli in such a
way that string states decouple, while keeping the mass of one field theory state much larger than
all the others, such state modelling the defect. However by taking such limit we lose the intuition
coming from geometrical engineering and the dictionary between toric parameters and the threefold
geometry is no longer available. Still we conjecture that the combinations of the toric weights which
survives the scaling limit w± −→∞ along a certain slope s, while it has no more the interpretation
as the weight of the Calabi-Yau canonical bundle, can still be identified with the refined parameter
y.
If we identify y = −κ1/2 and use the slope s to denote that we have taken the appropriate limit
13
and scaled away the toric weights, we have
L℘
∣∣
s
=
∑
γ
(
TrHL,u,γy
2J3(−y)2I3) Xγ =∑
γ

 ∑
pi∈Mγ
yIndexpi

 Xγ . (3.19)
This generating function has very interesting properties in the case where Mγ is compact. If that
is the case, then [32] shows that the toric action factors throught the character κ: the result only
depends on κ and no limit is needed. This also implies that (3.19) is a Laurent polynomial, invariant
under y ←→ 1/y. In general we do not know if our moduli space Mγ are compact for any pair
(Q[f ],W) which arises from class S theories. In all examples we have found it appears to be the
case and in all the cases discussed in Section 4 the results are independent of the toric weights
without taking any limit. For this reason we will not stress the difference between L℘ and L℘
∣∣
s
in
Section 4. It is not clear if this is a general feature of line defects or if the quivers we are considering
are too simple. For example the results are explicitly dependent on the toric weights in the more
complicated case of Calabi-Yau singularities [14].
4 Computations with quantum line operators
In this Section we will go through some detailed computations to exemplify our formalism. We will
also clarify the reason for using certain shifted superpotentials associated with symmetric quivers
[11] and the difficulties which one runs into when dealing with localization with a system with
nontrivial automorphisms.
4.1 Quiver for SU(2) with adjoint line defect
In our first example we consider an SU(2) gauge theory coupled to a Wilson line in the adjoint
representation. This model was already studied in [11], and we will freely borrow the details non
essential to the present construction.
UV data. To obtain a pure SU(2) gauge theory from class S engineering, C must be an annulus
with a marked point at each boundary. The ideal triangulation T has two edges. We consider a
loop ℘ in C wrapping the annulus once, in the adjoint representation 3 of SU(2).
Framed BPS quiver. This line defect has core charge γf = −γ◦ − γ•, corresponding to the
highest weight of the 3 of SU(2) expressed in the quiver basis of charges {γ◦, γ•} ∈ Γ. The quiver
corresponding to the triangulation T is the 2-Kronecker quiver. The two charges associated to the
two edges of the triangulation reproduce the BPS spectrum in the strong coupling chamber. The
framed BPS quiver is
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γf
C1

C2

γ◦
A1
//
A2 // γ•
B1
XX
B2
XX
(4.1)
The gauge group Gd = GL(V◦)×GL(V•) acts as Ai −→ g•Ai g−1◦ , Bi −→ Bi g−1• and Ci −→ g◦ Ci,
for i = 1, 2. Following [11] we take the superpotential
W = A1 C1B1 +B2 (A2 C2 −A2C1) . (4.2)
For now we take this superpotential as given; we will justify its form later on. The equations
of motions ∂aW = 0 can be derived easily and also satisfy the following relations between the
relations
rr• : A1 ∂A1W− ∂B1WB1 − ∂B2WB2 +A2 ∂A2W = 0 , (4.3)
rr◦ : C1 ∂C1W− ∂A1WA1 − ∂A2WA2 + C2 ∂C2W = 0 . (4.4)
Toric action and fixed points. We define the toric action Xa −→ tXa Xa for each morphismXa
associated with an arrow a : i −→ j, a field in the supersymmetric quiver quantum mechanics. We
require that this action is compatible with the equations of motion, since these define the moduli
space. From the equations of motion we have the identifications
tC1 = tC2 tA1 tB1 = tA2 tB2 . (4.5)
The superpotential carries weight tA1tB1tC1 = tA2tB2tC2 = κ.
The T-fixed points are given by T-fixed cyclic modules, corresponding to T-fixed ideals in the
path algebra. They were classified in [11] and can be counted combinatorially by listing pyramid
partitions. However, since they are just a few, we will list them explicitly to keep this example as
simple as possible. To begin with, consider the set of vectors
{v,C1 v,C2 v,A2 C1 v,A1 C2 v, . . . } (4.6)
where we have used the ∂W = 0 relations to set A1 C1 v = 0 and A2 C2 v = A2 C1 v. These vectors
are obtained by applying arrows to the cyclic vector and imposing the F-term relations at each step.
They are therefore linearly independent. Therefore we can use them to identify cyclic modules. We
assign the vectors to their respective nodes of the quiver. Since they are linearly independent they
generate vector spaces. The action of the elements of the path algebra on these vectors can be
used to assign maps between the vector spaces they generate. In other words we are constructing a
cyclic representation, starting from v. Furthermore each map has its own toric weight, which can
be compensated by a gauge transformation at each vertex. Therefore these modules are T-fixed.
Physically we want to impose the condition that dimC Vf = 1, which means that we only restrict our
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attention to those representations which have a single vector v ∈ Vf . For example we cannot have
vectors of the form BiA1C2v : such vector is based at the framing node and is linearly independent
from v, having different toric weight. This is not possible because of the condition dimC Vf = 1.
Therefore the arrows Bi effectively play no role.
Fixed points are associated with the cyclic representations, which in turns are determined by the
above vectors. We will use the notation {. . . }1,d◦,d• to identify a fixed point together with its
dimension. With this notation the fixed points are
{v}1,0,0, {v,C1v}1,1,0, {v,C2v}1,1,0, {v,C1v,C2v}1,2,0, {v,C2 v,A1 C2v}1,1,1, (4.7)
{v,C1v,A2C1v,C2v}1,2,1, {v,C1v,C2v,A1C2v}1,2,1, {v,C1v,C2v,A2C1v,A1C2v}1,2,2 (4.8)
where again we have used A1 C1 v = 0 and A2 C2 v = A2 C1 v. This completes the classification of
T-fixed points. A more detailed discussion is in [11].
Virtual tangent space. We can construct the virtual tangent space as explained in Section 3
starting from the deformation complex
0 // S0pi
δ0 // S1pi
δ1 // S2pi
δ2 // S3pi
// 0 , (4.9)
where δ0, δ1 and δ2 are linearization of the gauge transformations, equations of motion, and relations
between the relations (around a fixed point). Their explicit form is given in [11].
The virtual tangent space parametrizes deformations minus obstructions and in this case has the
form
Tvirpi = −S0pi + S1pi − S2pi + S3pi = −S0pi + S1pi − κ
(
−S0pi + S1pi
)
=
∑
i
wi −
∑
i
κ
wi
. (4.10)
In writing this formula one has to take into account the decomposition of the vector spaces V◦,pi
and V•,pi as T-modules. The terms in (4.10) are as follows:
S0pi = HomC(V◦,pi , V◦,pi)⊕HomC(V•,pi , V•,pi ) (4.11)
parametrizes gauge transformations (note that there are no gauge transformations at the framing
vertex),
S1pi = HomC(V◦,pi , V•,pi )(tA1 + tA2)⊕HomC(V•,pi ,C)(tB1 + tB2)⊕HomC(C, V◦,pi)(tC1 + tC2) (4.12)
parametrizes the field content (where the toric weights are needed to make the deformation complex
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equivariant), while
S2pi = HomC(V•,pi , V◦,pi )(tB1tC1 + tB2tC2)⊕HomC(C, V•,pi )(tA1tC1 + tA2tC2)
⊕HomC(V◦,pi ,C)(tA1tB1 + tA2tB2)
= κ
[
HomC(V•,pi , V◦,pi)(t
−1
A1
+ t−1A2 )⊕HomC(C, V•,pi)(t−1B1 + t−1B2)
⊕HomC(V◦,pi ,C)(t−1C1 + t−1C2 )
]
= κS1pi (4.13)
parametrizes the equations of motion (where we have used κ = tA1tB1tC1 = tA2tB2tC2). Fi-
nally
S3pi = HomC(V◦,pi , V◦,pi)κ⊕HomC(V•,pi , V•,pi )κ = κ S0pi (4.14)
parametrizes doubly determined relations.
Contribution of fixed points. Now we will carry out the localization computation in a fairly
explicit fashion. We organize the fixed point contribution according to the dimension vector d =
(1, d◦, d•) of the representation. Each fixed point with T
vir
pi =
∑
iwi −
∑
i κ/wi contributes with a
factor aˆ(
∑
i wi −
∑
i κ/wi).
1. d = (1, 0, 0). In this case we simply have
V◦,pi = 0 , V•,pi = 0 , (4.15)
and Tvirpi = 0. Therefore the contribution of this fixed point is 1.
2. d = (1, 1, 0). There are two fixed points, which we will call pi1 and pi2, corresponding to {C1v}
and {C2v}. The T-module structure associated to the first one is
V◦ =
1
tC1
, V• = 0 . (4.16)
To compute the weight decomposition of the virtual tangent space we need to specify the
spaces S0pi and S
1
pi. We find, writing explicitly only the non-vanishing part
S0pi = HomC(V◦,pi , V◦,pi) = V◦,pi ⊗ V ∨◦,pi = 1 ,
S1pi = HomC(C, V◦,pi )(tC1 + tC2) =
1
tC1
(tC1 + tC2) = 1 +
tC2
tC1
. (4.17)
Therefore −S0pi + S1pi = tC2tC1 and the virtual tangent space reads
Tvirpi1 =
tC2
tC1
− κtC1
tC2
. (4.18)
For the second fixed point we have
V◦ =
1
tC2
, V• = 0 . (4.19)
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Reasoning as before we find
Tvirpi2 =
tC1
tC2
− κtC2
tC1
. (4.20)
Putting all together the two fixed points contribute
aˆ
(
Tvirpi1
)
+ aˆ
(
Tvirpi2
)
=
−κ tC1 + tC2√
κ (tC1 − tC2)
+
−κ tC2 + tC1√
κ (tC2 − tC1)
= − 1√
κ
−√κ , (4.21)
which is independent of the toric weights.
3. d = (1, 2, 0). There is only one fixed point, corresponding to {v,C1v,C2v}, so that
V◦ =
1
tC1
+
1
tC2
, V• = 0 , (4.22)
and Tvirpi = 0. The contribution of this fixed point is one.
4. d = (1, 1, 1). There is only one fixed point, with
V◦ =
1
tC2
, V• =
1
tC2tA1
. (4.23)
The virtual tangent space is given by
Tvirpi =
tA2
tA1
+ tA1tB1tC2 + tA1tB2tC2 +
tC1
tC2
−κ
(
tA1
tA2
+
1
tA1tB1tC2
+
1
tA1tB2tC2
+
tC2
tC1
)
. (4.24)
Now we impose the conditions (4.5) as well as tA1tB1tC1 = tA2tB2tC2 = κ, and easily find that
Tvirpi = 0 identically. Therefore the contribution of this fixed point is just one, a hypermultiplet.
5. d = (1, 2, 1). Now there are two fixed points. The first one pi1 corresponds to the module
{v,C1v,A2C1v,C2v} and its T-module structure is given by
V◦ =
1
tC1
+
1
tC2
, V• =
1
tA2tC1
(4.25)
The virtual tangent space is then
Tvirpi1 =
tA1tC2
tA2tC1
+
tA1
tA2
+ tA2tB1tC1 + tA2tB2tC1 +
tC2
tC1
− κ
(
tA2tC1
tA1tC2
+
tA2
tA1
+
1
tA2tB1tC1
+
1
tA2tB2tC1
+
tC1
tC2
)
=
tA1
tA2
− κtA2
tA1
, (4.26)
where we have used the conditions on the toric weights. Note that upon imposing these
conditions there are many cancellations, which signal that writing down naively the virtual
tangent space miscounts deformations and obstructions.
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The second fixed point pi2 corresponds to the module {v,C1v,C2v,A1C2v}, for which
V◦ =
1
tC1
+
1
tC2
, V• =
1
tA1tC2
. (4.27)
The virtual tangent space can be simplified using again the conditions on the toric weights
Tvirpi2 =
tA2tC1
tA1tC2
+
tA2
tA1
+ tA1tB1tC2 + tA1tB2tC2 +
tC1
tC2
− κ
(
tA1tC2
tA2tC1
+
tA1
tA2
+
1
tA1tB1tC2
+
1
tA1tB2tC2
+
tC2
tC1
)
=
tA2
tA1
− κtA1
tA2
. (4.28)
Putting the two contributions together gives
aˆ
(
tA1
tA2
− κtA2
tA1
)
+ aˆ
(
tA2
tA1
− κtA1
tA2
)
= − 1√
κ
−√κ . (4.29)
6. d = (1, 2, 2). There is only one fixed point, with
V◦ =
1
tC1
+
1
tC2
, V• =
1
tA2tC1
+
1
tA1tC2
, (4.30)
so that
Tvirpi =
tA2
tA1
+
tA1
tA2
+ tA1tB1tC2 + tA1tB2tC2 + tA2tB1tC1 + tA2tB2tC1 +
tC2
tC1
+
tC1
tC2
(4.31)
− κ
(
tA2
tA1
+
tA1
tA2
+
1
tA1tB1tC2
+
1
tA1tB2tC2
+
1
tA2tB1tC1
+
1
tA2tB2tC1
+
tC2
tC1
+
tC1
tC2
)
.
By imposing the conditions on the toric weights one sees that Tvirpi = 0 and therefore the
contribution of this fixed point is just 1.
Full result. The full result for the quantum line operator is
W3 =
∑
d=(1,d◦,d•)
χ(Mγ ,O
vir ⊗K1/2vir ) Xγf+d◦γ◦+d•γ• . (4.32)
As we have seen in this computation the dependence of all the individual toric weights drops out
and only κ remains. Therefore in this case we don’t need to take any limit. The formal counting
variables Xγ have to be identified with the quantum coordinates on the Hitchin moduli space. To
avoid ambiguities we will always assume them normal ordered. It is important to stress that here
χ(Mγ ,O
vir ⊗ K1/2vir ) is not a number but an equivariant K-theory class in KT(pt)[[
√
k]]. We can
think of this as a vector space, or as the T-module generated by
√
κ.
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By defining y = −√κ we can write the full result as
W3 = Xγf +
(
y +
1
y
)
Xγf+γ◦ + Xγf+2γ◦ (4.33)
+ Xγf+γ◦+γ• +
(
y +
1
y
)
Xγf+2γ◦+γ• + Xγf+2γ◦+2γ• (4.34)
The framed BPS spectrum consists of four hypermultiplets with charges γf (the core charge),
γf +2γ◦, γf + γ◦+ γ• and γf +2γ◦+2γ•, as well as two vector multiplets with charges γf + γ◦ and
γf+2γ◦+γ•. This prediction is indeed correct and can be checked independently, for example using
the fact that Wilson line operators obey an algebra, in this case derived from the tensor product
decomposition of SU(2) representations [22, 16].
4.2 Localization for theories with automorphisms
We will now discuss some remarks concerning the case where the BPS quiver has nontrivial automor-
phisms, in passing clarifying certain aspects of [11]. In this case the direct localization computation
has to be handled with care. The reason is that the presence of a nontrivial automorphism at the
level of the quiver induces a discrete symmetry in the supersymmetric quantum mechanics. When
this happens, one has to decide if the quantum mechanics particles are indistinguishable, and in
that case their statistics [7]. In such a case the naive representation theory result differs from the
physical one, since the quantum mechanics models requires us to take linear combinations of the
wavefunctions with prescribed symmetry, to construct physically acceptable ground states.
We will consider automorphisms which exchange certain arrows of the framed quiver but leave the
nodes and the superpotential invariant. In this case the so-called ii-representations are involved
[7]. The problem of properly dealing with localization in the presence of ii-representations is the
reason we have introduced shifted superpotentials (in the previous localization computation as well
as in [11]): in many cases a variable shift is enough to break the discrete symmetry at the level of
the superpotential. This is the reason behind the superpotential (4.2), which we preferred to the
more natural (4.36). This does not have any physical effect, since it is just a field redefinition, but
has the technical advantage of rendering the localization computation direct.
We will discuss the situation with an example. Consider the framed BPS quiver Q which describes
the coupling of an SU(2) gauge theory to a Wilson line in the adjoint representation
γf
C1

C2

γ◦
A1
//
A2 // γ•
B1
XX
B2
XX
(4.35)
where now we take the superpotential
W = A1C1B1 +A2C2B2 (4.36)
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This theory has a Z2 symmetry which exchanges X1 ←→ X2 for any field Xi, keeping the super-
potential invariant. We would like to understand how to count BPS states using the localization
framework that we have introduced so far. To begin with, we work equivariantly by introducing a
toric action which rescale each field X by a factor tX . The condition that the toric action commutes
with the Z2 symmetry implies tX1 = tX2 for any field. We set κ = tA1tB1tC1 = tA2tB2tC2 , the weight
of the superpotential.
The setup for the localization computation proceeds as before, the only difference being the super-
potential equations C1A1 = C2A2 = 0. The T-fixed modules are now
{v}1,0,0, {v,C1v}1,1,0, {v,C2v}1,1,0, {v,C1v,C2v}1,2,0, {v,C2 v,A1 C2v}1,1,1, {v,C1 v,A2 C1v}1,1,1
{v,C1v,A2C1v,C2v}1,2,1, {v,C1v,C2v,A1C2v}1,2,1, {v,C1v,C2v,A2C1v,A1C2v}1,2,2 .
(4.37)
Note that the only difference with the case of shifted superpotential is for modules with dimension
vector d = (1, 1, 1).
BPS states of the quiver quantum mechanics are associated to irreducible quiver representations.
However in the presence of an automorphism σ we are supposed to keep only those states which
are invariant under σ [7]. Such states correspond to invariant irreducible representations, or ii-
representations. The technical problem we will have to face has its origin in the fact that when
computing BPS degeneracies using virtual localization techniques we do not deal directly with rep-
resentations but with T-fixed points. This is because “counting” representations in the appropriate
sense involves integrating over their moduli spaces.
To be more concrete, the Z2 automorphism σ of the quiver Q induces a functor Fσ from the category
of quiver representations rep(Q,W) to itself. By using the correspondence between representations
of (Q,W) and left JW modules, we can study the action of Fσ on the category JW−mod. Consider
now a module M . We will denote its transform under the functor Fσ as
σM . An isomorphic
invariant indecomposable (ii-indecomposable) module, is then a module M such that M ≃ σM .
In our case, this can happen in precisely two cases: or M is already invariant under Fσ, or it can
be used to construct the ii-module N ≃M ⊕ σM . Note that such N is not indecomposable as an
ordinary module, but only as an ii-module. This construction is familiar from quantum mechanics
and it amounts in constructing a symmetric wave function, which describes a bosonic state1.
Here however we run into a problem with our formalism. To construct an ii-module of the form
M ⊕ σM we have to symmetrize M respect to the action of Fσ. This is a different operation than
symmetrizing each toric fixed point separately. For example when computing Euler characteristics
by counting torus fixed points, one cannot tell the difference between two points and a P1, which
has two torus fixed points, the north and the south poles. The interplay between localization and
ii-modules is a bit subtle, and require some additional information about the moduli spaces. We
will now proceed to show how this problem can be solved, at least in our case.
In our example the cyclic modules {v}1,0,0, {v,C1v,C2v}1,2,0, {v,C1v,C2v,A2C1v,A1C2v}1,2,2 cor-
respond to invariant representations: each cyclic module is clearly invariant under σ and the virtual
1There is in principle the possibility of the corresponding particle state being described by a different statistics; it
does not appear to be the case in all the examples we have studied but we don’t have a clear argument for this.
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tangent space is trivial. The moduli space is just a point and each module correspond to a hyper-
multiplet.
The two modules {v,C1v}1,1,0, {v,C2v}1,1,0 are exchanged by σ. However these cyclic modules
correspond to fixed points in the moduli space of a P1 family of representations. The virtual
localization formula effectively averages over all the configurations and the two modules correspond
to a representation which is already invariant under σ. This can be seen easily by looking at the
Kronecker subquiver with arrows C1 and C2. The P
1 in question is precisely the representation
spanned by maps of the form [C1 : C2] (by partial abuse of language we use the same letters as in the
cyclic modules). While each representation is not separately invariant, the operation of integrating
over the moduli space produces an invariant and therefore corresponds to a physical BPS state. To
see this more rigorously one can just compute the K-theoretic invariant; the computation is exactly
the same as in the previous subsection and the result 1y (1+ y
2) precisely correspond to the motivic
class [P1] = pt + [L] up to the overall normalization.
The same arguments can be repeated verbatim for the cyclic modules {v,C1v,A2C1v,C2v}1,2,1 and
{v,C1v,C2v,A1C2v}1,2,1, which together correspond to a P1 family of representations.
The situation is however different for the cyclic modules {v,C2 v,A1 C2v}1,1,1, {v,C1 v,A2 C1v}1,1,1.
These two modules are exchanged by the automorphism σ. By looking at the virtual tangent space
(the computations are identical to those of the previous subsection) one sees immediately that the
respective moduli spaces are points, corresponding to the cyclic modules themselves. Therefore the
ii-representation is now described by the symmetrized module
{v,C2 v,A1 C2v}1,1,1
⊕
{v,C1 v,A2 C1v}1,1,1 . (4.38)
Note that this case is fundamentally different from the previous cases where the two cyclic modules
correspond to fixed points of the same (connected component of the) moduli space, in that cases a
P
1.
This ii-representation correspond physically to a single stable BPS state, obtained by symmetrizing
a wave function. Since it has no moduli this state must be an hypermultiplet. However a naive
counting of the degeneracies via direct localization appears to give a degeneracy of 2. The solution
to this puzzle is that to properly count the number of states associated to this representation we
have to deal properly with the automorphism σ. A natural way of doing so is to consider orbifold
Euler characteristics. Indeed the above module has precisely the form of a sum over images of the
Z2 action. According to the definition of an orbifold Euler characteristic, to avoid overcounting we
should divide by the order of the orbifold group, in this case |Z2| = 2.
Therefore this computation reproduces the correct degeneracies with the superpotential (4.36).
Note however that this was possible since the involved geometries were simple enough. We could
understand how to construct ii-modules only by a careful understanding of the moduli spaces, and
the choice of physical combinations was done by hand. This procedure would become cumbersome
in more complicated situations. At present we do not know how to implement sistematically the
localization computation on ii-modules. A practical solution, as we have already seen and as used
in [11], is to shift some of the variables in the superpotential as so to break as many automorphisms
as possible. In that case one does not have to worry about ii-representation and the localization
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computation proceeds as usual.
4.3 A dyonic line defect
As our next example we will consider a dyonic line operator in a pure SU(3) gauge theory. We
consider a region of the moduli space B where the relevant BPS quiver is given by
•1 '' &&
d2
//
c2 // ◦2
r
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⑧
⑧
⑧
⑧
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◦1
b1
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//
c1 // •2
a1
OO @@ (4.39)
with superpotential W = r (a1c1 − c2b1) + s (a1d1 − d2b1).
The theory is coupled to a line defect with charge γf = γ•2 + γ◦2 . The new coupling determines
a new superpotential term WL, which can be naturally taken to be the same as above where the
arrows a1, c2 and d2 are replaced by the terms we can construct by composing the framing arrows.
However the new terms can effectively be ignored, either because of the F-term relations from
W or because of the dimC Vf = 1 condition
2. In this case the computation of the framed BPS
state spectrum Ω(γ), including the toric action and the classification of the fixed points, essentially
reduces to the one discussed in [9]. We will therefore just take their results as a starting point and
show how our formalism allows for the computation of the refined spectrum.
We define a toric action as X −→ tX X for each morphism X, which represents a field in the quiver
quantum mechanics. To make this action compatible with the equations of motion we impose the
conditions
ta1tc1 = tc2tb1 , ta1td1 = td2tb1 , tc1tr1 = td1ts1 , tr1tc2 = ts1td2 , (4.40)
while the superpotential carries weight
tr1ta1tc1 = tr1tc2tb1 = ts1ta1td1 = ts1td2tb1 = κ . (4.41)
T-fixed points were classified in [9] and will be discussed momentarily. Around each fixed point
pi, the local structure of the moduli space is captured by the deformation complex constructed in
[9]
0 // S0pi
δ0 // S1pi
δ1 // S2pi
δ2 // S3pi
// 0 . (4.42)
2This condition effectively tells us that we are only interested in representations for which the arrows going to the
framing node are represented trivially. Therefore these arrows can be set to zero in the F-term relations and don’t
contribute to the construction of the moduli spaces.
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The relevant terms3 are
S0pi = HomC(V◦1,pi, V◦1,pi)⊕HomC(V•1,pi, V•1,pi)⊕HomC(V◦2,pi, V◦2,pi)⊕HomC(V•2,pi, V•2,pi) ,
S1pi = HomC(V•1,pi, V◦2,pi)⊗ (tc2 + td2)⊕HomC(V◦1,pi, V•2,pi)⊗ (tc1 + td1)
⊕HomC(V◦1,pi, V•1,pi)⊗ (tb1)⊕HomC(V•2,pi, V◦2,pi)⊗ (ta1)
⊕HomC(V◦2,pi, V◦1,pi)⊗ (tr1 + ts1)⊕HomC(Vf,pi, V◦2,pi)⊗ (tf ) (4.43)
The virtual tangent space has again the structure
Tvirpi = −S0pi + S1pi − S2pi + S3pi = −S0pi + S1pi − κ
(
−S0pi + S1pi
)
=
∑
i
wi −
∑
i
κ
wi
(4.44)
where we have chosen the weight of the framing arrow f 99K ◦2 equal to the weight of the super-
potential, borrowing the results of [15]. This can be accomplished by choosing appropriately the
weights of the other framing arrows.
The table 1 contains all the T-fixed cyclic modules, together with their dimension vectors d =
(1, d◦1 , d◦2 , d•1 , d•2) and the sum of weights in the virtual tangent space. Every T-fixed point
Dimension T-fixed module
∑
iwi
(1, 0, 0, 0, 0) {∅} 0
(1, 0, 1, 0, 0) {v} 0
(1, 1, 1, 0, 0) {r v, v} tstr
{s v, v} trts
(1, 2, 1, 0, 0) {s v, r v, v} 0
(1, 1, 1, 0, 1) {d1 r v, r v, v} tc1td1 + tatd1tr +
ts
tr
{c1 s v, s v, v} td1tc1 +
tr
ts
+ tatc1ts
(1, 2, 1, 0, 1) {d1 r v, s v, r v, v} tc1td1 + tatd1tr +
ts
tr
+
tc1 ts
td1 tr
{c1 r v, s v, r v, v} td1tc1 +
ts
tr
{c1 s v, s v, r v, v} td1tc1 +
tr
ts
+
td1 tr
tc1 ts
+ tatc1ts
(1, 2, 1, 0, 2) {c1 r v, d1 r v, s v, r v, v} tatd1tr + 2 tstr +
tc1 ts
td1 tr
{c1 s v, d1 r v, s v, r v, v} tc1td1 +
td1
tc1
+ tatd1tr + tatc1ts +
tr
ts
+ tstr
{c1 s v, c1 r v, s v, r v, v} 2 td1tc1 +
td1 tr
tc1ts
+ tatc1ts
(1, 2, 1, 0, 3) {c1 s v, c1 r v, d1 r v, s v, r v, v} td1tc1 + tatd1tr + tatc1ts +
ts
tr
Table 1: The table contains the list of the T-fixed modules, their dimensions and the information about their
toric weights
3For simplicity we omit those terms associated with the framing arrows which can be neglected in the localization
computation.
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whose virtual tangent space has the structure Tvirpi =
∑
iwi −
∑
i κ/wi will contribute a term
aˆ (
∑
iwi −
∑
i κ/wi) to the BPS generating function. Let us examine the nontrivial contributions
from the above table one by one.
1. d = (1, 1, 1, 0, 0). From the table we simply have the sum
aˆ
(
ts
tr
− κtr
ts
)
+ aˆ
(
tr
ts
− κts
tr
)
=
ts − κtr√
κ(tr − ts) +
κts − tr√
κ(tr − ts) = −
(√
κ+
1√
κ
)
(4.45)
2. d = (1, 1, 1, 0, 1). Again we have two fixed points. To simplify the computation we use the
relations (4.40) and (4.41) between the toric weights to write
tc1
td1
+ tatd1tr +
ts
tr
= 2
ts
tr
+ κ
tr
ts
td1
tc1
+
tr
ts
+ tatc1ts = 2
tr
ts
+ κ
ts
tr
(4.46)
Therefore
aˆ
(
2
ts
tr
+ κ
tr
ts
− κ
(
2
tr
ts
+
1
κ
ts
tr
))
+ aˆ
(
2
tr
ts
+ κ
ts
tr
− κ
(
2
ts
tr
+
1
κ
tr
ts
))
= −
(√
κ+
1√
κ
)
(4.47)
3. d = (1, 2, 1, 0, 1). Proceeding as before we have
tc1
td1
+ tatd1tr +
ts
tr
+
tc1ts
td1tr
= 2
ts
tr
+ κ
tr
ts
+
t2s
t2r
td1
tc1
+
ts
tr
=
ts
tr
+
tr
ts
td1
tc1
+
tr
ts
+
td1tr
tc1ts
= 2
tr
ts
+
t2r
t2s
+ κ
ts
tr
(4.48)
Therefore, denoting by pii the three fixed points, we easily see that
3∑
i=1
aˆ
(
T virpii
)
=
1
κ
+ 1 + κ (4.49)
4. d = (1, 2, 1, 0, 2). Again we can use the relations between the toric weights to simplify
tatd1tr + 2
ts
tr
+
tc1ts
td1tr
= κ
tr
ts
+ 2
ts
tr
+
t2s
t2r
tc1
td1
+
td1
tc1
+ tatd1tr + tatc1ts +
tr
ts
+
ts
tr
= 2
ts
tr
+ 2
tr
ts
+ κ
tr
ts
+ κ
ts
tr
2
td1
tc1
+
td1tr
tc1ts
+ tatc1ts = 2
tr
ts
+
t2r
t2s
+ κ
ts
tr
(4.50)
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If we denote by pii the three fixed points, we have again
3∑
i=1
aˆ
(
T virpii
)
=
1
κ
+ 1 + κ (4.51)
5. d = (1, 3, 1, 0, 2). Finally we have
td1
tc1
+ tatd1tr + tatc1ts +
ts
tr
=
tr
ts
+
ts
tr
+ κ
tr
ts
+ κ
ts
tr
(4.52)
We see easily that the weights are paired and the contribution of this fixed point is simply 1.
To conclude we introduce the refined variable y = −√κ. For the quantum line operator we have
found the prediction
Lγf =
∑
d=(1,d◦)
χ
(
Mγ ,O
vir ⊗K1/2vir
)
Xγf+d◦1γ◦1+d◦2γ◦2+d•1γ•1+d•2γ•2 (4.53)
= Xγf + Xγf+γ◦2 +
(
y +
1
y
)
Xγf+γ◦1+γ◦2 + Xγf+2γ◦1+γ◦2 +
(
y +
1
y
)
Xγf+γ◦1+γ◦2+γ•2
+
(
1
y2
+ 1 + y2
)
Xγf+2γ◦1+γ◦2+γ•2 +
(
1
y2
+ 1 + y2
)
Xγf+2γ◦1+γ◦2+2γ•2 + Xγf+2γ◦1+γ◦2+3γ•2
Note that at each step in the localization computation all the toric weights cancel, with the excep-
tion of κ. Also in this case there is no need to take a scaling limit to compute the refined BPS
invariants.
5 Discussion
In this note we have discussed a formalism which, upon certain data being known, takes a line
operator in theories of class S and computes the protected spin characters of its framed BPS states.
This is obtained by associating to the line operator the Euler characteristic of a complex of sheaves,
which is then evaluated by localization. The protected spin characters are then identified with
refined Donaldson-Thomas invariants.
The main idea is to adapt the formalism constructed by Nekrasov and Okounkov [32] in their study
of M2 branes by means of the K-theoretic version of Donaldson-Thomas theory. This formalism
has a natural interpretation as a step towards a categorification of BPS spectra, in that it replaces
the numerical Donaldson-Thomas invariant with the Euler characteristic of a complex of sheaves.
Such complex appears as a resolution of a certain structure sheaf associated with the moduli space.
This can be made very concrete working equivariantly with respect to a natural toric action, where
all the ingredients appear naturally in the virtual tangent space.
In this note we have modified this construction to deal with a particular class of quivers, which
describe the IR coupling of a line defect to a quantum field theory of class S. To ensure that the
enumerative problem is well defined we have limited ourselves to quivers which have already been
studied in [9, 10, 11]. For these quivers (and those which can be obtained by decoupling limits) the
formalism can be applied to determine the spin content of the framed BPS spectra and therefore
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the quantum line operators. The protected spin characters can then be interpreted as a sum of
certain modules, generated by the quantum parameter y. Furthermore we have also described
how to set up the localization computation in the presence of non-trivial quiver automorphisms,
clarifying some assumptions which where implicit in [11].
The same formalism can be adapted to Calabi-Yau quivers which arise as singular limit of topological
string compactifications and will appear in a separate paper [14].
Our construction is purely algebraic. What is certainly lacking is a geometrical interpretation of
the relevant sheaves and quantum parameters. It should be possible to obtain a more concrete
geometrical picture using the full formalism of [9], which consists in engineering the problem via
D-branes wrapping cycles in a Calabi-Yau and then taking an appropriate IR limit to decouple
string states. For example this should relate the quantum parameter y to the square root of the
canonical bundle over the Calabi-Yau, as in [32]. Furthermore it would be interesting to relate our
construction with the more geometrical one of [31, 6].
In particular if the line operator is associated with a loop of the form pt × ℘ on R × C together
with an irreducible representation, our results associate to such a loop a K-theoretic enumerative
problem and certain complexes of sheaves. It would be very interesting to pursue this avenue further
in order to understand if our construction could be related to a version of Khovanov homology for
such loops on R× C. In particular our formalism arises very naturally from the perspective of the
N = (2, 0) superconformal theory and it would be interesting to have a more in depth comparison
with [40].
A more ambitious question would be to use our formalism to investigate the algebra of line operators.
From our perspective the K-theoretic computation should directly replace the algebra coefficients
with equivariant modules. It would be very interesting to work out the details and understand the
relation with the cohomological Hall algebra of [29]. In this respect an intermediate step would be
to understand the relation between our construction and [26].
Acknowledgements
I am grateful to Michele del Zotto, Vivek Shende, Yan Soibelman, Vasily Pestun and Johannes
Wa¨lcher for discussions. I am thankful to the organizers of the program Symplectic Geometry
and Representation Theory at the Hausdorff Institute for Mathematics in Bonn for the warm
hospitality during the last stages of this project. These results were presented at the workshops
Geometry and Topology inspired by Physics in 2018 in Ascona and Young Researchers in String
Mathematics in 2017 in Bonn, and I am grateful to the organizers for the invitation to speak and
for the warm hospitality. I am a member of INDAM-GNFM, I am supported by INFN via the
Iniziativa Specifica GAST and by the FRA2018 project “K-theoretic Enumerative Geometry in
Mathematical Physics”.
References
[1] M. Alim, S. Cecotti, C. Cordova, S. Espahbodi, A. Rastogi and C. Vafa, “BPS Quivers and
Spectra of Complete N=2 Quantum Field Theories,” Commun. Math. Phys. 323 (2013) 1185
[arXiv:1109.4941 [hep-th]].
27
[2] M. Alim, S. Cecotti, C. Cordova, S. Espahbodi, A. Rastogi and C. Vafa, “N = 2 quantum field
theories and their BPS quivers,” Adv. Theor. Math. Phys. 18 (2014) no.1, 27 [arXiv:1112.3984
[hep-th]].
[3] D. G. L. Allegretti, “Categorified canonical bases and framed BPS states,” arXiv:1806.10394
[math.RT].
[4] K. Behrend and B. Fantechi, “Symmetric obstruction theories and Hilbert schemes of points
on threefolds,O´ Algebra Number Theory 2 (2008) 313-345 [arXiv:math.AG/0512556].
[5] F. Benini, G. Bonelli, M. Poggi and A. Tanzini, “Elliptic non-Abelian Donaldson-Thomas
invariants of C3,” arXiv:1807.08482 [hep-th].
[6] T. D. Brennan, A. Dey and G. W. Moore, “On O˜t Hooft defects, monopole bubbling and
supersymmetric quantum mechanics,” JHEP 1809 (2018) 014 [arXiv:1801.01986 [hep-th]].
[7] S. Cecotti, “Categorical Tinkertoys for N=2 Gauge Theories,” Int. J. Mod. Phys. A 28 (2013)
1330006 [arXiv:1203.6734 [hep-th]].
[8] S. Cecotti, A. Neitzke and C. Vafa, “R-Twisting and 4d/2d Correspondences,” arXiv:1006.3435
[hep-th].
[9] W. y. Chuang, D. E. Diaconescu, J. Manschot, G. W. Moore and Y. Soibelman, “Geomet-
ric engineering of (framed) BPS states,” Adv. Theor. Math. Phys. 18 (2014) no.5, 1063
[arXiv:1301.3065 [hep-th]].
[10] M. Cirafici, “On Framed Quivers, BPS Invariants and Defects,” Confluentes Mathematici 9
(2017) 2, 71-99 [arXiv:1801.03778 [hep-th]].
[11] M. Cirafici, “Quivers, Line Defects and Framed BPS Invariants,” Annales Henri Poincare 19
(2018) no.1, 1 [arXiv:1703.06449 [hep-th]].
[12] M. Cirafici and M. Del Zotto, “Discrete Integrable Systems, Supersymmetric Quantum Me-
chanics, and Framed BPS States - I,” arXiv:1703.04786 [hep-th].
[13] M. Cirafici, “Line defects and (framed) BPS quivers,” JHEP 1311 (2013) 141 [arXiv:1307.7134
[hep-th]].
[14] “On membranes and quivers” to appear
[15] M. Cirafici, A. Sinkovics and R. J. Szabo, “Instanton counting and wall-crossing for orbifold
quivers,” Annales Henri Poincare 14 (2013) 1001 [arXiv:1108.3922 [hep-th]].
[16] C. Co´rdova and A. Neitzke, “Line Defects, Tropicalization, and Multi-Centered Quiver Quan-
tum Mechanics,” JHEP 1409 (2014) 099 [arXiv:1308.6829 [hep-th]].
[17] M. Del Zotto and A. Sen, Commun. Math. Phys. 357 (2018) no.3, 1113 [arXiv:1409.5442
[hep-th]].
[18] N. Drukker, D. R. Morrison and T. Okuda, “Loop operators and S-duality from curves on
Riemann surfaces,” JHEP 0909 (2009) 031 [arXiv:0907.2593 [hep-th]].
[19] R. Eager, S. A. Selmani and J. Walcher, “Exponential Networks and Representations of Quiv-
ers,” JHEP 1708 (2017) 063 [arXiv:1611.06177 [hep-th]].
28
[20] D. Gaiotto, G. W. Moore and A. Neitzke, “Four-dimensional wall-crossing via three-
dimensional field theory,” Commun. Math. Phys. 299 (2010) 163 [arXiv:0807.4723 [hep-th]].
[21] D. Gaiotto, G. W. Moore and A. Neitzke, “Wall-crossing, Hitchin Systems, and the WKB
Approximation,” arXiv:0907.3987 [hep-th].
[22] D. Gaiotto, G. W. Moore and A. Neitzke, “Framed BPS States,” Adv. Theor. Math. Phys. 17
(2013) no.2, 241 [arXiv:1006.0146 [hep-th]].
[23] D. Gaiotto, G. W. Moore and A. Neitzke, “Spectral networks,” Annales Henri Poincare 14
(2013) 1643 [arXiv:1204.4824 [hep-th]].
[24] M. Gabella, P. Longhi, C. Y. Park and M. Yamazaki, “BPS Graphs: From Spectral Networks
to BPS Quivers,” JHEP 1707 (2017) 032 [arXiv:1704.04204 [hep-th]].
[25] M. Gabella, “Quantum Holonomies from Spectral Networks and Framed BPS States,” Com-
mun. Math. Phys. 351 (2017) no.2, 563 [arXiv:1603.05258 [hep-th]].
[26] D. Galakhov, “BPS Hall Algebra of Scattering Hall States,” arXiv:1812.05801 [hep-th].
[27] D. Gang, P. Longhi and M. Yamazaki, “S duality and Framed BPS States via BPS Graphs,”
arXiv:1711.04038 [hep-th].
[28] M. Kontsevich and Y. Soibelman, “Stability structures, motivic Donaldson-Thomas invariants
and cluster transformations,” arXiv:0811.2435 [math.AG].
[29] M. Kontsevich and Y. Soibelman, “Cohomological Hall algebra, exponential Hodge struc-
tures and motivic Donaldson-Thomas invariants,” Commun. Num. Theor. Phys. 5 (2011) 231
[arXiv:1006.2706 [math.AG]].
[30] J. Manschot, B. Pioline and A. Sen, “Wall Crossing from Boltzmann Black Hole Halos,” JHEP
1107 (2011) 059 [arXiv:1011.1258 [hep-th]].
[31] G. W. Moore, A. B. Royston and D. Van den Bleeken, “Semiclassical framed BPS states,”
JHEP 1607 (2016) 071 [arXiv:1512.08924 [hep-th]].
[32] N. Nekrasov and A. Okounkov, “Membranes and Sheaves,” Algebraic Geometry 3 (3) (2016)
320-369 arXiv:1404.2323 [math.AG].
[33] N. Nekrasov, “Magnificent Four,” arXiv:1712.08128 [hep-th].
[34] N. Nekrasov and N. Piazzalunga, “Magnificent Four with Colors,” arXiv:1808.05206 [hep-th].
[35] A. Okounkov, “Lectures on K-theoretic computations in enumerative geometry,”
arXiv:1512.07363 [math.AG].
[36] N. Seiberg and E. Witten, “Electric - magnetic duality, monopole condensation, and confine-
ment in N=2 supersymmetric Yang-Mills theory,” Nucl. Phys. B 426 (1994) 19 Erratum: [Nucl.
Phys. B 430 (1994) 485] [hep-th/9407087].
[37] N. Seiberg and E. Witten, “Gauge dynamics and compactification to three-dimensions,”
hep-th/9607163.
[38] B. Szendro¨i, “Noncommutative Donaldson-Thomas theory and the conifold,O´ Geom. Topol.
12 (2008) 1171-1202 [arXiv:0705.3419 [math.AG]].
29
[39] E. Witten, “Quantum Field Theory and the Jones Polynomial,” Commun. Math. Phys. 121
(1989) 351.
[40] E. Witten, “Fivebranes and Knots,” Quantum Topol. 3 (2012) 1-137, arXiv:1101.3216 [hep-th].
30
