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A NEW LOOK AT DUALITY FOR THE SYMBIOTIC
BRANCHING MODEL1
BY MATTHIAS HAMMER∗, MARCEL ORTGIESE† AND FLORIAN VÖLLERING†
Technische Universität Berlin∗ and University of Bath†
The symbiotic branching model is a spatial population model describ-
ing the dynamics of two interacting types that can only branch if both types
are present. A classical result for the underlying stochastic partial differen-
tial equation identifies moments of the solution via a duality to a system of
Brownian motions with dynamically changing colors. In this paper, we revisit
this duality and give it a new interpretation. This new approach allows us to
extend the duality to the limit as the branching rate γ is sent to infinity. This
limit is particularly interesting since it captures the large scale behavior of the
system. As an application of the duality, we can explicitly identify the γ = ∞
limit when the driving noises are perfectly negatively correlated. The limit is
a system of annihilating Brownian motions with a drift that depends on the
initial imbalance between the types.
CONTENTS
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2801
2. Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2805
2.1. Moment duality for SBM(,∞) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2806
2.2. The case  = −1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2808
3. The reinterpretation of the moment duality . . . . . . . . . . . . . . . . . . . . . . . . . . . 2815
4. The moment duality for γ = ∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2819
4.1. Analysis of M[γ ] for the discrete space model . . . . . . . . . . . . . . . . . . . . . . 2819
4.2. The asymptotic analysis of Kt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2820
4.3. Proof of Theorem 2.3 in the discrete case . . . . . . . . . . . . . . . . . . . . . . . . . 2827
4.4. Proof of Theorem 2.3 in the continuous case . . . . . . . . . . . . . . . . . . . . . . . 2827
4.5. Proof of Theorem 2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2829
4.6. Proof of Corollary 2.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2832
5. The analysis of SBM(−1,∞) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2833
5.1. Proof of Theorem 2.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2833
5.2. Some notation and preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2842
5.3. Non-proliferation of interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2844
5.4. Movement of a single interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2846
5.5. Multiple interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2852
5.6. General initial configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2858
Received September 2016; revised October 2017.
1Supported by the German Research Foundation (DFG) within the DFG Priority Programme 1590
“Probabilistic Structures in Evolution”, Grants no. BL 1105/4-1 and OR 310/1-1.
MSC2010 subject classifications. Primary 60K35; secondary 60J80, 60H15.
Key words and phrases. Symbiotic branching model, mutually catalytic branching, stepping stone
model, rescaled interface, moment duality, annihilating Brownian motions.
2800
A NEW LOOK AT DUALITY FOR THE SBM 2801
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2861
1. Introduction. In [10], Etheridge and Fleischmann introduce a spatial pop-
ulation model that describes the evolution of two interacting types. The dynamics
follows locally a branching process, where each type branches with a rate propor-
tional to the frequency of the other type. Additionally, types are allowed to migrate
to neighbouring colonies. In the continuum space and large population limit, the
symbiotic branching model is the process (ut )t≥0 = (u(1)t , u(2)t )t≥0, where the fre-
quencies u(1)t (x) and u
(2)
t (x) of the respective types are given by the nonnegative
solutions of the stochastic partial differential equations
cSBM(, γ )u0 :
⎧⎪⎪⎨⎪⎪⎩
∂
∂t
u
(1)
t (x) = 2 u
(1)
t (x)+
√
γ u
(1)
t (x)u
(2)
t (x)W˙
(1)
t (x),
∂
∂t
u
(2)
t (x) = 2 u
(2)
t (x)+
√
γ u
(1)
t (x)u
(2)
t (x)W˙
(2)
t (x),
with suitable nonnegative initial condition u0 = (u(1)0 , u(2)0 ), u(i)0 (x) ≥ 0, x ∈ R,
i = 1,2. Here, γ > 0 is the branching rate and (W˙ (1), W˙ (2)) is a pair of corre-
lated standard Gaussian white noises on R+ × R with correlation governed by a
parameter  ∈ [−1,1], that is,
E
[
W˙
(1)
t1 (x1)W˙
(2)
t2 (x2)
]= δ0(t1 − t2)δ0(x1 − x2), t1, t2 ≥ 0, x1, x2 ∈R,
where δ0 denotes the delta function at 0.
There is also a discrete-space version of the model on the lattice Zd , where 12
is replaced by the discrete Laplacian
df (x) = 1
2d
∑
y∼x
(
f (y)− f (x)),
where y ∼ x indicates that x and y are neighbors on Zd and f : Zd → R.
Moreover, in this case the white noises are replaced by an independent system
(W 1(x),W 2(x)), x ∈ Zd , of -correlated two-dimensional Brownian motions. We
will refer to the discrete space model with initial condition u0 as dSBM(, γ )u0 .
Existence (for  ∈ [−1,1]) and uniqueness (for  ∈ [−1,1)) in both continuous
and discrete space was proved in [10] for a large class of initial conditions.
The symbiotic branching model generalizes several well-known examples of
spatial populations dynamics. In particular, for the case  = −1 of perfectly neg-
atively correlated noises, the sum u(1)t + u(2)t solves the (deterministic) heat equa-
tion, so we have u(1)t + u(2)t = St (u(1)0 + u(2)0 ) for all t ≥ 0, with (St )t≥0 denoting
the heat semigroup. In particular, for initial conditions u(1)0 = 1−u(2)0 summing up
to one, we have ut := u(1)t = 1 − u(2)t for all t ≥ 0, and the system reduces to the
continuous-space stepping stone model
(1) ∂
∂t
ut (x) = 2 ut(x)+
√
γ ut (x)
(
1 − ut (x))W˙t (x)
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analysed, for example, in [22] and [24]. For  = 0, the system is known as the
mutually catalytic branching model due to Dawson and Perkins [6].
We are particularly interested in the case where initially both types are spatially
separated. In the simplest case, this corresponds to starting the system with “com-
plementary Heaviside initial conditions” u0 = (u(1)0 , u(2)0 ) = (1R−,1R+). Then one
would like to understand the evolution of the interface between the two types,
which is defined by
Ifct = cl{x ∈R : u(1)t (x)u(2)t (x) > 0},
where ut = (u(1)t , u(2)t ) is the solution of cSBM(, γ )u0 at time t > 0, and cl(A)
denotes the closure of the set A in R. Results on the growth of this interface due to
[10], [3] suggest diffusive behavior for the interface. This conjecture is supported
by the following scaling property of the model; see [10], Lemma 8: Let (ut )t≥0
denote the solution to cSBM(, γ )u0 . If we rescale time and space diffusively, that
is: If given K > 0, we define
v
[K]
t (x) := uK2t (Kx), x ∈R, t ≥ 0,
then (v[K]t )t≥0 is a solution to cSBM(,Kγ )v[K]0 , that is, a symbiotic branching
process with branching rate Kγ and correspondingly transformed initial states
v
[K]
0 (x) = u0(Kx), x ∈ R. Thus, provided that the initial conditions are invari-
ant under diffusive rescaling (as is the case for complementary Heaviside), this
rescaling of the system is equivalent (in law) to increasing the branching rate. This
observation suggests to investigate an infinite rate limit γ → ∞, which can also
be considered for more general initial conditions.
This program has been carried out first for the discrete-space model dSBM(, γ ),
also inspired by the scaling property of the continuous model. For  ∈ (−1,1) and
suitable initial conditions u0 = (u(1)0 , u(2)0 ) which are mutually singular, that is,
u
(1)
0 (x)u
(2)
0 (x) = 0 for all x ∈ Zd , [8, 9, 17–19] construct a non-trivial limiting
process of dSBM(, γ )u0 as γ → ∞ and study its long-term properties. They also
give a very explicit description of the limit in terms of an infinite system of jump-
type stochastic differential equations (SDEs). The limit corresponds to a system
where the two types remain separated, that is, at each lattice point only one type
is present. We will refer to the limit as the discrete-space infinite rate symbiotic
branching model, abbreviated as dSBM(,∞).
For the continuous space model cSBM(, γ ), an infinite rate limit has been
shown to exist recently in [4] for the case of negative correlations  ∈ (−1,0)
and a large class of initial conditions. More precisely, it was proved that the
measure-valued processes obtained by taking the solutions of cSBM(, γ )u0 as
densities converge in law as γ ↑ ∞ to a measure-valued process (μ(1)t ,μ(2)t )t≥0
also satisfying a certain separation-of-types condition; see [4], Theorem 1.10. We
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call the limit (μ(1)t ,μ
(2)
t )t≥0 the continuous-space infinite rate symbiotic branch-
ing model cSBM(,∞). As for the discrete case, the convergence is generally
in the Meyer–Zheng “pseudo-path” topology on D[0,∞), which is strictly weaker
than the standard Skorokhod topology. Under the more restrictive condition that
u0 = (1R−,1R+) and  ∈ (−1,− 1√2), it is possible to show convergence in the
stronger Skorokhod topology on C[0,∞); see [4], Theorems 1.5, 1.12. Also, in this
case the limiting measures μ(1)t and μ
(2)
t are absolutely continuous with respect to
Lebesgue measure and mutually singular, that is, we have
μ
(1)
t (·)μ(2)t (·) ≡ 0 almost surely.
In [4], cSBM(,∞) is characterized in terms of a rather abstract martingale prob-
lem. In contrast to the discrete-space case (see [18]), a fully explicit characteri-
zation of the continuous-space limit is still missing so far. Recently, in [13] the
gap between the two infinite rate models has been narrowed somewhat by showing
that for all  ∈ (−1,0), dSBM(,∞) converges to cSBM(,∞) under diffusive
rescaling. This opens up the possibility to obtain results on the continuous model
from analogous ones for the discrete model. For example, it was shown in [13] that
for complementary Heaviside initial conditions, for each fixed time t > 0, almost
surely there exists a single interface, that is a point which is separating the two
types.
The convergence result in [4] does not include the case  = −1. In this case, for
complementary Heaviside initial conditions, a diffusive scaling limit was already
proved in [24] for the continuum stepping stone model, as one of the steps of un-
derstanding the diffusively rescaled interface. Under this assumption, it was shown
that the measure-valued limit (μ(1)t ,μ
(2)
t )t≥0 has the law of
(1{x≤Bt } dx,1{x≥Bt } dx)t≥0,
for (Bt )t≥0 a standard Brownian motion. More generally, instead of just com-
plementary Heaviside [24] considered also initial conditions with “multiple in-
terfaces”, but still under the assumption that they sum up to one so that the system
reduces to the stepping stone model (1). It was shown that these solutions with a
finite number of interfaces converge to a system of annihilating Brownian motions.
The original motivation for this work was the question what happens for  = −1
and general initial conditions. This includes the case where u0 is still complemen-
tary but does not satisfy u(1)0 + u(2)0 ≡ 1. This case corresponds also to a stepping
stone model, but where we do not consider relative frequencies and instead ab-
solute numbers (and then densities). Locally, the dynamics are still given by a
Wright–Fisher model, preserving the number of particles. However, now there is
migration to neighboring sites rather than exchange of particles as in the original
model. Our aim here is to understand how an initial imbalance in absolute numbers
propagates. Another motivation is to consider “overlapping” initial configurations
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where the two populations are no longer well separated. These general initial con-
ditions are not covered by the results in [24], and the problem is also open for the
discrete model; see, for example, [8], page 43.
In fact, all tightness results obtained in [4] continue to hold for  = −1 as well.
The problem is however uniqueness, since the self-duality approach employed for
the case  > −1 in [10], [18] and [4] breaks down. The same problem arises for the
finite rate model as well. Instead of using self-duality, [10] establishes uniqueness
for SBM(−1, γ ) using a new moment duality introduced there, which we recall be-
low and which replaces Shiga’s [22] moment duality for the stepping stone model
involving coalescing Brownian motions. For  = −1, the process is characterized
by its moments precisely because the sum u(1)t + u(2)t still solves the deterministic
heat equation. This suggests a strategy to prove uniqueness for SBM(−1,∞) by
extending the moment duality of [10] to the infinite rate limit. Indeed, this (rather
non-trivial) extension is one of the main results in the present work.
We now briefly recall the moment duality due to [10]. Let ut = (u(1)t , u(2)t ) de-
note the solution of SBM(, γ ) (in discrete or continuous space) with initial con-
dition u0 = (u(1)0 , u(2)0 ). Let S ∈ {Zd,R}. Fix n ∈N. For x = (x1, . . . , xn) ∈ Sn and
c = (c1, . . . , cn) ∈ {1,2}n, one is interested in the (mixed) moments
E
u
(1)
0 ,u
(2)
0
[
n∏
i=1
u
(ci)
t (xi)
]
, t > 0.
We can interpret the two types as “colors”, thus we will call each element of {1,2}n
a coloring. In discrete resp. continuous space, the dual process is defined as fol-
lows: At time t = 0, we start with n particles located at x ∈ Sn and colored accord-
ing to c ∈ {1,2}n, that is, ci is the color of particle i located at xi . The particles
move on paths given by a family of independent simple symmetric random walks,
resp. Brownian motions, (Xt)t≥0 starting at x. When two particles meet, they start
collecting collision local time. If both particles are of the same color, each of them
changes color when their collision local time exceeds an (independent) exponen-
tial time with parameter γ /2, resulting in a total rate of γ per pair of particles for
a change of color. Denote by (Ct )t≥0 the resulting coloring process of X, that is
Ct ∈ {1,2}n prescribes the color of the n particles at time t . Finally, denote by L=t
the total collision local time collected by all pairs of the same color up to time t ,
and let L=t be the collected local time of all pairs of different color up to time t .
For a more rigorous definition of the dual process and more details, we refer to
[10], Sections 3.2 and 4.1. The mixed moment duality function is given (up to an
exponential correction involving L=t and L
=
t ) by
H(u;x, c) := u(c)(x) :=
n∏
i=1
u(ci)(xi).
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Now the moment duality for SBM(, γ ) reads as follows [10], Propositions 9, 12:
Eu0
[
H(ut ;x, c)]= Ex,c[H(u0;Xt,Ct)eγ (L=t +L=t )].(2)
Although the moment duality is particularly important for  = −1 since there it is
needed to ensure uniqueness, it holds for all values of  ∈ [−1,1]. In [3], it was
used (together with the self-duality) to investigate how the long-term behavior of
the moments depends on the parameter . More precisely, define the critical curve
p : [−1,1) → (1,∞] of the symbiotic branching model by
p() = π
arccos(−),(3)
and denote its inverse by (p) = − cos(π
p
) for p ∈ (1,∞]. As shown in [3], The-
orem 2.5, this critical curve determines the long-term behavior of the moments of
SBM(, γ ) for uniform initial conditions: We have
 < (p) ⇒ E1,1[u(i)t (x)p] is bounded uniformly in all t ≥ 0, x ∈ S,
for i = 1,2, and the above condition is sharp in the recurrent case, that is, for
S ∈ {R,Z,Z2}. This suggests that the infinite rate model SBM(,∞) has finite
pth moments for p < p(), and indeed this holds true (see [13], Proposition 2.8).
In this work, we extend the moment duality from [10] to the infinite rate limit
SBM(,∞) for all n ∈ N such that  + cos(π/n) < 0, corresponding to integer
moments below the critical curve. As we will explain below, this is not straightfor-
ward and first requires a suitable reinterpretation of the moment duality (2). Indeed,
it is intuitive that for γ ↑ ∞, the color change mechanism in the dual system of
colored particles described above will happen instantaneously upon the collision
of two particles. However, it is not at all clear what the exponential correction term
in (2) will converge to. For  = −1, the extension to γ = ∞ establishes the unique-
ness of SBM(−1,∞) for general initial conditions, which was so far open in both
discrete and continuous space. As a further application, we investigate the contin-
uous space model in more detail. In fact, assuming only boundedness of the initial
condition u0, we provide a complete description of cSBM(−1,∞)u0 in terms of
annihilating Brownian motions with drift.
2. Main results. In this section, we give a precise statement of our main re-
sults. From now on, we will write (u[γ ]t )t≥0 for the solution to SBM(, γ )u0 (in
discrete or continuous space) with initial condition u0 and finite branching rate
γ ∈ (0,∞). The notation (ut )t≥0 will usually2 be reserved for the infinite rate
limit SBM(,∞)u0 . We recall from [4] resp. [13] that the limiting process (ut )t≥0
takes values in D[0,∞)(Mtem(S)2), whereMtem(S) denotes the space of tempered
measures on S ∈ {Zd,R}. The topology on Mtem(S) can be described as follows:
2An exception is Corollary 2.6(ii).
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Convergence of a sequence of measures un → u in Mtem(S) as n → ∞ means
convergence of all integrals 〈un,φ〉 → 〈u,φ〉 against continuous test functions φ
that decay exponentially fast at infinity. With this topology, Mtem(S) is a Polish
space. Throughout, we will also use the Meyer–Zheng topology introduced in [21]
and generalized in [20], where the path space is endowed with the topology in-
duced by convergence in measure. For more details on these topologies, we refer
the reader for example, to Appendix A.1 in [4].
In order to simplify the proofs, in this paper, we will consider only bounded
initial densities u0 = (u(1)0 , u(2)0 ).
2.1. Moment duality for SBM(,∞). We return to the classical moment du-
ality (2) for SBM(, γ ) due to [10], which we would like to extend to γ = ∞.
Recall that we call the elements of {1,2}n colorings. Let M({1,2}n) denote the
space of measures on colorings, which can be identified with (R+)(2n). Given the
paths X = (X(1)t , . . . ,X(n)t )t≥0 of either simple symmetric random walk in (Zd)n
or Brownian motion in Rn and a measure on colorings M0 ∈ M({1,2}n), let
M
[γ ]
t ≡ M [γ ]t (X,M0) be a process taking values in M({1,2}n) with initial state
M0 and evolution given by
dM
[γ ]
t (b) = γ 2
n∑
i,j=1
1bi =bjM
[γ ]
t (b) dL
i,j
t
(4)
+ γ
2
n∑
i,j=1
1bi =bjM
[γ ]
t
(
b̂i
)
dL
i,j
t ,
for b ∈ {1,2}n. Here (Li,jt )t≥0 are the pair local times of the motions X and b̂i is
the coloring b flipped at i. The process M [γ ]t (X,M0) is well defined almost surely
w.r.t. the law of the random walk or Brownian motion.
THEOREM 2.1. Fix  ∈ [−1,1], and let S ∈ {Zd,R}. Given n ∈ N and a col-
oring c ∈ {1,2}n, the original moment duality (2) can be rewritten as
Eu0
[
H
(
u
[γ ]
t ;x, c
)]= Ex[ ∑
b∈{1,2}n
M
[γ ]
t (X, δc)(b)u
(b)
0 (Xt)
]
.(5)
REMARK 2.2. Let us remark that we have a lot of control over the process
M [γ ], in terms of eigenvectors and eigenvalues. The details of this are postponed
to Section 4.
Our first result, which is crucial for the extension of the moment duality to
γ = ∞, is that the process (M [γ ]t (X,M0))t≥0 converges almost surely as γ ↑ ∞,
provided  + cos(π/n) < 0.
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THEOREM 2.3. Suppose that +cos(π/n) < 0. In the continuous-space case
S =R, assume also that the starting point x = (x1, . . . , xn) ∈Rn of the Brownian
motion X is such that no two coordinates are the same. Then as γ → ∞, the
process (M [γ ]t )t≥0 defined in (4) converges almost surely pointwise to a làdcàg
limiting process (M [∞]t )t≥0 = (M [∞]t (X,M0))t≥0.
REMARK 2.4. (a) The construction of the process M [∞] in Theorem 2.3 is
explicit, but also involved. Therefore, we postpone its description to Section 4;
see, in particular Propositions 4.5 and 4.6.
(b) In continuous space, the extra condition on the starting point of the Brownian
motions that xi = xj for i = j is only technical and may be removed, albeit at the
expense of a much more involved proof. But since we will need the convergence
only for Lebesgue-almost all starting points x ∈Rn, we will not prove this.
Our second main result extends the moment duality (5) to the infinite rate limit.
Note that we exclude  = −1 since in this case the infinite rate limit has not yet
been constructed for general initial conditions. In fact, in Section 2.2 we will use
Theorems 2.1 and 2.3 to remedy this and obtain much more details about the case
 = −1. Since in continuous space the limiting process cSBM(,∞) is measure-
valued, instead of the ‘pointwise’ duality function employed in (5) we state the
duality in a weak formulation.
THEOREM 2.5. Suppose  ∈ (−1,0). For S ∈ {Zd,R}, consider nonnega-
tive and bounded initial densities u0 = (u(1)0 , u(2)0 ); in the discrete-space case
S = Zd , assume also that u(1)0 and u(2)0 are mutually singular. Let (ut )t≥0 ∈
D[0,∞)(Mtem(S)2) denote the infinite rate limit SBM(,∞)u0 , and let (M [∞]t )t≥0
be the limiting process from Theorem 2.3. Then (ut )t≥0 satisfies the following mo-
ment duality: For all n ∈ N such that  + cos(π/n) < 0, all t > 0, all colorings
c = (c1, . . . , cn) ∈ {1,2}n and all nonnegative test functions 0 ≤ φ ∈ L1(Sn), we
have
(6) Eu0
[∫
Sn
φ(x)u
(c)
t (dx)
]
=
∫
Sn
φ(x)Ex
[ ∑
b∈{1,2}n
M
[∞]
t (X, δc)(b)u
(b)
0 (Xt)
]
dx
and both sides are finite, where we write u(c)t (dx) :=⊗ni=1 u(ci)t (dxi) and the in-
tegral on the right hand side is taken w.r.t. Lebesgue measue if S = R and w.r.t.
counting measure if S = Zd .
We will now state several consequences of the new moment duality (6) resp.
of the reformulation of the finite rate duality (5). First of all, for the infinite rate
model we can explicitly compute second mixed moments, where we recover a
known identity (see [9], Theorem 1.2, for discrete space and [13] for the general
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case). Second, for the finite rate model on Zd , d = 1,2, it is known that the critical
curve  + cos(π/n) = 0 determines which moments remain bounded in time. In
dimensions where the random walk is transient, the condition + cos(π/n) < 0 is
still sufficient for the uniform boundedness of nth moments; see [3], Theorem 2.5.
However, as we will see in part (ii) of the following corollary, we can recover a
weaker version of a result of [2] to see it is no longer sharp.
COROLLARY 2.6. (i) Let  ∈ (−1,0), S ∈ {Zd,R} and (ut )t≥0 be the in-
finite rate limit SBM(,∞)u0 for nonnegative and bounded initial condition
u0 = (u(1)0 , u(2)0 ); in the discrete-space case S = Zd , assume also that u(1)0 and
u
(2)
0 are mutually singular. For second mixed moments, the duality (6) reads
Eu0
[〈
u
(1)
t , φ
〉〈
u
(2)
t ,ψ
〉]
=
∫
S2
φ(x)ψ(y)Ex,y
[
u
(1)
0
(
X
(1)
t
)
u
(2)
0
(
X
(2)
t
)
1t<τ
]
dx dy,
(7)
where φ,ψ ∈ L1(R) and τ denotes the first collision time of the two random walks
resp. Brownian motions (X(1),X(2)).
(ii) [2] Let  ∈ [−1,1], S = Zd for d ≥ 3 and (ut )t≥0 be the solution of
dSBM(, γ )u0 for γ ∈ (0,∞) and nonnegative bounded initial condition u0. Let
pd be the return probability of a random walk to the origin. If γ2(1−pd) < 1, then
for all t ≥ 0, x ∈ Zd ,
Eu0
[
u
(1)
t (x)u
(2)
t (x)
]≤ ‖u0‖2∞(1 − γ2(1 − pd)
)−1
.
If γ2(1−pd) ≥ 1, then limt→∞E(1,1)[u
(1)
t (x)u
(2)
t (x)] = ∞.
REMARK 2.7. (a) Note for part (ii) that γ2(1−pd) < 1 for all γ > 0 only if
 ≤ 0. In particular  = 0 has uniformly bounded second moments in d ≥ 3.
(b) Results on the second moments of dSBM(, γ ) have already been obtained
in [2], Proposition 2.3. We give an alternative proof using the explicit control on
M
[γ ]
t ; see the representation (29) below. However, the latter is no longer true for
higher moments and instead M [γ ]t is a random product of matrices [namely the
matrices Kτk+1−τk (·, π(Xτk )) in the terminology of Section 4]. Since the lead-
ing eigenvalue and corresponding eigenvectors are known explicitly, there is some
hope to obtain results. Nevertheless, since the random matrices are neither inde-
pendent nor stationary, this is not trivial.
2.2. The case  = −1. In Theorem 2.5, we excluded  = −1 since in this
case the infinite rate limit has not yet been constructed for general initial con-
ditions. Our third main result remedies this situation and establishes the infinite
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rate symbiotic branching model SBM(−1,∞) for both continuous and discrete
space, and characterizes it via the moment duality (6) and the Markov property. In
order to state the result properly, we introduce the following additional notation:
For S ∈ {Zd,R}, consider the space of all (equivalence classes of) nonnegative
bounded measurable functions on S , which obviously can be identified with the
space of all Radon measures on S having bounded densities w.r.t. Lebesgue mea-
sure if S = R resp. counting measure if S = Zd . Writing Mb(S) for this space,
we have Mb(S) ⊆Mtem(S), and we topologize Mb(S) by the subspace topol-
ogy inherited from Mtem(S). Moreover, for each K > 0 we write MK(S) for
the space of all pairs u = (u(1), u(2)) ∈ Mb(S)2 such that the sum of the den-
sities u(1) + u(2) is bounded by the constant K . Observe that ⋃K>0MK(S) =
Mb(S)2 ⊆Mtem(S)2, and again we endow eachMK(S) with the subspace topol-
ogy inherited from Mtem(S)2. It is easy to see that convergence in MK(S) w.r.t.
this topology coincides with vague convergence of (pairs of) measures, and that
MK(S) is a compact space. Finally, we denote by MsepK (S) ⊆MK(S) the sub-
space of all u = (u(1), u(2)) ∈ MK(S) such that the measures u(1) and u(2) are
mutually singular.
THEOREM 2.8. Let  = −1. For S ∈ {Zd,R}, K > 0 and initial condition
u0 ∈ MK(S), let (u[γ ]t )t≥0 denote the finite rate symbiotic branching process
SBM(−1, γ )u0 , considered as MK(S)-valued process.
(a) (Continuous case) Suppose S = R. There exists a unique Feller semi-
group3 (Pt )t≥0 on MK(R) such that the corresponding Markov Feller process
(ut )t≥0 is characterized by the moment duality (6) for all n ∈ N. For each initial
condition u0 ∈MK(R), the process (ut )t≥0 has continuous sample paths and sat-
isfies the separation of types-property at fixed positive times, that is, for all t > 0
we have, almost surely, ut ∈MsepK (R). Moreover, we have the weak convergence
L((u[γ ]t )t≥0 | Pu0)→ L((ut )t≥0 | Pu0)
as γ → ∞ in C[0,∞)(MK(R)) w.r.t. the uniform topology on compacts.
(b) (Discrete case) Suppose S = Zd . There exists a unique Feller semigroup
(Pt )t≥0 onMsepK (Zd) such that the corresponding Markov Feller process (ut )t≥0 ∈
D[0,∞)(MsepK (Zd)) is characterized by the moment duality (6) for all n ∈N. More-
over, denoting by P(MsepK (Zd)) the space of probability measures on MsepK (Zd),
there exists an injection J :MK(Zd) → P(MsepK (Zd)) with J (u0) = δu0(·) for all
u0 ∈MsepK (Zd) such that for all u0 ∈MK(Zd) we have the weak convergence
L((u[γ ]t )t≥0 | Pu0)→ L((ut )t≥0 | PJ (u0))
3For a compact space E, by a Feller semigroup on E we mean a Markov semigroup (Pt )t≥0 which
satisfies Pt (C(E)) ⊂ C(E) and is strongly continuous on C(E).
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as γ → ∞ in D[0,∞)(MK(Zd)) w.r.t. the Meyer–Zheng topology. Defining w0 :=
u
(1)
0 + u(2)0 , the function J is explicitly given by
J (u0) =
⊗
x∈Zd
[(
u
(1)
0 (x)
w0(x)
δ(w0(x),0) +
u
(2)
0 (x)
w0(x)
δ(0,w0(x))
)
1{w0(x)>0}
(8)
+ δ(0,0)1{w0(x)=0}
]
.
REMARK 2.9. We will refer to the process (ut )t≥0 in Theorem 2.8 as the
infinite rate symbiotic branching process SBM(−1,∞) [resp. cSBM(−1,∞) for
S = R and dSBM(−1,∞) for S = Zd ]. For continuous space, Theorem 2.8(a)
extends the results of [4] to the case  = −1, which was left open in that paper.
The characterization of the limit in [4], Theorems 1.10, 1.12, in terms of a martin-
gale problem is replaced by a characterization via moments. The latter is possible,
since for  = −1 the noises are perfectly negatively correlated so that the sum
of the solutions solves the heat equation, thus the solutions are dominated by a
deterministic function.
We remark that for the continuous-space stepping stone case (1) where u(1)0 +
u
(2)
0 = 1, the result in part (a) (except the convergence assertion, and with a dif-
ferent dual process) can be considered a two-type version of the results proved in
[12], Theorem 4.1, Proposition 5.1, and [7], Corollary 7.3. In an infinitely-many-
types setting, these authors consider also more general migration processes than
Brownian motion and define the “limiting” process directly from the duality. On
the other hand, in discrete space the stepping stone model is well known to con-
verge (in the Meyer–Zheng and f.d.d. sense) to the voter model as γ → ∞; see,
for example, [8], Theorem 4.16, thus in part (b) we cannot expect continuous paths
of the limiting process and convergence in the Skorokhod topology.
The fact that for S = R in part (a) we obtain continuity of the paths at t = 0
may seem counterintuitive, since the separation of types-property holds for posi-
tive times but we allow for arbitrary (not necessarily separated) initial conditions.
The reason is that in the continuous case the topology on MK(R) is so weak that
the separation of types is not preserved under convergence of the measures, that is,
MsepK (R) is not closed in MK(R) (on the contrary, it is a dense subset). This is a
major difference to the discrete case, where the separation of types is preserved un-
der convergence inMK(Zd). Thus, in part (b), for the definition of dSBM(−1,∞)
and the corresponding semigroup we restrict to initial conditions u0 ∈MsepK (Zd),
in agreement with the case  > −1.
We now proceed to a more explicit characterization of the limit in Theo-
rem 2.8 for the continuous-space case. First, we collect some additional nota-
tion: Let U denote the space of all pairs of absolutely continuous Radon mea-
sures u = (u(1), u(2)) on R with bounded densities such that u(1) and u(2) are
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mutually singular and u(1) + u(2) is equivalent to Lebesgue measure [equivalently,
u(1)(x)u(2)(x) = 0 and u(1)(x) + u(2)(x) > 0 for almost all x ∈ R]. Note that
U ⊆ ⋃K>0MsepK (R) ⊆ Mb(R)2 ⊆ Mtem(R)2, and again we topologize U with
the subspace topology inherited from Mtem(R)2. For u ∈ U , we define
I(u) := supp(u(1))∩ supp(u(2)),
where supp(u) denotes the measure-theoretic support of u ∈ U , that is,
supp(u) := {x ∈R : u(Bε(x))> 0 for all ε > 0}.
We call the elements of I(u) interface points or just interfaces. The configurations
with exactly n ∈N interface points are denoted by Un, that is,
Un := {u ∈ U : ∣∣I(u)∣∣= n}.
We write m(u, x) := 1 if x ∈ supp(u(1))\I(u) and m(u, x) := 2 if x ∈ supp(u(2))\
I(u), while setting m(u, x) := 0 if x ∈ I(u).
Throughout the rest of this section, given initial conditions u0 = (u(1)0 , u(2)0 ) ∈
Mb(R)2 for cSBM(−1,∞)u0 , we write
wt := Stw0
for the solution to the deterministic heat equation with initial condition w0 :=
u
(1)
0 + u(2)0 and recall that since  = −1, we know u(1)t + u(2)t = wt for all t ≥ 0.
Note that in view of Theorem 2.8(a), for each fixed t > 0 we have almost surely
ut ∈ U , provided w0 = 0.
Our next result deals with initial conditions of “single interface type”.
THEOREM 2.10. Assume u0 ∈ U1. Let (ut )t≥0 denote the solution of
cSBM(−1,∞)u0 . Then we have, almost surely,
ut ∈ U1 for all t ≥ 0.
Let (It )t≥0 denote the single interface process defined by the unique element of
I(ut ), t > 0. Then, almost surely (It )t≥0 is continuous and there exists a standard
Brownian motion (Bt )t≥0 such that
It = I0 −
∫ t
0
w′s(Is)
ws(Is)
ds +Bt, t ≥ 0,(9)
and the process (It )t≥0 is the unique (in law) weak solution of the SDE (9).4 More-
over, ut can be recovered, for i = 1,2, as
u
(i)
t (dx) =
⎧⎨⎩1{x≤It }wt(x) dx if limx→−∞m(u0, x) = i,1{x≥It }wt(x) dx if lim
x→−∞m(u0, x) = 3 − i.
4Under the assumption u0 ∈ U1, the integrand on the right hand side of (9) is not guaranteed
to be Lebesgue-integrable at 0. However, in any case the integral exists as an improper integral
limε↓0
∫ t
ε
w′s (Is )
ws(Is )
ds.
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REMARK 2.11. If u0 ∈ U1 is such that w0 := u(1)0 + u(2)0 is continuously dif-
ferentiable with supx∈R |w′0(x)| < ∞ and infx∈Rw0(x) > 0, then the drift term
(s, x) → w′s (x)
ws(x)
in equation (9) is continuous and globally bounded on R+ ×R, and
existence and uniqueness of a weak solution to the SDE follow from the standard
theory (see e.g. [23] or [16], Chapter 5.3). In particular, in this case the integrand in
(9) is bounded and the integral is a proper integral. For general u0 ∈ U1 however,
we know only that w0 is bounded and strictly positive almost everywhere, and
standard theory does not cover existence and uniqueness for equation (9). In par-
ticular, it can occur that w0(I0) = 0, w′0(I0−) = −∞ and w′0(I0+) = +∞ so that
the integrand need not even be locally bounded. Our result shows that nevertheless
the SDE (9) has a unique weak solution.
Our next result covers the case that I(u0) consists of more than a single point—
even infinitely many points—as long as there are no accumulation points. Infor-
mally, in this case the interfaces follow each the dynamics of a Brownian motion
with drift as in (9) and upon collision both motions annihilate.
To describe the limiting system formally, we introduce the following terminol-
ogy: We call a collection {(Y it )t≥0 : i ∈ J } of càdlàg stochastic processes indexed
by an at most countable set J and taking values in R ∪ {†}, where † is interpreted
as a cemetery state, a regular annihilating system if, almost surely, the following
hold:
• The initial positions are distinct and {Y i0}i∈J has no accumulation points.
• Y it = † if and only if there exist s ≤ t and j ∈ J \ {i} such that Y is− = Y js− ∈R.
• τi := inf{t ≥ 0 : Y it = †} > 0.
• Each process Y i is continuous at any time t < τi .
• There are no triple annihilations, that is, there are no times t such that Y it− =
Y
j
t− = Y kt− ∈R for distinct i, j, k ∈ J .
Now suppose we are given u0 ∈ U such that I(u0) has no accumulation points
and a regular annihilating system {(Y xt )t≥0 : x ∈ I(u0)} indexed by and starting
from I(u0). Consider the partition of [0,∞) × R induced by the graphs of the
annihilating paths: We can “color” each component of the partition in a way that
is consistent with the coloring m(u0, ·) of R. More precisely, define a mapping
mˆ : [0,∞) × R → {0,1,2} as follows: Let mˆ be equal to 0 on the closure of the
graphs of the annihilating paths, that is,
mˆ(t, x) := 0 for (t, x) ∈ J := cl
(⋃
j∈J
{(
t, Y
j
t
) : t ∈ [0, τj )}).
Then setting
mˆ(0, x) := m(u0, x) for x ∈R,
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FIG. 1. An illustration of the standard coloring mˆ of [0,∞)×R induced by an initial configuration
u0 with five interfaces and a regular annihilating system starting from I(u0). Type 1 is drawn in
white and type 2 is shaded grey. The corresponding standard element (uˆt )t≥0 ∈ C[0,∞)(U) is such
that uˆ(1)t (x) [resp. uˆ(2)t (x)] agrees with wt (x) for all (t, x) in the white (resp. shaded) area and is
zero otherwise.
mˆ(·, ·) is defined by the requirement that it is locally constant on the complement
J c, cf. Figure 1. We call mˆ the standard coloring of [0,∞) × R induced by u0
and {(Y xt )t≥0 : x ∈ I(u0)}. Obviously, mˆ(t, x) is the unique extension of mˆ(0, x) =
m(u0, x) from {0} × R to [0,∞) × R which is continuous on J c, jointly in the
variables (t, x).
Using mˆ, we define
(10) uˆt (x) := (wt(x)1{mˆ(t,x)=1},wt (x)1{mˆ(t,x)=2}), t ≥ 0, x ∈R.
It is easy to see that uˆt ∈ U for each t > 0 and (by the properties of the regular
annihilating system) that the process (uˆt )t≥0 has continuous paths [recall that U is
topologized by the subspace topology inherited from Mtem(R)2]. We call (uˆt )t≥0
the standard element of C[0,∞)(U) induced by u0 and {(Y xt )t≥0 : x ∈ I(u0)}.
THEOREM 2.12. Assume that u0 ∈ U and I(u0) has no accumulation points.
Let (ut )t≥0 denote the infinite rate limit cSBM(−1,∞)u0 . Then there exists a reg-
ular annihilating system {(I xt )t≥0 : x ∈ I(u0)} starting from I(u0) such that each
coordinate independently follows the law of the single-point interface process of
Theorem 2.10 up to the first collision with another (surviving) motion, upon which
both motions annihilate. Denote by (uˆt )t≥0 the standard element of C[0,∞)(U) in-
duced by u0 and {(I xt )t≥0 : x ∈ I(u0)}, as defined in (10). Then we have
(ut )t≥0 d= (uˆt )t≥0 on C[0,∞)(Mb(R)2).
REMARK 2.13. If I(u0) is finite, then it is obvious how to construct the reg-
ular annihilating system. However, due to the lack of monotonicity, it becomes
trickier to define the system for infinitely many particles. Our construction uses a
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coupling which embeds the annihilating system into a system of instantaneously
coalescing Brownian motions with drift, as also used (in a random walks context)
by [1].
We now deal with the case of completely general initial densities, which do
not have to be mutually singular anymore. Here the situation is more involved, as
the set of interface points I(u0) can be an interval or even R. Although we know
already by Theorem 2.8(a) that the measures u(1)t and u(2)t are mutually singular at
each positive time, a priori the set I(ut ) might still be very complicated. Our final
result states that for all t > 0 the set of interface points is in fact discrete, and these
points move as in the case of Theorem 2.12.
THEOREM 2.14. Assume initial densities u0 = (u(1)0 , u(2)0 ) ∈ Mb(R)2 such
that w0 := u(1)0 + u(2)0 = 0. Let (ut )t≥0 denote the infinite rate limit cSBM(−1,∞)u0 . Then, almost surely, I(ut ) contains no accumulation point for any t > 0.
Moreover, for any t0 > 0, the law of (ut )t≥t0 is given as in Theorem 2.12 when
started in ut0 .
REMARK 2.15. (a) In [24], Tribe considered the special case of complemen-
tary initial densities u0 where the types are separated by finitely many interfaces
and u(1)0 + u(2)0 ≡ 1. In that case, Tribe proved that the interfaces move as annihi-
lating Brownian motions (without drift).
In contrast, we allow for essentially arbitrary initial conditions. If u(1)0 + u(2)0 =
1, the dynamics of interfaces is influenced by the relative “height” difference of
the two populations at either side of the interfaces, yielding the additional drift
term in (9). Moreover, we require neither a finite number of interfaces nor even
the initial separation of types. As Theorem 2.14 shows, the process “comes down
from infinity” in the sense that for any positive time, locally there are only finitely
many interfaces.
(b) Entrance laws for annihilating Brownian motions. For u(1)0 + u(2)0 ≡ 1, The-
orem 2.14 allows us to characterize entrance laws for annihilating Brownian mo-
tions. As in [25], Section 2.3, a particularly interesting entrance law can be ob-
tained by approximation from a system of annihilating Brownian motions starting
at the points of a Poisson point process with intensity λ and letting λ → ∞. Infor-
mally, this entrance law corresponds to a system of annihilating Brownian motions
“starting from every point” on the real line. However, as already observed in [25],
the examples in [5], Section 3, suggest that other approximations may lead to dif-
ferent entrance laws. By using Theorem 2.14 and the relation to cSBM(−1,∞),
one can clearly see why those examples can lead to different entrance laws, and
in fact we can obtain a complete classification of entrance laws for annihilating
Brownian motions. For details of this correspondence, we refer to [14].
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The remaining paper is structured as follows: We start by showing in Section 3
how to reinterpret the original moment duality and we prove Theorem 2.1. Then,
in Section 4 we can send γ → ∞ in the reinterpretation of the duality and we
prove Theorems 2.3, 2.5 and Corollary 2.6. In Section 5, we specialize to the
case  = −1, establishing first the existence, uniqueness and basic properties of
SBM(−1,∞) by proving Theorem 2.8. We then proceed to the explicit descrip-
tion of the limiting process and prove Theorems 2.10, 2.12 and 2.14.
3. The reinterpretation of the moment duality. In this section, we prove
Theorem 2.1. The proof is based on the original moment duality (2). In this entire
section we assume γ > 0,  ∈ [−1,1] and n ∈N to be fixed.
For M˜0 ∈M({1,2}n), define for all b ∈ {1,2}n,
M˜t (X, M˜0)(b) :=
∑
c∈{1,2}n
M˜0(c)Ec
[
eγ (L
=
t +L=t )1Ct=b | X[0,t]
]
,
that is, M˜t (·, c) ∈ M({1,2}n) is the expected exponential correction term as a
function of the paths X = (X(1)t , . . . ,X(n)t )t≥0 of either random walks or Brow-
nian motions and interpreted as a measure on the colorings. Note that M˜t (X, M˜0)
is measurable w.r.t. σ(Xs : 0 ≤ s ≤ t). We will show that M˜t coincides with
M
[γ ]
t from (4). With this, Theorem 2.1 directly follows from the original duality
(2).
LEMMA 3.1. Fix s, t ≥ 0. Let (θtX)r := Xt+r be the shift operator. Then
M˜t+s(X, M˜0) = M˜t+s(X[0,t+s], M˜0)
= M˜s((θtX)[0,s], M˜t (X[0,t], M˜0))
almost surely with respect to the law of X.
PROOF. By the definition of M˜t+s ,
M˜t+s(X, M˜0)(b)
= ∑
c∈{1,2}n
M˜0(c)Ec
[
eγ (L
=
t+s+L=t+s )1Ct+s=b | X[0,t+s]
]
= ∑
c∈{1,2}n
M˜0(c)Ec
[
eγ (L
=
t +L=t )
×E[eγ (L=t+s−L=t +(L=t+s−L=t ))1Ct+s=b | C[0,t],X[0,t+s]] | X[0,t+s]].
The increments of the local times, L=t+s − L=t , L=t+s − L=t , are a function of
(θtX, θtC)[0,s] and equal the local times L=s , L
=
s of θtX and θtC. Furthermore,
conditioned on X, the coloring process (Ct )t≥0 is a time-inhomogeneous Markov
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process, and the law of Ct+s depends only on Ct and the path (θtX)[0,s]. There-
fore,
E
[
eγ (L
=
t+s−L=t +(L=t+s−L=t ))1Ct+s=b | C[0,t],X[0,t+s]
]
= E[eγ (θtL=s +θtL=s )1θtCs=b | Ct, (θtX)[0,s]].
Summing over all possible values of Ct and using again that Ct and the local times
L=t , L
=
t depend only on X[0,t], we get
M˜t+s(X, M˜0)(b)
= ∑
c,c′∈{1,2}n
M˜0(c)Ec
[
eγ (L
=
t +L=t )1Ct=c′ | X[0,t]
]
×E[eγ (θtL=s +θtL=s )1θtCs=b | Ct = c′, (θtX)[0,s]]
= ∑
c′∈{1,2}n
M˜t (X[0,t], M˜0)
(
c′
)
E
[
eγ (θtL
=
s +θtL=s )1θtCs=b | Ct = c′, (θtX)[0,s]
]
= M˜s((θtX)[0,s], M˜t (X[0,t], M˜0))(b). 
We now have to distinguish between the discrete and the continuous case, since
collisions and local times of random walks and Brownian motions behave some-
what differently. In particular, in the discrete case collisions between more than
two random walks can happen.
LEMMA 3.2. Assume the discrete space case, where X = (X(1), . . . ,X(n)) is
the collection of n independent random walks on Zd . Let t := {(i, j) : X(i)t =
X
(j)
t ,1 ≤ i < j ≤ n} be the set of collision pairs at time t , and for c ∈ {1,2}n
let =t (c) := {(i, j) ∈ t : ci = cj } and  =t (c) := {(i, j) ∈ t : ci = cj } be the
decomposition into same color collisions and different color collisions according
to the coloring c. Then M˜t = M˜t (X, M˜0) satisfies the following linear ODE:
d
dt
M˜t (b) = γ 
∣∣ =t (b)∣∣M˜t (b)+ γ2 ∑
c∈{1,2}n:
d(b,c)=1
∣∣=t (c)∩  =t (b)∣∣M˜t (c),
for b ∈ {1,2}n, with d(·, ·) denoting the Hamming distance on {1,2}n.
PROOF. Since X is right continuous, choose  small enough that X[t,t+] ≡
Xt . Then by Lemma 3.1
M˜t+(b)− M˜t (b)
= ∑
c∈{1,2}n
M˜t (c)E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = c, θtX
]− M˜t (b).
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Since the total rate of color change in a coloring c is given by γ |=t (c)| < γn2,
the probability of two color changes in time  is small and the above is equal to
M˜t (b)
(
E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = b, θtX
]− 1)
+ ∑
c:d(c,b)=1
M˜t (c)E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = c, θtX
]+O(2)
= M˜t (b)(eγ (|=t (b)|+| =t (b)|)e−γ |=t (b)| − 1)
+ ∑
c:d(c,b)=1
M˜t (c)e
O()(1 − e− γ2 |=t (c)∩ =t (b)|)+O(2).
In the last line we used the fact that if d(c, b) = 1, there is one coordinate, say
i, which changed color. The rate that this color change happens is γ /2 times the
number of other particles at X(i)t which have color ci , and this number is exactly
given by pairs of particles which have the same color before the change, and a
different afterwards. The exact value of γ (L= + L= ) depends on the time of the
color change, but is of order  since its absolute value is bounded by n2γ . By
writing ex = 1 + x +O(x2), we get that the above is
M˜t (b)γ
∣∣ =t (b)∣∣ + γ2 ∑
c:d(c,b)=1
M˜t (c)
∣∣=t (c)∩  =t (b)∣∣ +O(2).
Dividing by  and then sending  to 0 completes the proof. 
LEMMA 3.3 (The discrete case). In the discrete case, we have
d
dt
M˜t (b) = γ 2
n∑
i,j=1
1bi =bj M˜t (b)
dL
i,j
t
dt
(11)
+ γ
2
n∑
i,j=1
1bi =bj M˜t
(
b̂i
)dLi,jt
dt
,
for b ∈ {1,2}n. Here Li,jt =
∫ t
0 1X(i)s =X(j)s ds are the pair local times and b̂
i is the
coloring b flipped at i.
PROOF. By simple counting we get that | =t (b)| = 12
∑n
i,j=1 1bi =bj1X(i)t =X(j)t .
For each c with d(c, b) = 1 there is some index i so that c = b̂i . Then
∣∣=t (c)∩  =t (b)∣∣= n∑
j=1
1bj =bi1X(i)t =X(j)t ,
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and summing over all possible i we get
∑
c:d(c,b)=1
∣∣=t (c)∩  =t (b)∣∣= n∑
i,j=1
1bi =bj1X(i)t =X(j)t .
Now (11) follows from Lemma 3.2. 
Note that since (11) and (4) are the same equations, M˜t (X, δc) and M [γ ]t (X, δc)
agree, thus Theorem 2.1 is now proven for the discrete case.
The proof for the continuous case follows along the same lines. It is in some
parts simpler, as simultaneous collisions between more than two Brownian mo-
tions do not happen almost surely. Theorem 2.1 for the continuous case follows
from the following lemma, which is a version of Lemma 3.3.
LEMMA 3.4 (The continuous case). Assume the continuous space setting,
where X = (X(1), . . . ,X(n)) is the collection of n independent Brownian motions.
Then M˜t = M˜t (X, M˜0) satisfies the following linear ODE almost surely w.r.t. the
law of X: for b ∈ {1,2}n,
dM˜t (b) = γ 2
n∑
i,j=1
1bi =bj M˜t (b) dL
i,j
t + γ2
n∑
i,j=1
1bi =bj M˜t
(
b̂i
)
dL
i,j
t .
PROOF. Since X is right continuous and almost surely has no multiple colli-
sions, choose  > 0 small enough so that Li,jt+ = Li,jt for all pairs (i, j) except for
possibly one, say (k, ), where κ := Lk,t+ −Lk,t ≥ 0. Then by Lemma 3.1
M˜t+(b)− M˜t (b)
= ∑
c∈{1,2}n
M˜t (c)E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = c, θtX
]− M˜t (b).
The probability of two color changes in time  is small and the above is equal to
M˜t (b)
(
E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = b, θtX
]− 1)
+ ∑
c:d(c,b)=1
M˜t (c)E
[
eγ (θtL
=
 +θtL= )1θtC=b | Ct = c, θtX
]+O(κ2)
= M˜t (b)(eγ (κ1bk=b+κ1bk =b )e−γ κ1bk=b − 1)
+ 1bk =b
∑
i∈{k,}
M˜t
(
b̂i
)
eO(κ)
(
1 − e− γ2 κ)+O(κ2).
A NEW LOOK AT DUALITY FOR THE SBM 2819
By writing ex = 1 + x +O(x2), we get
γ 
2
1bk =bM˜t (b)κ +
γ
2
1bk =b
∑
i∈{k,}
M˜t
(
b̂i
)
κ +O(κ2)
= γ 
2
n∑
i,j=1
1bi =bj M˜t (b)
(
L
i,j
t+ −Li,jt
)
+ γ
2
n∑
i,j=1
1bi =bj M˜t
(
b̂i
)(
L
i,j
t+ −Li,jt
)
+O((Lk,t+ −Lk,t )2).
Sending  to 0 completes the proof. 
4. The moment duality for γ = ∞. In this section, we will derive the mo-
ment duality for the case γ = ∞ and thus prove Theorems 2.3 and 2.5. We start by
looking at the discrete space case in Section 4.1. In particular, we introduce an aux-
iliary process K , whose asymptotics we analyze in Section 4.2. We then complete
the proof of Theorem 2.3 (discrete space) in Section 4.3. The continuous space
case is slightly different, and we prove Theorem 2.3 in this setting in Section 4.4.
Finally, we combine Theorem 2.3 with a dominated convergence argument to show
the moment duality for γ = ∞, that is, Theorem 2.5, in Section 4.5.
Since the case n = 1 is trivial, we will assume throughout that n ≥ 2. Also, we
can treat the case  = −1 simultaneously with the case  ∈ (−1,0).
4.1. Analysis of M [γ ] for the discrete space model. In this section, we assume
that X = (X(1), . . . ,X(n)) is a simple, symmetric random walk on (Zd)n with total
jump rate 1. Remember that given the paths of X, the process M [γ ]t = M [γ ]t (X,M0)
is defined as the solution of
d
dt
M
[γ ]
t (m) = γ 2
n∑
i,j=1
1mi =mjM
[γ ]
t (m)
dL
i,j
t
dt
(12)
+ γ
2
n∑
i,j=1
1mi =mjM
[γ ]
t
(
m̂i
)dLi,jt
dt
,
for each coloring m ∈ {1,2}n, with initial condition M0 ∈M({1,2}n), where we
recall that Li,jt denote the pair local times and m̂i is the coloring m flipped at i.
We notice that the right-hand side of (12) is piecewise linear. To make this
precise, we introduce the following notation: For a partition π of the set [n] :=
{1, . . . , n} we write π = {π1, π2, . . . , πk} (in increasing order of the smallest ele-
ment), where πi ⊂ [n] with size |πi | are the blocks of π , and we define |π | := k.
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Also, if M is a measure on {1,2}n we interpret M = (M(m))m∈{1,2}n as a 2n-
dimensional vector by ordering the elements of {1,2}n in increasing lexicographi-
cal order.
For a partition π of [n], let Aπ be defined as the 2n-dimensional matrix with
nonzero entries given by
Aπ
(
m,m′
)=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

2
|π |∑
k=1
∑
i,j∈πk
1mi =mj if m′ = m,
1
2
∑
j∈πk
1mi =mj if m′ = m̂i for some i ∈ πk, k ∈
[|π |].
Then we can rewrite (12) as (see also Lemma 3.2)
d
dt
M
[γ ]
t (m) = γAπ(Xt ) M [γ ]t (m),(13)
where we take π(Xt) as the set of clusters of the random walks Xt , that is, π(Xt)
is the partition of [n] induced by the equivalence relation i ∼ j iff X(i)t = X(j)t .
In the discrete space case, π(Xt) is piecewise constant, which motivates us to
first study the evolution under Aπ for a fixed partition π of [n]. Let Kt(K0, π) =
etA
π
 K0 be the unique solution of
d
dt
(
Kt(K0, π)
)= AπKt(K0, π)(14)
with initial value K0 ∈M({1,2}n). From (13) it is clear that M [γ ]t can be directly
constructed from Kt , as follows:
LEMMA 4.1. Let τ0 := 0 and τk := inf{t ≥ τk−1 : π(Xt) = π(Xτk−1)}, k ∈ N,
be the times when the partition induced by the random walk changes. Then M [γ ]t
is given recursively as M [γ ]0 = M0 and for k ∈N0,
M
[γ ]
t = Kγ(t−τk)
(
M [γ ]τk , π(Xτk )
)
, t ∈ [τk, τk+1].
4.2. The asymptotic analysis of Kt . To obtain the limit as γ → ∞, the explicit
form of M [γ ]t given by Lemma 4.1 suggests that we need to understand the limit
as t → ∞ of Kt(·, π) first. Surprisingly, we see that the critical curve (3) for the
moments also appears here via an independent derivation.
We begin by introducing some additional notation: For n ∈ N and a coloring
m ∈ {1,2}n, we write
#am :=
n∑
j=1
1mj=a, a ∈ {1,2}.
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If in addition π = {π1, . . . , πk} is a partition of [n] with length |π | = k, we let
m|πi ∈ {1,2}|πi | denote the restriction of m to the block πi , i = 1, . . . , k. Moreover,
given c ∈ {1,2}k we define mπ,c ∈ {1,2}n by
m
π,c
j := ci iff j ∈ πi, j = 1, . . . , n.
PROPOSITION 4.2. Suppose +cos(π/n) < 0, and let π be an arbitrary par-
tition of [n]. Then there exists K∞(K0, π) ∈M({1,2}n) such that for the unique
solution Kt(K0, π) of (14) we have
lim
t→∞Kt(K0, π) = K∞(K0, π).
Moreover, the limit K∞ is given explicitly as follows: For  ∈ (−1,0), we have
K∞(K0, π)(m) =
∑
c∈{1,2}|π |
K0
(
mπ,c
) |π |∏
i=1
sin(λ#cim|πi )
sin(λ|πi |) , m ∈ {1,2}
n,
where λ := arccos(||). For  = −1, the limit is given by
K∞(K0, π)(m) =
∑
c∈{1,2}|π |
K0
(
mπ,c
) |π |∏
i=1
#cim|πi
|πi | , m ∈ {1,2}
n.
It turns out that we can reduce the case of a general partition to the case of
the partition π = {[n]}. Intuitively, the reason is that since there is no interaction
between different blocks πi of the partition π = {π1, . . . , πk}, the solution Kt of
(14) evolves independently on each block. Assume for simplicity that the partition
π is given by consecutive intervals, that is
π = {{1, . . . , |π1|}, . . . , {n− |πk| + 1, . . . , n}}.
By our convention on representing the elements of M({1,2}n) as 2n-
dimensional vectors, we can write
Aπ = A[|π1|] ⊕A[|π2|] ⊕ · · · ⊕A[|πk |] .(15)
Here ⊕ denotes the Kronecker sum for matrices (see, e.g., [15], Chapter 4.4), and
A[] ,  ∈N, is the 2 × 2 matrix with nonzero entries defined by
(16) A[]
(
m,m′
)=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
2

∑
i,j=1
1mi =mj if m′ = m,
1
2
∑
j=1
1mi =mj if m′ = m̂i for some i ∈ [],
for m,m′ ∈ {1,2}. In general, π is not ordered as assumed above, so there is an
additional permutation of coordinates involved, which however is only a change
of basis and has no influence on the dynamics.
We start with the analysis in the simpler case.
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PROPOSITION 4.3. Suppose  + cos(π/n) < 0. Then there exists K∞(K0,
{[n]}) such that
lim
t→∞Kt
(
K0,
{[n]})= K∞(K0, {[n]}).
Moreover, for  ∈ (−1,0) the limit K∞ is given explicitly by
K∞
(
K0,
{[n]})(m) = K0((1)n)sin(λ#1m)
sin(λn)
+K0((2)n)sin(λ#2m)
sin(λn)
,
where λ = arccos(||) and (i)n := (i, . . . , i) ∈ {1,2}n for i ∈ {1,2}. For  = −1,
the limit is
K∞
(
K0,
{[n]})(m) = K0((1)n)#1m
n
+K0((2)n)#2m
n
.
In order to prove Proposition 4.3, we start with a lemma that analyzes the eigen-
values of the matrix A[n] defined in (16).
LEMMA 4.4. The matrix A[n] has eigenvalue 0 of multiplicity (at least) 2, and
the remaining 2n − 2 eigenvalues have negative (resp. non-positive) real part iff
 + cos(π/n) < 0 (resp. ≤ 0).
PROOF. For ease of notation, we write A := A[n] , also since n ≥ 2 we note
that  ≤ 0. Note that the first and last rows in A are zero rows, in particular A has
eigenvalue 0 of multiplicity at least two. Moreover, if we define A′ by removing
the first row and column and the last row and column, then the eigenvalues of A
are 0 (twice) and those of A′.
For k ∈ {1, . . . , n−1}, define Ik := {m ∈ {1,2}n : #1m = k}. We start by looking
for eigenvectors of A that are constant for coordinates m ∈ Ik , in which case will
write v˜k = v(m) for m ∈ Ik .
Note that for m ∈ Ik
A
(
m,m′
)=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
k(n− k) if m = m′,
1
2
(n− k) if m′ = m̂i and mi = 1,
1
2
k if m′ = m̂i and mi = 2.
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Hence, by setting v˜0 := v˜n := 0 we get for m ∈ Ik , k ∈ {1, . . . , n− 1} that
Av(m) = k(n− k)v(m)+ ∑
i∈[n]
A
(
m,m̂i
)
v
(
m̂i
)
= k(n− k)v˜k + 12
∑
i∈[n]
(n− k)1mi=1v
(
m̂i
)+ 1
2
∑
i∈[n]
k1mi=2v
(
m̂i
)
= k(n− k)v˜k + 12
∑
i∈[n]
(n− k)v˜k−11mi=1 +
1
2
∑
i∈[n]
k1mi=2v˜k+1
= k(n− k)v˜k + 12k(n− k)v˜k−1 +
1
2
(n− k)kv˜k+1
= A˜v˜,
(17)
where we define A˜ as the (n− 1)× (n− 1) matrix with non-zero entries
A˜(k, ) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
2
k(n− k) if  = k − 1,
k(n− k) if  = k,
1
2
k(n− k) if  = k + 1,
k,  ∈ [n− 1].
Clearly, A˜ can be written as A˜ = DB , where D is the diagonal matrix with entries
k(n−k) for k ∈ [n−1], and B is a tridiagonal Toeplitz matrix with diagonal entries
 and off-diagonal entries 1/2. It is well known (and can be checked easily) that
B has eigenvalues  + cos(jπ/n), j ∈ [n− 1].
It is clear that A˜ = DB has the same eigenvalues as D1/2BD1/2 (in fact these
two matrices are similar by a diagonal change of basis), and the latter is a symmet-
ric matrix. Moreover, if  + cos(π/n) < 0 (resp. ≤ 0), then B is negative (semi-)
definite, therefore for any vector w = 0
wT D1/2BD1/2w = (D1/2w)T B(D1/2w)< 0 (resp. ≤ 0).
In this case, since D1/2BD1/2 is symmetric, all its eigenvalues are real and neg-
ative (resp. non-positive). Hence, under this condition the same is true for A˜. In
particular, its largest eigenvalue λ∗ is negative (non-positive).
Let v˜∗ be an eigenvector corresponding to the eigenvalue λ∗ of A˜. We will use
the Perron–Frobenius theorem to argue that v˜∗ has positive coordinates. Observing
that only the diagonal entries of A˜ are non-positive, we can choose some suitable
constant c > 0 such that A˜∗ := A˜ + cIn−1 is a non-negative matrix that is irre-
ducible and aperiodic. In particular, the Perron–Frobenius theorem applies to A˜∗.
Moreover, w.l.o.g. the constant c > 0 can be taken so large that the spectrum of
A˜∗ is contained in [0,∞). Then since λ∗ is the largest eigenvalue of A˜, we have
that c + λ∗ is the largest eigenvalue and spectral radius of A˜∗. Since v˜∗ is a corre-
sponding eigenvector, by Perron–Frobenius it must have positive coordinates.
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Coming back to the matrix A′ obtained from A by removing the first row and
column and the last row and column, we can define a (2n − 2)-dimensional vector
v′ by setting v′(m) := v˜∗k if m ∈ Ik , k ∈ [n − 1]. Then by definition of A′ and by
(17), we see that v′ is an eigenvector for A′ with eigenvalue λ∗. Thus, it is also an
eigenvector for A∗ := A′ +cI2n−2 with eigenvalue c+λ∗, where c > 0 is chosen as
above. Since Perron–Frobenius applies to A∗ and the vector v′ is strictly positive,
c + λ∗ must also be the spectral radius of A∗. Now let λ ∈ C be any eigenvalue
of A′. Then c + λ is an eigenvalue of A∗, and we get
Re(λ) = Re(c + λ)− c ≤ |c + λ| − c ≤ (c + λ∗)− c = λ∗.
Finally, since the eigenvalues of A are 0 (with multiplicity 2) together with those
of A′, we have proved the statement of the lemma. 
We will now prove Proposition 4.3 by identifying the eigenvectors of A[n] cor-
responding to eigenvalue 0. For k ∈ {0, . . . , n}, we consider again Ik := {m ∈
{1,2}n : #1m = k}. Then we define two vectors v(n)j = (v(n)j (m))m∈{1,2}n ∈ R2
n
(j = 1,2) as follows: If  = −1, we set
(18) v(n)1 (m) :=
k
n
and v(n)2 (m) :=
n− k
n
if m ∈ Ik,
while for  > −1,  + cos(π/n) < 0 we set
(19) v(n)1 (m) :=
sin(λk)
sin(λn)
and v(n)2 (m) :=
sin(λ(n− k))
sin(λn)
if m ∈ Ik,
where λ := arccos(||). Observe that by construction, we have v(n)1 ((1)n) =
v
(n)
2 ((2)n) = 1 and v(n)2 ((1)n) = v(n)1 ((2)n) = 0. Also note that the explicit form
of the limit claimed in Proposition 4.3 can be restated as
lim
t→∞ e
tA
[n]
 = (v(n)1 ,0, . . . ,0, v(n)2 ),
where the RHS is a matrix consisting of the vectors v(n)1 resp. v
(n)
2 in the first resp.
last column and zeros otherwise.
PROOF OF PROPOSITION 4.3. We will prove the proposition by showing that
v
(n)
1 and v
(n)
2 are eigenvectors of A[n] corresponding to eigenvalue 0, and also that
Kt := Kt(K0, {[n]}) satisfies
(20) lim
t→∞Kt = K0
(
(1)n
)
v
(n)
1 +K0
(
(2)n
)
v
(n)
2 .
Let us assume that we have already shown that v(n)1 and v
(n)
2 are eigenvectors
of A := A[n] corresponding to eigenvalue 0, so that in particular etAv(n)j = v(n)j ,
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j = 1,2. Then, we will show the stronger statement that there exists C > 0 and
λ0 > 0 such that
(21) ∥∥etA − (v(n)1 ,0, . . . ,0, v(n)2 )∥∥≤ Ce−λ0t
for all t ≥ 0 and ‖ · ‖, for example, denoting the matrix (operator) norm induced
by the Euclidean norm on R2n , which readily implies (20).
We let A′ be defined as in the proof of Lemma 4.4. Then, since by Lemma 4.4
all its eigenvalues have negative real part, there exists C′ > 0 and λ0 > 0 such that
‖etA′‖ ≤ C′e−λ0t for all t ≥ 0. Let w3, . . . ,w2n be an orthogonal basis for R2n−2.
We define v(n)k for k ≥ 3 by extending the vector wk at either side by zero entries
to obtain a 2n-dimensional vector [so in particular v(n)k ((1)n) = v(n)k ((2)n) = 0,
k ≥ 3]. Together with the vectors v(n)1 , v(n)2 this forms a basis of R2
n
. Hence, we
write any vector in R2n as K0 =∑i μiv(n)i for some coefficients μi . Furthermore,
A acts on v(n)k as A
′ acts on wk , k = 3, . . . ,2n, in the corresponding bases:〈
Av
(n)
k , v
(n)
j
〉= 〈A′wk,wj 〉, j, k = 3, . . . ,2n.
Therefore, ‖etAv(n)k ‖ ≤ C′e−λ0t‖v(n)k ‖ for k ≥ 3 and so there exists C > 0 such
that for all t ≥ 0,∥∥etAK0 − (μ1v(n)1 +μ2v(n)2 )∥∥= ∥∥∥∥∑
i
μie
tAv
(n)
i −
(
μ1v
(n)
1 +μ2v(n)2
)∥∥∥∥
≤ Ce−λ0t‖K0‖.
Moreover, notice that since v(n)1 resp. v
(n)
2 is the only basis element with a nonzero
entry in the first resp. last coordinate, we must have μ1 = K0((1)n) and μ2 =
K0((2)n).
Finally, it remains to show that v(n)1 and v
(n)
2 are eigenvectors with eigenvalue 0.
This can either be verified by direct calculation or alternatively it can be derived
as follows: In order to obtain v(n)1 , we look for an eigenvector v that is constant
for coordinates m ∈ Ik and such that v((1)n) = 1 and v((2)n) = 0. As in the proof
of Lemma 4.4, we will write v˜k = v(m) for m ∈ Ik , and Av = 0 reduces to the
recurrence equation
0 = k(n− k)v˜k + 12k(n− k)v˜k−1 +
1
2
(n− k)kv˜k+1;
see (17). Assuming that  ∈ (−1,0), this equation has solution v˜k = c1tk1 + c2tk2 ,
where t1 and t2 are the distinct roots of the equation
(22) t2 + 2t + 1 = 0.
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Thus since  < 0, t1,2 = − ± i
√
1 − 2 = e±λi , where λ := arctan(
√
1−2
|| ) =
arccos(||). Simplifying further, we note that since v˜0 = 0, we have c1 = −c2 and
thus v˜k = c12i sin(λk). Therefore, since v˜n = 1, we get c1 = 12i sin(λn) , so that
v˜k = sin(λk)
sin(λn)
.
Moreover, we note that this expression is positive for k ∈ {1, . . . , n − 1}, since
λn < π iff  + cosπ/n < 0.
In the case that  = −1, the characteristic equation (22) has the unique solution
t = 1 and so the solution to the recurrence equation is given by v˜k = c1 + c2k
for suitable constants c1, c2, which by using the boundary conditions reduces to
v˜k = k/n.
In either case, defining v(m) := v˜k for m ∈ Ik gives the first eigenvector v(n)1
with eigenvalue 0. The derivation of the second eigenvector v(n)2 is analogous. 
Using the decomposition (15), we can now use Proposition 4.3 to analyze the
dynamics of Kt in the case of a general partition.
PROOF OF PROPOSITION 4.2. Throughout we write Kt = Kt(K0, π). We first
assume that π = {{1, . . . , n1}, {n1 + 1, . . . , n2}, . . . , {n1 +· · ·+nk−1 + 1, . . . , nk}}
with
∑k
i=1 ni = n. Then, by the decomposition (15) and the fact that et(A⊕B) =
etA ⊗ etB , we have that
Kt = etAπ K0 =
k⊗
i=1
etA
[ni ]
 K0.
Therefore, since  + cos(π/n) < 0 implies  + cos(π/ni) < 0 for all i ∈ [k], we
obtain from Proposition 4.3 [see also (21)] that there exists C > 0 and λ0 > 0 such
that for all t ≥ 0
(23)
∥∥∥∥∥etAπ −
k⊗
i=1
(
v
(ni)
1 ,0, . . . ,0, v
(ni)
2
)∥∥∥∥∥≤ Ce−λ0t .
Also, we can identify the limit as
k⊗
i=1
(
v
(ni)
1 ,0, . . . ,0, v
(ni)
2
)
K0
= ∑
c1,...,ck∈{1,2}
K0
(
(c1)n1, . . . , (ck)nk
)
v(n1)c1 ⊗ · · · ⊗ v(nk)ck ,
where we write
(c1)n1, . . . , (ck)nk := (c1, . . . , c1︸ ︷︷ ︸
n1 times
, . . . , ck, . . . , ck︸ ︷︷ ︸
nk times
) ∈ {1,2}n.
A NEW LOOK AT DUALITY FOR THE SBM 2827
In view of the definition of the eigenvectors v(ni)1 and v
(ni)
2 [see (18) and (19)],
this concludes the proof of Proposition 4.2 for the case of a partition consisting of
consecutive intervals.
The case of general π = {π1, . . . , πk} (written in increasing order of smallest
element) follows by permuting the entries in m ∈ {1,2}n. 
4.3. Proof of Theorem 2.3 in the discrete case. In discrete space, Theorem 2.3
is a direct consequence of the following proposition.
PROPOSITION 4.5. Suppose  + cos(π/n) < 0, and consider M [γ ] :=
M [γ ](X,M0) for M0 ∈ M({1,2}n). Then, a.s. with respect to the random walk
X = (X(1), . . . ,X(n)), for any t ≥ 0, M [γ ]t converges to a limit M [∞]t as γ → ∞.
The limit M [∞]t is given recursively as follows: Let τk be defined as in Lemma 4.1,
that is, τ0 := 0 and τk , k ≥ 1 are the times when the partition π(Xt) induced by
the random walk changes. Then M [∞]0 = M0 and
M
[∞]
t = K∞
(
M [∞]τk , π(Xτk )
) for all t ∈ (τk, τk+1], k ∈N0,
where K∞(K0, π) is given in Proposition 4.2.
PROOF. We know that almost surely, the sequence (τk)k≥0 is strictly increas-
ing. Also, by Lemma 4.1 we know that the process M [γ ]t is given by
M
[γ ]
t = Kγ(t−τk)
(
M [γ ]τk , π(Xτk )
)
, t ∈ [τk, τk+1].
Then by Proposition 4.2 [and in particular (23)], we can argue inductively by using
that for each k ∈N0, there exists C > 0 such that∥∥M [γ ]t −K∞(M [∞]τk , π(Xτk ))∥∥
≤ ∥∥Kγ(t−τk)(M [γ ]τk , π(Xτk ))−Kγ(t−τk)(M [∞]τk , π(Xτk ))∥∥
+ ∥∥Kγ(t−τk)(M [∞]τk , π(Xτk ))−K∞(M [∞]τk , π(Xτk ))∥∥
≤ C∥∥M [γ ]τk −M [∞]τk ∥∥+ ∥∥Kγ(t−τk)(M [∞]τk , π(Xτk ))−K∞(M [∞]τk , π(Xτk ))∥∥
and the LHS → 0 as γ → ∞ for all t ∈ (τk, τk+1]. 
4.4. Proof of Theorem 2.3 in the continuous case. The continuous space
case is slightly different from the discrete space case. However, the assump-
tion that the n-dimensional Brownian motion X = (X(1)t , . . . ,X(n)t )t≥0 starts in
x = (x1, . . . , xn) with xi = xj for i = j simplifies the situation somewhat, since
we only have intersections of at most two Brownian motions simultaneously. In
order to formalize this, we need to consider the times of new pair collisions be-
tween the Brownian motions. More precisely, as in Section 4.1 we write π(Xt) for
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the partition of [n] induced by the equivalence relation i ∼ j iff X(i)t = X(j)t . Then
we define τ0 := 0 and τk+1 as the first time t ≥ τk so that the partition π(Xt) is
not a refinement of the partition π(Xτk ). The partition π(Xτk ) contains for k ≥ 1
a single pair, and otherwise singletons. Denote the pair by κk = {κk,1, κk,2}. The
only refinements of π(Xτk ) are the partition itself and the partition consisting only
of singletons. So τk+1 is the first time when there is a new collision with a collision
pair κk+1 not identical to κk . By the path properties of Brownian motion, almost
surely we have τ0 < τ1 < · · · .
With this notation, we can directly deduce Theorem 2.3 in the continuous space
setting from the following proposition.
PROPOSITION 4.6. Let X = (X(1), . . . ,X(n)) be a Brownian motion started
in x ∈ Rn such that xi = xj for i = j , and consider M [γ ] := M [γ ](X,M0) for
M0 ∈M({1,2}n). Suppose +cos(π/n) < 0. Then, a.s. with respect to X, for any
t ≥ 0, M [γ ]t converges to a limit M [∞]t . The limit is given recursively as M [∞]t = M0
for t ∈ [0, τ1] and
M
[∞]
t = K∞
(
M [∞]τk , π(Xτk )
) for all t ∈ (τk, τk+1], k ∈N,
where K∞(K0, π) is given in Proposition 4.2.
PROOF. We recall the equation (12) for M [γ ],
dM
[γ ]
t (m) = γ 2
n∑
i,j=1
1mi =mjM
[γ ]
t (m)dL
i,j
t
(24)
+ γ
2
n∑
i,j=1
1mi =mjM
[γ ]
t
(
m̂i
)
dL
i,j
t .
We notice that M [γ ]t is constant equal to M0 on [0, τ1]. For k ≥ 1, if we write
L
(κk)
t := Lκk,1,κk,2t ,
then on the interval [τk, τk+1] equation (24) simplifies to
dM
[γ ]
t (m) = γ 1mκk,1 =mκk,2M
[γ ]
t (m)dL
(κk)
t
+ γ
2
1mκk,1 =mκk,2
(
M
[γ ]
t
(
m̂κk,1
)+M [γ ]t (m̂κk,2))dL(κk)t .
Hence, the analogue of Lemma 4.1 in the continuous space setting is that M [γ ]
solves M [γ ]t = M0 for t ∈ [0, τ1] and for k ∈N,
(25) M [γ ]t = Kγ(L(κk)t −L(κk)τk )
(
M [γ ]τk , π(Xτk )
)
, t ∈ [τk, τk+1],
where Kt is defined by (14) and π(Xτk ) is the partition of [n] consisting only of
singletons, except for the pair κk = {κk,1, κk,2}.
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Finally, we argue as in the proof of Proposition 4.5, noting that by the path
properties of Brownian motion, almost surely, for any t > τk , we have L(κk)t −
L
(κk)
τk > 0. 
4.5. Proof of Theorem 2.5. In order to show Theorem 2.5, we use a domi-
nated convergence argument, so that the main technical point is to show that the
processes M [γ ]t are uniformly bounded in γ .
PROPOSITION 4.7. Assume  + cos(π/n) < 0. Fix M0 ∈ M({1,2}n). In
both the discrete and the continuous space setting, the process M [γ ] = (M [γ ]t (X,
M0))t≥0 remains bounded uniformly in γ , t and ω.
We precede the proof by three lemmas showing that the process (Kt)t≥0 de-
fined in (14) remains bounded. For this, the crucial observation is the following
(which we prove in the next two lemmas): The vectors v(n)1 and v(n)2 from (18)–
(19), which we recall are eigenvectors with eigenvalue 0 of the matrix A[n] from
(16), corresponding to the trivial partition π = {[n]}, are in fact also eigenvectors
with eigenvalue 0 of Aπ , for any partition π of [n].
LEMMA 4.8. Assume  + cos(π/n) < 0. Then, for any partition π =
{π1, . . . , πk} of [n] consisting purely of singletons except for one block πi ,
i ∈ {1, . . . , k}, we have
K∞
(
v
(n)
j , π
)= v(n)j , j = 1,2.
PROOF. Assume first  > −1. W.l.o.g. we can assume that i = 1 and π1 = [],
1 ≤  < n. Let m ∈ {1,2}n. Decomposing m = (m′,m′′) with m′ ∈ {1,2} and
m′′ ∈ {1,2}n−, we get by Proposition 4.2 that for j = 1,2
K∞
(
v
(n)
j , π
)
(m)
= ∑
c∈{1,2}|π |
v
(n)
j
(
mπ,c
) |π |∏
i=1
sin(λ#cim|πi )
sin(λ|πi |)
= v(n)j
(
(1),m′′
)sin(λ#1m′)
sin(λ)
+ v(n)j
(
(2),m′′
)sin(λ#2m′)
sin(λ)
,
where we used that all blocks πi , i ≥ 2, of the partition π consist of singletons.
For j = 1, plugging in the definition of v(n)1 from (19) we obtain that the above is
equal to
sin(λ#1m′)
sin(λ)
sin(λ(+ #1m′′))
sin(λn)
+ sin(λ(− #1m
′))
sin(λ)
sin(λ#1m′′)
sin(λn)
.
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Now the claim is that the above equals sin(λ(#1m
′+#1m′′))
sin(λn) . After multiplying ev-
erything with sin(λ) sin(λn), this follows directly from the addition and sub-
traction theorems for the sine function applied to the three sines with a sum or
difference as argument. The proof for the second eigenvector v(n)2 is analogous.
For  = −1 the strategy is the same, but because of the different structure of the
vectors v(n)j , the function x → sin(λx) needs to be replaced by the identity. 
LEMMA 4.9. Assume  + cos(π/n) < 0. Then for any partition π =
{π1, . . . , πk} of [n] we have K∞(v(n)j , π) = v(n)j , j = 1,2.
PROOF. The linear map K∞(·, π) is the Kronecker product of the K∞(·, πi),
i = 1, . . . , k, up to relabeling of the coordinates. This implies that
K∞(·, π) = K∞(·, π˜1) ◦K∞(·, π˜2) ◦ · · · ◦K∞(·, π˜k),
where π˜i is the partition of [n] which consists of πi and otherwise singletons. The
claim then follows from Lemma 4.8. 
LEMMA 4.10. Assume  + cos(π/n) < 0. Given a1, a2 ≥ 0, define V a1,a2n ∈
M({1,2}n) via V a1,a2n := a1v(n)1 +a2v(n)2 . Then for any partition π = {π1, . . . , πk}
of [n] and any K0 ∈ M({1,2}n) such that 0 ≤ K0 ≤ V a1,a2n coordinate wise, we
have
Kt(K0, π) ≤ V a1,a2n , t > 0.
PROOF. Write Vn := V a1,a2n for short. Let W be such that 0 ≤ W ≤ Vn coordi-
natewise. Note that Aπ has only nonnegative off-diagonal entries, therefore e
tAπ
has only non-negative entries. Moreover, Vn is an eigenvector of Aπ with respect
to eigenvalue 0, so that
0 ≤ etAπ (Vn −W) = Vn − etAπ W.
In particular, whenever K0 ≤ Vn, the solution of (14) satisfies Kt(K0, π) ≤
Vn. 
PROOF OF PROPOSITION 4.7. Given M0 ∈ M({1,2}n), we can always find
a1, a2 ≥ 0 such that M0 ≤ a1v(n)1 + a2v(n)2 = V a1,a2n holds coordinatewise. Then
we can combine Lemma 4.10 with the representation of M [γ ]t in terms of Kt ;
see Lemma 4.1 (discrete space) and (25) (continuous space), to get the bound
M
[γ ]
t ≤ V a1,a2n inductively on each time interval [τk, τk+1], k ∈N. 
Equipped with these uniform bounds, we can now prove the moment duality for
the infinite rate models by combining Theorem 2.3 with a dominated convergence
argument.
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PROOF OF THEOREM 2.5. We give the proof for the continuous-space case
S = R. Suppose first that φ =⊗ni=1 φi with φi ∈ C+c (R), i = 1, . . . , n. Rewriting
the moment duality for finite γ > 0 in weak form, by Theorem 2.1 and Fubini we
have for all t > 0 that
Eu0
[∫
Rn
n⊗
i=1
φi(x)H
(
u
[γ ]
t ;x, c
)
dx
]
=
∫
Rn
n⊗
i=1
φi(x)Ex
[ ∑
b∈{1,2}n
M
[γ ]
t (X, δc)(b)u
(b)
0 (Xt)
]
dx.
By Theorem 2.3, we know that for Lebesgue-a.e. x ∈ Rn, almost surely under
Px, for any t ≥ 0, M [γ ]t (X, δc) converges to M [∞]t (X, δc) as γ → ∞. Since u0 is
bounded by assumption and M [γ ]t is bounded uniformly in γ (and ω) by Proposi-
tion 4.7, we can deduce by dominated convergence that the right-hand side con-
verges to∫
Rn
n⊗
i=1
φi(x)Ex
[ ∑
b∈{1,2}n
M
[∞]
t (X, δc)(b)u
(b)
0 (Xt)
]
dx, t > 0.
For the left-hand side, we know that (u[γ ]t )t≥0 → (ut )t≥0 as γ ↑ ∞ in
D[0,∞)(Mtem(R)2) w.r.t. the Meyer–Zheng topology. By [20], Theorem 1.1,
Corollary 1.4, we may and do assume that there is a sequence γk ↑ ∞ and a
subset I ⊆R+ of full Lebesgue measure such that for all t ∈ I we have u[γk]t → ut
as k → ∞ in Mtem(R)2, almost surely. Recalling the definition of the topology
on Mtem(R) (see, e.g., the beginning of Section 2, or [4], Appendix A.1), we then
have also
(26)
∫
Rn
n⊗
i=1
φi(x)H
(
u
[γk]
t ;x, c
)
dx
k→∞−−−→
n∏
i=1
〈
u
(ci)
t , φi
〉= ∫
Rn
n⊗
i=1
φi(x)u
(c)
t (dx),
t ∈ I , almost surely. Further, note that since  + cos(π/n) < 0 we are strictly be-
low the critical curve defined in (3). In particular, we can find ε > 0 such that
the (n + ε)th moments of SBM(, γ )u0 remain bounded uniformly in γ , cf. [13],
Corollary 3.8. By uniform integrability, we conclude that the convergence (26)
holds also in expectation, proving the moment duality (6) for all t ∈ I and test func-
tions of the considered form. In order to extend it to all t > 0, choose a sequence
tn ∈ I with tn ↓ t and use the right-continuity of the paths of (ut )t≥0 together with
the fact that (n+ ε)th moments of SBM(,∞)u0 are bounded uniformly on com-
pact time intervals, cf. [13], Proposition 2.8. Now the fact that (6) holds for all
test functions φ =⊗ni=1 φi with φi ∈ C+c (R) shows in particular that the measure
Eu0[u(c)t (dx)] on Rn is absolutely continuous with a bounded Lebesgue density.
Thus, the extension to arbitrary φ ∈ L1(Rn) follows by a standard approximation
argument.
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The proof for the discrete-space case S = Zd is analogous. In fact it is even
simpler, since we can avoid using test functions and instead argue pointwise. 
4.6. Proof of Corollary 2.6.
PROOF. We first observe that A{{1},{2}} = 0 and hence
(27) Kt
(
K0,
{{1}, {2}})≡ K0.
Moreover, since
A{{1,2}} = A[2] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
1
2
 0
1
2
1
2
0 
1
2
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
we obtain that  is an eigenvalue of A{{1,2}} and δ(1,2) a corresponding eigenvector.
Hence,
(28) Kt
(
δ(1,2),
{{1,2}})= et δ(1,2).
In view of Propositions 4.5 and 4.6, this implies
M
[∞]
t (X, δ(1,2)) = 1t≤τ1δ(1,2) if X starts from (x, y) ∈ S2, x = y
and in the discrete case also
M
[∞]
t (X, δ(1,2)) ≡ 0 if X starts from (x, x) ∈
(
Zd
)2
.
From this it follows easily that for second mixed moments, the duality (6) can be
rewritten in the form (7), proving part (i) of the corollary.
For part (ii), we obtain from (27)–(28) and Lemma 4.1 that
M
[γ ]
t (X, δ(1,2)) = KγL1,2t
(
δ(1,2),
{{1,2}})= eγL1,2t δ(1,2), t ≥ 0.(29)
Therefore, by the reformulation of the finite rate moment duality (Theorem 2.1)
we have
Eu0
[
u
(1)
t (x)u
(2)
t (x)
]
= E(x,x)
[ ∑
m∈{1,2}2
M
[γ ]
t (X, δ(1,2))(m)u
(m)
0 (Xt)
]
= E(x,x)[eγL1,2t u(1)0 (X(1)t )u(2)0 (X(2)t )]
for all x ∈ Zd . By the transience of Yt := X(1)t − X(2)t , there is a geometric num-
ber of returns of (Yt )t≥0 to 0 with parameter 1 − pd , where pd < 1 is the return
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probability of a random walk in Zd . Whenever Yt arrives in 0 it waits an exponen-
tially distributed time with parameter 2 [since X(1)t or X(2)t could jump]. Therefore,
L1,2∞ := limt→∞ L1,2t is a geometric number of independent exponentials, which is
an exponential random variable Z with parameter 2(1 − pd). Together, we obtain
Eu0
[
u
(1)
t (x)u
(2)
t (x)
]
≤ ∥∥u(1)0 ∥∥∞∥∥u(2)0 ∥∥∞E[eγZ]
=
⎧⎪⎪⎨⎪⎪⎩
∥∥u(1)0 ∥∥∞∥∥u(2)0 ∥∥∞(1 − γ2(1 − pd)
)−1
,
γ
2(1 − pd) < 1,
∞, γ
2(1 − pd) ≥ 1,
with the first inequality being asymptotically, as t → ∞, an equality if u0 =
(1,1). 
5. The analysis of SBM(−1,∞). In this section, we prove all the results for
the case  = −1. In particular, in Section 5.1 we show Theorem 2.8, establish-
ing the existence of an infinite rate limit for  = −1 and general initial conditions
which was so far open in both discrete and continuous space. The limit is uniquely
characterized by the moment duality (6) and the Markov property. In the subse-
quent subsections, we move on to a more explicit description of the limit in the
continuous-space case. In Section 5.2, we collect some preliminary lemmas which
will be needed in the sequel. We then show in Section 5.3 that the number of
interfaces is non-increasing. Then, we prove Theorem 2.10, the explicit character-
ization of the limit in the single interface type, in Section 5.4. The extension to
at most countably many interfaces without accumulation point, Theorem 2.12, is
in Section 5.5, while the proof for general initial conditions, Theorem 2.14, is in
Section 5.6.
5.1. Proof of Theorem 2.8. The proof of Theorem 2.8 will be given by a series
of lemmas and propositions. We first show in Proposition 5.1 tightness (w.r.t. the
Meyer–Zheng topology) of the family of finite rate models SBM(−1, γ ), consid-
ered as measure-valued processes, and that each limit point satisfies the separation
of types-property and the moment duality (6), which uniquely determines the one-
dimensional distributions. From this, uniqueness of limit points and thus conver-
gence will follow once we have established the Markov property of subsequential
limit points. Thus in Proposition 5.3, we show that the one-dimensional distribu-
tions form a Markov semigroup and prove the respective Feller properties as stated
in Theorem 2.8. In the continuous space case S = R, this allows us to strengthen
the convergence result to hold in the stronger Skorokhod topology and to obtain
continuous paths for the limiting process.
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Let S ∈ {R,Zd} and K > 0. Recall the notation MK(S) and MsepK (S) in-
troduced before Theorem 2.8. Throughout this section, we consider initial den-
sities u = (u(1), u(2)) ∈ MK(S) for the finite rate model. For γ ∈ (0,∞), let
(u
[γ ]
t )t≥0 ∈ C[0,∞)(MK(S)) denote the solution to SBM(−1, γ )u, considered
as measure-valued process, and Pu resp. Eu the corresponding probability law
resp. expectation. Recall that since  = −1, the sum of the solutions evolves as
wt := Stw0, the solution to the deterministic heat equation with initial condition
w0 := u(1) + u(2), where (St )t≥0 denotes the heat semigroup.
PROPOSITION 5.1. For all u ∈MK(S), the family of processes {(u[γ ]t )t≥0 :
γ > 0} is tight under Pu w.r.t. the Meyer–Zheng topology on the space
D[0,∞)(MK(S)). Moreover, each subsequential limit point (ut )t≥0 ∈
D[0,∞)(MK(S)) satisfies the moment duality (6) and the separation of types-
property for positive times, that is, for each t > 0 we have, almost surely,
ut ∈MsepK (S).
PROOF. By [4], Proposition 3.8, for the continuous case S = R resp. [13],
Proposition 3.1, for the discrete case S = Zd , we know that the family of processes
{(u[γ ]t )t≥0 : γ > 0} is tight under Pu w.r.t. the Meyer–Zheng topology on the space
D[0,∞)(Mtem(S)2). In fact, these results were proved for all  < 0, including the
case  = −1.
Let (ut )t≥0 ∈ D[0,∞)(Mtem(S)2) be any subsequential limit point. Then by es-
sentially the same proof as that of Theorem 2.5, (ut )t≥0 satisfies the moment du-
ality (6) for each n ∈ N, t > 0. Moreover, the sum u(1)t + u(2)t is deterministic and
satisfies u(1)t + u(2)t = wt = Stw0 with w0 = u(1) + u(2), since the same is true for
all finite γ ∈ (0,∞). This argument shows in particular that almost surely under
Pu, the limit measures u(1)t and u
(2)
t are absolutely continuous for all t > 0 (in case
S = R) with densities bounded uniformly by ‖w0‖∞ ≤ K , showing in particu-
lar that (ut )t≥0 takes values in the subspace MK(S) ⊆Mtem(S)2. Moreover, as
in [4], Lemma 4.4, Corollary 4.5, the mutual singularity of the densities u(1)t and
u
(2)
t for fixed t > 0 (separation of types) can be deduced from the identity (7) for
second mixed moments which is a special case of the moment duality (6). 
We now turn to the Markov property of limit points and the Feller property of the
associated semigroup. Again let (ut )t≥0 ∈ D[0,∞)(MK(S)) be any subsequential
limit point (w.r.t. the Meyer–Zheng topology) of the family {(u[γ ]t )t≥0 : γ > 0}
under Pu. We define a family of probability laws on MK(S) as follows: For t > 0
and u ∈MK(S), let Pt(u, ·) be the law of ut under Pu, that is,
(30) Pt(u, f ) := Ptf (u) := Eu[f (ut )]
for bounded measurable functions f :MK(S) → S . We extend the definition (30)
to t = 0 by setting P0(u, ·) := δu(·). Since the one-dimensional distributions of
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(ut )t≥0 are uniquely determined by the moment duality, the definition of Pt does
not depend on the choice of limit point. Also note that since (ut )t≥0 satisfies the
separation of types-property for positive times, the law Pt(u, ·) is concentrated on
MsepK (S) for all t > 0.
REMARK 5.2. We stress that the suggestive notation (30) notwithstanding,
we do not know a priori that Pt(·, ·) is a transition kernel for any fixed t > 0, let
alone that the family (Pt (·, ·))t≥0 defines a Markov semigroup. Also note that since
convergence in the Meyer–Zheng topology does not imply convergence of finite
dimensional distributions, a priori there is no reason why the (càdlàg!) limit point
(ut )t≥0 should start from the same initial condition as the approximating finite rate
processes, that is, it is not clear whether
(31) lim
t↓0 ut = u under Pu.
In fact, we know by Proposition 5.1 that ut ∈ MsepK (S) for all t > 0. Since
MsepK (Zd) is closed in MK(Zd), in the discrete space case (31) can only hold
if the initial measures u for the finite rate processes are already mutually singu-
lar. This means that for initial conditions u ∈MK(Zd) \MsepK (Zd), the two limits
γ ↑ ∞ and t ↓ 0 do not interchange. Note that this is also reflected in the be-
havior of the dual process (M [∞]t )t≥0 from Theorem 2.3: By Proposition 4.5, we
have limt↓0 M [∞]t (X,M0) = K∞(M0, π(X0)), which need not coincide with M0
if π(X0) is not the partition into singletons.
However, we will see below that (31) indeed holds for all u ∈ MsepK (Zd), as
well as for all u ∈MK(R) in the continuous space case.5
We summarize our results on Markov and Feller properties in the following
proposition, where we denote by (P [γ ]t )t≥0 the semigroup of the finite rate symbi-
otic branching model SBM(−1, γ ).
PROPOSITION 5.3. Let S ∈ {R,Zd} and K > 0.
(a) For each γ > 0, (P [γ ]t )t≥0 is a Feller semigroup on MK(S).
(b) The family of probability laws (Pt )t≥0 from (30) defines a Markov semi-
group on MK(S) such that
for all u ∈MK(S) and t > 0 : Pt(u, ·) is concentrated on MsepK (S).
Moreover, the semigroup (Pt )t≥0 satisfies
Pt
(C(MK(S)))⊆ C(MK(S)), t > 0,
5This is not a contradiction since in the continuous case, MsepK (R) is not closed but a dense subset
of MK(R).
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and we have the strong convergence
(32) sup
u∈MK(S)
∣∣Ptf (u)− P [γ ]t f (u)∣∣→ 0 as γ → ∞,
for each f ∈ C(MK(S)) and t > 0.
(c) In the continuous space case S =R, we have
sup
u∈MK(R)
∣∣Ptf (u)− f (u)∣∣→ 0 as t ↓ 0
for all f ∈ C(MK(R)). In particular, (Pt )t≥0 is a Feller semigroup on C(MK(R)).
(d) In the discrete space case S = Zd , we have
sup
u∈MsepK (Zd )
∣∣Ptf (u)− f (u)∣∣→ 0 as t ↓ 0
for all f ∈ C(MsepK (Zd)). In particular, (Pt )t≥0 is a Feller semigroup when re-
stricted to the subspace MsepK (Zd). On the space MK(Zd), the semigroup (Pt )t≥0
is not right-continuous at t = 0, hence not a Feller semigroup.
The key to the proof of Proposition 5.3 is the next lemma, for which we need the
following notation: Given n ∈N, m ∈ {1,2}n and φ ∈ L1(Sn) we define a function
fφ,m :MK(S) →R by
fφ,m(u) :=
∫
Rn
u(m)(x)φ(x) dx, u ∈MK(S),(33)
where u(m)(x) :=∏ni=1 u(mi)(xi). Note that the function fφ,m is bounded on each
MK(S), K > 0. Moreover, if φ has the form φ(x) =∏ni=1 φi(xi) with φi ∈ Cc(S),
i = 1, . . . , n, then by the definition of the topology in Mtem(S) it is clear that fφ,m
is continuous, in both cases S ∈ {R,Zd}.
LEMMA 5.4. Let S ∈ {R,Zd} and K > 0. For n ∈N, m ∈ {1,2}n, φi ∈ Cc(S)
for i = 1, . . . , n and φ(x) := ∏ni=1 φi(xi), consider the function fφ,m defined in
(33).
(a) For all t > 0 and γ ∈ (0,∞), the functions Ptfφ,m and P [γ ]t fφ,m are con-
tinuous on MK(S), and we have
(34) sup
u∈MK(S)
∣∣Ptfφ,m(u)− P [γ ]t fφ,m(u)∣∣→ 0 as γ → ∞.
(b) Let S = R. Then for all u ∈ MK(R) we have Ptfφ,m(u) → fφ,m(u) as
t ↓ 0.
(c) Let S = Zd . Then for all u ∈MK(Zd) we have
Ptfφ,m(u) →
∫
MsepK (Zd )
fφ,m(u˜)J (u)(du˜) as t ↓ 0,
where J :MK(Zd) → P(MsepK (Zd)) is the function defined in (8). In particular,
for all u ∈MsepK (Zd) we have Ptfφ,m(u) → fφ,m(u) as t ↓ 0.
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PROOF. (a) Fix t > 0. By the moment duality for finite resp. infinite branching
rate, we have
P
[γ ]
t fφ,m(u) =
∑
m′∈{1,2}n
∫
Rn
dxφ(x)Ex
[
u(m
′)(Xt)M
[γ ]
t (X, δm)
(
m′
)]
,
Ptfφ,m(u) =
∑
m′∈{1,2}n
∫
Rn
dxφ(x)Ex
[
u(m
′)(Xt)M
[∞]
t (X, δm)
(
m′
)]
.
(35)
Consequently, we obtain∣∣P [γ ]t fφ,m(u)− Ptfφ,m(u)∣∣
≤ Kn ∑
m′∈{1,2}n
∫
Sn
dx
∣∣φ(x)∣∣Ex[∣∣M [γ ]t (X, δm)(m′)−M [∞]t (X, δm)(m′)∣∣]
uniformly in u ∈MK(S). Now we use Theorem 2.3 and Proposition 4.7 to con-
clude by dominated convergence that the RHS tends to 0 as γ ↑ ∞, thus (34) is
shown.
Since convergence of measures in MK(Zd) implies pointwise convergence of
the respective counting densities, the continuity of Ptfφ,m and P [γ ]t fφ,m is im-
mediate from (35) in the discrete space case S = Zd . We now show continuity of
Ptfφ,m for the continuous space case S =R. We start by rewriting (35) as
(36)
Ptfφ,m(u)
= ∑
m′∈{1,2}n
∫
Rn
dxφ(x)
∫
Rn
dzpt(x − z)u(m′)(z)
×Ex[M [∞]t (X, δm)(m′) | Xt = z]
= g(δ)t,φ,m(u)
+ ∑
m′∈{1,2}n
∫
Rn
dxφ(x)
∫
Rn
dy
∫
Rn
dzpt−δ(x − y)pδ(y − z)u(m′)(z)
× (Ex[M [∞]t (X, δm)(m′) | Xt = z]
−Ex[M [∞]t (X, δm)(m′) | Xt = y]),
where we define
g
(δ)
t,φ,m(u) :=
∑
m′∈{1,2}n
∫
Rn
dxφ(x)
∫
Rn
dypt−δ(x − y)
×Ex[M [∞]t (X, δm)(m′) | Xt = y] ∫
Rn
dzpδ(y − z)u(m′)(z).
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We will show that g(δ)t,φ,m(u) is continuous as a function of u ∈MK(R) for each
fixed δ > 0, while the second term on the RHS of (36) tends to 0 as δ ↓ 0 uniformly
in u ∈MK(R).
First, it is clear by the definition of the topology of Mtem(R) that
∫
Rn pδ(y −
z)u˜(m
′)(z) dz → ∫Rn pδ(y − z)u(m′)(z) dz as u˜ → u in MK(R), for each fixed
y ∈ Rn. Since the process M [∞]t is uniformly bounded by Proposition 4.7 and
u(m
′)(z) ≤ Kn uniformly in u ∈MK(R) and z ∈ Rn, by dominated convergence
we get that g(δ)t,φ,m(u˜) → g(δ)t,φ,m(u) as u˜ → u in MK(R). Moreover, for each
u ∈MK(R) we have by (36) that∣∣Ptfφ,m(u)− g(δ)t,φ,m(u)∣∣
≤ Kn ∑
m′∈{1,2}n
∫
Rn
dxφ(x)
∫
Rn
dypt−δ(x − y)
∫
Rn
dzpδ(y − z)
× ∣∣Ex[M [∞]t (X, δm)(m′) | Xt = z]
−Ex[M [∞]t (X, δm)(m′) | Xt = y]∣∣.
(37)
Since M [∞]t depends only on the number and order of collisions between the
Brownian motions X, we have that Ex[M [∞]t (X, δm)(m′) | Xt = ·] is continuous
outside of points where yi = yj for some i = j . In particular, for almost every
x,y ∈Rn the function
z → (Ex[M [∞]t (X, δm)(m′) | Xt = z]−Ex[M [∞]t (X, δm)(m′) | Xt = y])
is continuous at y, where it takes the value 0. Thus, the integral
∫
Rn dz · · ·
in (37) tends to 0 for almost every x,y ∈ Rn. Again using that the process
M
[∞]
t is uniformly bounded, by dominated convergence the whole integral on
the RHS of (37) vanishes as δ ↓ 0. In particular, the LHS vanishes uniformly in
u ∈MK .
Consequently, given ε > 0 we first choose δ > 0 such that |Ptfφ,m(u) −
g
(δ)
t,φ,m(u)| < ε/3 for all u ∈MK(R) and then η = η(δ) > 0 such that |g(δ)t,φ,m(u)−
g
(δ)
t,φ,m(u˜)| < ε/3 for dMtem(u, u˜) < η to obtain∣∣Ptfφ,m(u)− Ptfφ,m(u˜)∣∣
≤ ∣∣Ptfφ,m(u)− g(δ)t,φ,m(u)∣∣+ ∣∣g(δ)t,φ,m(u)− g(δ)t,φ,m(u˜)∣∣
+ ∣∣Ptfφ,m(u˜)− g(δ)t,φ,m(u˜)∣∣,
which is < ε whenever dMtem(u, u˜) < η. Thus, Ptfφ,m is continuous on MK(R).
The proof for the continuity of P [γ ]t fφ,m is analogous, replacing M
[∞]
t by M
[γ ]
t .
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(b) Let S =R. For each u ∈MK(R), we have by the moment duality
Ptfφ,m(u) =
∫
Rn
φ(x)Ex
[ ∑
m′∈{1,2}n
u(m
′)(Xt )M
[∞]
t (X, δm)
(
m′
)− u(m)(Xt)]dx
+
∫
Rn
φ(x)Ex
[
u(m)(Xt)
]
dx.
By Proposition 4.6, we know that for Lebesgue-a.e. x ∈ Rn, almost surely under
Px, we have M [∞]t (X, δm) = δm for all t > 0 small enough, whence by dominated
convergence we conclude that the first term on the RHS of the last display con-
verges to 0 as t ↓ 0. Clearly, the second term converges to fφ,m(u) as t ↓ 0.
(c) For S = Zd , we can argue pointwise, that is, it suffices to consider test func-
tions of the form φi(·) = 1xi (·) for xi ∈ Zd fixed, so that fφ,m(u) = u(m)(x). How-
ever, the additional difficulty in this case is that we can no longer assume that the
xi are all distinct.
Fix u ∈MK(Zd), m ∈ {1,2}n and x = (x1, . . . , xn) ∈ (Zd)n. Let π := π(x) be
the partition of [n] induced by the equivalence relation i ∼ j iff xi = xj , with
length k := |π | and blocks πj , j = 1, . . . , k. We define y ∈ (Zd)k by
yj := xi for i ∈ πj , j = 1, . . . , k.
First, we consider the case that there is a block of π containing at least two
elements such that m is not constant on this block. In this case, we necessarily
have u˜(m)(x) = 0 for all u˜ ∈MsepK (Zd) and thus also
lim
t↓0 Eu
[
u
(m)
t (x)
]= 0 = ∫
MsepK (Zd )
u˜(m)(x)J (u)(du˜).
Therefore, we now assume in addition that the coloring m is constant on each block
of π . Then we can also define a coloring c ∈ {1,2}k by
cj := mi for i ∈ πj , j = 1, . . . , k.
Observe that for all u˜ = (u˜(1), u˜(2)) ∈ MsepK (Zd), we have u˜(i)(·) = (u˜(1)(·) +
u˜(2)(·))1{u˜(i)(·)>0} and thus
u˜(m)(x) =
k∏
j=1
(
u˜(cj )(yj )
)|πj | = u˜(c)(y) k∏
j=1
(
u˜(1)(yj )+ u˜(2)(yj ))|πj |−1.
Using this representation for u˜ = ut ∈MsepK (Zd) with t > 0 and taking the expec-
tation, we get
Eu
[
u
(m)
t (x)
]= Eu[u(c)t (y)] k∏
j=1
wt(yj )
|πj |−1, t > 0(38)
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since the sum u(1)t + u(2)t = wt = St (u(1) + u(2)) is deterministic. Applying the
moment duality (6) to the expectation on the RHS, we obtain by dominated con-
vergence that
Eu
[
u
(c)
t (y)
]= Ey[ ∑
b∈{1,2}k
u(b)(Xt )M
[∞]
t (X, δc)(b)
]
t↓0−−→ u(c)(y),
where we use that by Proposition 4.5, under Py we have limt↓0 M [∞]t (X, δc) =
M
[∞]
0 (X, δc) = δc since π(X0) is the partition into singletons (note that the com-
ponents of y are all distinct). Substituting this into (38), we get
Eu
[
u
(m)
t (x)
]→ u(c)(y) k∏
j=1
(
u(1)(yj )+ u(2)(yj ))|πj |−1 as t ↓ 0.
Using the definition (8) of the function J , it is a straightforward calcula-
tion to check that the RHS of the previous display coincides with the integral∫
MsepK (Zd ) u˜
(m)(x)J (u)(du˜). 
PROOF OF PROPOSITION 5.3. Recall that in both continuous and discrete
space, we have defined (Pt )t≥0 as the family of probability laws (30).
(1) In the first step, fix t > 0 and let H ⊆ C(MK(S)) denote the system of
all functions fφ,m of the form (33) with φ = ⊗ni=1 φi , where φi ∈ Cc(S), i =
1, . . . , n. Note that H is closed under multiplication and separates the points of
MK(S). Writing A⊆ C(MK(S)) for the algebra generated by H and the constant
functions, we conclude using Lemma 5.4 that for all f ∈ A we have P [γ ]t f ∈
C(MK(S)), Ptf ∈ C(MK(S)) and (32) holds. Since by the Stone–Weierstrass
theorem A is dense in C(MK(S)) w.r.t. the uniform norm [recall that MK(S) is
compact], this extends easily to all f ∈ C(MK(S)). We have thus shown that the
strong convergence (32) holds for all f ∈ C(MK(S)) and that
(39) Pt
(C(MK(S)))⊆ C(MK(S)) and P [γ ]t (C(MK(S)))⊆ C(MK(S)).
(2) By the continuity of the paths of (u[γ ]t )t≥0, we have P [γ ]t f (u) → f (u) as
t ↓ 0, for all f ∈ C(MK(S)) and u ∈ MK(S). It is well known that together
with the second inclusion in (39), this implies already the strong continuity of
(P
[γ ]
t )t≥0 on C(MK(S)), that is, it is a Feller semigroup. This proves part (a) of
the proposition.
(3) By a monotone class argument, the first inclusion in (39) implies in particu-
lar that Ptf is measurable for each bounded measurable f :MK(S) →R, that is,
Pt(·, ·) as defined in (30) is indeed a transition kernel on MK(S) for each t ≥ 0.
The semigroup property of this family of kernels follows easily from the strong
convergence (32), which has already been shown in step (1) above, together with
A NEW LOOK AT DUALITY FOR THE SBM 2841
the semigroup property of (P [γ ]t )t≥0, since∣∣Pt+sf (u)− PtPsf (u)∣∣= lim
γ→∞
∣∣P [γ ]t+sf (u)− P [γ ]t Psf (u)∣∣
= lim
γ→∞
∣∣P [γ ]t (P [γ ]s f − Psf )(u)∣∣
≤ lim
γ→∞
∥∥P [γ ]s f − Psf ∥∥∞ = 0
for all f ∈ C(MK(S)), u ∈MK(S) [note that Psf is continuous by (39)]. This
completes the proof of part (b) of the proposition.
(4) For part (c), we now show that in the continuous case S =R we have
(40) Ptf (u) → f (u) as t ↓ 0
for all f ∈ C(MK(R)) and u ∈MK(R). Again, together with the first inclusion in
(39) this implies the strong continuity of (Pt )t≥0 on C(MK(R)) and shows that it is
a Feller semigroup. We stress that (40) does not simply follow from the fact that the
Meyer–Zheng limit point (ut )t≥0, from whose law the definition of (Pt )t≥0 is de-
rived, has càdlàg paths (see Remark 5.2). However, we know by Lemma 5.4(b) that
(40) holds for functions f = fφ,m of the form (33). By another Stone–Weierstrass
argument as in step (1) above, this is easily extended to all f ∈ C(MK(R)). This
concludes the proof of Proposition 5.3 for the continuous case.
(5) For the discrete case S = Zd , it remains to show part (d). Note that since
Pt(u, ·) is concentrated on MsepK (Zd) for t > 0, the semigroup restricts in a canon-
ical way to the (compact) subspace MsepK (Zd). But on this subspace, we know by
Lemma 5.4(c) that the convergence (40) holds for functions f = fφ,m of the form
(33) and all u ∈MsepK (Zd). Thus, we can argue analogously to step (4) above to
conclude that (Pt )t≥0 is a Feller semigroup on MsepK (Zd).
Finally, if u ∈MK(Zd) is such that u(1)(x)u(2)(x) = 0 for some x ∈ Zd , then
we get for the mixed second moment that
lim
t↓0 Eu
[
u
(1)
t (x)u
(2)
t (x)
]= 0 = u(1)(x)u(2)(x),
since the separation of types holds at each positive time t > 0. This shows that
the semigroup (Pt )t≥0 is not right-continuous at t = 0 if we consider it on the big
space MK(Zd). 
Now it is straightforward to finish the proof of Theorem 2.8:
PROOF OF THEOREM 2.8. Consider first the continuous case S = R: Let
u0 ∈ MK(R) with K > 0. By standard theory (see, e.g., [11], Theorem 4.2.5),
the strong convergence (32) of the Feller semigroups on C(MK(R)) implies weak
convergence of the family of processes (u[γ ]t )t≥0 as γ ↑ ∞ in D[0,∞)(MK(R))
w.r.t. the Skorokhod topology, and the unique limit (ut )t≥0 is a Markov Feller
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process with semigroup (Pt )t≥0. Since the approximating processes (u[γ ]t )t≥0 are
continuous and the Skorokhod topology coincides with the uniform topology on
compacts on C[0,∞)(MK(R)), which is closed in D[0,∞)(MK(R)), the limit is in
fact in C[0,∞)(MK(R)).
For the discrete case S = Zd , we do not obtain convergence in the Skorokhod
topology, and indeed the assumptions of [11], Theorem 4.2.5, are not fulfilled:
Namely, the limiting semigroup (Pt )t≥0 is not Feller on the “big” space MK(Zd)
where the approximating semigroups (P [γ ]t )t≥0 live. However, we can still ar-
gue along the lines of the proof of [11], Theorem 4.2.5, to obtain the Markov
property: Fix u ∈MK(Zd). Consider m ∈ N, 0 ≤ t1 < t2 < · · · < tm < tm+1 and
fi ∈ C(MK(Zd)), i = 1, . . . ,m + 1. Recall that (ut )t≥0 ∈ D[0,∞)(MK(Zd)) de-
notes a limit point w.r.t. the Meyer–Zheng-topology of the tight family of processes
{(u[γ ]t )t≥0 : γ > 0}. Again using [20], Theorem 1.1, Corollary 1.4, we may assume
that there is a sequence γk ↑ ∞ and a subset I ⊆ R+ of full Lebesgue measure
such that for all t ∈ I we have u[γk]t → ut as k → ∞, almost surely. If we suppose
in addition that ti ∈ I , we can use dominated convergence, the Markov property of
(u
[γ ]
t )t≥0 and Proposition 5.3 to obtain
Eu
[
m+1∏
i=1
fi(uti )
]
= lim
k↑∞Eu
[
m+1∏
i=1
fi
(
u
[γk]
ti
)]
= lim
k↑∞Eu
[
m∏
i=1
fi
(
u
[γk]
ti
)
P
[γk]
tm+1−tmfm+1
(
u
[γk]
tm
)]
= Eu
[
m∏
i=1
fi(uti )Ptm+1−tmfm+1(utm)
]
(41)
[note that Ptm+1−tmfm+1 is continuous by Proposition 5.3(b)]. Using the right-
continuity of the paths of (ut )t≥0 and of the semigroup (Pt )t≥0 for t ∈ (0,∞) [see
Proposition 5.3(d)], this identity then holds also without the restriction that ti ∈ I .
By induction, this shows that the finite-dimensional distributions of (ut )t≥0 ∈
D[0,∞)(MK(Zd)) are uniquely determined, thus it is the unique limit point of
{(u[γ ]t )t≥0 : γ > 0} w.r.t. the Meyer–Zheng topology. Moreover, (41) identifies the
limit (ut )t≥0 as Markov process with transition semigroup (Pt )t≥0, starting from
the (possibly random) initial distribution L(limt↓0 ut | Pu) on MsepK (Zd). In view
of Lemma 5.4(c), this initial distribution coincides with J (u) from (8). This con-
cludes the proof of Theorem 2.8. 
5.2. Some notation and preliminaries. We continue to use all the notation
from Section 2.2, in particular those introduced after Remark 2.9. Moreover, we
write Rn,↑ := {x ∈ Rn : x1 < x2 < · · · < xn} for the space of increasing sequences
of length n in R, and analogously Qn,↑ or [a, b]n,↑ for sequences in Q or [a, b].
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LEMMA 5.5. Let u = (u(1), u(2)) ∈ U .
(a) Suppose that a < b with a ∈ supp(u(i)) and b ∈ supp(u(3−i)), i ∈ {1,2}.
Then there must be an interface point between a and b, that is, I(u)∩ [a, b] =∅.
(b) Suppose that a, b ∈ I(u) with a < b and that there are no interface points
(strictly) between a and b, that is, I(u) ∩ (a, b) = ∅. Then there exists i ∈ {1,2}
with (a, b) ⊆ supp(u(i)) \ supp(u(3−i)).
PROOF. (a) Set Ai := supp(u(i)) ∩ [a, b], i = 1,2, which are closed sets
and by assumption non-empty. Since u ∈ U , we have supp(u(1)) ∪ supp(u(2)) =
supp(u(1) + u(2)) = R. Then the fact that A1 ∪ A2 = [a, b] is connected implies
that the intersection A1 ∩A2 = I(u)∩ [a, b] is non-empty.
(b) Set Bi := (a, b) \ supp(u(i)), i = 1,2, which are open sets and also disjoint
since supp(u(1)) ∪ supp(u(2)) = R. From I(u) ∩ (a, b) = ∅, it follows that B1 ∪
B2 = (a, b), which is connected. This implies that either B1 or B2 is empty, and
hence the other equals (a, b). 
LEMMA 5.6. Let u ∈ U and n ∈N. The following are equivalent:
(a) u ∈⋃nk=0Uk .
(b) For each a ∈Q2(n+2),↑ and alternating coloring m ∈ {1,2}n+2, we have
(42)
n+2∏
i=1
u(mi)
([a2i−1, a2i])= 0.
(c) For each m ∈ {1,2}n+2 alternating, we have u(m)(x) = 0 for Lebesgue-a.e.
x ∈Rn+2,↑.
PROOF. (a) ⇒ (b): Suppose that for some a ∈Q2(n+2),↑ and alternating con-
figuration m, we have
∏n+2
i=1 u(mi)([a2i−1, a2i]) > 0. Since u(1), u(2) are absolutely
continuous, for each i = 1, . . . , n+2 we can pick two distinct points x2i−1 < x2i in
(a2i−1, a2i )∩ supp(u(mi)) =∅ such that x ∈R2(n+2),↑. Then we have x2i < x2i+1,
x2i ∈ supp(u(mi)) and x2i+1 ∈ supp(u(mi+1)) for all i = 1, . . . , (n + 2). Since
mi = mi+1, by Lemma 5.5 there must be an interface point in each of the disjoint
intervals [x2i , x2i+1], i = 1, . . . , n+ 1, so that u /∈⋃nk=0Uk .
(b) ⇒ (a): Suppose that u /∈ ⋃nk=0Uk , that is, there are at least n + 1 inter-
faces x1 < x2 < · · · < xn+1. Let δ := 12 min{xi+1 − xi : 1 ≤ i ≤ n}. Since x1 is
an interface point and u(1) + u(2) is equivalent to Lebesgue measure, there must
be a pair of indices (k, ) ∈ {(1,2), (2,1)} such that u(k)([x1 − δ, x1]) > 0 and
u()([x1, x1 + δ]) > 0. Let m ∈ {1,2}n+2 be the alternating coloring with m1 = k.
Using the fact that u(j)([xi − δ, xi + δ]) > 0 for all i = 2, . . . , n+ 1 and j = 1,2,
we can set a′1 := x1 − δ, a′2 := a′3 := x1, a′4 := x1 + δ and a′2i+1 := xi − δ,
a′2i+2 := xi + δ for i = 2, . . . , n + 1 in order to obtain u(mi)([a′2i−1, a′2i]) > 0
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for all i = 1, . . . , n + 2. Now we can choose a ∈ Q2(n+2),↑ so that [a2i−1, a2i] ⊂
(a′2i−1, a′2i) and u(mi)([a2i−1, a2i]) > 0, i = 1, . . . , n+ 2, as required.
(b) ⇔ (c): By continuity of measures and the fact that Q is dense in R, under
(b) equation (42) holds in fact for all a ∈R2(n+2),↑. The equivalence then follows
from the absolute continuity of the measures. 
5.3. Non-proliferation of interfaces. In this section, we prove that the num-
ber of interfaces is non-increasing. Throughout this and the remaining sections,
(ut )t≥0 will denote the continuous-space infinite rate symbiotic branching process
cSBM(−1,∞) from Theorem 2.8(a).
THEOREM 5.7. Suppose that u0 ∈ Un. Then,
Pu0
(
ut ∈
n⋃
k=0
Uk for all t ≥ 0
)
= 1.
The key step to prove the theorem is the following lemma, for which we recall
the notation fφ,m from (33).
LEMMA 5.8. Let n ∈ N0. Then for all u0 ∈Mb(R)2, each alternating color-
ing m ∈ {1,2}n+2 and φ ∈ L1(Rn+2) with supp(φ) ⊆Rn+2,↑, we have
(43) Ptfφ,m(u0) = Eu0
[
fφ,m(ut )
]= ∫
Rn+2,↑
φ(x)Ex
[
u
(m)
0 (Xt)1t<τ
]
dx,
where
τ := inf{t ≥ 0 : ∃1 ≤ i < j ≤ n with X(i)t = X(j)t }
is the first collision time of the Brownian motions (Xt)t≥0. If in addition u0 ∈ Un,
we have
Ptfφ,m(u0) = 0.(44)
PROOF. Let n ∈ N0 and m ∈ {1,2}n+2 alternating. For x ∈ Rn+2,↑, denote by
(i, i + 1) the index pair of the two Brownian motions involved in the collision at
time τ , starting from x. Then M [∞]t (X, δm) = M [∞]0 (X, δm) = δm for t ≤ τ , and
π(Xτ ) = {{1}, {2}, . . . , {i −1}, {i, i +1}, {i +2}, . . . , {n+2}}. Since m is alternat-
ing, we have mi = mi+1, hence by the explicit form of K∞ (see Proposition 4.2)
K∞
(
M [∞]τ , π(Xτ )
)≡ 0.
In view of the recursive definition of M [∞]t (see Proposition 4.6), this implies
M
[∞]
t (X, δm) ≡ 0 for all t > τ , thus we have
M
[∞]
t (X, δm) = 1t≤τ δm.
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By the moment duality (6), since supp(φ) ⊆Rn+2,↑ this implies
Eu0
[
fφ,m(ut )
]= ∫
Rn+2
φ(x)Ex
[ ∑
b∈{1,2}n+2
M
[∞]
t (X, δm)(b)u
(b)
0 (Xt)
]
dx
=
∫
Rn+2,↑
φ(x)Ex
[
u
(m)
0 (Xt)1t<τ
]
dx,
where we also used that Px(τ = t) = 0 for each fixed t > 0. Thus, (43) is proved.
Moreover, if in addition u0 ∈ Un, then by Lemma 5.6 we have u(m)0 (x) = 0 for
almost every x ∈ Rn+2,↑, and under Px we have Xt ∈ Rn+2,↑ a.s. on the event
{t < τ }. Thus in this case the integrand on the RHS of the previous display is zero,
and (44) is established. 
PROOF OF THEOREM 5.7. Fix t ≥ 0, an increasing vector a ∈ R2(n+2),↑ and
an alternating configuration m ∈ {1,2}n+2. Since u0 ∈ Un, by Lemma 5.8 applied
to the function φ(x) :=∏n+2i=1 1[a2i−1,a2i ](xi) with supp(φ) ⊆Rn+2,↑ we obtain
Eu0
[
n+2∏
i=1
u
(mi)
t
([a2i−1, a2i])
]
= Eu0
[〈
u
(m)
t , φ
〉]= 0
and consequently
∏n+2
i=1 u
(mi)
t ([a2i−1, a2i]) = 0, Pu0 -a.s. Now denote by m(j) ∈
{1,2}n+2 the alternating coloring starting with m(j)1 = j for j = 1,2. Using
Lemma 5.6, for each fixed t ≥ 0 we have{
ut ∈
n⋃
k=0
Uk
}
= ⋂
j∈{1,2}
⋂
a∈Q2(n+2),↑
{
n+2∏
i=1
u
(m
(j)
i )
t
([a2i−1, a2i])= 0
}
,
which is a countable intersection of events of probability 1. As a consequence, we
get Pu0(ut ∈
⋃n
k=0Uk) = 1 for each t ≥ 0, and hence also
Pu0
(
ut ∈
n⋃
k=0
Uk for all t ∈ [0,∞)∩Q
)
= 1.
To extend this result to all t ≥ 0, we use the fact that (ut )t≥0 has right-
continuous paths and hence we have that lims↓t
∏n+2
i=1 u
(m
(j)
i )
s ([a2i−1, a2i]) =∏n
i=1 u
(m
(j)
i )
t ([a2i−1, a2i]), which shows that{
ut ∈
n⋃
k=0
Uk for all t ∈ [0,∞)∩Q
}
= ⋂
t∈[0,∞)∩Q
⋂
j∈{1,2}
⋂
a∈Q2(n+2),↑
{
n+2∏
i=1
u
(m
(j)
i )
t
([a2i−1, a2i])= 0
}
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= ⋂
t∈[0,∞)
⋂
j∈{1,2}
⋂
a∈Q2(n+2),↑
{
n+2∏
i=1
u
(m
(j)
i )
t
([a2i−1, a2i])= 0
}
=
{
ut ∈
n⋃
k=0
Uk for all t ≥ 0
}
.
Hence, we have shown that almost surely, there are at most n interfaces at any one
time. 
5.4. Movement of a single interface. In this section, we will prove Theo-
rem 2.10, showing that a single interface moves according to (9). Again the key
point is that the sum evolves as the solution to the deterministic heat equation, that
is, u(1)t + u(2)t = wt = Stw0. In particular, recalling the definition of m(ut , x) from
Section 2.2, we have
(45) u(i)t (dx) = 1{m(ut ,x)=i}wt(x) dx, i = 1,2,
a fact we will use repeatedly.
LEMMA 5.9. Assume u0 ∈ Un for some n ∈ N. Then for each fixed t > 0 we
have limx→±∞ m(ut , x) = limx→±∞ m(u0, x) almost surely.
PROOF. Fix t > 0. First, observe that since by Theorem 5.7 there is a finite
number of interfaces at time t , the limits limx→±∞ m(ut , x) exist in {1,2}.
Let φ ∈ Cc(R). Since wt is deterministic, we can use (45) and the moment du-
ality to obtain
Eu0
[∫
R
φ(x)1m(ut ,x)=i dx
]
= Eu0
[〈
φ
wt
, u
(i)
t
〉]
=
〈
φ
wt
, Stu
(i)
0
〉
=
〈
φ,
(
1 + Stu
(3−i)
0
Stu
(i)
0
)−1〉
, i = 1,2.
(46)
Now assume w.l.o.g. that limx→−∞ m(u0, x) = 1 and minI(u0) = 0. Then
we have Stu(2)0 (x) ≤ ‖u(2)0 ‖∞
∫∞
0 (2πt)−
1
2 e−(y−x)2/2t dy, and since u(1)0 ([−2δ,−δ]) > 0 for δ > 0, we have for x < −2δ
Stu
(1)
0 (x) ≥ u(1)0
([−2δ,−δ])(2πt)− 12 e−(−δ−x)2/2t .
Therefore, for some C = C(u, δ) > 0
0 ≤ Stu
(2)
0 (x)
Stu
(1)
0 (x)
≤ C
∫ ∞
0
e(−y2+2yx+2δx)/2t dy ≤ Ceδx/t
∫ ∞
0
e−y2/2t dy,
A NEW LOOK AT DUALITY FOR THE SBM 2847
which converges to 0 as x → −∞. Thus
(47)
(
1 + Stu
(2)
0 (x)
Stu
(1)
0 (x)
)−1
x→−∞−−−−→ 1.
Now choose φ ∈ Cc(R) nonnegative with ∫R φ(x) dx = 1 and define φn(·) := φ(·+
n), n ∈N. Then (46) and (47) show that
Eu0
[∫
R
φn(x)1m(ut ,x)=1 dx
]
→ 1, as n → ∞.
Since the limit limx→−∞ m(ut , x) exists, this implies that it must equal 1 a.s. The
result for x → +∞ is analogous. 
PROPOSITION 5.10. Assume u0 ∈ U1. Then we have
Pu0(ut ∈ U1 for all t ≥ 0) = 1.
Let (It )t≥0 denote the single interface process defined by the unique element of
I(ut ), t ≥ 0. Then if limx→−∞ m(u0, x) = 1 (resp. = 2), we have(
u
(1)
t (dx), u
(2)
t (dx)
)= (1x<Itwt (x) dx,1x>Itwt (x) dx)
resp. (
u
(1)
t (dx), u
(2)
t (dx)
)= (1x>Itwt (x) dx,1x<Itwt (x) dx),
and the interface (It )t≥0 is a continuous Markov process.
PROOF. By Theorem 5.7, almost surely there is at most one interface for all
t ≥ 0.
To show that there is at least one interface point for all t , let τ := inf{t ≥ 0 :
ut ∈ U0}. Consider a non-zero test function φ ≥ 0 with φ ∈ L1(R2) and supp(φ) ⊆
R2,↑, and let m = (1,2) [or m = (2,1)]. Applying Lemma 5.8 (with n = 0), we
have on {τ < t} that Pt−τ fφ,m(uτ ) = 0. By the strong Markov property [recall that
(ut )t≥0 is a Feller process by Theorem 2.8(a)], we get
Eu0
[
fφ,m(ut )
]= Eu0[1τ<tPt−τ fφ,m(uτ )]+Eu0[1τ≥t fφ,m(ut )]
= Eu0
[
1τ≥t fφ,m(ut )
]
,
which implies Eu0[1τ<tfφ,m(ut )] = Eu0[(1 − 1τ≥t )fφ,m(ut )] = 0 and thus
Pu0(τ < t) = 0 since fφ,m(·) is strictly positive. Since this holds for any t > 0,
we get Pu0(τ < ∞) = 0.
Now that we have Pu0(ut ∈ U1 for all t ≥ 0) = 1, we can identify ut =
(u
(1)
t , u
(2)
t ) with (It ,wt ) as in the statement of this proposition. More precisely,
by Lemma 5.5 the function x → m(ut , x) must be constant on (−∞, It ) and on
(It ,∞). Using Lemma 5.9, we see that ut is of the claimed form, depending on
the form of u0.
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The continuity of the paths of (It )t≥0 follows from the corresponding property
of (ut )t≥0 (note that w0 > 0 a.e. since we assume u0 ∈ U1). For the Markov prop-
erty, observe that since ws is deterministic for each s and the pair (Is,ws) uniquely
determines us = (u(1)s , u(2)s ) and vice versa, we have
σ(Is) = σ(Is,ws) = σ(us),
σ (Ir : 0 ≤ r ≤ s) = σ(Ir ,wr : 0 ≤ r ≤ s) = σ(ur : 0 ≤ r ≤ s).
(48)
Therefore, the Markov property of (It )t≥0 follows from the Markov property of
(ut )t≥0. 
Having established the existence of a single interface process, we proceed to
identifying its law. In a first step, we compute the distribution of It for fixed t > 0.
LEMMA 5.11. Assume u0 ∈ U1, so that there is a single interface process
(It )t≥0 by Proposition 5.10. Then for each fixed t > 0 we have
(49) Pu0(It ≤ x) =
St (w01(I0,∞))(x)
Stw0(x)
, x ∈R.
In particular, the distribution of It under Pu0 is absolutely continuous with a
smooth density.
PROOF. Fix t > 0 and assume w.l.o.g. that limx→−∞ m(u0, x) = 1, that is,
u
(1)
0 = 1(−∞,I0)w0. Then by Proposition 5.10, we have 1{It<x} dx = 1wt (x)u
(2)
t (dx).
By Fubini and the moment duality, we obtain since wt is deterministic that for all
test functions φ∫
R
φ(y)Pu0(It < y)dy = Eu0
[∫
R
φ(y)1{It<y} dy
]
= Eu0
[〈
u
(2)
t ,
φ
wt
〉]
=
〈
Stu
(2)
0 ,
φ
wt
〉
=
∫
R
φ(y)
St (1(I0,∞)w0)(y)
Stw0(y)
dy.
Now choose φ(y) := φxδ (y) := pδ(x − y) for x ∈ R and let δ ↓ 0: Then the RHS
of the previous display tends to St (1(I0,∞)w0)(x)
Stw0(x)
for all x ∈ R since this expression
is continuous in x, while the LHS tends to Pu0(It < x) for almost all x ∈R. So we
have
Pu0(It < x) =
St (1(I0,∞)w0)(x)
Stw0(x)
for Lebesgue-a.e. x ∈R,
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where the RHS is continuous in x. But since x → Pu0(It < x) is left-continuous,
we must have equality everywhere, and (49) follows. Thus the distribution of It
under Pu0 is absolutely continuous with a smooth density. 
In order to finish the proof of Theorem 2.10, we now show that the single inter-
face process solves the SDE (9). We restate this as a proposition.
PROPOSITION 5.12. Assume u0 ∈ U1, so that there is a single interface pro-
cess (It )t≥0 by Proposition 5.10. Then (It )t≥0 is the unique (in law) weak solution
of the SDE
It = I0 −
∫ t
0
w′s(Is)
ws(Is)
ds +Bt, t ≥ 0,(50)
where (Bt )t≥0 is a standard Brownian motion, wt = Stw0 and the integral in (50)
exists as an improper integral.
PROOF. We already know by Proposition 5.10 that (It )t≥0 is a continuous
Markov process. Moreover, for all test functions f ∈ C∞c (R) we have by (49) that
for t > 0
Eu0
[
f (It )
]= ∫
R
f (x) dPu0(It ≤ x)
= −
∫
R
f ′(x)St (1(I0,∞)w0)(x)
Stw0(x)
dx.
(51)
(1) In the first step, we compute the transition function of the (time-
inhomogeneous) Markov process (It )t≥0. Define g : U1 → R such that g(u) is
the unique interface point of u ∈ U1. Let 0 ≤ s < t . For f ∈ C∞c (R), we have by
(48) and the Markov property of the (time-homogeneous!) process (ut )t≥0 that
Eu0
[
f (It ) | σ(Ir : 0 ≤ r ≤ s)]= Eu0[f ◦ g(ut ) | σ(ur ) : 0 ≤ r ≤ s]
= Eus
[
f ◦ g(ut−s)]= Eus [f (It−s)].
Applying (51) with us , ws and t − s in place of u0, w0 and t respectively, we
obtain
Eu0
[
f (It ) | σ(Ir : 0 ≤ r ≤ s)]= −∫
R
f ′(x)St−s(1(Is ,∞)ws)(x)
St−sws(x)
dx.
Writing Ps,t (a;dy) := Pu0(It ∈ dy|Is = a) for the transition function of the
Markov process (It )t≥0, we have thus shown that it acts on test functions f ∈
C∞c (R), for 0 ≤ s < t as
Ps,tf (a) = Eu0
[
f (It )
] | Is = a) = −∫
R
f ′(x)St−s(1(a,∞)Ssw0)(x)
Stw0(x)
dx.
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(2) Now we can compute the generator of (It )t≥0: For f ∈ C∞c (R) and 0 < s <
t , we have
∂tPs,tf (a) = − ∂t
∫
R
f ′(x)St−s(1(a,∞)ws)(x)
wt(x)
dx
= −
∫
R
f ′(x)
wt (x)
∂tSt−s(1(a,∞)ws)(x) dx
+
∫
R
f ′(x)St−s(1(a,∞)ws)(x)
wt (x)2
∂twt (x).
(52)
We observe that ∂twt (x) = 12w′′t (x) and
∂tSt−s(1(a,∞)ws)(x) =
∫ ∞
a
∂tpt−s(x − y)ws(y) dy
= 1
2
∫ ∞
a
p′′t−s(x − y)ws(y) dy
= 1
2
(
p′t−s(x − a)ws(a)+ pt−s(x − a)w′s(a)
+
∫ ∞
a
pt−s(x − y)w′′s (y) dy
)
,
where we used integration by parts for the last equality. (Note that all appearing
derivatives exist because s > 0.) Plugging this into (52) and again integrating by
parts, we obtain
∂tPs,tf (a) = 12ws(a)
∫
R
f ′′(x)wt (x)− f ′(x)w′t (x)
wt (x)2
pt−s(x − a)dx
− 1
2
w′s(a)
∫
R
f ′(x)
wt (x)
pt−s(x − a)dx
− 1
2
∫
R
f ′(x)
wt (x)
∫ ∞
a
pt−s(x − y)w′′s (y) dy dx
+ 1
2
∫
R
f ′(x)St−s(1(a,∞)ws)(x)
wt (x)2
w′′t (x).
Letting t ↓ s > 0, we obtain
∂tPs,tf (a)|t=s = 12ws(a)
f ′′(a)ws(a)− f ′(a)w′s(a)
ws(a)2
− 1
2
w′s(a)
f ′(a)
ws(a)
− 1
2
∫ ∞
a
f ′(y)
ws(y)
w′′s (y) dy +
1
2
∫ ∞
a
f ′(y)ws(y)
ws(y)2
w′′s (y) dy(53)
= 1
2
f ′′(a)− w
′
s(a)
ws(a)
f ′(a) = Lsf (a),
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where the time-dependent generator Ls is defined as
Lsf (a) := 12f
′′(a)− w
′
s(a)
ws(a)
f ′(a), a ∈R, s > 0.
[Note that we cannot let s ↓ 0 here without imposing stronger conditions on w0;
see step (3) below.] By Chapman–Kolmogorov, we then have also the forward
equation ∂tPs,tf (a) = Ps,t (Ltf )(a), for 0 ≤ s < t . Consequently,
Ps,tf (a)− f (a) =
∫ t
s
Ps,rLrf (a) dr, 0 < s < t.
This implies that
(54) M(s)t (f ) := f (It )− f (Is)−
∫ t
s
Lrf (Ir) dr, t ≥ s
is a martingale under Pu0 , for each s > 0. That is, (It )t≥s satisfies the martingale
problem for the generator Lt on C[s,∞)(R).
(3) In order to finish the proof, we now assume first that w0 is smooth and
strictly positive. Note that under this assumption the drift (t, x) → w′t (x)
wt (x)
is contin-
uous (in particular, locally bounded) on R+×R, and (53) and (54) can be extended
to s = 0. Then by standard theory (see, e.g., [11], Chapter 5.3) or [16], Chapter 5.4,
Bt := It − I0 +
∫ t
0
w′r (Ir)
wr(Ir)
dr, t ≥ 0
is a Brownian motion, and (It )t≥0 is the unique weak solution to equation (50).
Note that in this case, the integral in the previous display exists as a proper in-
tegral since the integrand is locally bounded. Weak uniqueness for equation (50)
follows from local boundedness of the drift coefficient; see, for example, [23],
Corollary 10.1.2.
(4) Now we remove the additional smoothness and strict positivity assumptions
on w0 and require only that u0 ∈ U1. Then for each fixed δ > 0, the drift term
(t, x) → w′t (x)
wt (x)
is continuous (thus locally bounded) on [δ,∞) ×R. Applying the
arguments of the previous step on the time interval [δ,∞) instead of R+ shows
that the process (It − Iδ + ∫ tδ w′r (Ir )wr (Ir ) dr)t≥δ is a Brownian motion starting from 0 at
time δ. Thus, for each δ > 0 we have(
It − Iδ +
∫ t
δ
w′r (Ir )
wr(Ir)
dr
)
t≥δ
d= (Bt −Bδ)t≥δ,
where (Bt )t≥0 denotes a standard Brownian motion. Now we can use the right-
continuity of (It )t≥0 at t = 0 to conclude that the integral ∫ tδ w′r (Ir )wr (Ir ) dr converges
as δ ↓ 0 and that (50) holds, with the integral interpreted in the improper sense.
Also, uniqueness in law on C[δ,∞)(R) again follows from [23], Corollary 10.1.2,
for each δ > 0, which by right-continuity can be extended to uniqueness in law on
C[0,∞)(R). 
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5.5. Multiple interfaces. In this section, we prove Theorem 2.12. The proof
consists of a series of lemmas and propositions.
LEMMA 5.13. Assume u0 ∈ U .
(a) Fix  > 0, a closed interval [a, b] ⊂ R and assume that I(u0) ∩ [a, b] =
I(u0) ∩ [a − , b + ]. Write u˜0 for the version of u0 where interfaces outside of
[a, b] have been removed, that is, u˜(1)0 + u˜(2)0 = u(1)0 +u(2)0 and m(u˜0, x) = m(u0, x)for x ∈ [a, b], m(u˜0, x) = m(u0, a − ) for x < a and m(u˜0, x) = m(u0, b + )
for x > b. Then, for any k ∈ N, any test function φ with supp(φ) ⊂ [a, b]k and
m ∈ {1,2}k , we have
d
dt
(
Eu0
[
fφ,m(ut )
])|t=0 = d
dt
(
Eu˜0
[
fφ,m(ut )
])|t=0.
(b) Let A, B be two disjoint closed intervals in R, k, k′ ∈ N and φ, φ′ with
supp(φ) ⊂ Ak , supp(φ′) ⊂ Bk′ and m ∈ {1,2}k,m′ ∈ {1,2}k′ . Then
d
dt
(
Eu0
[
fφ,m(ut )fφ′,m′(ut )
])|t=0
= d
dt
(
Eu0
[
fφ,m(ut )
])|t=0fφ′,m′(u0)+ fφ,m(u0) d
dt
(
Eu0
[
fφ′,m′(ut )
])|t=0.
PROOF. (a) The proof uses the moment duality (6). For each t > 0, define the
event Dt :=⋂ki=1{|X(i)t − X(i)0 | < }, where no Brownian motion ends up too far
from its initial position. Then, since u0 and u˜0 locally agree,
Eu0
[
fφ,m(ut )
]
=
∫
[a,b]k
φ(x)Ex
[ ∑
m′∈{1,2}n
u
(m′)
0 (Xt)M
[∞]
t (X, δm)
(
m′
)]
dx
= Eu˜0
[
fφ,m(ut )
]
−
∫
[a,b]k
φ(x)Ex
[ ∑
m′∈{1,2}n
(
u˜
(m′)
0 (Xt)− u(m
′)
0 (Xt)
)
×M [∞]t (X, δm)
(
m′
)
1Dct
]
dx.
Since the probability of Dct converges to 0 faster than t as t → 0, we have proven
(a).
Similar to (a) we obtain (b) by using the fact that Brownian motions started in
A are sufficiently unlikely to meet Brownian motions started in B . 
The next lemma shows that starting from an initial condition with finitely many
interfaces, up to their first “collision time” these interfaces move as independent
Brownian motions with drift (50).
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LEMMA 5.14. Assume u0 ∈ Un, n ≥ 2. Let {(I xt )t≥0 : x ∈ I(u0)} denote a
system of n independent Brownian motions with drift starting in I(u0) and each
moving according to (50), and let σ denote their first collision time. Moreover,
define dt := inf{|y − z| : y, z ∈ I(us), y = z,0 ≤ s ≤ t} and
(55) τ := inf{t > 0 : dt = 0}.
[Observe that σ is defined in terms of the Brownian motions with drift, while τ is
defined in terms of the infinite rate symbiotic branching process cSBM(−1,∞)u0 .]
Denote by mˆ the standard coloring on [0, σ )×R induced by u0 and {(I xt )0≤t≤σ :
x ∈ I(u0)} as defined in the paragraph before Theorem 2.12, and let
uˆt (x) := (wt(x)1{mˆ(t,x)=1},wt (x)1{mˆ(t,x)=2}), 0 ≤ t < σ, x ∈R.
Then (τ, (ut )0≤t<τ ) has the same law as (σ, (uˆt )0≤t<σ ).
PROOF. Let δ1 := 13d0 be one third of the minimal distance between two inter-
face points in I(u0), let B(1)i be open balls around the interface points xi ∈ I(u0)
of radius δ1, i = 1, . . . , n, and let
τ1 := inf
{
t > 0 : I(ut ) ⊂
n⋃
i=1
B
(1)
i
}
.
By Lemma 5.13 part (a), the evolution of ut |B(1)i agrees with the evolution of the
corresponding single interface process, which by Proposition 5.12 is given by a
Brownian motion with drift (50). Hence, it is possible to couple the interface posi-
tion in B(1)i with I
xi
t . We can do this for all interface points simultaneously, so we
only have to show that interfaces move independently from each other until they
collide.
For simplicity, consider the case of two interfaces. Fix x1 < x2 and let a = (x1 +
x2)/2 be the midpoint. Let δ1 = 13(x2 − x1) and B1, B2 be the balls of radius δ1
around x1 and x2. Let I(u0) = {y1, y2} with yi ∈ Bi, i = 1,2 and suppose w.l.o.g.
that a ∈ supp(u(1)0 ). Let
τ := inf
{
t > 0 : I(ut ) ⊂
2⋃
i=1
Bi
}
.
Define the alternative starting configuration uL0 by removing the right interface
point x2, that is uL0 |(−∞,a] = u0|(−∞,a] and uL|(a,∞) = (u(1)0 + u(2)0 ,0)|(a,∞). In a
similar fashion, define uR0 as the starting configuration with the left interface point
removed. Consider now independent cSBM(−1,∞)-paths with the two starting
configurations uL0 , uR0 and
τ ′ := inf{t > 0 : I(uLt ) ⊂ B1 or I(uRt ) ⊂ B2}.
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Let l, r ∈ N, mL ∈ {1,2}l , mR ∈ {1,2}r and let φL, φR be real-valued functions
with supp(φL) ⊂ B1, supp(φR) ⊂ B2. Then clearly
d
dt
(
EuL0 ,u
R
0
[
fφL,mL
(
uLt
)
fφR,mR
(
uRt
)])|t=0
= d
dt
(
EuL0
[
fφL,mL
(
uLt
)])|t=0fφR,mR (uR0 )
+ fφL,mL
(
uL0
) d
dt
(
EuR0
[
fφR,mR
(
uRt
)])|t=0
and by Lemma 5.13 part (b)
d
dt
(
EuL0 ,u
R
0
[
fφL,mL
(
uLt
)
fφR,mR
(
uRt
)])|t=0
= d
dt
(
Eu0
[
fφL,mL(ut )fφR,mR(ut )
])|t=0.
As this is true for any starting configurations with the interfaces contained in B1
and B2, we can interpret the above as an identity of Markov generators on the sub-
set of the state space where the two interfaces are contained in B1 and B2 respec-
tively. This implies that the corresponding Markov processes agree in distribution
until the first exit from this subset, that is,((
uLt |B1,uRt |B2
)
0≤t<τ ′, τ
′) d= ((ut |B1,ut |B2)0≤t<τ , τ ).
Since by construction the interfaces of uL and uR move independently, the same
is true for u until the first exit time τ1. The argument for n interface points is
analogous by comparing u to n independent single interface processes.
Hence, we can couple the solution ut and the system of independent Brownian
motions with drift so that
I(ut ) = {I xt : x ∈ I(u0)}
and ut = uˆt for all 0 ≤ t < τ1 a.s. We can repeat the argument starting from uτ1 up
to the time τ2 := inf{t > τ1 : I(ut ) ⊂⋃ni=1 B(2)i } by looking at new balls B(2)i with
radius δ2 := 13dτ1 . This allows us to extend the coupling up to time τ2.
Iterating, we obtain a sequence 0 < τ1 < τ2 < · · · as well as a random sequence
δk > 0. Let τ∞ := limk→∞ τk ∈ (0,∞]. Up to time τ∞, the coupling of ut with uˆt
is valid. Furthermore, the first collision time σ of the system {(I xt )t≥0 : x ∈ I(u0)}
is clearly bigger than τk for any k and hence σ ≥ τ∞. On the event {τ∞ = ∞},
we thus have σ = ∞ and ut = uˆt for all t ≥ 0, and the assertion is proved. On
{τ∞ < ∞}, τk+1 − τk converges to 0. But this difference is the time it takes one
of the Brownian motions with drift to leave the ball of radius δk , hence δk must
converge to 0 as well. Note that here we use that (50) has a continuous global
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solution. Therefore,
dτ∞ = inf
{|y − z| : y, z ∈ I(ut ), y = z,0 ≤ t ≤ τ∞}= 0
and σ = τ∞ = τ . 
Now we prove a version of Theorem 2.12 for initial conditions u0 with finitely
many interfaces. We show that in this case the infinite rate limit cSBM(−1,∞)u0
is described in law by a finite regular annihilating system of Brownian motions
with drift (50). In the finite case, the existence of such a system is straightforward.
PROPOSITION 5.15. Assume that u0 ∈ Un for some n ≥ 2. Let {(I xt )t≥0 : x ∈
I(u0)} denote a regular annihilating system starting from I(u0) such that each
coordinate independently follows the dynamics (50) up to the first collision with
another motion, upon which both motions annihilate. Denote by (uˆt )t≥0 the stan-
dard element of C[0,∞)(U) induced by u0 and {(I xt )t≥0 : x ∈ I(u0)}, as defined in
(10). Then we have
(ut )t≥0 d= (uˆt )t≥0 on C[0,∞)(Mb(R)2).
PROOF. Define τ as in (55), and let
τ ′0 := 0, τ ′k+1 := inf
{
t > τ ′k :
∣∣I(ut )∣∣< ∣∣I(uτ ′k )∣∣}, k ≥ 1
denote successive jump times of the “interface counting process” (|I(ut )|)t≥0.
Since the number of interfaces is non-increasing by Theorem 5.7, we have
|I(ut )| = |I(uτ ′k )| for t ∈ [τ ′k, τ ′k+1). Moreover, since by Lemma 5.14 the evolution
of the set I(ut ) strictly before time τ is described by a system of n independent
Brownian motions with drift, we clearly have τ ′1 ≥ τ . We now show that in fact
τ ′1 = τ a.s. under Pu0 and that the transition from uτ− to uτ is described in law by
a regular annihilating system as in the statement of this proposition.
Let σ be the first annihilation time in the regular annihilating system {(I xt )t≥0 :
x ∈ I(u0)}, which coincides in law with the first collision time of n independent
Brownian motions with drift (50). By (the proof of) Lemma 5.14, we know that
we can couple the processes (ut )t and (uˆt )t on a common probability space such
that
τ = σ and (ut )0≤t<τ = (uˆt )0≤t<σ a.s.
On the event {σ = ∞}, we have nothing more to show, thus suppose now that
σ < ∞ with positive probability. But on {σ < ∞} we can use the continuity of
the paths of both processes (ut )t and (uˆt )t in order to see that uτ = uˆσ a.s. Since
uˆσ ∈ Un−2 by the properties of the regular annihilating system, we conclude in
particular that τ ′1 = τ , and we have shown that
(56) (τ ′1, (ut )0≤t≤τ ′1) d= (σ, (uˆt )0≤t≤σ ).
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By the strong Markov property [again recall that (ut )t≥0 is a Feller process by
Theorem 2.8], it follows immediately that (56) determines the evolution of the
process (ut )t≥0 on any random time interval [τ ′k, τ ′k+1], k ≥ 0. Thus our assertion
is proved. 
Before turning to the proof of Theorem 2.12, we need to establish the existence
of a countable regular annihilating system of Brownian motions with drift. Due to
the non-monotonicity, this is not trivial.
LEMMA 5.16. Let x ⊂ R be without accumulation points, let w0 be bounded
and strictly positive almost everywhere, and let wt = Stw0. Then there exists a
regular annihilating system (It )t≥0 with I0 = x satisfying the Markov property
such that each motion in the system independently follows the law of the SDE (50)
up to its annihilation time.
PROOF. The existence for |x| finite is straightforward. However, adding more
motions is a non-monotone process due to the annihilation mechanism, which
makes the construction of an infinite system delicate. From now on, we assume
that x is neither bounded from above nor below. It will be clear from the argument
how to modify the proof when x is unbounded in one direction only.
Let xn := x ∩ [−n,n], and let Yt and Y[n]t be the corresponding systems of co-
alescing Brownian motions with drift (50), starting from Y0 = x and Y[n]0 = xn
respectively, and constructed on the same probability space so that Y[1] ⊂ Y[2] ⊂
· · · ⊂ Y. This monotonicity also directly implies the existence of the infinite sys-
tem. Denote by Yx the motion in Y started in x ∈ x. For y ∈ Y[n]t , let Cn(t, y) be
the total number of motions which have coalesced in the path arriving in y at time
t , that is, Cn(t, y) = |{x ∈ xn : Yxt = y}|. Consider now the annihilating version I[n]
of Y[n], with I [n],xt = Yxt until the first collision time with another motion I [n],x′ ,
upon which both are moved to the cemetery state †. By simple counting, one
sees that the killing time of I [n],x is given by τ [n]x = inf{t ≥ 0 : Cn(t, Y xt ) is even}.
Therefore, I[n] is given by Y[n] restricted to the points where Cn is odd, that is
I
[n],x
t =
{
Yxt , Cn
(
t, Y xt
)
is odd;
†, Cn
(
t, Y xt
)
is even.
Note that for fixed t adding more motions can change the parity of the counting,
and hence Cn(t, Y xt ) = Cn′(t, Y xt ) for many x ∈ xn, n′ > n. However, the map
n → Cn(t, y) is increasing, and hence converges if and only if it is bounded.
We conclude that to obtain the infinite system of annihilating Brownian motions
it suffices to show that the increasing map n → Cn(t, y) remains bounded for any
t and y.
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Fix a ∈R, and for x ∈ x let u[x]0 := (w01·<x,w01·>x). Then by (49), we have
P
(
Yxt > a
)= Ea[w0(Xt)1Xt<x]
wt(a)
≤ ‖w0‖∞
wt(a)
Pa(Xt < x),(57)
with (Xt)t≥0 denoting a standard Brownian motion. Let zn ⊂ x be a decreasing
sequence with |zn| ≥ n. By (57),∑
n∈N
P
(
Y
zn
t > a
)≤ ‖w0‖∞
wt(a)
∑
n∈N
Pa(Xt ≤ −n) < ∞.
Hence the Borel–Cantelli lemma implies that, almost surely, only a finite number
of the Y znt are to the right of a. In particular, there is some k so that Y
zk
t < a, which
in turn implies that all motions started to the left of zk also end up to the left of a
by the coalescence property.
Repeating the same argument from the right for an arbitrary b > a shows that
there is also some z˜
k˜
so that motions started to the right of this point do not end
up to the left of b. Together this implies that Cn(y, t) remains bounded for any
y ∈ (a, b). Since a and b were arbitrary, this then holds for any y, and hence I is
obtained from Y via reduction to the points with odd counting number.
The fact that the annihilating system I is regular and the Markov property follow
directly from this construction and the properties of the coalescing system Y of
Brownian motions with drift (50). 
Now we can finally prove the full version of Theorem 2.12, admitting initial
conditions u0 ∈ U with infinitely many interfaces as long as they do not accumu-
late.
PROOF OF THEOREM 2.12. Choose a sequence an ↑ ∞ so that no points in
I(u0) lie on the boundary of the intervals [−an, an]. Let u˜[n]0 be the version of u0
where all interface points outside [−an, an] have been removed, as in Lemma 5.13.
Note that u˜[n]0 ∈
⋃
m∈N0 Um for each n ∈ N and that u˜[n]0 → u0 as n → ∞ in the
topology of Mtem(R)2. Also, choosing K > 0 such that u0 ∈ MK(R), we have
u˜
[n]
0 ∈ MK(R) for all n ∈ N, thus u˜[n]0 converges to u0 in MK(R). Fix t > 0
and consider a function fφ,m as in (33), with φ(x) =∏ni=1 φi(xi) and φi ∈ Cc(R),
i = 1, . . . , n. By Lemma 5.4, the function Ptfφ,m is continuous on MK(R), where
(Pt )t≥0 denotes the transition semigroup of (ut )t≥0. Thus, we have as n → ∞,
E
u˜
[n]
0
[
fφ,m(ut )
]= Ptfφ,m(u˜[n]0 )→ Ptfφ,m(u0) = Eu0[fφ,m(ut )].
On the other hand, by Proposition 5.15 the evolution of (ut )t≥0 under Pu˜[n]0
is described by the standard element (uˆ[n]t )t≥0 ∈ C[0,∞)(U) which is induced by
u˜
[n]
0 and a finite regular annihilating system of Brownian motions with drift (50)
starting from I(u˜[n]0 ). In view of (the proof of) Lemma 5.16, this system converges
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as n → ∞ to a corresponding infinite system of such motions starting from I(u0),
and uˆ[n]t → uˆt in MK(R). Thus
E
[
fφ,m(uˆt )
]= lim
n→∞E
[
fφ,m
(
uˆ
[n]
t
)]= lim
n→∞Eu˜[n]0
[
fφ,m(ut )
]= Eu0[fφ,m(ut )].
Since the above class of functions fφ,m is measure-determining, the one-dimen-
sional distributions of (ut )t≥0 and (uˆt )t≥0 coincide and are given by the semigroup
(Pt )t≥0. Since both are Markov processes, we conclude that (ut )t≥0 d= (uˆt )t≥0,
finishing the proof. 
5.6. General initial configurations. In this section, we finally deal with gen-
eral initial conditions and prove Theorem 2.14.
The main result of this section is the following proposition:
PROPOSITION 5.17. Let u0 ∈ Mb(R)2, and assume that w0 := u(1)0 +
u
(2)
0 = 0. For any fixed t > 0 and interval [a, b], we have |I(ut ) ∩ [a, b]| < ∞
almost surely under Pu0 . In particular I(ut ) has no accumulation points.
This result shows that cSBM(−1,∞) locally comes down from infinity, and
with its help we can quickly prove Theorem 2.14.
PROOF OF THEOREM 2.14. Let u0 ∈Mb(R)2 such that w0 := u(1)0 +u(2)0 = 0.
Fix t0 > 0. Then using Theorem 2.8(a) we have ut0 ∈ U , and by Proposition 5.17
we know that I(ut0) has no accumulation point. Thus the Markov property implies
that the evolution of (ut )t≥t0 is given by Theorem 2.12 when started from ut0 . In
particular, we conclude that almost surely, I(ut ) has no accumulation point for
any t ≥ t0. Since t0 > 0 is arbitrary, it follows that almost surely, I(ut ) has no
accumulation point for any t > 0. 
The remainder of this section is dedicated to the proof of Proposition 5.17. The
general strategy will be to find an increasing sequence approximating the total
number of interface points in the interval [a, b] at time t , which diverges if and
only if |I(ut ) ∩ [a, b]| = ∞; see Lemma 5.20 below. The starting point is the
following lemma to identify interface points via properties of the corresponding
measures.
LEMMA 5.18. Assume u ∈ U with u(1) + u(2) = 1 and let x ∈ I(u). In any
open neighborhood O around x there exists an interval A with
u(1)(A) = u(2)(A) = |A|
2
> 0.(58)
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PROOF. First, we show that there exist non-degenerate intervals A1, A2 ⊂ O
with u(i)(Ai) ≥ 12 |Ai |, i = 1,2. Assume this is false for u(1). Then for all intervals
B in O we have u(1)(B) < u(2)(B), which implies that the restriction of u(1) is
absolutely continuous with respect to u(2). But by the definition of U , we have
that u(1) and u(2) are mutually singular (“separation of types”), which implies that
u(1)(O) = 0. This however is a contradiction to the assumption that x ∈ O is an
interface point.
Now that we have A1 and A2, let g be the map defined on [0,1] which inter-
polates linearly between the intervals g(0) := A1 and g(1) := A2. Then the map
g0(x) = u(1)(g(x))|g(x)| is continuous with g0(0) ≥ 12 and g0(1) ≤ 12 , hence there is an x0
with g0(x0) = 12 . Then g(x0) satisfies (58). 
LEMMA 5.19. Assume u ∈ U with u(1) + u(2) = 1 and let A be an interval
satisfying (58). Then there exists an interval A′ ⊂ A of size |A′| = 12 |A| satisfying(58).
PROOF. Without loss assume A = (a, b). Consider the map [0,1]  x →
g(x) := (a + x b−a2 , a + (x + 1)b−a2 ) as well as g0(x) = u
(1)(g(x))
|g(x)| . Since by as-
sumption u(1)(g(0))+ u(2)(g(0)) = b−a2 assume w.l.o.g. g0(0) ≥ 12 . Since A satis-
fies (58) this implies g0(1) ≤ 12 and by continuity there is some x0 with g0(x0) = 12
and g(x0) is the desired interval. 
Denote the overlapping dyadic intervals of length 2−n+1 by
Aj,n := (j2−n, (j + 2)2−n), j ∈ Z, n ∈N.
We will be particularly interested in intervals Aj,n which satisfy (58) in some
approximate sense, defined as follows:
∃(x, y) ⊂ Aj,n : (x, y) satisfies (58) and y − x ≥ 14 |Aj,n| = 2
−(n+1).(59)
Note that (59) implies that Aj,n ∩ I(u) = ∅. However, counting the Aj,n which
satisfy (59) does not give a lower bound on the number of interface points, since
we may be overcounting due to the overlap of the intervals. For technical rea-
sons, we fix this in a slightly complicated way: We say Aj,n is good in [a, b]
if Aj,n ⊂ [a, b], satisfies (59) and Aj−1,n is not good. Note that the definition
is recursive, but since there is a minimal j0 so that Aj0,n ⊂ [a, b] it is well
defined, as Aj0−1,n is always not good. Denote by Jn([a, b]) the subset of Z
where Aj,n is good in [a, b]. By definition, the intervals Aj,n, j ∈ Jn([a, b]),
are disjoint, and hence |Jn([a, b])| ≤ |I(u) ∩ [a, b]|. But in fact we have much
more.
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LEMMA 5.20. Assume u ∈ U with u(1) + u(2) = 1 and a < b ∈R.
(a) If x ∈ I(u) ∩ (a, b), then for any open neighborhood O around x there is
some n ∈N and j ∈ Jn([a, b]) so that Aj,n ⊂ O .
(b) Assume j ∈ Jn([a, b]), and let j ′ be the smallest integer so that Aj ′,n+1 ⊂
Aj,n. Then {j ′ − 1, j ′, j ′ + 1, j ′ + 2} ∩ Jn+1([a, b]) =∅.
(c) We have |J1([a, b])| ≤ |J2([a, b])| ≤ · · · ≤ |I(u)∩ (a, b)| ≤ ∞.
(d) If |I(u)∩ (a, b)| = ∞, then limn→∞ |Jn([a, b])| = ∞.
PROOF. (a) Let x ∈ I(u) ∩ (a, b) and x ∈ O ⊂ [a, b] an open neighborhood.
Choose n0, j0 so that x ∈ Ai,n0 ⊂ O for i = j0 −1, j0. By Lemma 5.18, there is an
interval A contained in Aj0,n0 satisfying (58). By repeatedly applying Lemma 5.19,
we may w.l.o.g. assume that there exists n ≥ n0 so that |A| ∈ [2−n−1,2−n). Then
there is some j ∈ Z with A ⊂ Aj,n ⊂ Aj0,n0 , hence Aj,n satisfies (59). Thus, Aj,n
or Aj−1,n is good and either one is a subset of Aj0−1,n0 ∪Aj0,n0 ⊂ O .
(b) Let j ∈ Jn([a, b]). Then by (59) there is an interval A ⊂ Aj,n satisfying (58)
and |A| ≥ 14 |Aj,n|. By Lemma 5.19, we can find a subinterval A′ ⊂ A with |A′| =
1
2 |A| ≥ 18 |Aj,n| and satisfying (58). We distinguish two cases: If |A′| ≤ 14 |Aj,n|,
then A′ ⊂ Aj ′+k,n+1 ⊂ Aj,n for some k ∈ {0,1,2}, hence Aj ′+k,n+1 satisfies (59).
Hence either j ′ + k ∈ Jn+1([a, b]) or j ′ + k − 1 ∈ Jn+1([a, b]).
In the case where |A′| > 14 |Aj,n|, we can apply Lemma 5.19 again to obtain
another interval A′′ ⊂ A′ satisfying (58) with 14 |Aj,n| ≥ |A′′| = 12 |A′| ≥ 18 |Aj,n|,
for which the first case holds.
(c) The monotonicity is an immediate consequence of (b): If j1, j2 ∈ Jn([a, b]),
j1 = j2, then there are corresponding j ′1, j ′2 and furthermore, since |j1 − j2| ≥ 2
we have |j ′1 − j ′2| ≥ 4. This implies that the two good Aj1,n and Aj2,n induce two
different good intervals in Jn+1([a, b]). The upper bound is a simple consequence
of the fact that each interval satisfying (58) contains at least one interface point.
(d) Suppose |I(u)∩ (a, b)| ≥ K . Then we find K interface points x1, . . . , xK ∈
(a, b). Choose n0 large enough and indices j1, . . . , jK so that the minimal distance
between two points is at least 2−n0+3 and so that xi ∈ Aji,n0 ⊂ [a, b], i = 1, . . . ,K .
For any i ∈ {1, . . . ,K}, by part (a) we find (j ′i , n′i) so that j ′i ∈ Jn′i ([a, b]) and
Aj ′i ,n′i ⊂ Aji,n0 . Set n′′ := max(n′1, . . . , n′K). By repeatedly applying (b) we find
j ′′i ∈ Jn′′([a, b]) with Aj ′′i ,n′′ ⊂ Aji−1,n0 ∪ Aji,n0 . Note how we cannot guaran-
tee that Aj ′′i ,n′′ ⊂ Aji,n0 , since in each application of (b) the interval could start
slightly to the left of the previous one. But the maximal shift is bounded by∑∞
=2 2−|Aji,n0 |, which proves Aj ′′i ,n′′ ⊂ Aji−1,n0 ∪Aji,n0 .
To complete the proof, we use that by our choice of n0 the intervals Aji,n0 are
sufficiently far apart to guarantee that the j ′′i are different. Hence |Jn′′([a, b])| ≥ K .
Together with monotonicity from (c), this proves the assertion. 
PROOF OF PROPOSITION 5.17. Fix t > 0. Under our assumptions, wt = Stw0
is strictly positive and ut ∈ U a.s. [recall that the separation of types holds by
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Theorem 2.8(a)]. Write ut /wt = (u(1)t /wt , u(2)t /wt ) for the normalized measure
induced by the quotient of densities. This new measure satisfies the assumptions
of Lemma 5.20 and I(ut ) = I(ut /wt ). Furthermore, by the duality for second
mixed moments [see (7)] we obtain
Eu0
[∣∣Jn([a, b])∣∣]
≤ ∑
j :Aj,n⊂[a,b]
Eu0[1{Aj,n satisfies (59) w.r.t. ut /wt }]
≤ ∑
j :Aj,n⊂[a,b]
Eu0
[∫
A2j,n
u
(1)
t
wt
(x1)
u
(2)
t
wt
(x2) dx
1
64 |Aj,n|2
]
≤ 64
infx∈[a,b] wt(x)2
∑
j :Aj,n⊂[a,b]
sup
x∈A2j,n
Ex
[
u
(1)
0
(
X
(1)
t
)
u
(2)
0
(
X
(2)
t
)
1τ>t
]
≤ 64 supx∈Rw0(x)
2
infx∈[a,b] wt(x)2
∑
j :Aj,n⊂[a,b]
P0,2−n+1(τ > t).
The probability that two Brownian motions do not meet up to time t when started
2−n+1 apart is of order 2−n, which follows from the reflection principle. Hence
we have proven that supn∈N Eu0[|Jn([a, b])|] < ∞. By Lemma 5.20 part (c) and
monotone convergence, it follows that Eu0[limn→∞ |Jn([a, b])|] is finite, whence
together with part (d) we conclude that Pu0(|I(ut )∩ (a, b)| = ∞) = 0. 
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