A conforming finite element method on polygonal meshes is introduced which handles hanging nodes naturally. Ansatz functions are defined to fulfil the homogeneous PDE locally and they are treated by means of local boundary integral equations. Using a quasi-interpolation operator of Clément type a residual-based error estimate is obtained. This a posteriori estimator can be used to rate the accuracy of the approximation over polygonal elements or it can be applied to an adaptive BEM-based FEM. The numerical experiments confirm our results and show optimal convergence for the adaptive strategy on general meshes.
Introduction
The interest in more flexible and general meshes for the numerical approximation of boundary value problems has been increased. Brezzi, Lipnikov and Shashkov published convergence results for the mimetic finite difference method on polyhedral meshes [2] . Other authors like Dolejší, Feistauer and Sobotíková analysed the discontinuous Galerkin method on such meshes [6] . In contrast to the non-conforming mimetic finite difference method and the discontinuous Galerkin method, we introduce a conforming finite element method with local PDE-harmonic ansatz functions. In 2009, this BEM-based finite element method was first proposed by Copeland, Langer and Pusch [5] . A rigorous error analysis has been performed by Hofreither, Langer and Pechstein [8] . Local boundary integral formulations as well as boundary element methods (BEM) in the numerics are used to treat the implicitly defined ansatz functions. In the following section, we introduce the stationary isotropic heat equation and its variational formulation as a model problem. Additionally, we state the regularity assumptions on a polygonal mesh and give some notations as well as a short introduction into boundary integral formulations. Afterwards, in the third section, the BEM-based finite element method is described.
In section four, we list a few properties of regular polygonal meshes, use them to introduce a quasi-interpolation operator and proof approximation estimates. Using this operator in section five, the reliability of a residual-based error estimator is proven in the style of Verfürth [11] . This a posteriori error estimate allows to rate the accuracy of the approximation over polygonal elements.
The numerical examples at the end confirm our results and show optimal rates of convergence for an adaptive finite element strategy on polygonal meshes. Finally, we discuss a special property of refined meshes for the adaptive BEM-based FEM and give some conclusions.
Preliminaries
We choose a model problem to introduce the special finite element method, namely the stationary heat equation with isotropic material properties. Let Ω ⊂ R 2 be a Lipschitz-domain and −div(a(x)∇u(x)) = f (x) for x ∈ Ω, u(x) = g(x) for x ∈ Γ = ∂Ω, where f ∈ L 2 (Ω), g ∈ H 1/2 (Γ) and a ∈ L ∞ (Ω) is piecewise constant with 0 < a min ≤ a(x) ≤ a max for x ∈ Ω. The properties of a ensure the ellipticity of the problem. Since g ∈ H 1/2 (Γ), an extension u g of g exists with u g ∈ H 1 (Ω). Let V = H 1 0 (Ω) and u g + V = {u g + v : v ∈ V } an affine space. Then we obtain the variational formulation
with the L 2 -scalar product (·, ·) and the bilinear form
Using the representation u = u g + u 0 , u 0 ∈ V , we can rewrite the formulation
The bilinear form a Ω (·, ·) is bounded and coercive on H 1 0 (Ω). Therefore the problem has an unique solution according to the Lax-Milgram theorem. For the numerics, we have to introduce a discretisation K h of the domain Ω. We allow polygonal meshes which are a generalisation of standard triangulations as well as of rectangular meshes. The compact polygonal elements K ∈ K h are non-overlapping. In this context, hanging nodes appear naturally since they are just classical nodes for the polygons. It is Figure 1 : Element with isosceles triangles adjacent to the node z.
The diameter of an element K ∈ K h and the length of an edge E are denoted by h K and h E , respectively. Definition 1. The mesh K h is called regular if it fulfils:
1. There is an angle α 0 with 0 < α 0 ≤ π/3 such that for all elements K ∈ K h and all its edges E ∈ ∂K the isosceles triangle with longest side E and two interior angles α 0 lies inside the element K. This triangle is labeled T E , see Figure 1 .
2. There is a constant c 1 > 0 such that for all elements K ∈ K h and all its edges E ∈ ∂K we have h K ≤ c 1 h E .
The first condition ensures that the interior angles of the polygonal elements are bounded away from zero and that the elements do not get too thin. The second condition says that the length of an edge of an element is not too small compared with the size of the element. In the case that we deal with a sequence of meshes, for example in adaptive strategies, the conditions have to hold uniformly for all h > 0. We need some more notation. N h is the set of all nodes in the mesh K h and N h,Ω contains only the nodes in the interior of Ω. We label the set of all edges of the mesh with E h . The sets N (K) and N (E) contain all nodes which belong to the element K ∈ K h or the edge E ∈ E h , respectively. Since elements are compact subdomains of Ω, we label the interior of an element K ∈ K h withK.
In the following we assume that the coefficient a is constant on each element K ∈ K h and we write a(x) = a K for x ∈ K. For simplicity, we also assume that Ω is polygonally bounded. In the remainder of this section, we introduce some expressions from the theory of boundary integral formulations. We focus on the partial differential equation of our model problem on each element K ∈ K h . Since the coefficient a is constant on each element, it can be taken out of the divergence expression. This yields the Poison equation
For the following theory of boundary integral formulations we define the trace operator γ K 0 and the so called inner conormal derivative γ
where n(x) denotes the outer normal vector of the element K at x. Additionally, we need the fundamental solution of the Laplacian. This singular function is given as
The fundamental solution fulfils the equation
we obtain a representation formula for the solution u in every point x ∈K. It reads
The boundary functions γ K 0 u and γ K 1 u are called Dirichlet data respectively Neumann data. If this boundary data is known, it is possible to evaluate the function u everywhere in the elementK. Furthermore, it is possible to evaluate the Neumann data if the Dirichlet data is known. We apply the trace operator and the conormal derivative operator to the representation formula. This yields the system of equations
The system contains the standard boundary integral operators which are well studied, see e.g. [9] . For x ∈ ∂K, we have the single-layer potential operator
the double-layer potential operator
and the adjoint double-layer potential
as well as the hypersingular integral operator
In addition, we have the Newton potential
and its conormal derivative,
Assuming f is identical to zero, the system (1) of boundary equations yields γ
Therefore, we obtain the Dirichlet-to-Neumann map
The introduced operator S K is called Steklov-Poincaré operator. It has also a symmetric representation
In the numerics this operator has to be approximated. One can use the Galerkin method for example.
BEM-based Finite Element Method
The finite element method needs some finite dimensional ansatz spaces
Therefor, we use
For every node z ∈ N h , we define the ansatz functions ψ z as follows
ψ z is linear on each edge of the mesh,
The ansatz functions are defined implicitly as solutions of local boundary value problems (see Figure 2 ). They are continuous, i.e. ψ z ∈ C(Ω), and they are arbitrarily smooth in the interior of every element K ∈ K h (see e.g. [10] ). Especially, In the case of triangular or quadrangular meshes, the ansatz functions are exactly the hat functions respectively the bilinear ansatz functions on the well known elements. This can be easily seen, since these classical ansatz functions fulfil the local boundary value problems (2). We approximate the exact boundary data g with a function g h which is piecewise linear on the polygonal boundary Γ. The right hand side function f is approximated by f h ∈ L 2 (Ω) and we choose an extension
We obtain the Galerkin-formulation
Unfortunately, it is difficult to integrate the implicitly defined functions ψ z out of V h and their gradients over the interior of the subdomains. For this reason, we use the theory of boundary integral operators to reformulate the given model problem. It can be shown that the Galerkin-formulation, which is given above, is equivalent to
The discrete extension u gh of g h can be chosen in such a way that it vanishes at every node in the interior of the domain Ω. The ansatz
yields a system of linear equations
to determine the unknowns α z . The coefficients β z of u gh can be computed with interpolation or projection, for example. The advantage of this formulation is, that the implicitly defined ansatz function are only evaluated on the boundaries of the subdomains where their Dirichlet traces are given explicitly and their Neumann traces can be computed with the Steklov-Poincaré operator.
Quasi-interpolation operator
Before we can present the quasi-interpolation operator, we have to introduce some neighbourhoods of nodes, edges and elements. They are defined by
Examples for neighbourhoods of nodes, edges and elements.
The definition is very similar to the one of Clément [4] . The major difference is the use of non-polynomial ansatz functions on polygonal meshes. Our main interest in this section is to proof the Proposition mentioned below and also to show a few properties of the general meshes.
where the constant c > 0 depends only on the regularity parameters α 0 and c 1 , see Definition 1.
In the following, the constant c only depends on the parameters α 0 and c 1 but it may change whenever it occurs. To state some properties of the regular mesh K h , we introduce the diameter h ωz of the neighbourhood ω z and the parameters 2. Every node belongs to finitely many elements, i.e. |{K ∈ K h : z ∈ K }| ≤ c, ∀z ∈ N h .
3. For all z ∈ N h and K ⊂ ω z , it is h ωz ≤ ch K .
We have
Proof. We proof the first statement. Let K ∈ K h . In two dimensions, the number of nodes |N (K)| and the number of edges of the element K are identical. Since K is convex and since it lies in a square with side length h K , the circumference |∂K| can be estimated in terms of h K . Namely, it is |∂K| ≤ 4h K . Additionally, we have h K ≤ c 1 h E for every edge E of K because of the regularity of K h . These facts yield
and proof the first statement. The second statement follows by the fact, that every interior angle of an element is bounded from below by α 0 , due to the regularity of K h . Therefore, we have
where the term on the right denotes the biggest integer smaller than 2π/α 0 .
To proof the third statement, we first recognise that for K, K ∈ K h with
If we apply this inequality successively in the neighbourhood ω z of the node z ∈ N h , we obtain with 2.
This yields h ωz ≤ 2 max
Before we have a look at the fourth statement, we introduce the radius r E of the incircle of the isosceles triangle T E . An easy calculation shows that
Let K ⊂ ω z and E, E ⊂ ∂K with E ∩ E = {z}, see Figure 1 . We set ρ K = min{r E , r E }. Then, the circular arc with radiusρ K and center z between E and E lies in K because of the convexity of K. Therefore, the circle with center z and radiusρ
lies in ω z . In addition, it follows that
LetẼ be the edge which satisfies hẼ = min z∈E h E and letK ⊂ ω z be an element with edgeẼ. Then, it follows Next, we show an approximation estimate for the L 2 -projection on patches. The important fact here is that the constant appearing in the estimate only depends on the regularity parameters of the mesh.
Lemma 2. For every z ∈ N h and K ∈ K h with K ⊂ ω z , we have
Proof. Let z ∈ N h and K ∈ K h with K ⊂ ω z . Since ω z is star shaped with respect to z, Lemma 4.3 of Verfürth in [12] yields
where the constant c z only depends on the ratio h z /ρ z and the dimension of the space. Due to the regularity of the mesh K h , we have seen in Lemma 1 that this ratio can be bounded from above and from below in terms of the regularity constants α 0 and c 1 . Using Lemma 1 again yields
Lemma 3. Let v ∈ H 1 (K) and E ⊂ ∂K, then we have
with the isosceles triangle T E ⊂ K from the definition of regularity.
Proof. LetÊ be the horizontal edge of the reference trianglê
According to the trace theorem, see e.g. [1] , there exists a constantĉ such that
forv ∈ H 1 (T ). Let K ∈ K h be an arbitrary element with edge E and let v ∈ H 1 (K). Owing to the regularity of K h , there is a triangle T E ⊂ K with longest side E. We choose the affine transformation F T E :T → T E in such a way, thatÊ is mapped onto E. We setv = v • F T E ∈ H 1 (T ). For this transformation it is known [3] that
where C only depends on the dimension of the space. Moreover, we have
Finally, we can proof Proposition 1.
Proof. To proof the first estimate, we distinguish two cases. Let K ∈ K h and let all nodes z ∈ N (K) of the element K be located in the interior of Ω. This yields
and ψ z L∞(K) = 1 for z ∈ N (K). Using Lemma 2, we obtain
The last estimate is valid because of the fact that the number of nodes in N (K) is uniformly bounded with respect to K ∈ K h . In the case that at least one node of the element K is on the boundary Γ, we write
and obtain
The first sum has already been estimated, so let us have a look at the term in the second sum. For z ∈ N (K) \ N h,Ω , we have
where T E is the isosceles triangle of E with T E ⊂ K E . If at least one node of E is on Γ, we have
The first sum has already been estimated, so let us have a look at the term in the second sum. For z ∈ N (E) \ N h,Ω , we have
Since z ∈ Γ, there is an element K and an edge E of K such that z ∈ E and E ⊂ Γ. Furthermore, there is a isosceles triangle T E with T E ⊂ K due to the regularity of K h . Since v vanishes on E , we obtain with Lemma 3 and the condition h
Using Lemma 2 and putting all estimates together yield the second statement of Proposition 1 and end up the proof.
Residual error estimate
In this section, we come to the main result. Among others, the residual error estimate measures the jumps of the conormal derivatives over the element edges. Therefore, the brackets · describe jumps by
where n is the normal vector to the edge E. We assume that the boundary data g is approximated exactly, i.e. g h = g. Consequently, it is possible to set u gh = u g and this yields u − u h ∈ H 1 0 (Ω). Theorem 1. Let K h be a regular mesh. Then the residual error estimate is reliable, i.e.
|u
Proof. In the first step, we have a look at a functional to obtain the error estimate.
The norm · 1,Ω is equivalent to the semi norm | · | 1,Ω on H 
Next, we have to estimate | (v)|. Using the Galerkin orthogonality, the triangular inequality and Cauchy-Schwarz inequality, we obtain
The Cauchy-Schwarz inequality and the properties of the interpolation operator which has been introduced in the last section yield
Applying (3) ends up the proof.
Numerical examples
In this section, we will have a look at different numerical examples to confirm our theoretical results. Therefore an adaptive finite element method on polygonal meshes with hanging nodes and with the above introduced ansatz functions has been implemented. Additionally, a procedure was invented to refine the used meshes locally and globally. In Figures 4 and 9 , you can see examples of such meshes and their refinements. The adaptive strategy is as follows. The boundary value problem is solved on a mesh. Afterwards, the error indicators η K for all K ∈ K h are calculated and we mark some elements due to the Dörfler strategy [7] . Then, we refine the marked elements and obtain a new mesh. Now we can solve the problem again on the refined mesh. This loop can be repeated until the desired accuracy is achieved.
Let Ω = (−1, 1) × (−1, 1) ⊂ R 2 be split into two subdomains, Ω 1 = Ω \ Ω 2 and Ω 2 = (0, 1) × (0, 1). We are interested in the boundary value problem
for x ∈ Γ = ∂Ω, where the coefficient a is given by Using polar coordinates (r, φ), we choose the boundary data
This problem is constructed in such a way that u = g is the exact solution in Ω. The parameter k 2 > 0 is responsible for the regularity of the solution. If k 2 < 1 we have u ∈ H 2 (Ω) and otherwise u is singular in the sense that the gradient of u is not squared integrable any more. In Figure 5 , the function g for two different values of k 2 can be seen. When the solution of the problem fulfils u ∈ H 2 (Ω), it is known that the finite element method with linear ansatz functions on admissible meshes converges quadratically in the mesh size h with respect to the L 2 -norm on uniform refined meshes. If we sketch the approximation error u − u h 0,Ω with respect to the degrees of freedom (DoF) in a logarithmic plot we expect a slope of one, since h = O((DoF) −1/2 ). This behaviour is shown in the first numerical example for the introduced finite element method. We choose k 2 = 0.01 so that u ∈ H 2 (Ω) and start with a polygonal mesh (see Figure 4) . In every iteration step we refine all elements and hanging nodes appear naturally. In Figure 6 , we can recognise quadratic convergence for the proposed method on arbitrary polygonal meshes with hanging nodes. In the next numerical experiment we are going to examine the rate of convergence with respect to the energy norm | · | 1,a,Ω . We perform the adaptive strategy with the error estimate η R and the method with uniform refinement. From the theory of standard finite element methods, we would expect linear convergence for the uniform strategy. Indeed, we observe linear convergence for the uniform and for the adaptive strategy with the proposed method (see Figure 7) . We can also recognise that the error estimate η R reproduces the behaviour of the error |u − u h | 1,a,Ω asymptotically very well. If one considers boundary value problems with smooth solutions it is very difficult for an adaptive strategy to perform better than an uniform one. Therefore we want to choose the problem in such a way that it has a singular solution. For k 2 = 100, we obtain the convergence results shown in Figure 8 . Obviously, the error stays more or less constant at the beginning of the two strategies. This can be explained as follows. In our considerations, we have assumed that the boundary data is approximated exactly but this assumption is not true here. The error in the Dirichlet data outweighs. In consequence, the method needs some refinement steps until the data is approximated accurate enough to perform well. Nevertheless, we can see that the rate of convergence for the uniform refinement slows down. In contrast, the adaptive method still converges linearly. Finally, a very standard example is considered. We use again the polar coordinates (r, ϕ). Let Ω = {x ∈ R 2 : |r| < 1 and 0 < ϕ < 3π/2} and
The problem reads
for x ∈ Γ = ∂Ω. It looks very simple but the solution u = g is singular in the origin. In Figure 9 , you can see the initial mesh and two adaptive refinements after five and ten steps. The adaptive finite element method obviously recognises the singularity and refines the mesh near the origin. Typically, one would expect that all elements near the origin should be refined in a similar manner. But in Figure 9 , the triangle on the upper right of the origin is still not refined after five steps. Even after ten steps, there are big elements near the origin. This is a contrast to standard Finite Element Methods where values at hanging nodes are obtained by interpolation of values at classical nodes. In the proposed BEM-based FEM, a hanging node gives a degree of freedom and adds an ansatz function to the approximation space V h . These ansatz functions also effect the approximation quality at neighbouring elements. In Figure 10 , we can see that the error over the upper right triangle of the origin is reduced by introducing hanging nodes without refining the element. The convergence analyses for this example shows the same results as in the last example. The uniform method does not converge linearly any more but the adaptive strategy has still linear convergence (see Figure 11 ).
Conclusions
The proposed method can be seen as a generalisation of standard finite element methods, since these two methods are equivalent on triangular and quadrangular meshes. Actually, the BEM-based FEM has the advantage that it works on arbitrary polygonal meshes with convex elements and it handles hanging nodes in a natural way. We have stated the first a posteriori error estimate. In industrial applications, this allows us to check the accuracy of the approximation in a region of special interest if only one mesh is available without refinements. Therefore, we can judge the quality of the mesh and optimize it if necessary. Additionally, we can perform adaptive finite element strategies and yield optimal convergence. In future works, the proposed method as well as the error estimate will be extended to more complicated boundary value problems in three dimensions. Moreover, other error estimates will be introduced in this context of polygonal respectively polyhedral meshes.
