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PHASE-FIELD APPROXIMATION OF THE WILLMORE FLOW
MINGWEN FEI AND YUNING LIU
Abstract. We investigate the phase-field approximation of the Willmore flow by rigorously
justifying its sharp interface limit. This is a fourth-order diffusion equation with a parameter
ǫ > 0 that is proportional to the thickness of the diffuse interface. We show rigorously that
for well-prepared initial data, as ǫ tends to zero the level-set of the solution will converge
to the motion by Willmore flow as long as the classical solution to the latter exists. This is
done by constructing an approximate solution from the limiting flow via matched asymptotic
expansions, and then estimating its difference with the real solution. The crucial step is
to prove a spectrum inequality of the linearized operator at the optimal profile, which is
a fourth-order operator written as the square of the Allen-Cahn operator plus a singular
perturbation.
Keywords: Allen-Cahn operator, spectrum inequality, diffuse interface model, singular per-
turbation problem, matched asymptotic calculations.
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2 MINGWEN FEI AND YUNING LIU
1. Introduction
In this paper we consider the singular limit, as ε→ 0, of the following equations{
ε3∂tφε = ε
2∆µε − f ′′(φε)µε, in Ω× (0, T ),
εµε = −ε2∆φε + f ′(φε), in Ω× (0, T ). (1.1)
Here Ω ⊂ RN (N ≥ 2) is a bounded domain with smooth boundary ∂Ω, the parameter ε > 0
represents the width of a thin transition layer, and φε is a scalar function defined in the
computational (physical) domain Ω which takes value approximately −1 inside the vesicle
membrane and approximately 1 outside it. The function f is a double equal-well potential
taking its global minimum value 0 at ±1. For simplicity we choose f(u) = 1
4
(u2 − 1)2.
Physically, −µε represents the chemical potential. System (1.1) is supplemented with initial
and boundary conditions{
φε(x, 0) = φε,0(x), in Ω× {0},
φε(x, t) = 1, ∂νφε(x, t) = 0, in ∂Ω × (0, T ), (1.2)
where ∂ν is the outward normal derivative to ∂Ω. The equation (1.1) is the gradient flow of
E(φ) = 1
2ε
∫
Ω
(
ε∆φ− ε−1f ′(φ))2 dx,
which was introduced in [4] as an approximation of the Willmore energy
∫
Σ
H2 where H
denotes the mean curvature of a surface Σ. Such an approximation can be understood
formally by observing that µ(φ) = −ε∆φ + ε−1f ′(φ) is the variation of the Allen-Cahn
energy
∫
Ω
(ε|∇φ|2/2 + ε−1f(φ)) dx, and the latter converges to the area functional as ε→ 0.
The rigourous justification is a challenging work, see for instance [31] for the case N = 2, 3.
See also [5] for other types of approximations.
It was shown informally in [26, 33] that the level set of solution φε to (1.1) converges to a
family of compact closed interfaces
Γ0 =
⋃
t∈[0,T )
Γ0t × {t}, (1.3)
which evolves under the Willmore flow, i.e.
V = ∆Γ0H +H|A|2 −H3/2, (1.4)
where V is the normal velocity of Γ0, i.e. projection of the particle velocity to the outer-
normal vector of Γ0, H is the scalar mean curvature. Moreover, A is the second fundamental
form, and |A|2 is the sum of the squares of the principle curvatures. An equivalent form
of (1.4) using the signed distance function to Γ0 is given by (A.5) in the appendix. The
derivation of (1.4) from the Willmore energy can be found in [24]. The evolution of a closed
curve under (1.4) was investigated in [18], and the surface case was investigated in [23]. See
also [30] for recent progresses in Willmore surface theory.
At the application level, Willmore energy is closely related to the Helfrich’s theory of bio-
membranes [22], where the volume and area are constrained, and a spontaneous curvature
is introduced. See [32, 29] for a comprehensive study of this subject. So various phase-
field models were introduced to study the evolution of bio-membranes, see for instance
[17, 16, 10, 11] for the analysis and numerical simulations of such models. The model that
couples hydrodynamics was investigated in [15, 34].
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1.1. Statement of Main Results. To the best of our knowledge, the rigorous justification
of the singular limit from (1.1) to (1.4) remains open and it is the task of this work to
establish this result. To set up the problem, we introduce the signed-distance d(0)(x, t) from
x to Γ0t which takes negative values inside Γ
0
t and positive values outside it, and the bulk
regions
Ω±t , {x ∈ Ω | d(0)(x, t) ≷ 0}. (1.5)
For a sufficiently small δ > 0, the δ-neighborhood of Γ0t is denoted by
Γ0t (δ) , {x ∈ Ω | |d(0)(x, t)| < δ}. (1.6)
Moreover, we denote θ(z) = tanh( z√
2
) the unique solution to
θ′′(z) = f ′(θ(z)), θ(±∞) = ±1, θ(0) = 0. (1.7)
The main result of this work is stated as follows:
Theorem 1.1. Let Γ0 ⊂ RN × [0, T ) (with N = 2, 3) be a smooth solution of (1.4) and
k ≥ 10 be a fixed integer. Then there exists ε1 > 0 such that for every ε ∈ (0, ε1) there are
smooth functions (φa(x, t), µa(x, t)) which equal to (±1, 0) in Ω±t \Γ0t (2δ). Moreover, they are
approximate solutions of (1.1) in the sense that{
ε3∂tφa = ε
2∆µa − f ′′(φa)µa + εk−1R1, in Ω× (0, T ),
εµa = −ε2∆φa + f ′(φa) + εk−1R2, in Ω× (0, T ), (1.8)
where R1(x, t) and R2(x, t) are uniformly bounded in ε and (x, t). Furthermore, if the initial
data of φε satisfies the following inequality for some Cin > 0,
‖φε(·, 0)− φa(·, 0)‖L2(Ω) ≤ Cin ε7/2, ∀ε ∈ (0, ε1), (1.9)
then there exist ε-independent constant Λ > 0 and Tmax ∈ (0, T ] such that
‖φε − φa‖L∞(0,Tmax;L2(Ω)) ≤ Λ ε7/2, ∀ε ∈ (0, ε1). (1.10)
If Cin is sufficiently small (but independent of ε), then Tmax = T .
When N = 3 it is not clear to us whether the power of the convergence rate 7/2 is optimal.
A detailed discussion is given in the next subsection where an outline of the proof is described.
We shall discuss the admissible initial data φε|t=0 satisfying the assumption (1.9) in Remark
7.1 below. Such issue seems not be fully addressed in previous works. For instance in [2],
they only consider the case when the initial data of the Cahn-Hilliard equation coincides
with the constructed approximate solution. When N = 2, there are some rooms to reduce
the power and thus obtain the convergence over [0, T ] for arbitrarily large Cin in (1.9). We
will probably study this case more carefully in a future work.
1.2. Outline of the Proof. The proof of (1.8) follows the strategy of [2] by constructing an
approximate solution (φa, µa) via matched asymptotic expansions. Since such constructions
are quite sophisticated and technical, we leave them in the appendix. Another method which
is based on Hilbert expansion is given in [6].
In order to show the convergence rate (1.10) under the assumption (1.9), we shall inves-
tigate the equation of the differences
(φ, µ) = (φε − φa, µε − µa). (1.11)
To proceed, we introduce the linearized Allen-Cahn operator at φa by
Lε[φ] ,
(−ε∆+ ε−1f ′′(φa))φ. (1.12)
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In view of (1.8) and (1.1), it can be verified that φ satisfies
∂tφ = − 1
ε2
L
2
ε [φ]−
1
ε3
f ′′′(φa)µaφ+H, (1.13)
where H is the nonlinear terms about φ, defined by (7.1) in the sequel. Standard energy
estimate of (1.13) yields
1
2
d
dt
∫
Ω
φ2dx+
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2 dx =
∫
Ω
Hφ dx. (1.14)
In order to apply the Gro¨nwall’s inequality and close the energy estimate (1.14) , we first
need to prove the spectrum condition of the linear operator on the right of (1.13). This
fourth-order operator is highly singular due to both the degeneracy of the Allen-Cahn part
(1.12) and the singular perturbation −ε−3f ′′′(φa)µaφ. To analyze it, we employ the spectrum
decomposition method used in [7] (see also [12, 21]). We set the following operator
L [u] , −∂2zu+ f ′′(θ(z))u, ∀u(z) ∈ H2(−δ/ε, δ/ε). (1.15)
Then we decompose any φ ∈ H2(Ω) (not necessarily the difference φε−φa) along ϕ, the first
eigenfunction of L with homogenous Neumann boundary condition,
φ(x) = ε−
1
2Z(s)ϕ( r
ε
)ζ(r) + φ⊥(x). (1.16)
Here s = (s1, · · · , sN−1) is the local coordinate of interface Γt (a perturbation of Γ0t in (1.3)),
and r stands for the signed-distance to Γt. With an appropriate δ > 0, (r, s) forms a local
coordinate of the δ-tubular neighborhood of Γt and are functions of x here. Moreover in
(1.15) z = r/ε is the fast variable. See Section 2.2 for the precise definitions of Γt and
related notations. In (1.16), ζ is a smooth cut-off function satisfying
0 ≤ ζ ≤ 1; ζ(r) = ζ(−r); ζ(r) = 1 for |r| ≤ δ/2; ζ ∈ C∞c ((−δ, δ)). (1.17)
Moreover, Z(s) is defined by
Z(s) = ε−
1
2η−1(s)
∫ δ
−δ
φ(r, s)ϕ( r
ε
)ζ(r)J
1
2 (r, s)dr, (1.18)
where J(r, s) is the Jacobian of the change of variable among level-sets, and η(s) is the
renormalization constant
η(s) = ε−1
∫ δ
−δ
(
ϕ( r
ε
)
)2
ζ2(r)J
1
2 (r, s)dr. (1.19)
With the above definitions, we can state the spectrum condition of the linearized operator:
Theorem 1.2. Let (φa, µa) be the approximate solution in Theorem 1.1. Then there exist
C˜, Cˆ > 0 and ε0 > 0 which are independent of ε such that the inequality
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx ≥ C˜K(t)− Cˆ
∫
Ω
φ2dx (1.20a)
with K(t) , ‖Z‖2H2(Γt) + ‖φ⊥‖2H2(Ω) + ε−2‖φ⊥‖2H1(Ω) + ε−4‖φ⊥‖2L2(Ω), (1.20b)
holds for every ε ∈ (0, ε0) and every φ ∈ H2(Ω).
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The above Theorem is proved under any dimension N ≥ 2, and the constant Cˆ and C˜
depend on the geometry of the limiting interface (1.3). Let us outline the proof of (1.20a) by
explaining the general consideration behind (1.16). It follows from (1.16), (1.18) and (1.19)
that ∫ δ
−δ
φ⊥(r, s)ϕ( r
ε
)ζ(r)J
1
2 (r, s)dr = 0. (1.21)
This implies (1.16) is a sort of orthogonal decomposition. Then substituting (1.16) into
the left hand side of (1.20a) will lead to integrals I1, I3 involving the squares of φ
⊥ and
φˇ , ε−
1
2Z(s)ϕ( r
ε
)ζ(r) respectively, together with an integral I2 about their product φˇφ
⊥.
See (3.18) for the precise definitions. In the course of estimating these three integrals, the
one corresponding to φˇφ⊥ vanishes at the leading order due to (1.21). The part including
merely φˇ carries the most singular terms but is very explicit because ϕ(z) is very close
to θ′(z) such that several cancellation techniques can be applied. In contrast, φ⊥ is more
abstract but less singular because of a coercivity estimate of (1.12). We refer to Lemma 3.3
and Lemma 3.4 for the mathematical rigor of these heuristic arguments.
Remark 1.1. In the Cahn-Hilliard case [2, 7], the equation of the difference φ reads
∂tφ = ∆Lε[φ] + nonlinear terms. (1.22)
Multiplying by w , (−∆)−1φ and integrating by parts lead to
1
2
d
dt
∫
Ω
|∇w|2dx+
∫
Ω
(
ε|∇φ|2 + ε−1f ′′(φa)φ2
)
dx =
∫
Ω
(nonlinear terms× φ) dx.
It is proved in [7] that, there exist C, ε0 > 0 independent of ε such that∫
Ω
(
ε|∇φ|2 + ε−1f ′′(φa)φ2
)
dx ≥ −C
∫
Ω
|∇w|2dx (1.23)
holds for any ε ∈ (0, ε0). The proof heavily relies on the spectrum condition of the Allen-Cahn
operator (1.12). Combining (1.23) and the estimates of the nonlinear terms, Alikakos-Bates-
Chen [2] succeeded in constructing the approximate solutions and verifying the smallness of
φ = φε − φa. In contrast, in our case the difference φ satisfies (1.13), i.e.,
∂tφ = ε
−1∆Lε[φ]− ε−3f ′′(φa)Lε[φ]− ε−3f ′′′(φa)µaφ+ nonlinear terms. (1.24)
The structure seems not allow a test using (−∆)−1φ. Instead we multiply by φ to get (1.14),
and then investigate the spectrum of a fourth-order operator.
It is worth mentioning that there are other frameworks to justify the small ε-limit of the
Cahn-Hilliard equation, see for instance [8, 25]. It would be interesting to study (1.1) through
these frameworks.
Having (1.20a), the proof of Theorem 1.1 relies on the estimate of the integral on the right
hand side of (1.14). In view of (7.1), the integral corresponding to H2 can be estimated
by choosing a sufficiently large k. The H1 term looks quite singular and nonlinear, and is
the source of the major difficulties. However, nice structures emerge after some integration
by parts: some highly singular terms in
∫
Ω
H1φ dx turn out to be non-positive and can
be disregarded in the energy estimate. One can refer to the derivation of (7.9) for the
details. Moreover, applying the decomposition (1.16) to the remaining terms allows us to
treat separately the tangential derivatives and normal ones of φˇ. This is crucial towards a
reasonable convergence rate, as each normal derivative of φˇ brings a factor of ε−1. We note
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that similar idea has been employed in the study of free-boundary problems in hydrodynamics
where such estimates are referred to as conormal estimates. See for instance the monograph
[28] and a recent article [27]. These combined with (1.20a) lead to an estimate like
right hand side of (1.20a) +
∫
Ω
Hφ dx ≤ C∗ε−β‖φ‖γL2(Ω) (1.25)
for some β > 0, γ > 2 and C∗ > 0 which are ε-independent. Substituting (1.25) and (1.20a)
into (1.14) and combining the Gro¨nwall inequality with a continuity argument lead to the
proof of (1.10) under the assumption (1.9). See Section 7 for the details.
In seeking an estimate like (1.10) with L∞(Ω × (0, T )) norm instead, one can follow the
approach of [21] by establishing a hierarchical Sobolev norm estimates. However this will
lead to a larger power than 7/2 and makes (1.9) harder to verify.
We organize this paper as follows. In Section 2, we set up the geometry of the interface
using the standard notations of differentiable manifolds. This setting is slightly different
from the one employed in [1, 7, 9], and has the advantage of clarifying the various analyses
we shall perform over hypersurfaces. In Section 3, we give the construction of approximate
solution (1.8) and then set up the proof of (1.20a) by reducing it to the estimates of three
integrals {Iℓ}1≤ℓ≤3 in (3.18). Loosely speaking we substitute (1.16) into the left hand side
of (1.20a), and this gives rise to the energy term I1 depending on Z
2(s), the energy term I3
depending on (φ⊥)2, as well as a cross term I2 depending on Z(s)φ⊥. The estimate of I1 is
done in Section 4 after establishing some cancellation lemmas. Such techniques bring certain
novelties to the existing literature, to the best of our knowledge. They tame the singular
terms in I1 which are up to order ε
−4. In Section 5, we estimate the cross term I2 using the
orthogonality condition (1.21), together with some geometric analysis on the hypersurface.
In Section 6, we estimate the energy term I3 corresponding to φ
⊥, and thus complete the
proof of Theorem 1.2. In Section 7 we give the proof of Theorem 1.1.
2. Preliminaries
2.1. Level set and signed-distance function. Following [2], we shall approximate the
perturbed level set Γε = {(x, t) : φε(x, t) = 0} for the solution of (1.1). For any t ∈ [0, T ],
dε(x, t) will denote the signed-distance from x to Γ
ε, taking negative values inside Γε. For
the analytic properties of the signed-distance function, one can refer to [3]. Among those,
we shall use that dε is smooth, and |∇dε| = 1 in a neighborhood of Γε. We write dε and its
k-th truncation d[k] by
dε(x, t) =
∑
i≥0
εid(i)(x, t), d[k](x, t) =
∑
0≤i≤k
εid(i)(x, t), (2.1)
respectively. If we assume Γ0 to be the limit of Γε and denote d(0) as the signed-distance
function of Γ0, we shall have |∇d(0)| = 1 in Γε(4δ) for some δ > 0. This implies
1 = |∇dε|2 = 1 + 2ε∇d(0) · ∇d(1) +
∑
ℓ≥2
εℓ
( ∑
0≤i≤ℓ
∇d(i) · ∇d(ℓ−i)
)
.
Matching the order of ε yields the following equations
∇d(0) · ∇d(1) = 0; ∇d(0) · ∇d(ℓ) = −1
2
∑
1≤i≤ℓ−1
∇d(i) · ∇d(ℓ−i), ∀ℓ ≥ 2. (2.2)
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So d[k] satisfies the eikonal equation |∇d[k]| = 1+ εkg(x, t) for some smooth function g(x, t).
In general d[k] does not satisfy |∇d[k]| = 1, and this would lead to some complications in the
asymptotic expansions. The remedy is to define
Γt = {x ∈ Ω : d[k](x, t) = 0}, Γ =
⋃
t∈[0,T ]
Γt × {t} (2.3)
for a sufficiently large k, and to work with the signed-distance r(x, t) of Γt. Through r(x, t)
a coordinate system near Γt will be established, in which the asymptotic expansion will be
performed. The following estimate can be proved via the method of characteristics∥∥r(x, t)− d[k](x, t)∥∥
C3(Γt(2δ))
= O(εk). (2.4)
See for instance [19, Section 3.2] or [2, Section 5].
2.2. Geometry of the interface. This part will be used for the proof of (1.20a), where t is
a fixed parameter. So we shall suppress its dependence for various quantities. For instance,
we shall simply write the signed-distance function r(x, t) of Γt as r(x) or r. Following [12], we
assume Γt be a compact smooth hypersurface and X0(s) : U 7→ Γt be a local parametrization
of it with U being an open set in RN−1. For a sufficiently small δ > 0, the δ-neighborhood
of Γt is well-defined and shall be denoted by Γt(δ), and the projection s(x) : Γt(δ) 7→ U is a
smooth function. So each point x ∈ Γt(δ) allows a unique expression
x = X(s, r) = X0(s) + rn(s), (2.5)
where s = (s1, · · · , sN−1) are local coordinates of Γt, and n is the unit outward normal
vector. The decomposition (2.5) leads to a local parametrization of Γt(δ), and induces a
local coordinates (s, r) in it. The corresponding tangent space is expanded by
{e1, · · · , eN} ,
{
∂s1X, · · · , ∂sN−1X,n
}
. (2.6)
We note that the first N − 1 components span the tangent plane of the hypersurface Γrt , the
r-level set of the signed-distance r(x)
Γrt , {x ∈ RN | r(x) = r}. (2.7)
It follows from (2.5) that ∂siX · ∂rX = 0 for 1 ≤ i ≤ N − 1. This implies that the metric gij
of Γt(δ) under (s, r) writes
(gij)1≤i,j≤N =
(
(∂siX · ∂sjX)1≤i,j≤N−1 0
0 1
)
. (2.8)
Conventionally, we denote its inverse by gij. Using (2.8) we can decompose the Euclidean
gradient operator by
∇f = ∇Γf + n∂rf where ∇Γf ,
∑
1≤i,j≤N−1
gij∂sjfei (2.9)
is the gradient on Γrt . Denoting g = det gij, we can assume without loss of generality that
1/Λ ≤ √g(r, s) ≤ Λ, (2.10)
for some Λ > 0 which only depends on δ and Γt. Following [13], there holds
∆f = ∆Γf +
1√
g
∂r (
√
g∂rf) where ∆Γf ,
∑
1≤i,j≤N−1
1√
g
∂si
(√
ggij∂sjf
)
(2.11)
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is the Laplace-Beltrami operators on Γrt . The operator ∆Γ
∣∣
r=0
corresponds to the Laplace-
Beltrami operator on Γt. Its difference to ∆Γ is measured by a second order differential
operator with smooth coefficients
RΓ =
(
∆Γ −∆Γ
∣∣
r=0
)
/r. (2.12)
Due to elliptic regularity theory, one has the following estimates:
Proposition 2.1. Let Γt be a compact smooth hypersurface, then
sup
|r|≤δ
‖∆Γf‖L2(Γt) + ‖f‖L2(Γt) . ‖f‖H2(Γt) . inf|r|≤δ ‖∆Γf‖L2(Γt) + ‖f‖L2(Γt). (2.13a)
‖RΓf‖L2(Γt) . ‖f‖H2(Γt) .
∥∥∆Γ∣∣r=0f∥∥L2(Γt) + ‖f‖L2(Γt) (2.13b)
where the symbol . is understood in the conventional sense in Section 2.3.
Now we consider the divergence operator in Γt(δ). With the convention sN = r, any vector-
field F =
∑
1≤i≤N Fi
∂
∂xi
can be written under local coordinates (s, r) by F =
∑
1≤j≤N F˜jej
where F˜j =
∑
1≤k≤N g
kjek ·F. Then the Euclidean divergence divF =
∑
1≤j≤N
1√
g
∂sj
(√
gF˜j
)
is decomposed by
divF = divΓF+
1√
g
∂r
(√
gF˜N
)
, (2.14)
where divΓ is the divergence operator on Γ
r
t
divΓF =
∑
1≤j≤N−1
1√
g
∂sj
(√
gF˜j
)
. (2.15)
With these notations, it can be verified that ∆Γf = divΓ∇Γf, consisting with (2.11). Fol-
lowing [9, Lemma 4], we have the following expansion of J(r, s) =
√
g(r,s)√
g(0,s)
:
J(r, s) =
∏
1≤i≤N−1
(1 + rκi(s)) = 1 + rh(s) + r
2e(s) +O(r3), (2.16)
where κi are the principal curvatures of Γt. On the other hand, it follows from (2.14) and
∇r = n that ∂r ln√g = ∆r. When combined with (2.16), we obtain
∂r ln
√
g = ∆r = h(s) + b(s)r + a(s)r2 + r3O(1), (2.17a)
∂2r ln
√
g = ∇∆r · ∇r = b(s) + c(s)r + r2O(1). (2.17b)
We end this section by the integration theory on hypersurfaces. By coarea formula [20],∫
Γt(δ)
f(x)dx =
∫ δ
−δ
(∫
Γrt
f dHN−1
)
dr, (2.18)
where HN−1 is the Hausdorff measure on Γrt . Under local coordinates, dHN−1 =
√
g(r, s)ds.
We also need the following formula∫
Γt(δ)
f(x)dx =
∫
Γt
(∫ δ
−δ
f(r, s)J(r, s)dr
)
dHN−1, (2.19)
where HN−1 is the Hausdorff measure on Γt, which writes dHN−1 = √g(0, s)ds under local
coordinates. Finally we state the divergence theorem for tangential vector field:∫
Γrt
divΓF dHN−1 = 0 if F · n = 0, (2.20)
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where HN−1 is interpreted in the same way as in (2.18). See for instance [14] for the proof
of these formulas.
2.3. Conventions. Throughout this work, O(εℓ) will denote εℓgε(x, t) for some gε(x, t) that
is uniformly bounded in (x, t) and ε. If there exists a constant C which is independent of
ε so that the inequality X ≤ CY holds, we shall briefly write X . Y . Similarly, X & Y
means X ≥ CY . In various estimates, the generic constant C might change from line to line
and we shall not relabel them for simplicity.
For brevity, we shall not relabel a function under equivalent coordinates. For instance, for
a function f = f(x), its counterpart under local coordinates (r, s) will be simply denoted
by f(r, s). Its integration in Γt(δ) will be understood via (2.19) or (2.18) depending on the
context. We make the convention that a function h living on Γt shall be denoted by h(s),
even though a global coordinate of Γt does not exist in general. We shall omit dHN−1 in a
surface integration like (2.20) if it is clear from the context.
3. Approximate solutions and difference estimate
In this section we will build an approximate solution satisfying (1.8). This is done by
gluing the inner/outer expansions constructed through the matched asymptotic expansions.
We start by an outline of the construction and leave the details to Appendix A.
In contrast to the Cahn-Hilliard case [2], the outer expansions here are much simpler, and
thus the boundary layer expansions can be avoided. Recall (1.5) for the definition of Ω±t , it
follows from exactly the same calculation as in [2] that
φOa (x, t) = ±1Ω±t , µ
O
a (x, t) = 0. (3.1)
We construct the inner expansions in Γt(2δ) by
φIa(x, t) =
∑
0≤i≤k
εiφ˜(i)(z, x, t)
∣∣∣
z=
r(x,t)
ε
, µIa(x, t) =
∑
0≤i≤k
εiµ˜(i)(z, x, t)
∣∣∣
z=
r(x,t)
ε
, (3.2)
where z is the fast variable and r(x, t) is the signed-distance function of Γt. See (2.3) for the
definition of Γt. While we obtain recursive formulas for (φ˜
(i), µ˜(i)) in the appendix, the first
few terms are determined in Subsection A.1 and A.2:
φ˜(0)(z, x, t) = θ(z), φ˜(1)(z, x, t) = 0, φ˜(2)(z, x, t) = D(0)(x, t)θ′(z)α(z), (3.3)
µ˜(0)(z, x, t) = −∆d(0)(x, t)θ′(z), (3.4a)
µ˜(1)(z, x, t) = −∆d(1)(x, t)θ′(z) +D(0)(x, t)zθ′(z), (3.4b)
µ˜(2)(z, x, t) = ∆d(0)D(0)θ′(z)γ1(z) +∇d(0) · ∇D(0)θ′(z)γ2(z) +D(1)zθ′
+ µ2(x, t)θ
′ + χ(0)d(0)θ′(z)γ3(z), (3.4c)
where {d(i)}2i=0 are defined by (A.5), (A.44) and (A.49d) (with k = 2) successively, and
D(0), D(1) are given by
D(i) =
∑
0≤ℓ≤i
(∇∆d(ℓ) · ∇d(i−ℓ) + 1
2
∆d(ℓ)∆d(i−ℓ)
)
. (3.5)
The functions α(z), {γj(z)}3j=1 and µ2(x, t) are given by (A.24), (A.32) and (A.34) respec-
tively. The following lemma is a consequence of L’Hoˆpital’s rule.
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Lemma 3.1. α(z) is odd and γ1(z), γ3(z) are even, and they grow at most quadratically at
infinity. Moreover, γ2(z) = −z2/2.
Using the cut-off function (1.17), we can glue the inner and outer expansions by
φa(x, t) = φ
I
a + (1− ζ(r))(φOa − φIa), µa(x, t) = µIa + (1− ζ(r))(µOa − µIa). (3.6)
Proposition 3.2. The functions φa and µa in (3.6) are smooth and fulfill (1.8) in Ω×(0, T ).
Moreover, they have the following expansions in Γt(δ):
φa(x, t) = θ(
r(x,t)
ε
) + ε2φ˜(2)
(
r(x,t)
ε
, x, t
)
+O(ε3),
µa(x, t) =
∑
0≤i≤2
εiµ˜(i)
(
r(x,t)
ε
, x, t
)
+O(ε3).
(3.7)
Proof. It is clear that φa is a smooth function that coincides with φ
I
a inside Γt(δ/2) and with
φOa outside Γt(δ). Moreover, the difference φa−φIa decays at the order of O(e−C/ε) when it is
restricted in Ω\Γt(δ/2), due to the matching condition (A.62). The same statement is valid
for µa. So substituting (3.1), (3.2), (3.3) and (3.4) into (3.6) yields (3.7). To verify (1.8), we
need to employ Proposition A.11. We rewrite (3.6) by
φa(x, t) =φˆ
I
a + (1− ζ(r))(φOa − φIa) + φIa − φˆIa,
µa(x, t) =µˆ
I
a + (1− ζ(r))(µOa − µIa) + µIa − µˆIa,
(3.8)
where φˆIa, µˆ
I
a are defined in Proposition A.11. It follows from (2.4) that Γ(2δ) ⊂ Γ0(3δ) for
a sufficiently large k. So the first terms on the right hand side of (3.8) fulfill (A.64) and
(A.65) respectively. For the second parts, one can employ (A.62) to obtain the exponential
decay in ε. Finally, it follows from (2.4) that
φIa − φˆIa =
∑
0≤i≤k
εiφ˜(i)(z, x, t)
∣∣∣z= r(x,t)ε
z=
d[k](x,t)
ε
= O(εk−1).
Similar consideration leads to
∂t(φ
I
a − φˆIa) = O(εk−2), µIa − µˆIa = O(εk−1),
∆(φIa − φˆIa) = O(εk−3), ∆(µIa − µˆIa) = O(εk−3).
So (1.8) is proved. 
Lemma 3.3. Let λ1 be the principal eigenvalue of the operator (1.15) with homogenous
Neumann boundary condition, and ϕ(z) be the corresponding eigenfunction, normalized such
that ‖ϕ‖L2(Iε) = ‖θ′‖L2(Iε). Denote Iε = (−δ/ε, δ/ε), then
‖ϕ− θ′‖W 2,∞(Iε) = O(e−
C
ε ), (3.9)
and λ1 = O(e
−C
ε ). Moreover, for some Λ3 > 0 there holds∫
Iε
(
q′2 + f ′′(θ)q2
)
dz ≥ Λ3
∫
Iε
(q′2 + q2)dz, ∀q ⊥ ϕ in L2(Iε). (3.10)
Remark 3.1. The above lemma is mainly due to [7]. There the author defines the ε-
dependent constant β =
(‖θ′‖L2(Iε))−1 and ϕ such that ‖ϕ‖L2(Iε) = 1 and ϕ−βθ′ = O(e−C/ε).
In this work, β is absorbed into ϕ for the convenience of Section 4.
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Lemma 3.4. The renormalization constant (1.19) satisfies
η(s) =
∫
R
(θ′(z))2dz +O(ε). (3.11)
Moreover, there exist ε0 > 0 and Λ5 > 1 such that for every t ∈ [0, T ],
Λ5
∫
Γt(δ)
φ2dx ≥
∫
Γt
Z2(s) +
∫
Γt(δ)
(
φ⊥
)2
dx ≥ 1
Λ5
∫
Γt(δ)
φ2dx, ∀ε ∈ (0, ε0). (3.12)
Proof. The asymptotic formula of η follows from a change of variable together with (3.9),
η(s) =
∫ δ
ε
− δ
ε
(
ϕ(z)− θ′(z) + θ′(z))2ζ2(εz)J 12 (εz, s)dz
=
∫ δ
ε
− δ
ε
(θ′(z))2 ζ2(εz)J
1
2 (εz, s)dz + O(e−
C
ε ).
Then expanding ζ2(r)J
1
2 (r, s) at r = 0 and using (2.16) lead to (3.11). To prove (3.12), it
follows from (2.19), (2.10) and (1.21) that∫
Γt(δ)
φ2(x)dx =
∫
Γt
∫ δ
−δ
φ2(r, s)J(r, s)dr
&
∫
Γt
∫ δ
−δ
φ2(r, s)J
1
2 (r, s)dr
=
∫
Γt
Z2(s)
(
ε−1
∫ δ
−δ
ϕ2( r
ε
)ζ2(r)J
1
2 (r, s)dr
)
+
∫
Γt
∫ δ
−δ
(
φ⊥
)2
J
1
2 (r, s)dr.
This together with (1.19), (3.11) and (2.10) implies the first inequality in (3.12). Reversing
the above estimates gives the second inequality and the proof is completed. 
Decomposition (1.16) is not convenient to manipulate as it involves the eigenfunction
ϕ. Due to (3.9), we shall instead decompose φ through θ′. To this end, we set ρ(r) =
ε−
1
2
(
ϕ( r
ε
)− θ′( r
ε
)
)
. Thanks to (3.9) there holds
ρ(r), ρ′(r), ρ′′(r) = O(e−
C
ε ). (3.13)
We rewrite (1.16) by
φ(x) = ρ(r)Z(s)ζ(r)︸ ︷︷ ︸
,φe(r,s)
+ ε−
1
2Z(s)θ′( r
ε
)ζ(r)︸ ︷︷ ︸
,φ⊤(r,s)
+φ⊥(x), (3.14)
according to which we can expand the terms on the left hand side of (1.20a) by
1
ε2
∫
Ω
|Lε[φ]|2dx = 1
ε2
∫
Ω
(|Lε[φe]|2 + |Lε[φ⊤]|2 + |Lε[φ⊥]|2) dx
+
2
ε2
∫
Ω
(
Lε[φe]Lε[φ
⊤ + φ⊥] + Lε[φ⊤]Lε[φ⊥]
)
dx,
1
ε3
∫
Ω
f ′′′(φa)µaφ2dx =
1
ε3
∫
Ω
f ′′′(φa)µa
(
(φe)
2 + (φ⊥)2 + (φ⊤)2
)
dx
+
2
ε3
∫
Ω
f ′′′(φa)µa
(
φe(φ
⊤ + φ⊥) + φ⊥φ⊤
)
dx.
(3.15)
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Using (3.13), the terms in the above formulas that include φe can be treated by
1
ε2
∫
Ω
|Lε[φe]|2dx+ 2
ε2
∫
Ω
Lε[φ
⊥ + φ⊤]Lε[φe]dx
+
1
ε3
∫
Ω
f ′′′(φa)µa
(
φe
)2
dx+
2
ε3
∫
Ω
f ′′′(φa)µaφe(φ⊤ + φ⊥)dx
≥ O(e−Cε ) sup
|r|≤δ
∫
Γt
|∆ΓZ(s)|2 +O(e−Cε )
∫
Γt
Z2(s) +O(e−
C
ε )
∫
Ω
|Lε[φ⊥]|2dx.
(3.16)
Here sup|r|≤δ appears because the coefficients of ∆Γ depend on r smoothly, according to
(2.11). Note that O(e−
C
ε ) does not have a fixed sign. Combining (3.16) with (3.15) yields
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx
≥ O(e−Cε ) sup
|r|≤δ
∫
Γt
(
∆ΓZ(s)
)2
+O(e−
C
ε )
∫
Γt
Z2(s) + I1 + I2 + I3, (3.17)
where I1, I2, I3 are defined by
I1 =
1
ε2
∫
Ω
|Lε[φ⊤]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µa
(
φ⊤
)2
dx, (3.18a)
I2 =
2
ε2
∫
Ω
Lε[φ
⊤]Lε[φ⊥]dx+
2
ε3
∫
Ω
f ′′′(φa)µaφ⊤φ⊥dx, (3.18b)
I3 =
1 +O(e−
C
ε )
ε2
∫
Ω
|Lε[φ⊥]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µa
(
φ⊥
)2
dx , I31 + I32. (3.18c)
Theorem 1.2 will be a consequence of the estimates of (3.18a)-(3.18c), which will be done in
the following three sections.
4. Spectrum Condition: Estimates of kernel terms.
The main result of this section is stated below concerning (3.18a). The proof is given in
the end of this section after establishing a few technical lemmas.
Proposition 4.1. There exists Λ4 > 0 and generic constant C > 0, ε0 > 0 such that
I1 ≥ Λ4‖Z‖2H2(Γt) − C‖Z‖2L2(Γt), ∀ε ∈ (0, ε0). (4.1)
We shall decompose I1 into several parts, and treat them in a series of lemmas. To start
with, we need the decomposition of Euclidean Laplace operator. Recall (2.11) and (3.14),
we can expand ∆φ⊤ by
∆φ⊤ = ∂2rφ
⊤ + ∂r(ln
√
g)∂rφ
⊤ +∆Γφ⊤
= ε−
5
2Z(s)θ′′′(z)ζ(r) + ε−
3
2∂r(ln
√
g)Z(s)θ′′(z)ζ(r)
+ ε−
1
2∆ΓZ(s)θ
′(z)ζ(r) + Z(s)A(r, s), with z = r(x, t)/ε
(4.2)
and ∆Γ is defined by (2.11). Moreover, according to (1.17),
A(r, s) = 2ε−
3
2θ′′( r
ε
)ζ ′(r) + ε−
1
2 θ′( r
ε
)ζ ′′(r) + ε−
1
2∂r(ln
√
g)θ′( r
ε
)ζ ′(r) = O(e−
C
ε ). (4.3)
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Lemma 4.2. The following expansions hold in Γt(δ) with z = r(x, t)/ε:
θ′′′(z)−f ′′(φa)θ′(z) = −ε2f ′′′(θ)φ˜(2)θ′(z) + θ′(z)O(ε3), (4.4a)
f ′′′(φa)µa = −6h(s)θθ′ + 3εh2(s)zθθ′ + 6ε2
(
θµ˜(2) + φ˜(2)µ˜(0)
)
− 6ε2θθ′ (a(s)z2 −∆d(2) − c(s)z2 + zD(1) − h(s)b(s)z2)+O(ε3). (4.4b)
Proof. Recall that f(u) = 1
4
(u2 − 1)2 and that θ′′ = f ′(θ). Then (4.4a) follows from (3.7)
and the Taylor expansion. To prove (4.4b) we need f ′′′(φa) = 6θ+6ε2φ˜(2)+O(ε3), following
from (3.7) and f ′′′(u) = 6u. Then it follows from (3.7), (3.4) and (3.5) that
f ′′′(φa)µa = 6θµ˜(0) + 6εθµ˜(1) + 6ε2
(
θµ˜(2) + φ˜(2)µ˜(0)
)
+O(ε3)
= −6θθ′(∆d(0) + ε∆d(1))+ 6εzθθ′D(0) + 6ε2(θµ˜(2) + φ˜(2)µ˜(0))+O(ε3)
= −6θθ′∆r + 6ε2θθ′∆d(2) + 6εzθθ′∇∆r · ∇r + 3εzθθ′(∆r)2
− 6ε2zθθ′D(1) + 6ε2(θµ˜(2) + φ˜(2)µ˜(0))+O(ε3).
Note that in the last step, we use (2.4) to express the leading order terms in term of r. Then
using (2.17), we can expand various terms about r and then replace them by z = r/ε. These
lead to the following formula which implies (4.4b)
f ′′′(φa)µa = −6h(s)θθ′ + 3εh2(s)zθθ′ − 6ε2a(s)z2θθ′ + 6ε2θθ′∆d(2) + 6ε2c(s)z2θθ′
− 6ε2zθθ′D(1) + 6ε2h(s)b(s)z2θθ′ + 6ε2(θµ˜(2) + φ˜(2)µ˜(0))+O(ε3).

To treat the integrals in (3.18a), we need the following three lemmas.
Lemma 4.3. Assume ω ∈ C1(Γt(δ)) and θ˜ satisfies
θ˜(z) ∈ L1(R), θ˜(−z) = −θ˜(z), and lim
z→±∞
θ˜(z) = 0 exponentially. (4.5)
Then there exists an ε-independent constant C such that∣∣∣∣∫
Γt
(∫ δ
−δ
u(s)ω(r, s)θ˜( r
ε
)dr
)∣∣∣∣ ≤ Cε2 ∫
Γt
|u(s)|, ∀u ∈ L1(Γt).
Proof. Expanding ω(r, s) in terms of r and using the oddness of θ˜,∫
Γt
∫ δ
−δ
u(s)ω(r, s)θ˜( r
ε
)dr =
∫
Γt
∫ δ
−δ
u(s) (ω(0, s) + r∂rω(ξ(r), s)) θ˜(
r
ε
)dr
=ε
∫
Γt
∫ δ
−δ
u(s)∂rω(ξ(r), s)θ˜(
r
ε
) r
ε
dr.
This leads to the desired result after a change of variable r = εz. 
The next lemma handles integrals involving ∆Γ:
14 MINGWEN FEI AND YUNING LIU
Lemma 4.4. Assume θ˜(z) satisfies (4.5) and ω ∈ C1(Γt(δ)). Then for any u ∈ L2(Γt) and
v ∈ H2(Γt), ∣∣∣∣∫
Γt
∫ δ
−δ
u(s)∆Γv(s)θ˜(
r
ε
)ω(r, s)dr
∣∣∣∣
≤νε2
∫
Γt
(∣∣∆Γ∣∣r=0v(s)∣∣2 + |v(s)|2)+ Cε2ν ∫
Γt
u2(s), ∀ν > ε 1100 ,
where the constant C depends on ω, θ˜ but not on ε, ν, u or v.
Proof. Recall (2.12), we have the expansion ∆Γ = ∆Γ
∣∣
r=0
+ rRΓ. So∫
Γt
∫ δ
−δ
u(s)∆Γv(s)θ˜(
r
ε
)ω(r, s)dr
=
∫
Γt
∫ δ
−δ
u(s)
(
∆Γ
∣∣
r=0
v(s)
)
θ˜( r
ε
)ω(r, s)dr + ε
∫
Γt
∫ δ
−δ
u(s)RΓv(s)
(
r
ε
θ˜( r
ε
)
)
ω(r, s)dr.
The first integral can be handled by Lemma 4.3: for any ν > ε
1
100 ,∣∣∣∣∫
Γt
∫ δ
−δ
u(s)
(
∆Γ
∣∣
r=0
v(s)
)
θ˜( r
ε
)ω(r, s)dr
∣∣∣∣ ≤ νε22
∫
Γt
(
∆Γ
∣∣
r=0
v
)2
+ Cε2ν−1
∫
Γt
u2.
For the second one, we use (2.13b) and the Cauchy-Schwarz inequality to yield∣∣∣∣∫
Γt
∫ δ
−δ
u(s)RΓv(s)
(
r
ε
θ˜( r
ε
)
)
ω(r, s)dr
∣∣∣∣ ≤ νε2
∫
Γt
((
∆Γ
∣∣
r=0
v
)2
+ |v|2
)
+ εCν−1
∫
Γt
u2,
where C depends on ω, θ˜. The above three estimates together imply the desired result. 
Lemma 4.5. Assume θ˜(z) satisfies (4.5). Then there exist Λ1,Λ2 > 0 such that, for every
ε < ε0 and every v ∈ H2(Γt), the following two inequalities hold
Λ1ε
∫
Γt
(
∆Γ
∣∣
r=0
v(s)
)2 ≤ ∫
Γt
∫ δ
−δ
|∆Γv(s)|2θ˜2( rε)J(r, s)dr + ε
∫
Γt
v2(s), (4.6a)∫
Γt
∫ δ
−δ
|∆Γv(s)|2θ˜2( rε)J(r, s)dr ≤ Λ2ε
∫
Γt
(
v2(s) +
(
∆Γ
∣∣
r=0
v
)2)
. (4.6b)
Proof. We only prove the first inequality. The other one follows in exactly the same manner.
In view of (2.16), we have J(r, s) ≥ 1/2. Since θ˜2(z) decays exponentially, so does zθ˜2(z).
As a result, we employ (2.13a) and obtain for some Λ1 > 0 that
ε
∫
Γt
v2(s) +
∫
Γt
∫ δ
−δ
|∆Γv(s)|2θ˜2( rε)J(r, s)dr
≥ε
∫
Γt
v2(s) + 1
Λ
∫
Γt
inf
|r|≤δ
|∆Γv(s)|2
(∫ δ
−δ
θ˜2( r
ε
)dr
)
≥ εΛ1
∫
Γt
(
∆Γ
∣∣
r=0
v
)2
.

We are in a position to estimate (3.18a). For simplicity, we shall suppress the arguments
of a function if it is clear from the context, and omit dHN−1 in a surface integral ∫
Γt
(recall
(2.19)). Meanwhile, we shall often employ the following inequality without mentioning
ab ≤ νa2 + 4b2/ν, with the convention that ν ≥ ε 1100 . (4.7)
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So the choice of ν will not significantly affect the order of ε. Using (1.12) and (4.2) yields
Lε[φ
⊤] =ε−
3
2Z(s)
(
θ′′′(z)− f ′′(φa)θ′(z)
)
ζ(r) + ε−
1
2∂r(ln
√
g)Z(s)θ′′(z)ζ(r)
+ ε
1
2∆ΓZ(s)θ
′(z)ζ(r) + εZ(s)A(r, s).
(4.8)
Substituting the above formula into (3.18a) leads to the following expansion:
I1 = ε
−2
∫
Γt
∫ δ
−δ
(
ε−
3
2Z(s)
(
θ′′′(z)− f ′′(φa)θ′(z)
)
ζ(r) + ε−
1
2∂r(ln
√
g)Z(s)θ′′(z)ζ(r)
+ ε
1
2∆ΓZ(s)θ
′(z)ζ(r) + εZ(s)A(r, s)
)2
J(r, s)dr
+ ε−4
∫
Γt
∫ δ
−δ
f ′′′(φa)µaZ2(s)
(
θ′(z)
)2
ζ2(r)J(r, s)dr , I11 + I12 + I13 + I14, (4.9)
where we define
I11 = ε
−3
∫
Γt
∫ δ
−δ
Z2(s)
(
ε−1
(
θ′′′(z)− f ′′(φa)θ′(z)
)
+ ∂r(ln
√
g)θ′′(z)
)2
ζ2(r)J(r, s)dr,
I12 = 2ε
−3
∫
Γt
∫ δ
−δ
Z(s)∆ΓZ(s)θ
′(z)
(
θ′′′(z)− f ′′(φa)θ′(z)
)
ζ2(r)J(r, s)dr
+ 2ε−2
∫
Γt
∫ δ
−δ
Z(s)∆ΓZ(s)θ
′′(z)θ′(z)ζ2(r)∂r(ln
√
g)J(r, s)dr
+ ε−1
∫
Γt
∫ δ
−δ
(
∆ΓZ(s)
)2(
θ′(z)
)2
ζ2(r)J(r, s)dr,
I13 = ε
−4
∫
Γt
∫ δ
−δ
f ′′′(φa)µaZ2(s)
(
θ′(z)
)2
ζ2(r)J(r, s)dr,
I14 = 2ε
−1
∫
Γt
∫ δ
−δ
(
ε−
3
2Z(s)
(
θ′′′(z)− f ′′(φa)θ′(z)
)
ζ(r) + ε−
1
2Z(s)θ′′(z)ζ(r)∂r(ln
√
g)
+ ε
1
2∆ΓZ(s)θ
′(z)ζ(r)
)
Z(s)A(r, s)J(r, s)dr +
∫
Γt
∫ δ
−δ
Z2(s)A2(r, s)J(r, s)dr.
Lemma 4.6. There exist ε0 > 0 and C > 0 such that
I11 ≥ ε−3
∫
Γt
∫ δ
−δ
Z2(s)h2(s)
(
θ′′
)2
ζ2(r)dr − C
∫
Γt
Z2(s), ∀ε ∈ (0, ε0). (4.10)
Proof. It follows from (3.3) and (2.16) that φ˜(2), h(s), b(s) are uniformly bounded functions.
Using (4.4a), (2.17) and (3.3), we can treat I11 by
I11 =
1
ε3
∫
Γt
∫ δ
−δ
Z2(s)
(
−εf ′′′(θ)φ˜(2)θ′ + θ′O(ε2) + θ′′(h(s) + εzb(s) + z2O(ε2)))2 ζ2(r)Jdr
=
1
ε3
∫
Γt
∫ δ
−δ
Z2(s)
((
θ′′
)2
h2(s)− 2εf ′′′(θ)θ′θ′′(z)φ˜(2)h(s) + 2εz(θ′′)2h(s)b(s)
+ θ′O(ε2) + θ′′(z)O(ε2) + zθ′O(ε2) + z2
(
θ′′
)2
O(ε2)︸ ︷︷ ︸
,J
+O(ε3)
)
ζ2(r)
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Note that the terms corresponding to J decay in z exponentially to 0. So we can gain a
factor ε after a change of variable r → εz and yield
I11 ≥ 1
ε3
∫
Γt
∫ δ
−δ
Z2(θ′′)2h2ζ2(r)Jdr
− 2
ε2
∫
Γt
∫ δ
−δ
Z2
(
f ′′′(θ)θ′θ′′φ˜(2)h− z(θ′′)2hb
)
ζ2(r)Jdr − C
∫
Γt
Z2.
It remains to treat the second term on the right hand side. Recall (3.3) (or (A.24)) that
φ˜(2)(z, x, t) = D(0)(x, t)θ′(z)α(z) for some bounded odd function α(z). So applying Lemma
4.3 with θ˜ = f ′′′(θ)θ′2θ′′α, ω(r, s) = J(r, s)D(0)h(s)ζ2(r) and u(s) = Z2(s) gives the estimate
for its first part, and similar argument gives the estimate of the second part. Altogether, we
have
− 2
ε2
∫
Γt
∫ δ
−δ
Z2
(
f ′′′(θ)θ′θ′′φ˜(2)h− z(θ′′)2hb
)
ζ2(r)Jdr ≥ −C
∫
Γt
Z2.
This together with (2.16) leads to
I11 ≥ ε−3
∫
Γt
∫ δ
−δ
Z2(s)h2(s)
(
θ′′
)2
ζ2(r)
(
1 + h(s)r + e(s)r2 +O(r3)
)
dr − C
∫
Γt
Z2(s).
Finally, as
(
θ′′
)2
ζ2(r)r is odd in r, the integral including h(s) will vanish. So we arrive at
the desired result by a change of variable. 
Lemma 4.7. There exist Λ1 > 0, ε0 > 0 and C > 0 such that
I12 ≥ Λ1
2
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C ∫
Γt
Z2(s), ∀ε ∈ (0, ε0). (4.11)
Proof. We write I12 = I121+I122+I123 with obvious definitions. The first part can be treated
by (4.4a), a change of variable r = εz and the Cauchy-Schwarz inequality:
I121 =2ε
−3
∫
Γt
∫ δ
−δ
Z(s)∆ΓZ(s)θ
′
(
−ε2f ′′′(θ)φ˜(2)θ′ + θ′(z)O(ε3)
)
ζ2(r)J(r, s)dr
≥− C
∫
Γt
Z2(s)− ν sup
|r|<δ
∫
Γt
(
∆ΓZ(s)
)2
.
Retain that the coefficients of ∆Γ depends on r smoothly, I122 can be treated by Lemma 4.4
with θ˜ = θ′′θ′ and ω = ζ2∂r(ln
√
g)J(r, s): for any ν > ε
1
100 ,
I122 ≥ −C
ν
∫
Γt
Z2(s)− ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2
.
I123 is nonnegative and can be treated by (4.6a)
I123 ≥ Λ1
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C ∫
Γt
Z2(s).
By choosing a sufficiently small ν, the above three inequalities and (2.13a) imply (4.11). 
Lemma 4.8. There exist ε0 > 0 and C > 0 such that
I13 ≥ −3ε−3
∫
Γt
∫ δ
−δ
Z2(s)h2(s)zθθ′3ζ2(r)dr − C
∫
Γt
Z2(s), ∀ε ∈ (0, ε0). (4.12)
PHASE-FIELD APPROXIMATION OF THE WILLMORE FLOW 17
Proof. To treat I13, we employ (4.4b). Note that θ is odd and ζ, θ
′ are even. So in the
expression for I13, the terms about a(s), b(s), c(s) can be treated by Lemma 4.3. As a result
I13 ≥ ε−4
∫
Γt
∫ δ
−δ
(−6h(s)θθ′ + 3εh2(s)zθθ′)Z2(s)θ′2ζ2(r)Jdr︸ ︷︷ ︸
,I131
−C
∫
Γt
Z2(s)
+ 6ε−2
∫
Γt
∫ δ
−δ
(
θθ′
(
∆d(2) − zD(1))+ (θµ˜(2) + φ˜(2)µ˜(0)))Z2θ′2ζ2(r)Jdr.︸ ︷︷ ︸
,I132
(4.13)
Employing the expansion of J(r, s) in (2.16), we can write I131 by
I131 = ε
−4
∫
Γt
∫ δ
−δ
(−6h(s)θθ′ + 3εh2(s)zθθ′)Z2(s)θ′2
· (1 + εzh(s) + ε2z2e(s) + z3O(ε3)) ζ2(r)dr
= −6ε−4
∫
Γt
∫ δ
−δ
Z2(s)h(s)θθ′3ζ2(r)dr − 3ε−3
∫
Γt
∫ δ
−δ
Z2(s)h2(s)zθθ′3ζ2(r)dr
+ 3ε−2
∫
Γt
∫ δ
−δ
Z2(s)h(s)
(
h2(s)− 2e(s))z2θθ′3ζ2(r)dr
+ ε−1
∫
Γt
∫ δ
−δ
Z2(s)θ˜( r
ε
)O(1)ζ2(r)dr,
where θ˜(z) ∈ L1(R) and decays exponentially to 0 at ±∞. Since the first and the third term
above vanish, we obtain
I131 ≥ −3ε−3
∫
Γt
∫ δ
−δ
Z2(s)h2(s)zθθ′3ζ2(r)dr − C
∫
Γt
Z2(s). (4.14)
We now turn to I132 in (4.13). Note that the analytic expression for µ˜
(2), φ˜(2), µ˜(0) are given
in (3.3) and (3.4) respectively, and {d(i)}2i=0 are smooth functions in Γ(2δ) that are defined
by (A.5), (A.44) and (A.49d) successively. Combining Lemma 4.3 with the fact that φ˜(2)µ˜(0)
is odd in z, we infer that
6ε−2
∫
Γt
∫ δ
−δ
φ˜(2)µ˜(0)Z2(s)θ′2ζ2(r)Jdr ≥ −C
∫
Γt
Z2(s).
The terms about ∆d(2) can be treated similarly, so we employ the last formula in (3.4)
I132 ≥ 6ε−2
∫
Γt
∫ δ
−δ
(−θθ′zD(1) + θµ˜(2))Z2(s)θ′2ζ2(r)Jdr − C ∫
Γt
Z2(s)
= 6ε−2
∫
Γt
∫ δ
−δ
Z2(s)∆d(0)D(0)γ1(z)θθ
′3ζ2(r)Jdr
+ 6ε−2
∫
Γt
∫ δ
−δ
Z2(s)∇d(0) · ∇D(0)γ2(z)θθ′3ζ2(r)Jdr
+ 6ε−2
∫
Γt
∫ δ
−δ
Z2(s)θθ′3µ2(x, t)ζ2(r)Jdr
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+ 6ε−2
∫
Γt
∫ δ
−δ
Z2(s)χ(0)d(0)γ3(z)θθ
′3ζ2(r)Jdr − C
∫
Γt
Z2(s).
Retaining Lemma 3.1 that γℓ(z)θθ
′3 (with ℓ = 1, 2, 3) are odd functions. So it follows from
Lemma 4.3 that I132 ≥ −C
∫
Γt
Z2(s). This together with (4.13), (4.14) yields (4.12). 
Proof of Proposition 4.1. It follows from (4.3) and (2.13a) that
I14 ≥ −ε
∫
Γt
Z2(s)− ε
∫
Γt
(
∆Γ |r=0 Z(s)
)2
. (4.15)
Substituting (4.10), (4.11), (4.12) and (4.15) into (4.9) leads to
I1 ≥ ε−3
∫
Γt
Z2(s)h2(s)
∫ δ
−δ
(
θ′′2 − 3zθθ′3) ζ2(r)dr + Λ1
2
∫
Γt
(
∆Γ |r=0 Z(s)
)2 − C ∫
Γt
Z2(s)
To treat the first integral on the right, we use the exponential decay of the integrand:∫ δ
−δ
(
θ′′2 − 3zθθ′3) ζ2(r)dr = O(e−C/ε) + ε ∫
R
(
θ′′2 − 3zθθ′3) dz. (4.16)
If the last integral vanishes, we shall have
I1 ≥ Λ1
2
∫
Γt
(
∆Γ |r=0 Z(s)
)2 − C ∫
Γt
Z2(s).
On the other hand, it follows from (2.20) that∫
Γt
∣∣∇Γ∣∣r=0Z(s)∣∣2 = − ∫
Γt
Z(s)
(
∆Γ
∣∣
r=0
Z(s)
)
. (4.17)
Using the above two statements and choosing a large constant C lead to (4.1). To compute
the last integral in (4.16), we first note that θ satisfies√
2θ′ = 1− θ2, and −
√
2θθ′ = θ′′. (4.18)
Applying these formulas together with integration by parts gives∫
R
(
θ′′2 − 3zθθ′3) dz = ∫
R
(
θ′′2 + 3√
2
zθ′′θ′2
)
dz =
∫
R
(
2 (θθ′)2 − 1√
2
θ′3
)
dz.
Applying (4.18) again and performing a change of variable,∫
R
(
2 (θθ′)2 − 1√
2
θ′3
)
dz = 1√
2
∫
R
(
θ′
)2(
2
√
2θ2 − θ′)dz = 1
2
√
2
∫ 1
−1
(
1− θ2)(5θ2 − 1)dθ = 0.

5. Spectrum Condition: Estimates of cross terms
We shall prove the following result in the end of this section.
Proposition 5.1. There exist C > 0 and ε0 > 0 such that
I2 ≥ −C
∫
Ω
φ2dx− ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − 1
2
I31 − νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− νε−2
∫
Γt(δ)
∣∣∇Γ(φ⊥ζ)∣∣2dx− Cε
ν
∫
Γt(δ)
(
∆Γ
∣∣
r=0
φ⊥
)2
ζ2dx
(5.1)
holds for every ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1).
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Recall (3.18) for the definitions of I2 and I31. Under coordinates (r, s) ∈ (−2δ, 2δ) × Γt,
we can employ (4.2) to write I2 as
I2 = I21 + I22 + I23 + I24 + I25, (5.2)
where we define
I21 =− 2ε− 72
∫
Γt
∫ δ
−δ
Z(s)
(
θ′′′(z)− f ′′(φa)θ′(z)
)
ζ(r)Lε[φ
⊥]J(r, s)dr, (5.3a)
I22 =− 2ε− 52
∫
Γt
∫ δ
−δ
Z(s)θ′′(z)ζ(r)∂r(ln
√
g)Lε[φ
⊥]J(r, s)dr, (5.3b)
I23 =− 2ε− 32
∫
Γt
∫ δ
−δ
∆ΓZ(s)θ
′(z)ζ(r)Lε[φ⊥]J(r, s)dr, (5.3c)
I24 =− 2ε−1
∫
Γt
∫ δ
−δ
Z(s)A(r, s)Lε[φ
⊥]J(r, s)dr, (5.3d)
I25 =2ε
− 7
2
∫
Γt
∫ δ
−δ
f ′′′(φa)µaZ(s)θ′(z)ζ(r)φ⊥J(r, s)dr. (5.3e)
Lemma 5.2. There exist C > 0 and ε0 > 0 such that
I21 ≥ −C
∫
Γt
Z2(s)− 1
4
I31, ∀ε ∈ (0, ε0). (5.4)
Proof. We first recall (3.3) for φ˜(2) as well as (3.18c) for the definition of I31. It follows from
(4.4a) and the Cauchy-Schwarz inequality that
I21 = 2ε
− 3
2
∫
Γt
∫ δ
−δ
Z(s)f ′′′(θ)φ˜(2)θ′ζ(r)Lε[φ⊥]J(r, s)dr
− 2ε− 12
∫
Γt
∫ δ
−δ
Z(s)θ′O(1)ζ(r)Lε[φ⊥]J(r, s)dr
≥ −Cε−1
∫
Γt
∫ δ
−δ
Z2(s)θ′2ζ2(r)J(r, s)dr − 1
4
I31.
(5.5)
So the desired result follows from (2.16) and a change of variable. 
Lemma 5.3. There exist C > 0 and ε0 > 0 such that
I22 + I25 ≥ −ν
∫
Γt
(
∆Γ|r=0Z
)2 − C(1 + ν−1) ∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− Ce−Cε
∫
Γt(δ)\Γt(δ/2)
(
φ⊥
)2
dx− νε−2
∫
Γt(δ)
∣∣∇Γ(φ⊥ζ)∣∣2dx− 1
8
I31 (5.6)
holds for every ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1).
Proof. Estimate of I22: It follows from (2.17), a change of variable z = r/ε and the Cauchy-
Schwarz inequality that
I22 = −2ε− 52
∫
Γt(δ)
Z(s)θ′′ζ(r)
(
h(s) +O(ε)z
)
Lε[φ
⊥]dx
≥ −2ε− 52
∫
Γt(δ)
Z(s)θ′′ζ(r)h(s)Lε[φ⊥]dx− C
∫
Γt
Z2(s)− 1
8
I31.
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On the other hand, using (3.7) we can write f ′′(φa) = f ′′(θ) + O(ε2). This together with
integration by parts leads to
I22 ≥ 2ε− 32
∫
Γt(δ)
∆(Z(s)h(s)θ′′ζ(r))φ⊥dx︸ ︷︷ ︸
,I221
−2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)θ′′f ′′(θ)φ⊥ζ(r)J(r, s)dr
−
∫
Γt
∫ δ
−δ
O(ε−
3
2 )Z(s)h(s)θ′′φ⊥ζ(r)J(r, s)dr︸ ︷︷ ︸
,I222
−C
∫
Γt
Z2(s)− 1
8
I31. (5.7)
Regarding I221, we have the following identity due to (2.11),
2ε−
3
2∆
(
Z(s)h(s)θ′′(z)ζ(r)
)
φ⊥
= 2ε−
3
2 (∆Z(s)h(s) + 2∇Z(s) · ∇h(s) + Z(s)∆h(s)) θ′′(z)ζ(r)φ⊥
+ 2ε−
3
2Z(s)h(s)
(
ε−2θ′′′′(z)ζ(r) + 2ε−1θ′′′(z)ζ ′(r) + θ′′(z)ζ ′′(r)
)
φ⊥
+ 2ε−
3
2Z(s)h(s)
(
ε−1θ′′′(z)ζ(r) + θ′′(z)ζ ′(r)
)
∂r(ln
√
g)φ⊥, where z = r/ε.
(5.8)
Note that the term 4ε−
3
2∇(Z(s)h(s)) · ∇(θ′′(z)ζ(r))φ⊥ which would have appeared in (5.8)
vanishes because of the decomposition (2.9) and orthogonality. Note that θ′′, θ′′′ = O(e−
C
ε )
in Γt(δ)\Γt(δ/2), and these relations hold for the terms that are multiplied by the derivatives
of ζ(r). So in Γt(δ)
2ε−
3
2∆
(
Z(s)h(s)θ′′( r
ε
)ζ(r)
)
φ⊥
= 2ε−
3
2 (∆Z(s)h(s) + 2∇Z(s) · ∇h(s) + Z(s)∆h(s)) θ′′( r
ε
)ζ(r)φ⊥
+ 2ε−
3
2Z(s)h(s)
(
ε−2θ′′′′( r
ε
) + ε−1θ′′′( r
ε
)∂r(ln
√
g)
)
ζ(r)φ⊥ + Z(s)h(s)φ⊥O(e−
C
ε )χΓt(δ)\Γt(δ/2)
where χA denotes the characteristic function of a set A. Substituting the above formula into
I221 in (5.7), integrating by parts (in x-variable) and using (2.9), (2.11) yield
I221 = 2ε
− 3
2
∫
Γt(δ)
(
∆Z(s)h(s) + 2∇Z(s) · ∇h(s) + Z(s)∆h(s)
)
θ′′( r
ε
)ζ(r)φ⊥dx
+ 2ε−
7
2
∫
Γt(δ)
Z(s)h(s)θ′′′′( r
ε
)ζ(r)φ⊥dx
+ 2ε−
5
2
∫
Γt(δ)
Z(s)h(s)θ′′′( r
ε
)ζ(r)∂r(ln
√
g)φ⊥dx+
∫
Γt(δ)\Γt(δ/2)
Z(s)φ⊥O(e−
C
ε )dx
= 2ε−
3
2
∫
Γt(δ)
(∆ΓZ(s)h(s)− Z(s)∆Γh(s)) θ′′( rε)ζ(r)φ⊥dx
− 4ε− 32
∫
Γt(δ)
Z(s)∇Γh(s) · ∇Γ
(
θ′′( r
ε
)ζ(r)φ⊥
)
dx+ 2ε−
7
2
∫
Γt(δ)
Z(s)h(s)θ′′′′( r
ε
)ζ(r)φ⊥dx
+ 2ε−
5
2
∫
Γt(δ)
Z(s)h(s)θ′′′( r
ε
)∂r(ln
√
g)ζ(r)φ⊥dx+
∫
Γt(δ)\Γt(δ/2)
Z(s)φ⊥O(e−
C
ε )dx.
PHASE-FIELD APPROXIMATION OF THE WILLMORE FLOW 21
In the second step above we used ∇h(s) · ∇ (θ′′( r
ε
)ζ(r)φ⊥
)
= ∇Γh(s) · ∇Γ
(
θ′′( r
ε
)ζ(r)φ⊥
)
.
Then it follows from the change of variable x 7→ (r, s) that
I221 = 2
∫
Γt
∫ δ
−δ
ε
1
2
(
∆ΓZ(s)h(s)− Z(s)∆Γh(s)
)
θ′′ε−2(ζφ⊥)Jdr
− 4
∫
Γt
∫ δ
−δ
ε−
1
2Z(s)∇Γh(s) · ε−1∇Γ(ζφ⊥)θ′′Jdr + 2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)θ′′′′(ζφ⊥)Jdr
+ 2
∫
Γt
∫ δ
−δ
ε−
1
2Z(s)h(s)θ′′′( r
ε
)∂r(ln
√
g)ε−2(ζφ⊥)Jdr +
∫
Γt(δ)\Γt(δ/2)
Z(s)φ⊥O(e−
C
ε )dx.
In this formula, we write the power of ε separately for the convenience of applying the
Cauchy-Schwarz inequality (4.7). Note that in the above expansion of I221, the leading term
is the one with ε−7/2, which shall be cancelled with the leading order term in I25. Recall
that h(s) is a smooth function on Γt and ∆Γ depends on r. We apply the Cauchy-Schwarz
inequality (4.7) to the first, second, and the fourth terms above and yield
I221 ≥ −Cε2 sup
|r|≤δ
∫
Γt
|∆ΓZ|2 + 2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)θ′′′′(ζφ⊥)Jdr
− C(1 + ν−1)
∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− Ce−Cε
∫
Γt(δ)\Γt(δ/2)
(
φ⊥
)2
dx− νε−2
∫
Γt(δ)
∣∣∇Γ(ζφ⊥)∣∣2dx.
(5.9)
In a similar way, we can treat I222 by
I222 =
∫
Γt
∫ δ
−δ
O(ε−
3
2 )Z(s)h(s)θ′′(z)f ′′′(θ)
(
φ⊥ζ + φ⊥(1− ζ))dr
≥ −C
∫
Γt
Z2(s)− Cε−2
∫
Γt(δ)
(
φ⊥ζ
)2
dx− Ce−Cε
∫
Γt(δ)\Γt(δ/2)
(
φ⊥
)2
dx. (5.10)
By substituting (5.9) and (5.10) into (5.7) and then using (2.13a) to treat the first term on
the right of (5.9), we arrive at
I22 ≥ 2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)
(
θ′′′′(z)− θ′′(z)f ′′(θ))(φ⊥ζ)Jdr
− ν
∫
Γt
(
∆Γ|r=0Z
)2 − C(1 + ν−1) ∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− Ce−Cε
∫
Γt(δ)\Γt(δ/2)
(
φ⊥
)2
dx− νε−2
∫
Γt(δ)
∣∣∇Γ(φ⊥ζ)∣∣2dx− 1
8
I31.
(5.11)
Estimate of I25: It follows from (2.1) and (2.4) that ∆r = ∆d
(0) + ε∆d(1) + O(ε2). This
together with (3.7), (3.4) and (2.17) implies the following expansion successively
µa = −∆d(0)θ′ − ε∆d(1)θ′ + εD(0)zθ′ +O(ε2)
= −hθ′ + ε(D(0) − b)zθ′ + (1 + z2)O(ε2), with z = r/ε. (5.12a)
f ′′′(φa)µa = −hθ′f ′′′(θ) + ε(D(0) − b)zθ′f ′′′(θ) + (1 + z2)O(ε2), with z = r/ε. (5.12b)
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Substituting into (5.3e) yields
I25 = −2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)f ′′′(θ)θ′2(φ⊥ζ)Jdr
+
∫
Γt
∫ δ
−δ
ε−
1
2Z(s)(D(0) − b)zf ′′′(θ)θ′2ε−2(φ⊥ζ)Jdr
+ ε−
3
2
∫
Γt
∫ δ
−δ
O(1)θ′(z)(1 + z2)Z(s)(φ⊥ζ)Jdr, with z = r/ε.
(5.13)
Finally we apply (4.7) to the last two components and this yields
I25 ≥ −2ε− 72
∫
Γt
∫ δ
−δ
Z(s)h(s)f ′′′(θ)θ′2φ⊥ζJdr − C
ν
∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx. (5.14)
On the other hand, differentiating the identity θ′′(z) = f ′(θ) twice leads to θ′′′′(z) =
θ′′(z)f ′′(θ) + f ′′′(θ)
(
θ′(z)
)2
. This together with (5.11) and (5.14) eliminates the ε−7/2 or-
der term in I22 + I25. So we have proved (5.6). 
Lemma 5.4. There exist C > 0 and ε0 > 0 such that
I23 ≥ −ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C ∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− C
εν
∫
Γt(δ)
(
φ⊥ζ
)2
dx− Cε
ν
∫
Γt(δ)
(
∆Γ
∣∣
r=0
φ⊥
)2
ζ2dx
(5.15)
holds for every ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1).
Proof. Using (2.11), (1.17) and integrating by parts in r twice, we can write I23 by
I23 = 2ε
− 3
2
∫
Γt
∫ δ
−δ
∆ΓZ(s)θ
′ζ(r)
(
ε∆Γφ
⊥ + ε√
g
∂r
(√
g∂rφ
⊥)− ε−1f ′′(φa)φ⊥) J dr
= 2ε−
1
2
∫
Γt
∫ δ
−δ
∂r (
√
g∂r (∆ΓZ(s)θ
′ζ(r)))φ⊥ 1√
g(0,s)
dr,
− 2ε− 52
∫
Γt
∫ δ
−δ
∆ΓZ(s)θ
′ζ(r)f ′′(φa)φ⊥Jdr
+ 2ε−
1
2
∫
Γt
∫ δ
−δ
∆ΓZ(s)∆Γφ
⊥ζ(r)θ′Jdr , J1 + J2 + J3. (5.16)
To treat J1, we notice that its leading order term corresponds to the case when θ
′( r
ε
) is
differentiated twice, which gives rise to a factor ε−2. For the rest terms, the differential
operator ∂r will apply to ∆ΓZ(s), whose coefficients depends on r smoothly. So for any
ℓ ≥ 0, we employ (2.13a) to obtain∫
Γt
∫ δ
−δ
|∂ℓr∆ΓZ(s)|2 ≤ Cℓ‖Z‖2H2(Γt) ≤ C inf|r|≤δ
∫
Γt
(|∆ΓZ(s)|2 + |Z(s)|2) . (5.17)
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As a result, we can subtract the leading order terms in the expansion of J1 + J2 and the
remaining ones can be controlled effectively:
J1 + J2 − 2ε− 52
∫
Γt
∫ δ
−δ
∆ΓZ(s) (θ
′′′(z)− θ′(z)f ′′(φa)) ζ(r)φ⊥Jdr︸ ︷︷ ︸
,Jˆ
≥− ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 ∫ 2ε
− 2
ε
(
θ′′(z)2 + θ′(z)2
)
dz − C
∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx.
Employing (4.4a) will gain a factor ε2 for Jˆ . This together with (4.6a) implies
J1 + J2 ≥ −ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C ∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx, (5.18)
by choosing a sufficiently small ν > 0.
Concerning J3, we shall employ the relation ϕJ
1
2−θ′J = O(e−Cε )+zθ′(z)O(ε) with z = r/ε.
This is a consequence of ϕ− θ′ = O(e−Cε ) and J − J 12 = O(ε)z, which follow from (3.9) and
(2.16) respectively. So we can treat J3 by the Caucy-Schwarz inequality and (4.6b),
J3 ≥ 2 ε− 12
∫
Γt
∫ δ
−δ
∆ΓZ(s)∆Γφ
⊥ζ(r)ϕJ
1
2dr︸ ︷︷ ︸
,J∗
− Cε
∫
Γt
((
∆Γ|r=0Z
)2
+ Z2(s)
)
− Cε
∫
Γt(δ)
(
∆Γφ
⊥)2ζ2dx.
(5.19)
The estimate of J∗ is derived at (5.21) in the sequel. So substituting (5.18), (5.19) and (5.21)
into (5.16) and then choosing a sufficiently small ν yield
I23 ≥− ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C ∫
Γt
Z2(s)− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− C
ν
∫ δ
−δ
(∫
Γt
∣∣∇Γ∣∣r=0φ⊥∣∣2) ζ2dr − Cε ∫
Γt(δ)
(
∆Γ
∣∣
r=0
(φ⊥ζ)
)2
dx.
(5.20)
To eliminate the term with ∇Γ|r=0 φ⊥, we employ (2.20) and obtain∫
Γt
∣∣∇Γ∣∣r=0φ⊥∣∣2 = − ∫
Γt
φ⊥
(
∆Γ
∣∣
r=0
φ⊥
) ≤ ε−1 ∫
Γt
(
φ⊥
)2
+
ε
4
∫
Γt
(
∆Γ
∣∣
r=0
φ⊥
)2
.
The above two inequalities together lead to (5.15). 
Proof of Proposition 5.1. Retaining (4.3), I24 has the same lower bound as I23. So substi-
tuting (5.4), (5.6) and (5.15) into (5.2), and using (3.12) lead to (5.1). It remains to treat
J∗ in (5.19). We shall show there exist ε0 > 0 and C > 0 such that
J∗ ≥ −ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C
ν
∫
Γt
∫ δ
−δ
∣∣∇Γ∣∣r=0(φ⊥ζ)∣∣2 dr − Cν
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− C
∫
Γt
Z2(s)− Cε
2
ν
∫
Γt(δ)
(
∆Γ
∣∣
r=0
φ⊥ζ
)2
dx
(5.21)
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holds for every ε ∈ (0, ε0) and every ν ∈ (ε 1100 , 1). To this end, we first recall (2.12) that
∆Γ = ∆Γ
∣∣
r=0
+ rRΓ. So
J∗ =ε−
1
2
∫
Γt
∫ δ
−δ
(
∆Γ
∣∣
r=0
Z(s)
)(
∆Γ
∣∣
r=0
φ⊥
)
ϕ( r
ε
)ζ(r)J
1
2dr
+ ε
1
2
∫
Γt
∫ δ
−δ
(
∆Γ
∣∣
r=0
Z(s)
)
RΓφ
⊥ r
ε
ϕ( r
ε
)ζ(r)J
1
2dr
+ ε
1
2
∫
Γt
∫ δ
−δ
RΓZ(s)
(
∆Γ
∣∣
r=0
φ⊥
)
r
ε
ϕ( r
ε
)ζ(r)J
1
2dr
+ ε
3
2
∫
Γt
∫ δ
−δ
RΓZ(s)RΓφ
⊥ϕ( r
ε
)( r
ε
)2ζ(r)J
1
2dr ,
∑
1≤i≤4
J5i.
To treat the highest order term J51, we apply ∆Γ
∣∣
r=0
to (1.21) and obtain
0 = ∆Γ
∣∣
r=0
(∫ δ
−δ
ϕ( r
ε
)φ⊥(r, s)ζ(r)J
1
2 (r, s)dr
)
.
This implies the following identity:∫ δ
−δ
ϕ( r
ε
)ζ(r)
(
∆Γ
∣∣
r=0
φ⊥(r, s)
)
J
1
2dr
= −2
∫ δ
−δ
ϕ( r
ε
)ζ(r)
(∇Γ∣∣r=0φ⊥(r, s) · ∇Γ∣∣r=0J 12)dr − ∫ δ−δ ϕ( rε)ζ(r)φ⊥(r, s)(∆Γ∣∣r=0J 12 )dr.
Multiplying by ∆Γ
∣∣
r=0
Z(s) and integrating over Γt gives
J51 = −2ε− 12
∫
Γt
∫ δ
−δ
(
∆Γ
∣∣
r=0
Z(s)
)
ϕ( r
ε
)ζ(r)
(∇Γ∣∣r=0φ⊥(r, s) · ∇Γ∣∣r=0J 12 (r, s))dr
− ε− 12
∫
Γt
∫ δ
−δ
(
∆Γ
∣∣
r=0
Z(s)
)
ϕ( r
ε
)φ⊥ζ(r)
(
∆Γ
∣∣
r=0
J
1
2 (r, s)
)
dr
≥ −ν
∫
Γt
(
∆Γ
∣∣
r=0
Z(s)
)2 − C
ν
∫
Γt
∫ δ
−δ
∣∣∇Γ∣∣r=0(φ⊥ζ)∣∣2 dr − Cν
∫
Γt(δ)
(
φ⊥ζ
)2
dx.
Retain that RΓ is a second order operator acting on s while its coefficients depend on
(r, s) ∈ (−2δ, 2δ)× Γt smoothly. Using the Cauchy-Schwarz inequality and (2.13b) give the
estimate of J52 + J53 + J54:∑
2≤i≤4
I5i ≥ −ν
∫
Γt
((
∆Γ
∣∣
r=0
Z(s)
)2
+ Z2(s)
)
− Cε
2
ν
∫
Γt(δ)
((
∆Γ
∣∣
r=0
φ⊥ζ
)2
+ (φ⊥ζ)2
)
dx.
The above two estimates lead to (5.21). 
6. Proof of Theorem 1.2
The proof of Theorem 1.2 will be done by the end of this section after establishing two
lemmas. The first one is concerned with a lower bound of the Allen-Cahn operator (1.12).
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Lemma 6.1. There exists ε0 > 0 such that for every ε ∈ (0, ε0),
1
ε2
∫
Ω
|Lε[φ⊥]|2dx &
∫
Ω
(
∆φ⊥
)2
dx+ 1
ε2
∫
Ω
∣∣∇φ⊥∣∣2dx+ 1
ε4
∫
Ω
(
φ⊥
)2
dx. (6.1)
Proof. We first note that for sufficiently small ε, the above estimate holds trivially when Ω
is replaced by Ω\Γt(δ). This is because away from Γt, there holds f ′′(φa) ≥ Λa for some
positive constant Λa. To proceed, we recall the following coercivity estimate∫
Ω
Lε[φ
⊥]φ⊥dx &
∫
Ω
(
ε
∣∣∇φ⊥∣∣2 + 1
ε
(
φ⊥
)2)
dx, (6.2)
which follows by applying [7, Lemma 2.4] with ψ = φ⊥. This combined with the Cauchy-
Schwarz inequality yields
1
ε2
∫
Ω
|Lε[φ⊥]|2dx ≥ Cε2
∫
Ω
∣∣∇φ⊥∣∣2dx+ C
ε4
∫
Ω
(
φ⊥
)2
dx. (6.3)
As a result of the inequality (a+ b)2 ≥ a2/2− b2, we arrive at
1
ε2
∫
Ω
|Lε[φ⊥]|2dx ≥ 12
∫
Ω
(
∆φ⊥
)2
dx− C1
ε4
∫
Ω
(
φ⊥
)2
dx. (6.4)
Finally, multiplying (6.3) by a sufficiently large constant and adding up to (6.4) will lead to
the desired inequality. 
The coercivity of ∆φ⊥ on the right of (6.1) is given below:
Lemma 6.2. There exists ε0 > 0 such that for every ε ∈ (0, ε0),∫
Ω
(
∆φ⊥
)2
dx ≥ 1
4
∫
Γt(δ)
(
∆Γφ
⊥)2 ζ2dx− C ∫
Ω
(∣∣∇φ⊥∣∣2 + (φ⊥)2)dx
+
1
4
∫
Γt(δ)
(
∂2r (φ
⊥ζ)
)2
dx+
1
4
∫
Γt(δ)
∣∣∂r∇Γ(φ⊥ζ)∣∣2dx. (6.5)
Proof. It follows from (1.17) and the inequality (a + b)2 ≥ a2/2− b2 that∫
Ω
(
∆φ⊥
)2
dx ≥
∫
Ω
(
∆φ⊥ζ
)2
dx =
∫
Ω
(
∆
(
φ⊥ζ
)− 2∇φ⊥ · ∇ζ − φ⊥∆ζ)2 dx
≥ 1
2
∫
Ω
(
∆
(
φ⊥ζ
))2
dx− C
∫
Ω
(∣∣∇φ⊥∣∣2 + (φ⊥)2)dx. (6.6)
It follows from (1.17), (2.11) and the Cauchy-Schwarz inequality that∫
Ω
(
∆
(
φ⊥ζ
))2
dx =
∫
Γt(δ)
(
∆Γ(φ
⊥ζ) + ∂rg
2g
∂r(φ
⊥ζ) + ∂2r (φ
⊥ζ)
)2
dx
=
∫
Γt(δ)
[ (
∆Γ(φ
⊥ζ)
)2
+ 2∆Γ(φ
⊥ζ)∂rg
2g
∂r(φ
⊥ζ) + 2∆Γ(φ⊥ζ)∂2r (φ
⊥ζ)
+
(
∂rg
2g
∂r(φ
⊥ζ)
)2
+ 2∂rg
2g
∂r(φ
⊥ζ)∂2r (φ
⊥ζ) +
(
∂2r (φ
⊥ζ)
)2 ]
≥1
2
∫
Γt(δ)
(
∆Γ(φ
⊥ζ)
)2
dx− C
∫
Γt(δ)
(
∂r(φ
⊥ζ)
)2
dx
+ 1
2
∫
Γt(δ)
(
∂2r (φ
⊥ζ)
)2
dx+ 2
∫
Γt(δ)
∆Γ(φ
⊥ζ)∂2r (φ
⊥ζ)dx.
(6.7)
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To treat the last integral, using (2.15) and the coarea formula (2.18) yields∫
Γt(δ)
∆Γ(φ
⊥ζ)∂2r (φ
⊥ζ)dx
=
∫ δ
−δ
∫
Γrt
divΓ∇Γ(φ⊥ζ)∂2r (φ⊥ζ)dHN−1dr
=
∫ δ
−δ
∫
Γrt
divΓ
(∇Γ(φ⊥ζ)∂2r (φ⊥ζ)) dHN−1dr − ∫
Γt(δ)
∇Γ(φ⊥ζ) · ∇Γ∂2r (φ⊥ζ)dx.
Here HN−1 denotes the Hausdorff measure on Γrt and we have dHN−1 = √g(r, s)ds under
local coordinates. The first term vanishes due to the divergence theorem (2.20) and the
second term can be treated using the identity ∂2r∇Γ −∇Γ∂2r = ∂r[∂r,∇Γ] + [∂r,∇Γ]∂r:∫
Γt(δ)
∆Γ(φ
⊥ζ)∂2r (φ
⊥ζ)dx
= −
∫
Γt
∫ δ
−δ
∇Γ(φ⊥ζ) · ∂2r∇Γ(φ⊥ζ)J(r, s)dr
+
∫
Γt
∫ δ
−δ
∇Γ(φ⊥ζ) ·
(
∂r[∂r,∇Γ] + [∂r,∇Γ]∂r
)
(φ⊥ζ)J(r, s)dr , I31 + I32.
As for I31, we can integrate by parts twice in r to get
I31 =
∫
Γt
∫ δ
−δ
∣∣∂r∇Γ(φ⊥ζ)∣∣2J(r, s)dr − 1
2
∫
Γt
∫ δ
−δ
∣∣∇Γ(φ⊥ζ)∣∣2∂2rJ(r, s)dr. (6.8)
As for I32, it can be verified that [∇Γ, ∂r] is a first-order tangential differential operator. 1 So
the leading order terms of I32 are the mixed derivatives of second order and can be controlled
by the first term on the right of (6.8):
I32 ≥ −1
2
∫
Γt
∫ δ
−δ
∣∣∂r∇Γ(φ⊥ζ)∣∣2J(r, s)dr − C ∫
Γt
∫ δ
−δ
∣∣∇Γ(φ⊥ζ)∣∣2dr.
Adding up the previous two inequalities leads to∫
Γt(δ)
∆Γ(φ
⊥ζ)∂2r (φ
⊥ζ)dx ≥1
2
∫
Γt
∫ δ
−δ
∣∣∂r∇Γ(φ⊥ζ)∣∣2J(r, s)dr − C ∫
Γt
∫ δ
−δ
∣∣∇Γ(φ⊥ζ)∣∣2dr.
Substituting this inequality into (6.7) and combining with (6.6) imply (6.5). 
Proof of Theorem 1.2. We first recall (3.18c) for the definitions of I31 and of I3. The
term −1
2
I31 on the right hand side of (5.1) can be absorbed by I3 by choosing a small ε. It
1 For any tangential differential operator
∑
1≤i≤N−1 ai(r, s)∂si , its commutator with ∂r is a first-order[ ∑
1≤i≤N−1
ai(r, s)∂si , ∂r
]
f = −
∑
1≤i≤N−1
∂rai(r, s)∂sif. (6.9)
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follows from (3.17), (4.1), (5.1) and (2.13a) that
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx
≥ 1
4ε2
∫
Ω
|Lε[φ⊥]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µa
(
φ⊥
)2
dx− νε−4
∫
Γt(δ)
(
φ⊥ζ
)2
dx
− Cε−Cε
∫
Γt(δ)\Γt(δ/2)
(
φ⊥
)2
dx− νε−2
∫
Γt(δ)
∣∣∇Γ(φ⊥ζ)∣∣2dx
+O(ε)
∫
Γt(δ)
(
∆Γ
∣∣
r=0
φ⊥
)2
ζ2dx+ Λ4‖Z‖2H2(Γt) − C
∫
Ω
φ2dx,
(6.10)
where ν is a small positive constant to be determined later. Combining (6.1) and (6.5) with
(6.10), and choosing ν and ε sufficiently small, we deduce
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx
≥ Λ4‖Z‖2H2(Γt) − Cˆ
∫
Ω
φ2dx+ C2
∫
Ω
(
|∆φ⊥|2 + ε−2∣∣∇φ⊥∣∣2 + ε−4(φ⊥)2) dx
≥ C˜K(t)− Cˆ
∫
Ω
φ2dx.
(6.11)
Note that in the last step we apply the Sobolev embedding and then choose a smaller ε to
recover (1.20b). So we obtain the desired estimate (1.20a). 
7. Proof of Theorem 1.1
With the spectral condition (6.11), we can prove Theorem 1.1. Recalling (1.12) and (1.13),
one can verify that the nonlinear terms H can be written as H = H1 +H2 where
H1 = ε−2∆T − ε−4f ′′(φε)T − ε−3(f ′′(φε)− f ′′(φa))Lε[φ]− 3ε−3φ2µa, (7.1a)
H2 = −∆R2εk−3 + f ′′(φε)R2εk−5 −R1εk−4. (7.1b)
Here µ = Lε[φ] + ε
−1T −R2εk−2, and T is defined by
T , f ′(φε)− f ′(φa)− f ′′(φa)φ = 3φ2φa + φ3. (7.2)
It follows from (1.12) and the inequality (a + b)2 ≥ 1
2
a2 − b2 that
ε4
(
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx
)
≥ ε4
(
1
2
∫
Ω
(∆φ)2dx− C
ε4
∫
Ω
φ2dx
)
.
Adding the above inequality to (1.20a) and then choosing a small ε leads to
1
ε2
∫
Ω
|Lε[φ]|2dx+ 1
ε3
∫
Ω
f ′′′(φa)µaφ2dx ≥ ε
4
4
∫
Ω
(∆φ)2dx− C
∫
Ω
φ2dx. (7.3)
This together with (1.14) and (1.20b) leads to
1
2
d
dt
‖φ‖2L2(Ω) +
ε4
8
∫
Ω
(∆φ)2dx+
C˜
2
K(t)− C‖φ‖2L2(Ω) ≤
∫
Ω
H1φ+
∫
Ω
H2φ. (7.4)
It remains to estimate the integrals on the right hand side. Using (1.12) and formula
f ′′(φε)− f ′′(φa) = 3φ2 + 6φφa, (7.5)
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we can rewrite H1 by
H1 = −ε−3Lε[T ]− ε−3(3φ2 + 6φφa)Lε[φ]− ε−4(3φ2 + 6φφa)T − 3ε−3φ2µa. (7.6)
Using (7.2), we can write∫
Ω
H1φ dx = −ε−3
∫
Ω
(4φ3 + 9φ2φa)Lε[φ]
− ε−4
∫
Ω
(3φ3 + 6φ2φa)(3φ
2φa + φ
3)− 3ε−3
∫
Ω
φ3µa.
(7.7)
Regarding the first term on the right of (7.7), it follows from (3.14), an integration by parts
and φ |∂Ω= 0 that
−ε−3
∫
Ω
(4φ3 + 9φ2φa)Lε[φ] = −12ε−2
∫
Ω
|∇φ|2φ2 − 4ε−4
∫
Ω
f ′′(φa)φ4
−9ε−3
∫
Ω
φ2φaLε[φ
⊤]︸ ︷︷ ︸
,N1
−9ε−3
∫
Ω
φ2φaLε[φ
⊥]︸ ︷︷ ︸
,N2
−9ε−3
∫
Ω
φ2φaLε[φe]︸ ︷︷ ︸
,N∗
.
(7.8)
Observe that the second term on the right of (7.7) involves polynomials of φ, and the
leading order one is −3ε−4 ∫
Ω
φ6. Moreover φa and µa are uniformly bounded according to
Proposition 3.2. So we substitute (7.8) into (7.7), move the good terms to the left and then
apply Cauchy-Schwarz inequality to absorb the term involving φ5. This yields∫
Ω
H1φ+ 12ε−2
∫
Ω
|∇φ|2φ2 + 2ε−4
∫
Ω
φ6 ≤ N1 +N2 +N∗ + C
∫
Ω
(
ε−4φ4 + ε−3|φ|3)︸ ︷︷ ︸
,N3
.
(7.9)
In view of (3.13) and (3.14), the structures of N1 and N∗ are the same except that the later
is of scale e−C/ε. So we shall omit its estimate for the sake of simplicity, and focus on the
estimates of N1,N2 and N3.
In the sequel, we shall frequently employ the following Sobolev embedding theorems:
H1/3(Γt) →֒ L3(Γt), H1/2(Γt) →֒ L4(Γt), where Γt is a 2D surface. (7.10a)
H1/2(Ω) →֒ L3(Ω), H3/4(Ω) →֒ L4(Ω), where Ω is a 3D domain. (7.10b)
Lemma 7.1. There exists ε0 > 0 such that for every ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1),
N1 . C(ν)
(
ε−14/3‖φ‖10/3L2(Ω) + ε−8‖φ‖6L2(Ω) + ε−16‖φ‖10L2(Ω)
)
+ νK(t). (7.11)
Proof. We first recall (4.8) and (4.4a), which yields
Lε[φ
⊤] =ε−
1
2∂r(ln
√
g)Z(s)θ′′(z)ζ(r)− ε 12Zf ′′′(θ)φ˜(2)θ′ζ(r)
+ ε
1
2∆ΓZ(s)θ
′(z)ζ(r) + εZ(s)A(r, s) +O(ε
3
2 )Zθ′ζ(r).
(7.12)
In view of (1.20b), among the five terms on the right of (7.12), the first and the third are of
leading order. The second and fifth terms have similar structures as the first but are of order
ε1 better. The term involving A(r, s) is much more regular because of (4.3). To simplify the
presentation, we shall focus on the leading order terms:
N1 = −9ε− 72
∫
Ω
φ2φa∂r(ln
√
g)Z(s)θ′′(z)ζ(r)− 9ε− 52
∫
Ω
φ2φa∆ΓZ(s)θ
′(z)ζ(r) + · · · . (7.13)
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Using (1.20b), we apply Sobolev embedding (7.10a), the interpolation inequality and Young’s
inequality successively to obtain
ε−
7
2‖Z‖3L3(Γt) . ε−
7
2‖Z‖3
H
1
3 (Γt)
. ε−
7
2‖Z‖
5
2
L2(Γt)
‖Z‖
1
2
H2(Γt)
. C(ν)ε−14/3‖Z‖
10
3
L2(Γt)
+ νK(t).
Observing that z = r/ε, we apply Ho¨lder’s inequality, a change of variable and Sobolev
embedding (7.10b) and yield
ε−
7
2
∣∣∣∣∫
Ω
Z(s)(φ⊥)2θ′′(z)ζ(r)
∣∣∣∣ . ε−3‖Z‖L2(Γt)‖φ⊥‖2L4(Ω)
. ε−3/2‖Z‖L2(Γt)‖φ⊥‖
1
2
L2(Ω) ‖φ⊥‖
3
2
H1(Ω)ε
−3/2
. C(ν)ε−6‖Z‖4L2(Γt)‖φ⊥‖2L2(Ω) + νε−2‖φ⊥‖2H1(Ω)
. C(ν)ε−6‖φ‖6L2(Ω) + νK(t).
Note that in the last step we employed (3.12) and (1.20b). With the above two estimates we
can treat the first term on the right hand side of (7.13). Combining (3.14)2 with the above
two inequalities lead to
ε−
7
2
∣∣∣∣∫
Ω
φ2φa∂r(ln
√
g)Z(s)θ′′(z)ζ(r)
∣∣∣∣ . ε− 72 ∫
Γt
|Z|3 + ε− 72
∫
Ω
∣∣Z(s)(φ⊥)2θ′′(z)ζ(r)∣∣
. C(ν)ε−
14
3 ‖φ‖
10
3
L2(Ω) + C(ν)ε
−6‖φ‖6L2(Ω) + νK(t).
(7.14)
For the second term on the right hand side of (7.13), we employ (7.10a) and estimate
ε−
5
2
∣∣∣∣∫
Γt
Z2∆ΓZ(s)θ
′(z)ζ(r)
∣∣∣∣ . ε−2‖Z‖2L4(Γt)‖Z‖H2(Γt)
. ε−2‖Z‖
3
2
L2(Γt)
‖Z‖
3
2
H2(Γt)
. C(ν)ε−8‖Z‖6L2(Γt) + νK(t).
Moreover, we need to estimate the following integral using (7.10b), the interpolation inequal-
ity and Young’s inequality:
ε−
5
2
∣∣∣∣∫
Ω
∆ΓZ(s)(φ
⊥)2θ′′(z)ζ(r)
∣∣∣∣ . ε−2‖Z‖H2(Γt)‖φ⊥‖2L4(Ω)
. ε−2‖Z‖H2(Γt)‖φ⊥‖
3
4
H2(Ω)‖φ⊥‖
5
4
L2(Ω)
. ν
(
(‖Z‖H2(Γt)‖φ⊥‖
3
4
H2(Ω)
)8/7
+ C(ν)ε−16‖φ⊥‖10L2(Ω)
. νK(t) + C(ν)ε−16‖φ⊥‖10L2(Ω),
Combining the above two results gives the estimate of the second term on the right hand
side of (7.13):
ε−
5
2
∣∣∣∣∫
Ω
9φ2φa∆ΓZ(s)θ
′(z)ζ(r)
∣∣∣∣
. ε−
5
2
∣∣∣∣∫
Γt
Z2∆ΓZ(s)θ
′(z)ζ(r)
∣∣∣∣+ ε− 52 ∣∣∣∣∫
Ω
∆ΓZ(s)(φ
⊥)2θ′(z)ζ(r)
∣∣∣∣
. C(ν)
(
ε−8‖φ‖6L2(Ω) + ε−16‖φ‖10L2(Ω)
)
+ νK(t).
(7.15)
2Here the contributions due to φe is omitted as they are of much lower order.
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Finally substituting (7.14) and (7.15) into (7.13) yields (7.11). 
Lemma 7.2. There exists ε0 > 0 such that for every ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1) there holds
N2 +N3 . C(ν)
(
ε−
14
3 ‖φ‖
10
3
L2(Ω) + ε
− 24
5 ‖φ‖
18
5
L2(Ω) + ε
−10‖φ‖6L2(Ω) + ε−16‖φ‖10L2(Ω)
)
+ νK(t).
(7.16)
Proof. Applying the Cauchy-Schwartz inequality and (1.20b) yields
N2 . ε−2
∫
Ω
φ2|∆φ⊥|+ ε−4
∫
Ω
φ2
∣∣φ⊥∣∣ . C(ν)ε−4 ∫
Ω
|φ|4 + νK(t).
To estimate N3, owing to (3.14) and (3.12), we apply (7.10a) and (7.10b) and obtain
ε−4
∫
Ω
|φ|4 . ε−5
∫
Γt
Z4 + ε−4
∫
Ω
|φ⊥|4
. ε−5‖Z‖3L2(Γt)‖Z‖H2(Γt) + ε−4‖φ⊥‖
5
2
L2(Ω)‖φ⊥‖
3
2
H2(Ω)
. C(ν)
(
ε−10‖Z‖6L2(Γt) + ε−16‖φ⊥‖10L2(Ω)
)
+ νK(t)
. C(ν)
(
ε−10‖φ‖6L2(Ω) + ε−16‖φ‖10L2(Ω)
)
+ νK(t).
(7.17)
In a similar way, we have
ε−3
∫
Ω
|φ|3 . ε− 72
∫
Γt
|Z|3 + ε−3
∫
Ω
|φ⊥|3
. ε−
7
2‖Z‖
5
2
L2(Γt)
‖Z‖
1
2
H2(Γt)
+ ε−3‖φ⊥‖
9
4
L2(Ω)‖φ⊥‖
3
4
H2(Ω)
. C(ν)
(
ε−
14
3 ‖Z‖
10
3
L2(Γt)
+ ε−
24
5 ‖φ⊥‖
18
5
L2(Ω)
)
+ νK(t).
(7.18)
So the desired estimate follows from the above inequalities. 
Proof of Theorem 1.1. The construction of the approximate solution fulfilling (1.8) is al-
ready given in Proposition 3.2. We focus on the estimate of the difference (1.10). Submitting
(7.11), (7.16) into (7.9) leads to∫
Ω
H1φ . C(ν)
(
1
ε
14
3
‖φ‖
10
3
L2(Ω) +
1
ε
24
5
‖φ‖
18
5
L2(Ω) +
1
ε10
‖φ‖6L2(Ω) +
1
ε16
‖φ‖10L2(Ω)
)
+ νK(t), (7.19)
for any ε ∈ (0, ε0) and ν ∈ (ε 1100 , 1). Now we treat H2 in (7.1). It follows from Theorem 1.2
that R1,R2 are uniformly bounded in ε and (x, t). This together with (7.5), the Cauchy-
Schwarz inequality and (7.18) leads to∫
Ω
H2φ . εk−5
∫
Ω
(|∆φ|+ |φ|) + εk−5
∫
Ω
|φ|3
. εk−5 + εk−5
∫
Ω
(
φ2 + |∆φ|2)+ εk−2ε−3 ∫
Ω
|φ|3. (7.20)
We can use (7.18) to treat the last term and add it to (7.19). This brings∫
Ω
(H1 +H2)φ . C(ν)
(
1
ε
14
3
‖φ‖
10
3
L2(Ω) +
1
ε
24
5
‖φ‖
18
5
L2(Ω) +
1
ε10
‖φ‖6L2(Ω) +
1
ε16
‖φ‖10L2(Ω)
)
+ νK(t) + εk−5 + εk−5
∫
Ω
(
φ2 + |∆φ|2) . (7.21)
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We can substitute the above estimate into (7.4) and choose ν sufficiently small (but inde-
pendent of ε) and k ≥ 10 to obtain
d
dt
‖φ‖2L2(Ω) − C‖φ‖2L2(Ω)
≤C6
(
1
ε14/3
‖φ‖
10
3
L2(Ω) +
1
ε
24
5
‖φ‖
18
5
L2(Ω) +
1
ε10
‖φ‖6L2(Ω) +
1
ε16
‖φ‖10L2(Ω) + εk−5
)
, ∀ε ∈ (0, ε0),
(7.22)
where C,C6 are positive constants independent of ε.
We shall use the Gro¨nwall inequality and the continuity method to close the energy esti-
mate under the assumption (1.9). We set
Tε = sup{τ ∈ (0, Tmax] | ‖φ‖C([0,τ),L2(Ω)) ≤ Λε7/2} (7.23)
with Λ > 0 and Tmax ∈ (0, T ] being determined later on. It can be verified from (7.22) that,
on the time interval (0, Tε) there holds
d
dt
‖φ‖2L2(Ω) − C‖φ‖2L2(Ω) ≤ C6
(
Λ4/3 + ε4/5Λ8/5 + ε4Λ4 + ε12Λ8
) ‖φ‖2L2(Ω) + C6ε5. (7.24)
We shall work with ε ∈ (0, ε1) where
ε1 = min(ε0, 1,Λ
−2,Λ−1, T−1C−16 , e
−T (C+19C6)), (7.25)
then d
dt
‖φ‖2L2(Ω) ≤
(
C + C6Λ
4/3 + 3C6
) ‖φ‖2L2(Ω) + C6ε5. Applying the Gro¨nwall inequality
and (1.9) yields
‖φ‖C([0,Tε];L2(Ω)) ≤ exp(Tε(C + C6Λ4/3 + 3C6))
(‖φ |t=0 ‖L2(Ω) + TεC6ε5)
≤ exp(Tmax(C + C6Λ4/3 + 3C6))(Cinε7/2 + TmaxC6ε5).
(7.26)
• For an arbitrary Cin > 0, we shall choose Λ = 10Cin in (7.23) and
Tmax = min
{
Cin/C6, (C + C6Λ
4/3 + 3C6)
−1, T
}
. (7.27)
Then it follows from (7.26) and (7.23) that Tε ≥ Tmax, and thus (1.10) holds.
• If Cin ≤ exp (−T (C + 19C6)), we shall choose Λ = 8 and T = Tmax. Then it follows
from (7.25) and (7.26) that ‖φ‖C([0,Tε];L2(Ω)) ≤ 2ε7/2. This combined with (7.23) leads to
(1.10). 
Remark 7.1. We discuss the admissible initial data satisfying (1.9). Because of (3.7) and
(A.63), the approximate solution satisfies
φa(x, t) =
(
θ(z) + ε2φ˜(2) (z, x, t) + ε3φ˜(3) (z, x, t)
) ∣∣∣
z=r(x,t)/ε
+O(ε4) in Γ0(δ). (7.28)
Here φ˜(2) has an explicit form (A.24), and φ˜(2), φ˜(3) both decay exponentially to 0 as z → ±∞.
On the other hand, due to (2.4), (2.1) and the construction made in Appendix A, we have
r(x, 0) = d(0)(x, 0) (the signed-distance to the initial interface Γ00). So
φa(x, 0) = θ(
d(0)(x,0)
ε
) + ε2φ˜(2)
(
d(0)(x,0)
ε
, x, 0
)
+ ε3φ˜(3)
(
d(0)(x,0)
ε
, x, 0
)
+O(ε4). (7.29)
If we choose φε(x, 0) = θ(
d(0)(x,0)
ε
) + ε2φ˜(2)
(
d(0)(x,0)
ε
, x, 0
)
, then by a change of variable in
Γ00(δ) (the δ-tubular neighborhood of Γ
0
0), we arrive at
‖φε(x, 0)− φa(x, 0)‖L2(Γ00(δ)) = O(ε7/2). (7.30)
32 MINGWEN FEI AND YUNING LIU
This together with an appropriate choice of φε(x, 0) outside Γ
0
0(δ) leads to (1.9).
Appendix A. Formally matched expansions
We use the matched asymptotic expansions to obtain (3.3) and (3.4), and thus give a
complete proof of Proposition 3.2, and of (1.8). The construction will employ the solvability
of an ODE, see [2, Lemma 4.1].
Lemma A.1. Let ℓ,m, n ∈ {0, 1, 2} and A˜(z, x, t) : R× Γ0(δ)→ R be a function satisfying
∂ℓz∂
m
x ∂
n
t A˜(z, x, t) = O(e
−C|z|) as z → ±∞, uniformly in (x, t) ∈ Γ0(δ), (A.1)
and the following compatibility condition holds,∫
R
A˜(z, x, t)θ′(z)dz = 0, (x, t) ∈ Γ0(δ). (A.2)
Then the equation L U˜ = A˜ has a bounded solution so that
∂ℓz∂
m
x ∂
n
t U˜(z, x, t) = O(e
−C|z|) as z → ±∞, uniformly in (x, t) ∈ Γ0(δ). (A.3)
Moreover, there exists a smooth function U(x, t) such that
U˜(z, x, t) = U(x, t)θ′(z) +
[∫ z
0
(θ′(ζ))−2
(∫ +∞
ζ
A˜(τ, x, t)θ′(τ)dτ
)
dζ
]
θ′(z). (A.4)
The unique solution satisfying U˜(0, x, t) = 0 corresponds to U ≡ 0.
Recall from Section 2.1 that d(0) is the signed-distance to Γ0. We need the following lemma
whose proof can be found in [5].
Lemma A.2. The interface Γ0 evolves under the Willmore flow (1.4) if and only if d(0)
fulfills
∂td
(0) +∆2d(0) = ∆d(0)D(0) +∇d(0) · ∇D(0) on Γ0. (A.5)
Following [2], we employ the stretched variable z = dε
ε
∈ R (see (2.1) for the definition of
dε) and set the following Ansatz in Γ
0(3δ) for the inner expansion
φ˜ε(z, x, t) =
∑
ℓ≥0
εℓφ˜(ℓ)(z, x, t), µ˜ε(z, x, t) =
∑
ℓ≥0
εℓµ˜(ℓ)(z, x, t), (A.6)
which should fulfill the following matching conditions in (x, t) ∈ Γ0(3δ):
DγzD
α
xD
β
t
(
φ˜(i)(z, x, t)− φ(i)± (x, t)
)
= O(e−ν|z|), (A.7)
DγzD
α
xD
β
t
(
µ˜(i)(z, x, t)− µ(i)± (x, t)
)
= O(e−ν|z|). (A.8)
Here ν is a positive fixed constant and 0 ≤ α, β, γ ≤ 2. It follows from the Taylor expansion
and (A.6) that,
f ′(φ˜ε) = f ′(φ˜(0)) + f ′′(φ˜(0))
∑
i≥1
εiφ˜(i) +
∑
i≥1
εigi−1
(
φ˜(0), · · · , φ˜(i−1)), (A.9a)
f ′′(φ˜ε) = f ′′(φ˜(0)) + f ′′′(φ˜(0))
∑
i≥1
εiφ˜(i) +
∑
i≥1
εig∗i−1
(
φ˜(0), · · · , φ˜(i−1)), (A.9b)
where gi, g
∗
i enjoy the following property:
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Lemma A.3. For i ≥ 1, gi(x0, · · · , xi) and g∗i (x0, · · · , xi) are polynomials of i+1 variables.
Moreover, they vanish when x1 = · · · = xi−1 = 0, and g0 = g∗0 = 0.
Using |∇dε| = 1 and the chain-rule, we have the following expansions
∂tφ˜
ε(dε
ε
, x, t) = ∂tφ˜
ε + ε−1∂zφ˜ε∂tdε,
∆µ˜ε(dε
ε
, x, t) = ε−2∂2z µ˜
ε + 2ε−1∇x∂zµ˜ε · ∇dε + ε−1∂zµ˜ε∆dε +∆xµ˜ε,
∆φ˜ε(dε
ε
, x, t) = ε−2∂2z φ˜
ε + 2ε−1∇x∂zφ˜ε · ∇dε + ε−1∂zφ˜ε∆dε +∆xφ˜ε.
We expect (φ˜ε(z, x, t), µ˜ε(z, x, t))|z=dε/ε to satisfy (1.1) up to a high order term in ε and thus
determine the terms in (A.6):
∂2z µ˜
ε − f ′′(φ˜ε)µ˜ε + 2ε∇x∂zµ˜ε · ∇dε + ε∂zµ˜ε∆dε − ε2∂zφ˜ε∂tdε
+ε2∆xµ˜
ε − ε3∂tφ˜ε = O(εk), (A.10)
−∂2z φ˜ε + f ′(φ˜ε)− 2ε∇x∂zφ˜ε · ∇dε − ε∂zφ˜ε∆dε − εµ˜ε − ε2∆xφ˜ε = O(εk). (A.11)
Since z = dε
ε
, we need the above two equations to hold merely on
Sε , {(z, x, t) ∈ R× Γ0(3δ) : z = dε/ε}.
So we can add in (A.10) terms which are multiplied by dε − εz. These terms will give more
degrees of freedom to construct and to solve the equations for d(ℓ). See Remark A.1 below
and [2]. So we modify (A.10) as follows
∂2z µ˜
ε − f ′′(φ˜ε)µ˜ε + 2ε∇x∂zµ˜ε · ∇dε + ε∂zµ˜ε∆dε − ε2∂zφ˜ε∂tdε
+ ε2∆xµ˜
ε − ε3∂tφ˜ε + ε2χε(dε − εz)η′ = O(εk), (A.12)
where η(z) is a smooth non-decreasing function satisfying
η(z) = 0 if z ≤ −1; η(z) = 1 if z ≥ 1; η′(z) is even, (A.13)
and χε(x, t) =
∑∞
i=0 ε
iχ(i)(x, t) with χ(i) being determined later on.
Definition A.4. We shall use εℓ-scale to denote the terms of form εℓg(z, x, t). The ℓ-order
will refer to those indexed by ℓ if ℓ ≥ 0, and by 0 if ℓ < 0. Moreover, Ψ˜(ℓ)(z, x, t) and Ξ(ℓ)(x, t)
will denote generic terms which might change from line to line, and will depend on
terms of order at most ℓ.
A.1. ε1-scale. Collecting all terms of ε0-scale in (A.11)-(A.12), we have ∂2z φ˜
(0) = f ′(φ˜) and
∂2z µ˜
(0) = f ′′(φ˜(0))µ˜(0). Together with matching condition (A.7) and (A.8) yields
φ˜(0) = θ(z), µ˜(0)(z, x, t) = µ0(x, t)θ
′(z), (A.14)
for some function µ0 which will be determined later on. To proceed we recall the operator
L defined at (1.15), which enjoys
L is self-adjoint, ∂zL −L ∂z = f ′′′(θ)θ′I. (A.15)
Collecting all terms of ε1-scale in (A.11)-(A.12), and using φ˜(0) = θ(z), we have
L µ˜(1) = −f ′′′(θ)φ˜(1)µ˜(0) + 2∇x∂zµ˜(0) · ∇d(0) + ∂zµ˜(0)∆d(0), (A.16a)
L φ˜(1) = µ˜(0) + ∂zθ∆d
(0). (A.16b)
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Here µ0 is chosen such that (A.16b) fulfills (A.2), i.e. µ0 = −∆d(0). Thus
µ˜(0)(z, x, t) = −∆d(0)θ′, φ˜(1)(z, x, t) = 0. (A.17)
This together with Lemma A.3 implies
g1 = g2 = g
∗
1 = g
∗
2 = 0. (A.18)
Substituting this into (A.16a) yields L µ˜(1) = −2D(0)θ′′ where D(0) is given by
D(0)(x, t) = ∇∆d(0) · ∇d(0) + 1
2
(∆d(0))2. (A.19)
Using (A.4), for some µ1(x, t) which will be determined later on, there holds
µ˜(1)(z, x, t) = D(0)zθ′(z) + µ1(x, t)θ′(z). (A.20)
A.2. ε2-scale. Substituting (A.6) into (A.10)-(A.11), and collecting all terms of ε2-scale, we
obtain
0 = ∂2z µ˜
(2) − f ′′(θ)µ˜(2) − f ′′′(θ)φ˜(1)µ˜(1) − (f ′′′(θ)φ˜(2) + g∗1(φ˜(0), φ˜(1)))µ˜(0)
+ 2∇x∂zµ˜(1) · ∇d(0) + 2∇x∂zµ˜(0) · ∇d(1) + ∂zµ˜(1)∆d(0) + ∂zµ˜(0)∆d(1)
− ∂zθ∂td(0) +∆xµ˜(0) + χ(0)d(0)η′,
0 = −∂2z φ˜(2) + f ′′(θ)φ˜(2) + g1
(
φ˜(0), φ˜(1)
)− 2∇x∂zφ˜(1) · ∇d(0) − 2∇x∂zθ · ∇d(1)
− ∂zφ˜(1)∆d(0) − ∂zθ∆d(1) − µ˜(1) −∆xφ˜(0).
In view of (A.18), the above two equations can be simplified as
L µ˜(2) = −f ′′′(θ)φ˜(2)µ˜(0) + 2∇x∂zµ˜(1) · ∇d(0) + 2∇x∂zµ˜(0) · ∇d(1)
+ ∂zµ˜
(1)∆d(0) + ∂zµ˜
(0)∆d(1) − ∂zθ∂td(0) +∆xµ˜(0) + χ(0)d(0)η′, (A.21a)
L φ˜(2) = ∂zθ∆d
(1) + µ˜(1) =
(
∆d(1) + µ1
)
θ′ +D(0)zθ′(z). (A.21b)
Recall (A.20) that µ1 shall be determined such that (A.21b) fulfills (A.2), i.e.
(
∆d(1)+µ1
)
σ =
0, where σ ,
∫
R
(θ′)2dz. This leads to the formula for µ1 and completes formula (A.20):
µ1(x, t) = −∆d(1), µ˜(1)(z, x, t) = D(0)zθ′(z)−∆d(1)θ′(z). (A.22)
As a result, (A.21b) is simplified to
L φ˜(2) = D(0)zθ′(z). (A.23)
Using
∫
R
z(θ′)2dz = 0 and formula (A.4), we can solve (A.23) and yield
φ˜(2)(z, x, t) = D(0)θ′(z)α(z), with α(z) ,
∫ z
0
(θ′(ζ))−2
∫ +∞
ζ
τ(θ′(τ))2dτdζ (A.24)
being an odd function. This implies that φ˜(2) is odd with respect to z. On the other hand,
χ(0) is determined so that the right hand side of (A.21a) fulfills (A.2), e.g.
χ(0)d(0)σ−1σ = G0d(0), with σ =
∫
R
η′θ′dz, (A.25)
G0d
(0) , ∂td
(0) +∆2d(0) −∆d(0)D(0) −∇d(0) · ∇D(0). (A.26)
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Note that we used the following formula which is due to (A.15) and (A.23):∫
R
f ′′′(θ)φ˜(2)(θ′)2dz =
∫
R
∂z
(
L φ˜(2)
)
θ′dz −
∫
R
L
(
∂zφ˜
(2)
)
θ′dz = σ
2
D(0). (A.27)
Combining (A.25) and (A.5) leads to the choice of χ(0):
χ(0) ,
{
σ(σ)−1
(
G0d
(0)
)
/d(0), ∀(x, t) ∈ Γ0(3δ)\Γ0,
σ(σ)−1∇ (G0d(0)) · ∇d(0), ∀(x, t) ∈ Γ0. (A.28)
Remark A.1. If we do not modify the equation (A.10) into (A.12), then we would require
the equation (A.5) to hold in Γ0(3δ), which is not compatible with |∇d(0)| = 1 in general.
The formula (A.25) reduces (A.21a) to
L µ˜(2) =
(
f ′′′(θ)(θ′)2α + zθ′′
)
∆d(0)D(0) +
(
θ′ + 2zθ′′
)∇d(0) · ∇D(0)
− 2θ′′D(1) + χ(0)d(0)η′ − σ−1σχ(0)d(0)θ′, (A.29)
D(1) = ∇∆d(1) · ∇d(0) +∇∆d(0) · ∇d(1) +∆d(0)∆d(1). (A.30)
Note that D(1) is consistent with (3.5). We can solve (A.29) by employing (A.4),
µ˜(2)(z, x, t) =∆d(0)D(0)θ′(z)γ1(z) +∇d(0) · ∇D(0)θ′(z)γ2(z)
+D(1)zθ′ + µ2(x, t)θ′ + χ(0)d(0)θ′(z)γ3(z), (A.31)
where µ2(x, t) is a smooth function which will be determined by the ε
3-scale below, and γ1(z)
and γ2(z) and γ3(z) are three even functions defined by
γ1(z) =
∫ z
0
(θ′(ζ))−2
∫ +∞
ζ
θ′(τ)
(
f ′′′(θ)(θ′)2α + τθ′′
)
(τ)dτdζ, γ2(z) = −z2/2,
γ3(z) =
∫ z
0
(θ′(ζ))−2
∫ +∞
ζ
θ′(τ)
(
η′(τ)− σ−1σθ′(τ))dτdζ. (A.32)
A.3. ε3-scale. Substituting (A.6) into (A.11)-(A.12), then using (A.18) and collecting all
terms of ε3-scale lead to
L µ˜(3) = −f ′′′(θ)φ˜(2)µ˜(1) − f ′′′(θ)φ˜(3)µ˜(0) + (χ(0)d(1) + χ(1)d(0))η′ − χ(0)zη′
+ 2∇x∂zµ˜(2) · ∇d(0) + 2∇x∂zµ˜(0) · ∇d(2) + 2∇x∂zµ˜(1) · ∇d(1)
+ ∂zµ˜
(2)∆d(0) + ∂zµ˜
(0)∆d(2) + ∂zµ˜
(1)∆d(1) − ∂zθ∂td(1) +∆xµ˜(1), (A.33a)
L φ˜(3) = 2∇x∂zφ˜(2) · ∇d(0) + ∂zφ˜(2)∆d(0) + ∂zθ∆d(2) + µ˜(2). (A.33b)
We determine µ2(x, t) in (A.31) so that (A.33b) satisfies (A.2), i.e.(
∆d(2) + µ2
)
σ = − (∇d(0) · ∇D(0) + 1
2
∆d(0)D(0)
) ∫
R
∫ +∞
z
τ(θ′(τ))2dτdz
−∆d(0)D(0)
∫
R
(θ′)2γ1(z)dz −∇d(0) · ∇D(0)
∫
R
(θ′)2γ2(z)dz
− χ(0)d(0)
∫
R
(θ′(z))2γ3(z)dz. (A.34)
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To prove (A.34), it follows from (A.24) and integration by parts that∫
R
(
2∇x∂zφ˜(2) · ∇d(0) + ∂zφ˜(2)∆d(0) + ∂zθ∆d(2)
)
θ′dz
= −(2∇d(0) · ∇D(0) +D(0)∆d(0)) ∫
R
αθ′θ′′dz +∆d(2)σ
=
(∇d(0) · ∇D(0) + 1
2
∆d(0)D(0)
) ∫
R
∫ +∞
z
τ(θ′(τ))2dτdz +∆d(2)σ. (A.35)
This together with (A.31) leads to (A.34). So we can use (A.34) to rewrite (A.31) as
µ˜(2)(z, x, t) = −∆d(2)(x, t)θ′(z) +D(1)(x, t)zθ′(z) + Ψ˜(0)(z, x, t), (A.36)
where Ψ˜(0) only depends on 0-order terms:
Ψ˜(0) = ∆d(0)D(0)θ′γ1 +∇d(0) · ∇D(0)θ′γ2
− (2σ)−1
(∫
R
∫ +∞
z
τ(θ′(τ))2dτdz
)(
∆d(0)D(0) + 2∇d(0) · ∇D(0)
)
θ′
− σ−1
(
∆d(0)D(0)
∫
R
(θ′)2γ1(z)dz +∇d(0) · ∇D(0)
∫
R
(θ′)2γ2(z)dz
)
θ′
− σ−1
(∫
R
(θ′(z))2γ3(z)dz
)
χ(0)d(0)θ′. (A.37)
Finally, applying Lemma A.1 to (A.33b) yields a solution φ˜(3):
Lemma A.5. Ψ˜(0) satisfies (A.1) and the equation (A.33b) has a unique smooth solution
φ˜(3) depending up to 1-order terms, satisfying φ˜(3)|z=0 = 0 and (A.3).
d(1) is determined so that the right hand side of (A.33a) fulfills (A.2):
Lemma A.6. There exists Ξ(0)(x, t) depending on 0-order terms such that
G1d
(1) = σ
σ
(
χ(0)d(1) + χ(1)d(0)
)
+ Ξ(0) in Γ0(3δ), (A.38)
where G1d
(1) , ∂td
(1) +∆2d(1) −
∑
i=0,1
(∇D(i) · ∇d(1−i) +D(i)∆d(1−i)) . (A.39)
Proof. We note that f ′′′(θ)(θ′(z))3α(z)z is odd, so it follows from (A.22), (A.24) and (A.27)
that
−
∫
R
f ′′′(θ)φ˜(2)µ˜(1)θ′dz = ∆d(1)
∫
R
f ′′′(θ)φ˜(2)(θ′)2dz =
σ
2
D(0)∆d(1). (A.40)
Using (A.17), (A.33b) and (A.24), we can proceed in the same way as we obtain (A.27) and
yield
−
∫
R
f ′′′(θ)φ˜(3)µ˜(0)θ′dz = ∆d(0)
∫
R
f ′′′(θ)φ˜(3)(θ′)2dz
= ∆d(0)
∫
R
∂z
(
2∇x∂zφ˜(2) · ∇d(0) + ∂zφ˜(2)∆d(0) + ∂zθ∆d(2) + µ˜(2)
)
θ′dz
= −∆d(0)
∫
R
µ˜(2)θ′′dz.
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This combined with (A.36) leads to
−
∫
R
f ′′′(θ)φ˜(3)µ˜(0)θ′dz
= −∆d(0)
∫
R
(−∆d(2)θ′(z) +D(1)zθ′(z) + Ψ˜(0)(z, x, t))θ′′dz
=
σ
2
D(1)∆d(0) −∆d(0)
∫
R
Ψ˜(0)(z, x, t)θ′′dz. (A.41)
We continue treating the terms on the right hand side of (A.33a). It follows from (A.17),
(A.22), and (A.36) that∫
R
(
2∇x∂zµ˜(2) · ∇d(0) + 2∇x∂zµ˜(0) · ∇d(2) + 2∇x∂zµ˜(1) · ∇d(1)
)
θ′dz
= σ
(∇D(1) · ∇d(0) +∇D(0) · ∇d(1))− 2∇d(0) · ∫
R
∇xΨ˜(0)(z, x, t)θ′′dz.
Moreover, we have the following two identities:∫
R
(
∂zµ˜
(2)∆d(0) + ∂zµ˜
(0)∆d(2) + ∂zµ˜
(1)∆d(1)
)
θ′dz
=
σ
2
(
D(1)∆d(0) +D(0)∆d(1)
)−∆d(0) ∫
R
Ψ˜(0)(z, x, t)θ′′dz, (A.42)∫
R
(− ∂zθ∂td(1) +∆xµ˜(1))θ′dz = −σ(∂td(1) +∆2d(1)). (A.43)
Therefore, using the notation (A.39) , we deduce that d(1) satisfies (A.38) and
Ξ(0) = −2
σ
∇d(0) ·
∫
R
∇xΨ˜(0)(z, x, t)θ′′dz − 2
σ
∆d(0)
∫
R
Ψ˜(0)(z, x, t)θ′′dz.

To determine d(1) and χ(1) so that (A.38) holds, we need the following result:
Corollary A.7. The following equation about d(1) has a local in time classical solution:
G1d
(1) = σ−1σχ(0)d(1) + Ξ(0) on Γ0. (A.44)
Moreover, to have (A.38) holds in Γ0(3δ), χ(1) can be defined by
χ(1) ,
{
σ(σ)−1
(
G1d
(1) − σ−1σχ(0)d(1) − Ξ(0)) /d(0) in Γ0(3δ)\Γ0,
σ
(
σ
)−1∇(G1d(1) − σ−1σχ(0)d(1) − Ξ(0)) · ∇d(0) on Γ0. (A.45)
Proof. Note that d(1) might not fulfill (A.44) in Γ0(3δ). Since ∂rd
(1) = 0 (see (2.2)), it suffices
to determine d(1) on Γ0 and then extends constantly in the normal direction. Using (6.9) we
can convert mixed derivatives of d(1) into tangential ones. This combined with (A.30) and
(A.44) yields
∂td
(1) +∆2d(1) − (∇d(0) ⊗∇d(0)) : ∇2∆d(1) = T(d(1)), (A.46)
where T is a generic term that includes at most third-order (tangential) derivatives of d(1).
Using (6.9), (2.9) and (2.11) yields
∆2d(1) − (∇d(0) ⊗∇d(0)) : ∇2∆d(1)
=divΓ0(∇∆Γ0d(1)) = ∆2Γ0d(1) + (divΓ0 n) ∂r(∆Γ0d(1)).
(A.47)
38 MINGWEN FEI AND YUNING LIU
So we can write (A.46) as (see [2] for similar arguments)
∂td
(1) +∆2Γ0d
(1) = T(d(1)). (A.48)
This is a surface evolutionary equation and has a local in time smooth solution. 
A.4. εK-scale: With Definition A.4, we set the following statements indexed by K:
AK : φ˜
(i) depends on terms of order up to (i− 2); 2 ≤ i ≤ K + 1, (A.49a)
BK : µ˜
(i) = −∆d(i)θ′ +D(i−1)zθ′ + Ψ˜(i−2) for 2 ≤ i ≤ K, (A.49b)
CK : µ˜
(K+1) = µK+1(x, t)θ
′ +D(K)zθ′ + Ψ˜(K−1), (A.49c)
DK : (d
(K), χ(K)) depend on terms up to order (K − 1) through
GKd
(K) = σ−1σ
(
χ(0)d(K) + χ(K)d(0)
)
+ Ξ(K−1), (A.49d)
where D(i) is defined by (3.5), Ψ˜(K) satisfy the decay property (A.3), and
GKd
(K) , ∂td
(K) +∆2d(K) −
∑
ℓ=0,K
(∇D(ℓ) · ∇d(K−ℓ) +D(ℓ)∆d(K−ℓ)) , (A.50)
χ(K) ,
{
σσ−1
(
GKd
(K) − σ−1σχ(0)d(K) − Ξ(K−1)) /d(0) in Γ0(3δ)\Γ0,
σσ−1∇(GKd(K) − σ−1σχ(0)d(K) − Ξ(K−1)) · ∇d(0) in Γ0. (A.51)
Lemma A.8. The statements (A1, B1, C1) and (A2, B2, C2, D1) are valid.
Proof. Recall the results in previous subsections. Using d(1) we can determine µ˜(1) through
(A.22). Using d(2) determined by (A.50) with K = 2, we obtain µ˜(2) by (A.36) and φ˜(3) by
solving (A.33b). Finally we can rewrite (A.33a) as
L µ˜(3) = −2θ′′D(2) + Ψ˜(1), where D(2) =
∑
0≤ℓ≤2
(∇∆d(ℓ) · ∇d(2−ℓ) + 1
2
∆d(ℓ)∆d(2−ℓ)
)
, (A.52)
and Ψ˜(1) satisfies (A.1). Applying (A.4) yields
µ˜(3)(z, x, t) = µ3(x, t)θ
′(z) +D(2)(x, t)zθ′(z) + Ψ˜(1)(z, x, t). (A.53)
where Ψ˜(1) satisfies (A.1), and µ3(x, t) shall be determined by the ε
4-scale. 
We argue by induction on K. Assuming (AK , BK , CK, DK−1). We substitute (A.6)
into (A.11)-(A.12) and use (A.9) and (A.18) to sort all terms of εK+2-scale:
L µ˜(K+2) =−
∑
2≤i≤K+2
(
f ′′′(θ)φ˜(i) + g∗i−1
(
φ˜(0), · · · , φ˜(i−1))) µ˜(K+2−i)
+ 2
∑
0≤i≤K+1
∇x∂zµ˜(i) · ∇d(K+1−i) +
∑
0≤i≤K+1
∂zµ˜
(i)∆d(K+1−i)
−
∑
1≤i≤K
∂zφ˜
(i)∂td
(K−i) − ∂zθ∂td(K) +∆xµ˜(K) − ∂tφ˜(K−1)
+
(
χ(0)d(K) +
∑
1≤i≤K−1
χ(i)d(K−i) + χ(K)d(0)
)
η′ − χ(K−1)zη′, (A.54a)
L φ˜(K+2) =− g∗K+1
(
φ˜(0), · · · , φ˜(K+1)
)
+ 2
∑
2≤i≤K+1
∇x∂zφ˜(i) · ∇d(K+1−i)
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+ θ′∆d(K+1) +
∑
2≤i≤K+1
∂zφ˜
(i) ·∆d(K+1−i) + µ˜(K+1) +∆xφ˜(K). (A.54b)
Using AK and CK , we can write (A.54b) as
L φ˜(K+2) = θ′∆d(K+1) + µK+1(x, t)θ′ +D(K)zθ′ + Ψ˜(K−1). (A.55)
To fulfill the compatibility condition (A.2), we choose µK+1 = −∆d(K+1) + Ξ(K−1). This
together with CK implies BK+1, and reduce (A.55) to the following equation, which leads to
AK+1:
L φ˜(K+2) = D(K)zθ′ + Ψ˜(K−1). (A.56)
Proposition A.9. The equation (A.54a) can be written as
L µ˜(K+2) = −2
∑
ℓ=0,K+1
∇∆d(ℓ) · ∇d(K+1−ℓ)θ′′ − 2∆d(0)∆d(K+1)θ′′ + Ψ˜(K), (A.57)
and its compatibility condition is guaranteed by DK.
Proof. We consider the right hand side of (A.54a). Using (A.18), (A.49a) and (A.49b),
−
∑
2≤i≤K+2
(
f ′′′(θ)φ˜(i) + g∗i−1
(
φ˜(0), · · · , φ˜(i−1))) µ˜(K+2−i)
= −f ′′′(θ)φ˜(2)µ˜(K) − f ′′′(θ)φ˜(K+2)µ˜(0) − g∗K+1
(
φ˜(0), · · · , φ˜(K+1))
−
∑
3≤i≤K+1
(
f ′′′(θ)φ˜(i) + g∗i−1
(
φ˜(0), · · · , φ˜(i−1))) µ˜(K+2−i)
= ∆d(K)f ′′′(θ)φ˜(2)θ′ − f ′′′(θ)φ˜(K+2)µ˜(0) + Ψ˜(K−1)
In a similar way,
2
∑
0≤i≤K+1
∇x∂zµ˜(i) · ∇d(K+1−i)
= 2∇x∂zµ˜(0) · ∇d(K+1) + 2∇x∂zµ˜(1) · ∇d(K) + 2∇x∂zµ˜(K) · ∇d(1)
+ 2∇x∂zµ˜(K+1) · ∇d(0) + 2
∑
2≤i≤K−1
∇x∂zµ˜(i) · ∇d(K+1−i)
= −2
∑
ℓ=0,1,K,K+1
∇∆d(ℓ) · ∇d(K+1−ℓ)θ′′
+ 2
(∇D(K) · ∇d(0) +∇D(0) · ∇d(K)) (zθ′)′ + Ψ˜(K−1),∑
0≤i≤K+1
∂zµ˜
(i)∆d(K+1−i)
= ∂zµ˜
(0)∆d(K+1) + ∂zµ˜
(1)∆d(K) +
∑
2≤i≤K−1
∂zµ˜
(i)∆d(K+1−i) + ∂zµ˜(K)∆d(1) + ∂zµ˜(K+1)∆d(0)
= −2(∆d(0)∆d(K+1) +∆d(1)∆d(K))θ′′ + (D(0)∆d(K) +D(K)∆d(0))(zθ′)′ + Ψ˜(K−1).
Finally,
−
∑
1≤i≤K
∂zφ˜
(i)∂td
(K−i) − ∂zθ∂td(K) +∆xµ˜(K) − ∂tφ˜(K−1)
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+
(
χ(0)d(K) +
∑
1≤i≤K−1
χ(i)d(K−i) + χ(K)d(0)
)
η′ − χ(K−1)zη′
= −(∂td(K) +∆2d(K))θ′ + η′(χ(0)d(K) + χ(K)d(0))+ Ψ˜(K−1).
The above four results imply (A.57). They also imply the compatibility condition
σ
(
∂td
(K) +∆2d(K)
)
= ∆d(K)
∫
R
f ′′′(θ)φ˜(2)(θ′)2dz −
∫
R
f ′′′(θ)φ˜(K+2)µ˜(0)θ′dz +
∫
R
Ψ˜(K−1)θ′dz
+ σ
(∇D(K) · ∇d(0) +∇D(0) · ∇d(K) + 1
2
(
D(0)∆d(K) +D(K)∆d(0)
))
. (A.58)
It remains to calculate the first two terms on the right hand side of (A.58). Using (A.27)
yields
∆d(K)
∫
R
f ′′′(θ)φ˜(2)(θ′)2dz =
σ
2
D(0)∆d(K). (A.59)
With the aid of (A.17) and (A.15) we have
−
∫
R
f ′′′(θ)φ˜(K+2)µ˜(0)θ′dz = ∆d(0)
∫
R
f ′′′(θ)φ˜(K+2)(θ′)2dz
= ∆d(0)
∫
R
(
∂z
(
L φ˜(K+2))θ′ − (L ∂zφ˜(K+2))θ′) dz
= −∆d(0)
∫
R
L φ˜(K+2)θ′′dz.
In view of (A.56), the above two formulas together lead to
−
∫
R
f ′′′(θ)φ˜(K+2)µ˜(0)θ′dz = −∆d(0)
∫
R
(
D(K)zθ′ + Ψ˜(K−1)
)
θ′′dz =
σ
2
D(K)∆d(0) + Ξ(K−1).
Substituting (A.59) and the above formula into (A.58) leads to DK . 
Using (3.5), we can write (A.57) by
L µ˜(K+2) = −2D(K+1)θ′′ + Ψ˜(K)(z, x, t). (A.60)
Applying Lemma A.1 to the above equation implies CK+1. To conclude DK , we need:
Corollary A.10. The following equation about d(K) has a local in time classical solution
GKd
(K) = σ−1σχ(0)d(K) + Ξ(K−1) on Γ0. (A.61)
Moreover, to have DK holds in Γ
0(3δ), χ(K) can be defined by (A.51)
Note that the local in time solution follows from the same argument for Corollary A.7. So
we have shown (AK+1, BK+1, CK+1, DK) and the induction for (A.49) is completed.
Proposition A.11. Assume (1.4) has a smooth solution Γ0 within [0, T ], starting from a
smooth closed hypersurface Γ00 ⊂ RN , and let d(0) be the signed-distance, defined in Γ0(3δ).
Then we can construct the inner expansion with Ansatz (A.6) so that for i ≥ 1
DαxD
β
t D
γ
z φ˜
(i)(z, x, t) = O(e−C|z|), DαxD
β
t D
γ
z µ˜
(i)(z, x, t) = O(e−C|z|), (A.62)
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as z → ±∞ for (x, t) ∈ Γ0(3δ) and 0 ≤ α, β, γ ≤ 2. Moreover,
φˆIa(x, t) =
∑
0≤i≤k
εiφ˜(i)(z, x, t)
∣∣
z= d
[k](x,t)
ε
, µˆIa(x, t) =
∑
0≤i≤k
εiµ˜(i)(z, x, t)
∣∣
z= d
[k](x,t)
ε
, (A.63)
satisfies for (x, t) ∈ Γ0(3δ)
ε3∂tφˆ
I
a = ε
2∆µˆIa − f ′′(φˆIa)µˆIa +O(εk), (A.64)
εµˆIa = −ε2∆φˆIa + f ′(φˆIa) +O(εk). (A.65)
Proof. It follows from (A.6) and chain-rule that
−
(
ε3∂tφˆ
I
a − ε2∆µˆIa + f ′′(φˆIa)µˆIa
)
=∂2z µ˜
ε
∣∣∇d[k]∣∣2 − f ′′(φ˜ε)µ˜ε + 2ε∇∂zµ˜ε · ∇d[k]
+ ε∂zµ˜
ε∆d[k] − ε2∂zφ˜ε∂td[k] + ε2∆xµ˜ε − ε3∂tφ˜ε, with z = d[k](x, t)/ε.
If we replace dε by d
[k] in (A.10), and compare it with the above formula, then we arrive at
(A.64). In a similar way we can show (A.65) and the details are omitted. 
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