Abstract: We consider three closely related problems in optimal control: (1) minimizing the probability of lifetime ruin when the rate of consumption is stochastic and when the individual can invest in a Black-Scholes financial market; (2) minimizing the probability of lifetime ruin when the rate of consumption is constant but the individual can invest in two risky correlated assets; and (3) a controller-stopper problem: first, the controller controls the drift and volatility of a process in order to maximize a running reward based on that process; then, the stopper chooses the time to stop the running reward and rewards the controller a final amount at that time. We show that the values functions associated with these three problems are smooth and are the unique classical solutions of their Hamilton-Jacobi-Bellman equations. We reveal an interesting relationship among the value functions of the three problems.
Introduction and Motivation
We consider three closely related problems in optimal control. The first two problems are to minimize the probability of lifetime ruin under different settings. The third problem is a seemingly unrelated non-cooperative controller-stopper game. Our main contribution is to show that the value functions associated with these three problems are smooth and are the unique classical solutions of their Hamilton-Jacobi-Bellman equations. Another contribution is to uncover how the three control problems are related, which we do in the process of proving the regularity of the value functions.
When an individual determines an optimal investment policy, the resulting optimal policy depends on the criterion used. Young (2004) proposes minimizing the probability of ruin as an alternative criterion to maximizing one's expected discounted utility of consumption and bequest. Minimizing the probability that one outlives one's wealth is arguably an "objective" goal as compared with the goal of maximizing utility, in which one has to specify a "subjective" utility function. For further motivation of this problem, see Young (2005, 2007a,b) , Browne (1995) , Milevsky and Robinson (2000) , Milevsky, Ho, and Robinson (1997) , and Milevsky, Moore, and Young (2006) .
In the first of the two ruin minimization problems, we assume that the individual can invest in a financial market with one risky and one riskless asset. Young (2004) considers this problem in the case for which consumption is either constant or a constant proportion of wealth. In this paper, we assume that the individual consumes at a rate that follows a diffusion that is correlated with the risky asset's price process. It is important to consider random consumption because even though consumption is to some extent under the control of the individual, pressure from inflation or unexpected events can cause even the most frugal of individuals to experience random required consumption.
In the second of the two ruin minimization problems, we assume that the individual can invest in a financial market with two risky assets but no riskless asset. For this problem, the individual consumes at a constant rate. The corresponding minimum probability of ruin equals the one for the first problem after transforming the independent variables. Therefore, the corresponding optimal investment strategies are also functionally related. Duffie et al. (1997) apply a similar transformation when maximizing (power) utility of consumption with stochastic income.
In the third problem, a controller controls the drift and volatility of a process in order to maximize a running reward based on that process. Then, a stopper chooses the time to stop the running reward and "pays" the controller an amount at that time, which is a function of the value of the stopped process. It turns out that the value function of this game is the concave dual (under the Legendre transform) of the minimum probability of ruin for the second problem described above.
Games of stopping and control were recently introduced by Karatzas and Sudderth (2001) . They study a zero-sum game for which the controller selects the coefficients of a linear diffusion on a given interval, while the stopper can halt the process at any time. The terminal payoff is a continuous function of the stopped value of the process; there is no running reward. Karatzas and Sudderth explicitly compute the optimal control and stopping strategies for this problem. Karatzas and Sudderth (2007) extend this work to the case for which the game is not zero-sum. Karatzas and Zamfirescu (2006a,b) develop a martingale approach for studying controller-stopper games when only the drift can be controlled, and they find conditions under which the game has a value.
The remainder of the paper is organized as follows: In Section 2, we present the three control problems along with our major theorems. In Section 3, we prove these theorems via a series of propositions. Section 4 concludes the paper.
Three Related Optimal Control Problems
In this section, we describe three related optimal control problems. In Section 2.1, we consider the problem of minimizing the probability of lifetime ruin when the rate of consumption is stochastic and when the individual can invest in a Black-Scholes financial market. In Section 2.2, we consider the problem of minimizing the probability of lifetime ruin when the rate of consumption is constant but the individual can invest in two risky correlated assets. In Section 2.3, we consider a controllerstopper problem. First, the controller controls the drift and volatility of a process in order to maximize a running reward based on that process. Then, the stopper chooses the time to stop the running reward and pays the controller a final amount at that time. This final amount is a function of the value of the process at the time of stopping. In Section 2.4, we show how the three control problems described in Sections 2.1 through 2.3 are related.
Probability of Lifetime Ruin with Stochastic Consumption
In this section, we present the financial ingredients that affect the individual's wealth, namely, random consumption, a riskless asset, and a risky asset. We assume that the individual invests in order to minimize the probability that her wealth reaches zero before she dies.
The individual consumes at a random continuous rate c t at time t. One can interpret this consumption rate as the net consumption rate offset by (possibly random) income. We assume that c t follows geometric Brownian motion given by
in which b > 0 and B c is a standard Brownian motion with respect to a filtration {F t } of a probability space (Ω, F , P).
The individual invests in a riskless asset whose price at time t, X t , follows the deterministic process dX t = rX t dt, X 0 = x > 0, for some fixed rate of interest r > 0. Also, the individual invests in a risky asset whose price at time t, S t , follows geometric Brownian motion given by
in which σ > 0 and B S is a standard Brownian motion with respect to the filtration {F t } of the probability space (Ω, F , P). Assume that B c and B S are correlated Brownian motions with correlation coefficient ρ. Furthermore, assume that µ > r + σbρ.
Let W t be the wealth at time t of the individual, and let π t be the amount that the decision maker invests in the risky asset at that time. It follows that the amount invested in the riskless asset is W t − π t , and wealth follows the process
Define a hitting time τ 0 associated with the wealth process by τ 0 = inf{t ≥ 0 : W t ≤ 0}. This hitting time is the time of ruin. Also, define the random time of death of the individual by τ d . We assume that τ d is exponentially distributed with parameter λ (that is, with expected time until death equal to 1/λ); this parameter is also known as the hazard rate of the individual. We assume that τ d is independent of the σ-algebra generated by the Brownian motions B c and B S . By probability of lifetime ruin, we mean the probability that wealth reaches 0 before the individual dies, that is, τ 0 < τ d . Denote the minimum probability of lifetime ruin by ψ(w, c). We minimize with respect to the set of admissible investment strategies A(w, c). A strategy π is admissible if it is {F t }-progressively measurable (in which F t is the augmentation of σ(B c s , B S s : 0 ≤ s ≤ t)) and if it satisfies the integrability condition t 0 π 2 s ds < ∞, almost surely, for all t ≥ 0. The notational dependence of the set of admissible strategies on W 0 = w and c 0 = c means that the set might vary depending on the initial conditions (w, c).
It follows that one can express the minimum probability of lifetime ruin ψ by
in which P w,c denotes conditional probability given W 0 = w and c 0 = c. We have the following theorem for the minimum probability of lifetime ruin ψ. 
The optimal investment strategy π * is given in feedback form by
in which W * is the optimally controlled wealth process.
Proof. See Section 3.1, item 11, for an outline of the proof of this theorem, and see Section 3.4 for the proof itself.
Probability of Lifetime Ruin with Two Risky Assets
Consider two (risky) assets with pricesS (1) andS (2) following the diffusions
(1) andB (2) are correlated standard Brownian motions on a probability space (Ω,F ,P) with correlation coefficient
Suppose an individual has wealth Z t at time t, consumes at the constant rate of 1, and wishes to invest in these two assets in order to minimize her probability of lifetime ruin. With a slight abuse of notation, letπ t be the dollar amount that the individual invests in the second asset at time t; then, Z t −π t is the amount invested in the first asset at time t.
It follows that the wealth process Z follows the dynamics
It is straightforward to show that the quadratic variation of Z is given by
Now, denote minimum probability of lifetime ruin for this individual by φ. Specifically, define φ by
in whichP z denotes conditional probability given Z 0 = z, andτ 0 = inf{t ≥ 0 : Z t ≤ 0} is the time of ruin. Also,Ã(z) is the set of admissible strategies for this problem given Z 0 = z, defined similarly as we defined A(w, c). We have the following theorem for the minimum probability of lifetime ruin φ.
Theorem 2.2 The minimum probability of lifetime ruin φ given in (2.4) is decreasing, convex, and C 2 on R + . Additionally, φ is the unique solution of the following HJB equation on R + :
The optimal investment strategyπ * is given in feedback form bỹ 6) in which Z * is the optimally controlled wealth process.
Proof. See Section 3.1, items 8 through 10, for an outline of the proof of this theorem and part of Theorem 2.3, and see Section 3.3 for the proof itself.
Consider the hitting timeτ M defined by andτ M = inf{t ≥ 0 : Z t ≥ M }, for M > 0. If we were to suppose that the goal of the individual is to minimize the probability of her wealth hitting 0 before dying or before her wealth hitting M > 0, then we would have the modified minimum probability of lifetime ruin as follows:
Clearly, φ M (z) = 0 for z ≥ M . We have the following theorem for φ M . 
(2.8) 
Proof. See Section 3.1, items 6 through 10, for an outline of the proof of this theorem and part of Theorem 2.2, and see Section 3.3 for the proof itself.
Controller-Stopper Problem
For a positive constant M , define the following "payoff function" u M for y ≥ 0 by
Fix values y M < 1/M < y 0 . Note that u is maximal among concave functions f defined on R + that take values f (y M ) = M y M and f (y 0 ) = 1. Define a controlled stochastic process Y α by
with Y α 0 = y in whichB (1) andB (2) are independent standard Brownian motions on a probability space (Ω,F ,P), and α is an admissible control in A(y), as defined in the paragraph preceding (2.1), except in the setting of the probability space (Ω,F ,P).
Consider the controller-stopper problem given bŷ
in which τ is a stopping time with respect to (Ω,F ,P) and the filtration generated byB (1) and B (2) . For this problem, the controller receives a (discounted) running reward of Y α and seeks to make this as high as possible until the stopper ends the game with the payoff of u M .
We have the following theorem for the value functionφ M given in (2.12). 
Theorem 2.4 The controller-stopper problem in (2.12) has a continuation region given by
in which m is defined by
(2.14)
Moreover,φ M is the unique solution of the following free-boundary problem:
The optimal investment and stopping strategies, α * and τ * , respectively, are given by 
Proof. See Section 3.1, items 1 through 5, for an outline of the proof of this theorem, and see Section 3.2 for the proof itself.
Relationship Among the Three Control Problems
In this section, we show how the three control problems described in Sections 2.1 through 2.3 are related given the validity of Theorems 2.1 through 2.4. Begin withφ M , the value function for the controller-stopper problem defined in (2.12). Becauseφ M is concave on R + , we can define its convex dual via the Legendre transform (see, for example, Karatzas and Shreve (1998, Section 3.4)) as follows:
(2.18)
Proof. We have two cases to consider:
, from which it follows that the maximum on the right-hand side of (2.18) is achieved at y * = y M . For the remainder of this proof, assume that z < M . In this case, the critical value y * solves the equationφ
Thus, the dual variable y is related to the original variable z via y
We proceed to find the boundary value problem that Φ M solves given thatφ M solves the free-boundary problem in (2.15). In the partial differential equation forφ M in (2.15) with the optimal control substituted for α, let
.
Rewrite this equation in terms of
, or equivalently, Thus, we have shown that the Legendre transform Φ M of the value function of the optimal controller-stopper problemφ M in (2.12), or equivalently the solution of the free-boundary problem in (2.15), is the solution of the boundary-value problem (2.21)-(2.23) on [0, M ] . Note that the boundary-value problem for Φ M is identical to the one for φ M in (2.8). Additionally, we showed that for z ≥ M , Φ M (z) = 0, which is also clearly true for φ M .
In other words, we have shown that under the validity of Theorems 2.3 and 2.4, the Legendre transform ofφ M equals the minimum probability of ruin φ M . Next, note that it is natural that lim M →∞ φ M (z) = φ(z) on R + , and we show this result below in Section 3.3; see Propositions 3.14 through 3.16.
Finally, we relate φ in (2.4) and (2.5) to ψ in (2.1) and (2.2). Indeed, define Ψ on R 2 + by Ψ(w, c) = φ(w/c). Then, after a fair amount of calculus, one can show that Ψ solves (2.2). By the uniqueness of the solution of (2.2), it follows that Ψ = ψ. In other words, φ and ψ are related by φ(z) = ψ(z, 1) and ψ(w, c) = φ(w/c). Moreover, the optimal investment strategy π * for the problem in Section 2.1 is related to the optimal investment strategyπ * for the problem in Section 2.2 by 24) in which Z * is the optimally-controlled wealth.
Proofs of Theorems 2.1-2.4
In this section, we prove Theorems 2.1 through 2.4, namely, that each of the value functions for the problems described in Sections 2.1 through 2.3 is smooth and is the unique solution of its respective HJB (in)equality. In Section 3.1, we outline our program for proving these theorems. In Section 3.2, we prove Theorem 2.4 via a series of propositions. In Section 3.3, we prove Theorems 2.2 and 2.3. Finally, we prove Theorem 2.1 in Section 3.4.
Scheme for Proving Theorems 2.1-2.4
To show that value functions for the three problems have the properties stated in Theorems 2.1-2.4 and to show that each is the unique solution of its corresponding HJB (in)equality, we will proceed as follows:
1. Show thatφ M is a viscosity solution of the HJB-VI (2.13); see Propositions 3.1 through 3.3. 2. Prove a comparison theorem for (2.13); see Proposition 3.6. From this result, conclude that φ M is the unique viscosity solution of the HJB-VI; see Corollary 3.7. 3. Show thatφ M is C 2 in the continuation region; see Propositions 3.8 and 3.9. 4. Show that smooth pasting holds for the controller-stopper problem; see Proposition 3.10. From this result, conclude thatφ M is in
of the free-boundary problem on R + given in (2.15); see Corollary 3.11. 6. Then, from Theorem 2.5 in Section 2.4, conclude that the convex dual, namely Φ M , ofφ M (via the Legendre transform) is a C 2 solution of (2.8) on (0, M ) with Φ M (z) = 0 for z ≥ M . 7. Show via a verification lemma that the minimum probability of ruin φ M defined in (2.7) equals Φ M ; see Lemma 3.12 and Proposition 3.13. 8. Show that lim M →∞ φ M is a viscosity solution of (2.5); see Proposition 3.14. 9. Show that lim M →∞ φ M is smooth; see Proposition 3.15. 10. Show that lim M →∞ φ M = φ on R + and that φ is the unique smooth solution of (2.5); see Proposition 3.16. 11. Because φ is a classical solution of (2.5), it follows that (w, c) → φ(w/c) defines a classical solution of (2.2). Then, via a verification lemma, we conclude that the minimum probability of ruin ψ defined in (2.1) is given by ψ(w, c) = φ(w/c); see Proposition 3.17.
Proof of Theorem 2.4
To prove Theorem 2.4, we begin with a series of propositions that give us useful properties of 
in which H is the process defined by
Now, suppose 0 < y 1 < y 2 ; then, for α ∈ A(y 1 ), we have α ∈ A(y 2 ). From (3.1), it follows that Y α,y 1 < Y α,y 2 , in which Y α,y i denotes the process Y α with Y α 0 = y i for i = 1, 2. Then, because the expression in the expectation of (2.12) is non-decreasing with respect to Y α , we conclude that φ M is non-decreasing on R + .
Next, consider the concavity ofφ M . Indeed, because Y α in (2.11) is linear in the control α and because u M is concave, the expectation is concave with respect to y. Suppose y 1 , y 2 > 0 with ω ∈ [0, 1]. Also, let α i ∈ A(y i ) for i = 1, 2; then, ωα 1 + (1 − ω)α 2 ∈ A(ωy 1 + (1 − ω)y 2 ). It follows from this inclusion that the supremum of the expectation over admissible strategies is concave. Finally, because the infimum of concave functions is concave, the infimum over stopping times τ is concave with respect to y.
Becauseφ M is concave on R + , the only place that it might be discontinuous is at y = 0 with a jump discontinuity there. However,φ M (0) = 0 andφ M ≤ u M , soφ M does not have a jump discontinuity at y = 0. Therefore, we conclude thatφ M is continuous on R + .
Becauseφ M is non-decreasing, convex, and is dominated by u M , it follows that
+ . This Lipschitz continuity ofφ M implies that it is uniformly continuous on [0, ∞).
Define the region
Later, in Proposition 3.9, we show that D is the continuation region for this controller-stopper problem. That is, it is optimal for the stopper to let the game continue if and only if y ∈ D.
Proof. Thatφ M is strictly increasing on D is clear from the expression for Y α in (3.1) and its role in the value function (2.12).
Next, suppose that y 1 > 0 is such thatφ M (y 1 ) = u M (y 1 ). First, suppose that y 1 ≤ 1/M ; then, becauseφ M (0) = 0 and becauseφ M is non-decreasing, concave, and bounded above by the line M y it must be thatφ M (y) = M y for all 0 ≤ y ≤ y 1 . Thus, if y 1 ≤ 1/M is not in D, then the same is true for y ∈ [0, y 1 ].
Finally, suppose that y 1 ≥ 1/M ; then, becauseφ M is non-decreasing, concave, and bounded above by the horizontal line 1 it must be thatφ M (y) = 1 for all y ≥ y 1 . Thus, if y 1 ≥ 1/M is not in D, then the same is true for y ∈ [y 1 , ∞).
It follows that there exist 0 ≤ y M ≤ 1/M ≤ y 0 ≤ ∞ such that D = (y M , y 0 ). Note that if D is empty, we can take y M = 1/M = y 0 .
We want to show thatφ M is the unique solution of (2.13) and that it is C 2 , except possibly at y M and y 0 . To this end, we first show thatφ M is a viscosity solution, in which we define a viscosity solution as follows:
is a viscosity supersolution (respectively, subsolution) of (2.13) if
(respectively, ≤ 0) whenever f ∈ C 2 (R + ) and g − f has a global minimum (respectively, maximum) at y = y 1 ≥ 0.
(ii) g is a viscosity solution of (2.13) if it is both a viscosity super-and subsolution.
As a result of the dynamic programming principle (DPP),φ M is a viscosity solution of the HJB-VI in (2.13), as we show in the following proposition:
Proposition 3.3 The functionφ M is a viscosity solution of the HJB-VI in (2.13).
Proof. We know thatφ M ∈ C 0 (R + ) from Proposition 3.1. We first prove thatφ M is a viscosity subsolution of (2.13). Let f ∈ C 2 (R + ) be such thatφ M − f has a global maximum at y = y 1 . Without loss of generality, we can assume thatφ M (y 1 ) = f (y 1 ) andφ M ≤ f on R + . Becausê φ M ≤ u M on R + , it is enough to prove the following inequality at y = y 1 :
The DPP applied to (2.12) gives us, for h > 0,
in which
It follows thatφ
(3.6) Becauseφ M (y 1 ) = f (y 1 ), inequality (3.6) becomes 0 ≤ sup
By applying Itô's formula to e −λt f (y), we obtain
t , which, due to the localization, leads tô
(3.7)
Observe that
By Lemma 3.3 of Gozzi et al. (2005) , we can take f , f ′ , and f ′′ to be polynomially bounded on R + , that is, for y ≥ 0,
As a result of Theorem 1.1 of Touzi (2002) , we know that
Therefore, by using (3.8), (3.9), and (3.10), and by applying the dominated convergence theorem, we obtain that 1 hÊ
as h → 0+. From (3.5) (the localization guarantees that the terms multiplying f ′ (Y α s ) and f ′′ (Y a s ) in (3.7) are bounded), (3.7)(3.8), and (3.11), it follows that
By letting h → 0+, we obtain
and from this inequality, (3.4) readily follows. Next, we prove thatφ M is a viscosity supersolution of (2.13). Let f ∈ C 2 (R + ) be such thatφ M − f has a global minimum at y = y 1 . Without loss of generality, we can assume that φ M (y 1 ) = f (y 1 ) andφ M ≥ f on R + . Ifφ M (y 1 ) = u M (y 1 ), then (3.3) holds automatically. Thus, suppose thatφ M (y 1 ) < u M (y 1 ); that is, y 1 ∈ D = (y M , y 0 ). In this case, we want to prove the following inequality:
To this end, define ε :
Then, an alternative version of the DPP applied to (2.12) gives us, for h > 0 (see, for example, Pham (1998, Proposition 3.2) or Krylov (1980) ),
Define the admissible control α by α t = α 0 for all t ≥ 0. Then, from Itô's formula applied to e −λt f (y) and from a similar argument in the first part of this proof, we obtain
(3.14)
Now,
and
for some positive constants C and C ′ , as in Pham (1998, proof of Theorem 3.1, page 13). Thus, by letting h → 0+ in (3.14), we obtain
and from this inequality, (3.12) readily follows.
In the following corollary of Proposition 3.3, we show that D defined in (3.2) is non-empty if M > 1/λ.
Proof. Suppose M > 1/λ, and suppose that D is empty. Then, for all y ≥ 0, we haveφ M (y) = u M (y) = min(M y, 1). By Theorem 3.2,φ M = u M is a viscosity solution of (2.13). Because M > 1/λ, there exists y 1 ∈ (1/M, λ). The value function is identically 1 in a neighborhood of y 1 , so that (2.13) becomes [λ − y 1 , 0] = 0, which contradicts y 1 < λ. Thus, the region D is non-empty.
In the next proposition, we provide a comparison result from which it follows that (together with Proposition 3.1)φ M is the unique viscosity solution of (2.13). Our proof follows a similar line of argument as found in the proof of Theorem 5.1 (pages 31-33) of Crandall et al. (1992) . In proving the comparison result, it will more convenient to characterize the concept of viscosity solutions using parabolic semijets, see Crandall et al. (1992, Definition 2.2 and Remarks 2.3 and 2.4 (pages 10-11)).
Lemma 3.5 Define the parabolic superjet of v ∈ C(R + ) at y ∈ R + by
Also, define the parabolic subjet of v by
Proposition 3.6 Let u be a uniformly continuous, concave viscosity subsolution of (2.13) on R + , and let v be a uniformly continuous, concave viscosity supersolution of (2.13) on
Proof. Suppose that
for somex ∈ R + , and define
in which ε and β are positive parameters. For small enough ε, we have that
On the other hand, the uniform continuity of u and v on R + imply that there exists K > 0 such that
(3.16) see Crandall et al. (1992; equations (5.9 ) and (5.10)). Then, there exists (x,ŷ) ∈ R 2 + , dependent on β and ε, that maximizes Ψ, at which (3.17) for some constant C. The first equality inequality in (3.17) follows from Ψ(x,ŷ) ≥ Ψ(x,x) ≥ δ > 0. The second inequality follows from (3.16), and the third from
Inequality (3.17) implies that
By applying Theorem 3.2 of Crandall et al. (1992) , we obtain that there exists (X, Y ) ∈ R 2 such that
Moreover, it follows from the discussion prior to Lemma 1 on page 268 of Alvarez et al. (2003) that Y ≤ 0 since v is concave. ¿From Lemma 3.5 and the fact that max{a, b} − max{c, d} ≥ 0 implies either a ≥ c or b ≥ d, we have either
Note that F decreasing with respect to M . Because
Inequality (3.18) implies that for β ≥ 1 and ε ∈ (0, 1], β|x −ŷ| 2 is bounded independently of β and ε, which implies that as ε → 0, we have εx, εŷ → 0 and β(x −ŷ) remains bounded, and that |x −ŷ| → 0 as β → ∞ uniformly in ε. Therefore, the left-hand sides of both (3.19) and (3.20) converge to zero as β → ∞ and ε → 0, which implies that δ ≤ 0. This contradicts (3.15).
¿From Propositions 3.3 and 3.6, we deduce the following corollary:
Corollary 3.7φ M is the unique viscosity solution of (2.13) in the class of uniformly continuous, concave functions.
Proof. Proposition 3.3 tells us thatφ M is a viscosity solution of (2.13). Moreover,φ M is uniformly continuous and concave from Proposition 3.1. If we had another uniformly continuous, concave viscosity solution v of (2.13), then Proposition 3.6 would imply thatφ M = v. 
Proof. The proof is similar to the proof of Theorem 5 in Duffie et al. (1997) . We will point out the necessary modifications. For L ∈ Z + , define
Observe that w L is concave, which follows from the same line of argument as for the concavity ofφ M . One can show (as in Proposition 3.3 and 3.5 and Corollary 3.7) that w L is the unique viscosity solution of
that is, {w L } is an equicontinuous sequence of functions. Since each w L is bounded above by 1, the increasing sequence {w L } converges to some function, sayŵ, which is continuous (continuity follows from the equicontinuity of the approximating sequence). Now from Dini's theorem (since {w L } is an increasing sequence of continuous functions converging to a continuous function), we have that {w L } converges toŵ uniformly on compact sets. Then for any x, y ∈ R + and for any ε > 0, there
We already know thatŵ > w L on R + . Together with the concavity of w L , this leads tô
for γ ∈ [0, 1] and x, y ∈ R + . Because ε is arbitrary, this implies thatŵ is concave. Therefore w L converges locally uniformly to a concave functionŵ. ¿From Theorem I.3 of Lions (1983) (a result on the stability of viscosity solutions), it follows thatŵ is a viscosity solution of (2.13). Note thatŵ is concave, bounded by u M , and increasing, from which we conclude that it is Lipschitz continuous. This implies thatŵ is uniformly continuous on [0, ∞). On the other hand, from Proposition 3.6, it follows that (2.13) has a unique viscosity solution among uniformly continuous, concave functions. Therefore, from Corollary 3.7, we conclude that w L →φ M locally uniformly in (0, ∞).
(3.21)
By using Theorem II.1 of Lions (1983) , one can prove that, indeed, w L is the unique viscosity solution of (3.21). The rest of our proof follows the same arguments between equations (6.3) and (6.13) in the proof of Theorem 5 in Duffie et al. (1997) .
Proposition 3.9 Define a stopping time τ 22) and define a control strategy α * in feedback form by 23) in which Y * is the diffusion that solves
Moreover,
25) for any stopping time τ of the filtration generated by B
(1) and B (2) and for any admissible strategy α.
Proof. Equation (3.24) follows from applying Itô's formula to e −λtφ M (y) and by using Proposition 3.8. Note that this demonstrates that τ * (Y * ) and α * are the optimal strategies. To show the second inequality in (3.25), we will argue that the function η defined by
is equal to φ M on R + ; that is, the infimum in (3.26) is attained at τ * (Y * ). To this end, define a process X by
By using the strong Markov property of Y * , we can write the Snell envelope ξ of X as
The derivation of this equation is similar to the derivation of equation (7.6) in Chapter 2 of Karatzas and Shreve (1998) . Now, from Theorem D.12 in Karatzas and Shreve (1998) , it follows that the stopping timeτ := inf{t ≥ 0 : ξ t = X t } is optimal. Note by (3.27) and (3.28) thatτ = τ * (Y * ), which proves that η =φ M .
Let us now prove the first inequality in (3.25). By applying Itô's formula to e −λtφ M (y), we get
, in which the inequality follows from Proposition 3.8 and from the definition of τ * (Y α ). Proof. We will prove the smooth pasting condition at y 0 (assuming that y 0 < ∞). Smooth pasting at y M follows similarly. Sinceφ M is concave, the right and the left derivatives exist everywhere and
Therefore, we only need to show that
To this end, we first introduce some notation. Let α * be the optimal strategy in the statement of Theorem 2.4 (also see Proposition 3.9), and define
30) in which the inequality follows from observing that τ * y 0 −ε is not optimal at y 0 (for the controllerstopper problem) and the fact that τ H,y 0 −ε y 0 ≥ τ * y 0 −ε almost surely. This last fact follows from α * ≥ 0 (sinceφ M is concave and increasing), which implies that
¿From (3.30), it follows that
(3.32)
The second inequality here follows from the fact that
which holds as a result of (3.31). The first term on the right-hand-side of (3.32) satisfies
which follows from the fact that τ H,y 0 −ε y 0 ↓ 0 as ε ↓ 0 (proof of this is similar to the proof of equation (7.17) in Chapter 2 of Karatzas and Shreve (1998) ) and from the dominated convergence theorem sinceÊ
for ε > 0 small enough. On the other hand, one can explicitly computeP (y 0 − ε)H τ H y 0 −ε = y M (since this is simply the probability that a geometic Brownian motion exits from the left) and show that it converges to zero as ε → 0. Hence, (3.29) holds.
The following corollary is immediate from Propositions 3.8 and 3.10, so we omit its proof.
Proof of Theorems 2.2 and 2.3
In this section, we prove Theorems 2.2 and 2.3 through a series of propositions as outlined in items 6 through 10 in Section 3.1. First, we define a second-order differential operator associated with the minimization problem in (2.7) as follows: For an open set G ⊂ (0, M ), v ∈ C 2 (G), and
We have the following verification lemma that shows that a suitably smooth solution of (2.8) equals φ M , with the optimal investment strategy given in (2.9).
Lemma 3.12 Suppose the real-valued functions v on R + and β on (0, M ) satisfy the following conditions: (0) v is continuous and non-increasing on
Under the above conditions, the modified minimum probability of the lifetime ruin φ M in (2.7) is given by (3.34) and the optimal investment strategy in the risky assetπ * is given bỹ
Proof. For an arbitrary strategyπ ∈Ã(z), let Zπ denote the wealth process when we useπ as the investment policy. Recall that the hitting timesτ 0 andτ M are defined byτ 0 = inf{t ≥ 0 :
. (Technically, we should apply the superscriptπ to the stopping times, but we omit it because the notation is otherwise too cumbersome.) Because the time of death of the individual τ d is independent of the Brownian motions B
and B (2) , we can write φ M as
(3.36)
By using this formulation of the problem, the verification lemma follows from classical arguments, as we proceed to demonstrate. First, for any positive integer n, define the stopping timeτ n bỹ τ n = inf{t ≥ 0 :
Then, define the stopping timeτ (n) =τ 0 ∧τ n ∧τ M . Assume that we have the function v as specified in the statement of this lemma. By applying Itô's formula to the function f given by f (z, t) = e −λt v(z), we have 38) where the inequality follows from assumption (iii) of the proposition. Because v is bounded, v(0) = 1, and v(M ) = 0, it follows from (3.38) and the dominated convergence theorem that
for any π ∈Ã(z). Thus, it follows from (3.36) that v ≤ φ M . Now, let β be as specified in the statement of this lemma; that is, β is the minimizer of Lπv. It follows from the above argument that we will have equality in (3.39), from which it follow that v = φ M . Hence, we have demonstrated (3.34) and (3.35) on (0, M ). Assumption (v) completes the proof.
The following proposition follows easily from Lemma 3.12:
Proposition 3.13 The Legendre transform ofφ M equals the minimum probability of ruin φ M and thereby solves the HJB equation (2.8) on [0, M ] . Also, the optimal investment strategy is given by the expression in (2.9).
Proof. As we showed in Theorem 2.5, the Legendre transform Φ M ofφ M given (2.18) satisfies the conditions given in Lemma 3.12. Also, the function β defined by β(z) = − µ−r−σbρ σ 2
In the next sequence of propositions, we prove Theorem 2.2 and that lim M →∞ φ M = φ on R + .
Proposition 3.14 Defineφ on R + byφ
(3.40)
Then,φ is a viscosity solution of (2.5).
Proof. Since φ M (0) = 1 for all M , it follows thatφ(0) = 1. Observe also thatφ is convex since it is the upper envelope of convex functions; that is, φ(z) = sup M φ M (z) for z ∈ R + . Since {φ M (z)} is increasing with respect to M > 0 for all z ∈ R + we can apply Dini's theorem and conclude that φ M converges toφ uniformly on compact sets of R + . Below, we will show thatφ is a viscosity subsolution of (2.5). The fact that it is a viscosity supersolution of (2.5) can be similarly proved.
Define F by
for a test function u ∈ C 2 (R + ) and for z ∈ R + . Note that F is non-increasing with respect to its fourth argument u ′′ (z). For O ⊂ R + open, let ψ ∈ C 2 (O), and supposeφ − ψ has a strict local maximum at z 0 ∈ O. We will show that (3.42) and conclude by using Remark I.9 in Lions (1983) . If δ > 0 is small enough, [z 0 − δ, z 0 + δ] ⊂ O and (φ − ψ)(z 0 ) > max{(φ − ψ)(z 0 − δ), (φ − ψ)(z 0 + δ)}.
Since {ψ M } converges toφ uniformly on compact sets, we can choose M = M (δ) (> z 0 + δ) large enough so that max functions we analyze are known to be value functions rather than merely solutions of HJB equations. As a result, we use both probabilistic arguments (or arguments from control theory) and differential equations to show this further regularity. We used a wide variety of techniques to prove these properties, including methods from viscosity solutions (Propositions 3.3, 3.6, 3.8, 3.14, and 3.15) , optimal stopping theory (Proposition 3.9), probabilistic arguments (Proposition 3.10), and verification lemmas (Lemma 3.12 and Propositions 3.13, 3.16, and 3.17) .
