While Receiver Operator Characteristic (ROC) curves have been a standard tool in the design and evaluation of binary classification problems, they have sometimes been blamed for ignoring some vital information in the evaluation process, such as predicted scores and the amount of information about the target that each instance carries. In this paper, a new classification performance method denoted as 3D ROC histogram is proposed for extending ROC curves into 3D space. In this histogram, the x-axis and the y-axis are respectively labeled as false positive rate, and true positive rate which are the same with traditional ROC space. The z-axis serves as a quantitative index that represents vital information, and the volume of the 3D ROC histogram (V3RH) acts as a summary index. The proposed method preserves merits such as robustness with respect to class imbalance and threshold independence, and also, it provides an easy way for incorporating additional information in the evaluation process. Experiments on real-world datasets were conducted, with results that confirmed it to be a reliable measure.
I. INTRODUCTION
In this paper, we investigated classification problems by building a classification model from a finite set of training instances with labels (or classes) to predict behavior of test instances [1] . Previous studies have reported a vast number of classification models, whose outputs may either be an instance's class membership or the probability that an instance belongs to a particular class. To evaluate the performance of classification models, many objective measures have been proposed, such as accuracy, precision and F-measure, among which the receiver operating characteristic (ROC) curve is a visual tool for classification model comparison [2] - [4] .
ROC analysis was initially developed in the field of signal detection as a means of judging whether a blip on a screen represents an enemy, a friend, or just noise [5] , [6] . Its use was broadened in the 1970's for use in the biomedical The associate editor coordinating the review of this manuscript and approving it for publication was Gang Li . field to interpret medical test results [7] . In recent years, ROC analysis has increasingly been utilized in machine learning and data mining research [8] - [10] . While it has been reported that ROC analysis is statistically consistent and satisfactorily discriminating than accuracy [11] - [13] , it still reflects some serious drawbacks. First, ROC curves have been highly criticized for ignoring predicted scores. As their generation only depends on the ranks of the predicted scores, ROC curves may remain unchanged even when predicted scores change, which makes it insufficiently discriminating. Castanho et al. invented a ''fuzzy receiver operating characteristic'' method, in which fuzzy set theory is incorporated into ROC curves [7] . Ferri et al. proposed a new probabilistic version of AUC (pAUC) that takes probability magnitude into account [14] . Wu et al. developed a scored AUC (sAUC) that takes both rank and values of predicted scores into account [15] . Another problem worthy of notice is that, because true and complete data are usually not available, nearly all ROC curves are empirical rather than real, and in such a case, estimation error analysis is extremely necessary [16] . Dong et al. proposed the concepts of gROC and gAUC based on discernible granularity and a view reflecting the score's uncertainty [17] . Xu et al. dealt with the AUC estimation problems both parametrically and non-parametrically based on the equivalence between the AUC and the Mann-Whitney U statistic [18] . A third problem is that ROC can only be used for binary classification evaluation. Many extensions of ROC have been developed [19] , [20] .
In [21] , the authors argued that datasets often contain redundant data, suggesting that a dataset can be reduced to a subset of informative instances without affecting learning performance. In detail, instances have been grouped into three categories: informative, typical and noisy. Merler et al. in performing classification tasks on noisy data, sorted training data using a hardness measure, and progressively eliminated the hardest occurrences to avoid over-fitting [22] . In summary, while instances should be treated differently rather than equally in the process of training, that idea has unfortunately not been used in the evaluation of classification models, and traditional ROC curves exhibit only limited capability of representing unique properties of instances.
Traditional ROC curves are plotted on a 2D graph in which the x-axis and the y-axis respectively represent false positive rate and true positive rate, making it impossible for them to incorporate other information. Since there is a natural need to extend traditional ROC curves into a higher dimensional space, a new measure based on ROC analysis, the 3D ROC histogram, is proposed in this paper. In this histogram, false positive rate and true positive rate are respectively plotted on x-axis and y-axis, and z-axis value is related to the unique information of each instance. The contributions of the work can be enumerated as follows:
(1) A generalized framework of ROC analysis is proposed in 3D space, making possible the incorporation of additional information during the evaluation process of classification models.
(2) the Volume of a 3D ROC histogram (V3RH), a summary index of a 3D ROC histogram, is proposed for representing classification performance quantitatively.
(3) A method for designing the z-axis in real applications is described, and classification hardness and predicted scores are addressed as two examples.
(4) The proposed measure is extended into a case reflecting multiple classes.
ROC analysis has been widely used in applications like eyewitness identification [23] , image processing assessment [24] , [25] , clinical diagnosis [26] - [28] , and traffic analysis [29] . The 3D ROC histogram proposed in this paper provides an easy way to incorporate additional useful information related to instances, and it covers traditional ROC curves, ROC analysis with predicted scores, ROC analysis with costs, et al., making it capable of enhancing the value of applying ROC analysis in these fields.
The remainder of the paper is organized as follows: in Section 2, related work is described; in Section 3, the 3D ROC histogram and its volume (V3RH) are initially detailed, followed by an investigation of the relationship of the proposed measure to other ROC-related methods, and a description of how to incorporate predicted scores and classification hardness; experimental results and discussions of results are given in Section 4; and conclusions are given in Section 5.
II. RELATED WORK
In this section, the basic theory of ROC analysis is reviewed. ROC curves are constructed in a two-dimensional graph, on which false positive rate is plotted on x-axis and true positive rate is plotted on y-axis [30] . Here, false positive rate refers to the rate of incorrectly classified negatives, and true positive rate refers to the rate of correctly classified positives.
Assuming that there are n instances X = {x 1 , . . . , x n }, among which there are n + positives and n − negatives, let L = {l 1 , . . . , l n } be the class that each instance belongs to: l i = p, if instance x i is a positive; otherwise, l i = n. Let S = {s 1 , . . . , s n } represent the predicted scores of the instances' belonging to positive class. If we set the classification threshold as λ, there will be four outcomes: for l i = p, if s i > λ, x i is a true positive, else it is a false negative; for l j = n, if s j > λ, x j is a false positive, else it is a true negative. The four outcomes can be represented in the confusion matrix shown in Table 1 . Based on the confusion matrix, we can get the false positive rate (fpr) and true positive rate (tpr),
An ROC curve is the trace of (fpr, tpr) pairs. The steps of generating an ROC curve are summarized as follows: S is reordered in descending order, L is also reordered with the same steps of S. Then we lower the threshold λ from +∞ to −∞, it will produce n + 2 pairs of (fpr, tpr). When λ = +∞, we have s i < λ for any i = 1, . . . , n, which means that the first pair (fpr 0 , tpr 0 ) is (0, 0). Then we reduce the threshold λ until s 1 ≥ λ, and the new pair of (fpr 1 , tpr 1 ) is set as (fpr 0 + 1/n − , tpr 0 ), if the first instance is a negative ( l 1 = n); otherwise, (fpr 1 , tpr 1 ) = (fpr 0 , tpr 0 + 1/n + ). We keep on lowering the threshold λ. Once there is another s i which is greater than or equal to λ, a new pair (fpr, tpr) is generated as
When λ < min{S}, it produces the final pair (1, 1). Finally, the neighboring pairs are connected with each other to produce a broken line starting at the point (0, 0) and ending up with the point (1, 1). As the point (0, 1) in the ROC space denotes a perfect classification model, by which all the instances are correctly classified, the closer a ROC curve's distance to the point (0, 1), the better the corresponding classification model works.
In order to have quantitative evaluation results to determine how well the classification model performs, the area under ROC curve (AUC) is used, namely AUC = 1 0 tpr d fpr.
From the statistical aspect, AUC is equivalent to the probability that a classifier ranks a randomly selected positive instance in front of a randomly selected negative one, namely
where I is an indicator function:
In keeping with what was discussed above, a classification containing perfect discriminatory ability shall correspond to an AUC of 1, while a model that misclassified all the instances shall have an AUC of 0.
III. ROC ANALYSIS IN 3D SPACE A. 3D ROC HISTOGRAM
As ROC curves in 2D space ignore some information which is of importance for evaluation, such as hardness of each instance for learners. Hence, we extend the ROC curve into a higher dimensional space with the aim of obtaining more axes to represent more information. As 4D or higher dimensional space is not visible, we just present the ROC theory in 3D space where additional information is plotted on the z-axis. Formally, we fist give the definition of 3D ROC histogram. Definition 1: 3D ROC histogram is a 3 dimensional graph, in which false positive rate is plotted on x-axis, true positive rate is plotted on y-axis, and scaled weight is plotted on z-axis.
The x−y subspace of 3D ROC histogram is totally identical to traditional 2D ROC space. In effect, the 2D ROC space is divided into n + × n − blocks (see Fig.1 ). Each block corresponds to a pair of positive and negative instances. Taking the left-bottom block as an example (marked by (1,1)), it represents the instance pair that consists of the top-ranked positive and the top-ranked negative. The area under the ROC curve is equivalent to the probability that a classifier ranks a randomly selected positive instance in front of a randomly selected negative one. In 3D histogram, if the score of the positive is larger than that of the negative, we set the z value of this block a non-zero value, 0 otherwise.
Algorithm 1 Algorithm for Generating 3D ROC Histogram
Require: The true labels of the instances, L = {l i |i = 1, . . . , n}; the predicted scores of the instances by classifier, S = {s i |i = 1, . . . , n}; the additional information = {τ i |i = 1, . . . , n}; Ensure: Each block's value of z-axis, Z ; 1: < L, S, >←< L, S, > sorted in descending order of S; 2: {X p , S n } ← S separated by L; 3: { p , n } ← separated by L; 4: for i < n + do 5: for j < n − do 6 :
end for 9: end for 10: plot(Z);
The algorithm for plotting the 3D ROC histogram is shown in Algorithm 1. The key issue in this algorithm is to determine the z-axis. The inputs of the algorithm are true labels of the instance set, predicted scores of the instances by a classifier, and the additional information of instances, which are denoted as L, S, and , respectively. The first statement aims at sorting the triple < L, S, > in descending order by S. The following two statements separate S and into two subsets respectively according to the instances' true labels: S n and n keep all the predicted scores and classification hardness of positives; and keep that of the negatives. The statements from line four to nine are to judge whether each unit grid is located under the ROC curve. If an unit grid is, its z-axis value is assigned to be e τ i −τ j / l i =p l j =n e τ i −τ j ; otherwise, the value is zero. Finally, we can plot the 3D ROC histogram according to Z .
B. THE VOLUME OF 3D ROC HISTOGRAM (V3RH)
Similar to AUC, we define a summary index of 3D ROC histogram, the volume of 3D ROC histogram (V3RH).
Definition 2: A scaled weight for each positive instance is defined as,
and a scaled weight for each negative instance is
Assuming that the probability of an instance being chosen is proportional to scaled weight, the V3RH of a classifier is equivalent to the weighted probability that it will rank a randomly chosen positive instance in front of a randomly chosen negative instance. Formally,
Based on the rationale discussed above, it can be noticed that V3RH is within the interval of [0, 1]. V3RH = 0 shall correspond to the ''worst classification'', in which all the instances are misclassified; conversely, V3RH = 1 means the ''best classification''.
C. RELATIONSHIP WITH OTHER ROC-RELATED MEASURES
Notice that we do not give the z-axis in 3D ROC histogram a fixed definition in Algorithm 1. The reason for such process is that users may value different information in different real problems; they can design the z-axis according to practical requirements. In fact, 3D ROC histogram can cover nearly all the ROC-related metrics.
The first thing worthy of being noticed is that the traditional ROC curve is a special case of 3D ROC histogram. Namely, if we set τ i (∈ ) = 1, the latter one will be degenerated into the former one, and is equivalent to AUC.
In literature [30] , Fawcett invented a ROC graph with instance-varying costs for use with domains in which error costs vary among instances. For example, in credit card fraud detection field, a large scale transaction, if fraudulent, is much more costly than a fraudulent small scale transaction. Let cost(x i ) denote the error cost of the instance x i , two cost-weighted probability functions are defined as:
The ROC curves with instance-varying costs are constructed in the same way with traditional ones except the relationship between two pairs of (fpr, tpr):
which is identical to the equation of V3RH defined in Eq. (6), if we set w(
. Hence, the proposed 3D ROC histogram also holds for domains where cost error is not constant throughout the population.
In literature [15] , Wu et al. defined a scored AUC measure that incorporates predicted scores:
In the next subsection, we investigated how to use the proposed 3D ROC histogram to achieve such effects.
D. 3D ROC HISTOGRAM WITH PREDICTED SCORES
The ROC curve and its quantitative measure, AUC, are criticized for ignoring predicted scores. The ROC, generated simply on the basis of the ranks of the predicted scores, may remain unchanged even when the predicted scores change, which can result in a loss of useful information. The 3D ROC histogram can make up for the disadvantages of traditional ROC curves by plotting predicted scores on the z-axis in a proper way. First of all, we present a new definition that will be used in the following content. Definition 3: For any positive x i and any negative x j , if the scores of the two instances predicted by an classifier are s i and s j , the positive-negative score error between s i and s j is defined as
The positive-negative score error reflects two aspects of information. Firstly, we can judge whether the algorithm correctly classifies the two instances based on it. E i,j > 0 means that the positive instance gets a higher score than the negative one; otherwise, the negative instance get a higher score. Secondly, it can indicate how reliable the judgment is: the larger the absolute value of E i,j is, the more reliable the judgment. Here, we give another definition to quantitatively represent the degree of reliability.
Definition 4: For any positive s i and any negative s j , their positive-negative score error is E i,j , and then s i is ranked in front of s j with the confidence of
where a is constant, which controls the convergence speed of the confidence. The confidence(x i , x j ) is within the interval of (-1,1) . The z-value of the uint corresponding to s i and s j is set as
where the indicator function I ( * ) is 1 if the condition is true, and 0 otherwise. The denominator is the number of the positive-negative pairs, which is used to normalize the z-value. The new version of 3D ROC histogram that takes predicted scores of instances into account can be generated just by replacing the statement in line 7 in Algorithm 1 by Eq. (13) . The Volume of 3D ROC histogram is the sum of z i,j ,
By comparing Eq. (14) with the AUC equation, it is noted that the V 3RH depends on the positive-negative score error, which makes it depend on both the number and the reliability of correctly ranked positive-negative pairs. By comparing Eq. (14) with Eq.(10), we found that V3RH and sAUC are similar. If confidence(s i , s j ) in Eq. (13) is replaced by E i,j , V3RH is fully equivalent to sAUC.
E. 3D ROC HISTOGRAM WITH CLASSIFICATION HARDNESS
Recently, some scholars noted that instances should be dealt with disparately because they are quite different with each other in terms of classification hardness.
Inspired by the work in [22] , the Adaboost is employed to get the hardness of instances. Adaboost is an iterative boosting algorithm which creates a strong learning algorithm using a weak learning algorithm [31] , [32] . During the iteration, the algorithm maintains a distribution on the instances, and increases the weights of the instances which are hard to be classified, so the algorithm would focus on them. In this paper, we use the whole instance set to train weak learning algorithms rather than a subset. The final predicted hardness for each instance is set to be the average of the hardness predicted during all the iterations.
For the instance set X = {x i , 1 ≤ i ≤ n}, the hardness prediction for each instance based on Adaboost is as follows. Initially, the hardness of the instance x i is set to be
Then, we train weak learner iteratively. For the t th iteration, we need to calculate the weighted error function of the weak learner which is defined as the weighted sum of misclassified instances,
where h (t) i refers to the hardness of x i in the t th iteration. As h (0) i = 1/n, namely, n i=1 h (0) i = 1, it is clear to see from the Eq.(16) that ε t is within the interval of [0, 1]. The weighted correct function of the weak learner is 1-ε t . Based on it, the weight of the weak learner is defined as,
Update the hardness of each instance by
where Z t is a normalization factor, which is used to make
The final hardness of x i is defined as
Noting that h (0) i is set artificially, so in the calculation of h i , t starts from 1 rather than 0. h i (i = 1, . . . , n) fall in the interval of [0, 1], among which h i = 0 corresponds to the ''easiest instance'', and h i = 1 does the ''hardest instance''. The algorithm of predicting hardness of each instance based on Adaboost is shown in Algorithm 2. Train weak learner; 4: Calculate the weighted error function of the weak learner ε t using Eq.(16); 5: Set the weight of the current learner α t using Eq.(17); 6: Update the hardness of each instance h 
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS A. EXPERIMENTS WITH CLASSIFICATION HARDNESS INFORMATION
When the hardness of instances for classification have been evaluated, it is possible to treat different data differently in the evaluation of classification algorithms. For example, we focus on the instances with high hardness, which may help us find satisfactory algorithms reliably. To justify whether bringing hardness into the process is useful in practice, we carry out experiments on data sets from the UCI machine learning repository in this subsection, including ionosphere (Johns Hopkins University Ionosphere database), harberman (Haberman's Survival Data) and lsvt (LSVT Voice Rehabilitation Data Set) [33] . Each dataset is separated into two parts: the first part containing randomly selected 66% instances is used for training, and the other part is used for testing. Three widely used classification algorithms including Native Bayes (NB), C4.5 and Decision Tree (DT) are employed to classify instance set. Based on the results classified by the three algorithms, we discuss the performance of the proposed measure and the comparisons with other measures, including accuracy, precision, recall, F-measure and AUC.
First, we investigate the intrinsic property of instances. Fig.2 displays the hardness predicted by Adaboost algorithm for the test sets of the three data sets. What interesting is that, in each test set, each instance varies largely with each other in terms of hardness. A higher hardness means that the corresponding instance is more liable to be misclassified by weaker learners in Adaboost algorithm, and Li argued that such instance tends to be distributed near the boundary of two classes [21] . Fig.3 shows the 3D ROC histograms of classification algorithms on three data sets. From it, we can distinguish the performance of each algorithm roughly. The larger volume of the histogram is, the better the corresponding algorithm works. In order to gauge the algorithms quantitatively, we listed the volume of each histogram, and the scores predicted by other measures are also provided for comparison.
The rows of Table 2 display the scores and ranks that each measure gives to each classification algorithm on the three different data sets. From the table, it can be noted that there are no pairwise measures which give the same ranks. That is, though these measures are all gauging classification performance, they may sometimes favor different algorithms. For example, accuracy counts the ratio of the number of correctly classified instances to the whole instances, while AUC measures the tradeoff of false positive rate and true positive rate. In the case of class imbalance, they will give different evaluation results. Coincidently, the ionosphere dataset is a good case in point among the test set, the ratio of the two classes is 37: 83. Due to their different mechanism, accuracy and AUC give the opposite ranks on the ionosphere dataset.
Another interesting phenomenon is that, in data set ionosphere, the V3RH gives the same order to the classification algorithms with AUC, and in the other two data sets, V3RH gives different ranking from AUC. As V3RH and AUC share similar nature, it is reasonable that they give the same rank. But what makes them different? We deem that it is because V3RH takes hardness of instances into account. Taking the harberman data set as an example, the instances are re-ranked in descending order by their hardness, and we just consider the instances ranking the top 25% of the whole set. NB only correctly classifies 7 instances, and it is ranked the last; Following NB, C4.5 correctly categorizes 8 instances; DT performs best, by which 9 instances are correctly classified. Namely, the DT should be given the highest scores from this aspect. So the ranks of the three algorithms from the top to the bottom are DT, C4.5, and NB.
B. EXPERIMENTS WITH PREDICTED SCORES
In this subsection, 3D ROC histogram with predicted scores is examined. The measure is compared with two state-of-art measures, namely AUC and sAUC [15] , on the data sets mentioned in subsection IV.A. The classification algorithms also involve Native Bayes (NB), C4.5 and Decision Tree (DT). The constant a is assigned to be 3 in Eq. (12) . Fig.4 displays the 3D ROC histograms which take the scores of three classification algorithms on ionosphere data set into account. From Fig.4(c) , we note that the confidence of each unit varies largely, which means that the DTaŕs positive-negative score error is relatively lower than the other two algorithms. Namely, DT tends to give implicit prediction for instances. If we take the score into account, DT may get a relatively lower prediction. Table 3 shows us the comparison of the three measures. On the ionosphere data set, the order given by AUC is NB>DT>C4.5; while sAUC and V3RH give another different order: NB>C4.5>DT. The results justify the phenomenon shown in Fig.4 .
It is interestingly pointed out that sAUC and V3RH do not always give the same orders of classifications algorithms, though they both incorporate the predicted scores into account. The reason is that sAUC oversees the scores and the percentage of correctly ranked positive-negative instance pair is neglected to some extent. However, V3RH is not directly determined by positive-negative score error, so we deem that it serves as a tradeoff of AUC and sAUC. 
V. CONCLUSION
In this paper, a 3D ROC histogram is proposed as a new analysis tool for classification, including proposing a summary index of such a histogram (V3RH) for quantitatively representing classification performance. The analysis methodology preserves merits of ROC curves such as robustness with respect to class imbalance and threshold independence, and with the extension of ROC analysis to 3D space, it can also take into account more information during the evaluation process.
In 3D ROC space, false positive rate and true positive rate are respectively plotted on x-axis and y-axis, and the z-axis setting is open, making it easy for researchers to design a measure related to the actual problem requirements. We found that the 3D ROC histogram can cover nearly all ROC-related measures, meaning that it can be regarded as a virtually universal framework of ROC analysis. Using two case studies, 3D ROC histograms containing information about predicted scores and classification hardness are presented, and experimental results on UCI data sets confirm the proposed method to be more discriminating and reasonable than traditional measures. Considering frequent need to deal with problems in which there are three or more classes, the extension of V3RH to multiple classes was investigated.
It is anticipated that this study may stimulate researchers to enrich the proposed measure, and approaches to designing a better classification algorithm by optimizing the 3D ROC histogram to include predicted scores is one of our future research tasks. We can also construct new learners by optimizing V3RH with domain knowledge to obtain more effective performance.
