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In this paper, sufkient conditions are obtained for nonoscillation of all solutions 
of (r(t) y’)’ -p(t) y =f (t) and all bounded solutions of (r(t) y’)’ -p(t) yY=f (t), 
where r, p and f are real-valued continuous functions on [0, co) such that r(t) > 0 
and p(t) andf(t) are allowed to change sign and y > 0 is a quotient of odd integers. 
1. 
Finding sufficient conditions for oscillation/nonoscillation of solutions is a 
problem of general interest in the theory of differential equations. It is known 
that (see Proposition 2.1 of this work) all solutions of 
(r(t) Y’)’ - P(O Y =.I-@) (1.1) 
are nonoscillatory, where r, p and SE C([O, co), R) such that r(t) > 0, 
p(t) > 0 and f(t) > 0. It is interesting to note that (1.1) admits both 
oscillatory and nonoscillatory solutions whenS(t) is allowed to change sign. 
This is clear from the following example: 
y,(t) = cos t and yz(t) = e’ + cos t are solutions of 
y”--y=-2cost, t > 0. 
Such phenomena also occur when p(t) is allowed to change sign instead of 
f(t) or bothf(t) and p(t) are oscillatory. 
Sufftcient conditions were obtained for nonoscillation of 
(r(t) v’>’ -p(t) y = 0, (1.2) 
where r and p E C([O, co), R) such that r(t) > 0, by Wintner [3, p. 631, 
Moore [3, p. 731 and Hartman and Wintner [3, p. 921. Recently Tefteller [4] 
gave sufficient conditions for nonoscillation of all solutions of 
(r(t) ~‘1’ - PW y =fW, 
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where r, p and fE C( [0, co), R) such that r(t) > 0. In his work 121, Rankin 
employed a transformation to study oscillatory behaviour of solutions of 
(1.3). In this paper, we distinguish three cases, viz., (i) p(t) 2 0 and f(t) is 
oscillatory, (ii) p(t) is oscillatory andf(t) > 0 and (iii) both p(t) andf(t) are 
oscillatory for the study of oscillatory/nonoscillatory behaviour of solutions 
of (1.3) and more general equations 
(r(t) Y’)’ -Pa(l) YY =.I-@)? (1.4) 
where r, p and f are the same as in (1.3) and y > 0 is the quotient of odd 
integers. We make use of the transformation employed by Rankin to study 
nonoscillatory behaviour of solutions of (1.3). Our methods of proof and 
conditions assumed will be different from those of Tefteller. Moreover, 
neither Rankin nor Tefteller has considered nonlinear equations. Here we 
obtain sufficient conditions for nonoscillation of all solutions of (1.3) and all 
bounded solutions of (1.4). 
We may recall that a solution y(l) of (1.4) on [T, co) is said to be 
nonoscillatory if there exists a t, > T such that y(t) # 0 for t > t, ; y(t) is said 
to be oscillatory if for any t, > T there exist t, and t,(t, < t, < t3) such that 
y(t2) > 0 and y(t3) < 0 and it is said to be a Z-type solution if it has 
arbitrarily large zeros but is ultimately nonnegative or nonpositive. Further, 
y(t) is said to be weakly oscillatory if it is oscillatory or Z-type, that is, if it 
is not nonoscillatory. Equation (1.4) is said to be nonoscillatory if all 
solutions of (1.4) are nonoscillatory. We restrict our considerations to those 
real solutions of (1.4) which exist on the halfline [T, co), where T> 0 
depends on the particular solution and are nontrivial in any neighbourhood 
of infinity. 
In this section, we consider (1.3) and (1.4) with p(t) > 0. We give 
sufficient conditions for nonoscillation of all solutions of (1.3) and all 
bounded solutions of (1.4). 
PROPOSITION 2.1. All solutions of (1.1) are nonoscillatory. 
ProoJ Let x(t) be a solution of 
(r(t) x’)’ -p(t) x = 0, (2.1) 
where r and pE C((0, m),R) such that r(t) > 0 and p(t) >, 0. So x(t) is 
nonoscillatory. Let x(t) > 0 for t > t,. The case when x(t) is ultimately 
negative can similarly be dealt with. If possible, let y(t) be a weakly 
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oscillatory solution of (1.1) with consecutive zeros at Q and b (t, < a < b) 
such that ~‘(a) > 0 and y’(b) < 0. Now integrating 
[W y’(f) 46 - r(t) x’(t) JWI’ =.I?> x(r) 
from a to b, we get a contradiction. 
Hence the proposition is proved. 
Consider (1.3) with p(t) > 0. The transformation y = q(t) z transforms 
(1.3) into 
G-w #(O z’)’ + VW z[W) rp’(t))’ --PO) &)I =fW rpw. 
If p(t) is a solution of (2.1), then y(t) = q(t) z(t) is a solution of (1.3) if and 
only if z(t) is a solution of 
w ~“(4 z’)’ =m P(t)* (2.2) 
Since p(t) is nonoscillatory, it is clear that (1.3) is nonoscillatory if and only 
if (2.2) is nonoscillatory. 
THEOREM 2.2. If,for a solution q?(t) of (2.1), 
is nonoscillatory, then (1.3) is nonoscillatory. 
Proof. In view of the above discussion it is enough to show that (2.2) is 
nonoscillatory. If possible, let z(t) be a weakly oscillatory solution of (2.2). 
Let (t,) be a sequence of zeros of z’(t) such that t, > 0 and 1, + co as 
n + 00. From the given assumption it follows that there exists a T > 0 such 
that 
I tf(s) v(s) ds > 0 or (0, II 
for t > T. Choose n sufficiently large so that t, > T. Now integrating (2.2) 
from t, to t,, we get 
0 = I “f(t) p(t) dt > 0 or (0, fl 
a contradiction. 
This completes the proof of the theorem. 
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EXAMPLE. Consider 
(t”y’)‘-2y=i+cosf--, t > 0. 
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Choosing u)(t) = t, we obtain 
lh) P(S) ds = (t/4)@ + 4 sin t) + 3 cos t - a*/4 - 3 cos c7 - 0 sin 0, 
for a> 0. From 
nonoscillatory. In 
solution of (2.3). 
THEOREM 2.3. 
Theorem 2.2 it follows that all solutions of (2.3) are 
particular, y(t) = -( 1/4t*)(t* + 4 cos t) is a nonoscillatory 
If, for a solution p(t) of (2.1), 
is ultimately positive, then (1.3) is nonoscillatory. 
ProoJ: To complete the proof of the theorem it is sufficient to show that 
(2.2) is nonoscillatory. If possible, let z(t) be a weakly oscillatory solution of 
(2.2). Choose t, > 0 such that z(tJ = 0 and z’(tJ > 0. From the given 
hypothesis it follows that there exists a T > 0 such that h(t, t,) > 0 for t > T. 
Now integrating (2.2) from to to t, t > T, we obtain 
z’(t) 2 
1 
r(t) !P* 0) 1 
h) co(s) ds. 
10 
Further integration of the above inequality from t, to t, t > T, yields 
z(t) a ,:, r(s) i*(s) u ‘f(O) ~(0) d6 ds > 0, lo
a contradiction. 
Hence the theorem. 
Remark. Theorem 2.3 remains true if the assumption “h(t, o), o > 0, is 
ultimately positive” is replaced by the assumption “h(t, a), u > 0, is 
ultimately negative.” 
In the following we give an example to illustrate Theorem 2.3. 
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EXAMPLE. Consider 
y” - (2/t*)y = -2 sin t + 4t( 1 + cos t), 
Choosing q(t) = t*, we obtain 
i ‘f(s) (D(S) ds = t”( 1 + cos t) - u4( 1 + cos a), 0 
SO 
t > 0. (2.4) 
u >, 0. 
= t + sin t + 
a”(1 +cosa) cr(1 +coso) 
3t3 
- u - sin u - 
3 ’ 
u 2 0, is ultimately positive. From Theorem 2.3 it follows that all solutions 
of (2.4) are nonoscillatory. In particular, y(t) = t2(t f sin t) is a non- 
oscillatory solution of (2.4). 
THEOREM 2.4. Consider (1.4) with p(t) > 0. If 
and 
for u > 0, then all bounded solutions of (1.4) are nonoscillatory. 
Proof: Let y(t) be a bounded weakly oscillatory solution of (1.4) on 
[T, co) such that 1 y(t)] < M, for t > T. Choose t, > T such that y(t,,) = 0 and 
y’(to) Q 0. Integrating (1.4) from t, to t, we obtain 
v'(t) < g j' P(S) ds + & j' f(s) ds. 
to *II 
Further integration of the above inequality from t, to t yields 
y(t) G w’ jtt +-) (jipt8) de) ds + j*;-$) (j)(e) de) ds. 
0 
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so 
This in turn implies that lim infi,, y(l) = -co, a contradiction. 
Hence the theorem. 
EXAMPLE. ((f2/3)y’)’ - (l/t2)y = (f3/3) cos f + t2(sin t - I), t > 0. 
THEOREM 2.5. Consider (1.4) with p(f) > 0. If 
(i) lim inf,+, Iif ds = -co, 
(ii) lim SUP~+~ J-;.t-(4 = +a, 
(iii) lim ,+cc J-:, (W(s)) = +a~ 
and 
(iv) there exists a constant A4 > 0 such that 
for o > 0, then all bounded solutions of (1.4) are weakly oscillatory. 
ProoJ Let y(t) be a bounded nonoscillatory solution of (1.4). Without 
any loss of generality we can assume that y(t) > 0 for f > f,. Integrating 
(1.4) from t, to f, we get 
r(f) v’(f) > r(h) Y'(&> + ,f f(S, ds. 
to 
This in turn implies that lim SUP~+~ r(f) y’(f) = +co. Hence there exists a 
f, > f, such that r(f,) y’(f,) > 2M. Integrating (1.4) from t, to t yields 
y’(t) > g+-&-hW (1 
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so 
Consequently lim suptda, y (t) = +co. This contradiction completes the proof 
of the theorem. 
3. 
In what follows, we consider (1.3) and (1.4) with f(t) > 0. SufIicient 
conditions are obtained for nonoscillation of all solutions of (1.3) and all 
bounded solutions of (1.4). In the following we state a result due to Wintner 
[5] for our use in the sequel. 
LEMMA 3.1 (WINTNER). All solutions of (1.2) are nonoscillatory if and 
only if there exists a function v E C’([O, co), R) such that the inequality 
r(t) v’(t) + v*(t) < WPW 
is satisfied for suflciently large t. 
(3.1) 
Remark. In the following we show that the condition (3.1) is sufficient 
for nonoscillation of nonhomogeneous equation (1.3). 
We may note that, if p(t) is a solution of (1.2), y(t) = q(t) z(t) is a 
solution of (1.3) if and only if z(t) is a solution of (2.2). In (2.2), f(t) > 0 
becausef(t) is nonnegative in (1.3). 
THEOREM 3.2. Zf there exists a function v E C’([O, oo), R) such that 
(3.1) holds, for suflciently large t, then (1.3) is nonoscillatory. 
ProoJ From Lemma 3.1 it follows that p(t) is nonoscillatory. Hence 
f(t) q(t) > 0 or <O for large t according as (p(t) > 0 or (0 for large t. This in 
turn implies that (2.2) is nonoscillatory. Since any solution y(t) of (1.3) can 
be written in the form y(t) = q(t) z(t), where z(t) is a solution of (2.2), y(t) is 
nonoscillatory. 
Hence the theorem is proved. 
Remark. In fact, we proved that (1.2) nonoscillatory implies that (1.3) 
nonoscillatory. Such a result was established by Keener [ 1, Theorem 6, 
p. 621 for p(t) < 0. 
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THEOREM 3.3. If the function 
& jla I P(S) I ds 
is bounded and 
then (1.3) is nonoscillatory. 
Proof: To complete the proof of the theorem it is enough to show that 
(1.2) admits a nonoscillatory solution. Indeed, if (1.2) admits a non- 
oscillatory solution p(t), then (2.2) is nonoscillatory. This in turn implies 
that (1.3) is nonoscillatory. 
We may note that y(t) is a solution of (1.2) if it is a solution of the 
integral equation 
y(t) = 1 + j,'= (J,‘ $$) 14s) Y(S) ds. 
Define 
Y&> = 13 
v,(t) = 1 + je (j,’ $) P(S) yn- ,@I ds, I 
t > 0 and n = 1, 2, 3 ,.... Choose T > 0 large enough so that 
Hence, for t > T, 
It is easy to see that, for t > T, 
and 
n = 0, 1) 2 ).... From Ascoli-Arzela theorem it follows that there exists a 
subsequence (y,,) of (y,) which converges uniformly to a function y(t), say, 
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on every compact subinterval of [T, co). This y(t) is a solution of (3.2) on 
(r, co) with f <y(t) < 2. 
Hence the theorem. 
THEOREM 3.4. Consider (1.4) with f(t) > 0. Iflim,,, (f(t)/lp(t)l) = co, 
then all bounded solutions of (1.4) are nonoscillatory. 
Proof. If possible, let y(t) be a weakly oscillatory bounded solution of 
(1.4) on [to, co) with 1 y(t)\ < M for t > t,. The given condition implies that 
there exists a T > t, such that f(t) > MY) p(t)j, for t > T. Let (t,,) be a 
sequence of zeros of y’(t) such that t, > T and t, -+ co as n-~ co. Now 
integrating (1.4) from t, to t,, we get 
a contradiction. 
This completes the proof of the theorem. 
EXAMPLE. 
All bounded solutions of this equation are nonoscillatory. In particular, 
y(t) = 1 + 1/t is a bounded nonoscillatory solution of the above equation. 
t> 2. 
THEOREM 3.5. Consider (1.4) withf(t) E 0 and 0 < y < 1. If 
lim inf ‘p(s) ds = --oo 
i t-rcc D 
for u > 0, then all solutions of (1.4) are weakly oscillatory. 
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Proof: If possible, let y(t) be a nonoscillatory solution of (1.4). Without 
any loss of generality we can assume that y(t) > 0 for t > t,. Integrating 
Y - Yw(~(t> Y’(O)’ = PO> 
from t, to t, we obtain 
r(t) Y -Y(t> y’(t) G al) Y- Y(4J Y’(44 + !” P(S) ds. 
10 
(3.3) 
Hence lim inf,+, r(t) y-Y(t) y’(t) = - co. Consequently there exists a t, > t, 
such that r(tl) ymy(tI)y’(t,) < 0. Now integrating (3.3) from t, to t yields 
Y-Y(t)Y’(t) < -&‘P(s) ds. 
fl 
so 
o < Y’-Y(t) < Y’-Y(tl) 
1-Y 1-Y 
+ i:, & (j;, ~(8) ds) ds. 
This in turn implies that 0 ,< lim inf,,, ~‘-~(t) = -co, a contradiction. 
Hence the theorem. 
4. 
In this section, we consider (1.3) and (1.4) with oscillatory p(t) and f(t). 
We prove the following results. 
THEOREM 4.1. Suppose that (1.2) is nonoscillatory. If, for a solution (p(t) 
of (1.2), 
is nonoscillatory, then (1.3) is nonoscillatory. 
ProoJ Proceeding as in the proof of Theorem 2.2 we obtain that (2.2) is 
nonoscillatory. This, together with the fact that p(t) is nonoscillatory, implies 
that (1.3) is nonoscillatory, the required result. 
Remark. Tefteller [4, Theorem 2.21 obtained a similar result by applying 
a different technique. 
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THEOREM 4.2. If 
and 
Ip(8)lde ds < 00, 
for CT > 0, then all bounded solutions of (1.4) are nonoscillatory. 
The proof of this theorem is similar to that of Theorem 2.4 and hence is 
omitted. 
THEOREM 4.3. Zf 
and 
then no solution of (1.4) is bounded away from zero. 
Proof. Let y(t) be a solution of (1.4). If y(t) is weakly oscillatory then it 
cannot be bounded away from zero. If possible, let y(t) be nonoscillatory 
such that it is bounded away from zero. So for E > 0 there exists a t, > 0 
such that 1 y(t)1 > E for t > t,. Now integrating 
Y-YtWt~) y’(t)>’ <p(t) + &-‘lf (01 
from t, to t, we get 
Y-Y(t) y,(t) < r(tl>y-Vdy’ttJ 
\ 
44 




Hence, for y f 1, 
v'-'(t) G y'-W + r(tA Y'ttA t * 
1-Y 1-Y YVl> s t, r(s) 
+jt~~(jt~~te)de)ds+&-yjt~~(j~l~e)lde)ds 
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and, for y = 1, 




Consequently, for y # 1, 
and, for y=l, lim,_,logIy(t)I=--a3. If O<y<l, then O< 
lim I-COY 0 ‘-Y t = --co, a contradiction, and if y > 1, then lim,,, y(t) = 0, a 
contradiction again. 
This completes the proof of the theorem. 
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