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By Xiao Guo∗‡ and Guang Cheng†‡
University of Science and Technology of China and Purdue
Univeristy
Statistical inferences on quadratic functionals of linear regres-
sion parameter have found wide applications including signal de-
tection, one/two-sample global testing, inference of fraction of vari-
ance explained and genetic co-heritability. Conventional theory based
on ordinary least squares estimator works perfectly in the fixed-
dimensional regime, but fails when the parameter dimension pn grows
proportionally to the sample size n. In some cases, its performance
is not satisfactory even when n ≥ 5pn.
The main contribution of this paper is to illustrate that signal-to-
noise ratio (SNR) plays a crucial role in the moderate-dimensional
inferences where limn→∞ pn/n = τ ∈ (0, 1). In the case of weak SNR,
as often occurred in the moderate-dimensional regime, both bias and
variance need to be corrected in the traditional inference procedures.
The amount of correction mainly depends on SNR and τ , and could
be fairly large as τ → 1. However, the classical fixed-dimensional re-
sults continue to hold if and only if SNR is large enough, say when pn
diverges but slower than n. Our general theory holds, in particular,
without Gaussian design/error or structural parameter assumption,
and apply to a broad class of quadratical functionals, covering all
aforementioned applications. The mathematical arguments are based
on random matrix theory and leave-one-out method. Extensive nu-
merical results demonstrate the satisfactory performances of the pro-
posed methodology even when pn ≥ 0.9n in some extreme case.
1. Introduction. The linear regression model is one of the most widely
used tools to discover the relation between a continuous response and a class
of explanatory variables in different scientific areas. Specifically, we consider
(1.1) Yi = X
T
i β0 + i, for i = 1, . . . , n,
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where β0 = (β0,1, . . . , β0,pn)
T ∈ Rpn is an unknown vector of parameters, and
{i}ni=1 are i.i.d. errors independent of {Xi}ni=1, with E(i) = 0 and Var(i) =
σ2 . We assume {Yi,Xi}ni=1 are i.i.d. observations with E(Xi) = 0pn and
Cov(Xi) = Σ, without imposing distributional assumption on either Xi or
i throughout this paper. Denoting Y = (Y1, . . . , Yn)
T , X = (X1, . . . ,Xn)
T
and  = (1, . . . , n)
T , (1.1) can be re-expressed as
Y = Xβ0 + .
Under fixed dimension, statistical estimation and inferences for β0 and σ
2

have been well studied based on the ordinary least squares (OLS) estimator,
β̂ = (XTX)−1XTY .
In the modern high-dimensional regime, the parameter dimension pn is al-
lowed to be much larger than n, e.g. (log pn)/n = o(1), but in most cases
the number of non-zero elements in β0 is a vanishing fraction of n. Such a
sparsity condition is commonly assumed in the high-dimensional literature,
e.g., [28, 40, 45] on oracle inequalities and parameter estimation; [39, 17, 27]
on variable selection and [23, 41, 46] on statistical inferences. However, in
reality, pn may be in the same magnitude as n, and thus the parameter spar-
sity does not necessarily hold. One example is the genomics study, where
the number of significantly identified genes with association in trans, i.e.,
pn = 108, is moderately large compared with n = 270; see [35].
This paper focuses on the moderate-dimensional situation where pn/n→
τ ∈ (0, 1)∗ without imposing any type of structural conditions on β0 and Σ.
Specifically, we are interested in statistical inferences for a class of quadrat-
ical functionals such as ‖β0‖2 and σ2 , which covers a wide range of ap-
plications including signal detection and two-sample testing. A related line
of work is the study of the signal strength βT0 Σβ0 by [8] and [22] under a
similar moderate-dimensional setup. However, both works require a known
covariance matrix Σ and heavily rely on the Gaussian assumption of Xi
and i. Hence, their inference results do not readily carry over to our case;
see more discussions in the end of Section 3.1. Moreover, different technical
tools such as leave-one-out method [13, 14] are needed in this paper.
Under moderate dimension, some classical statistical inferential tools de-
veloped for fixed- or low-dimensional data are no longer valid. For example,
when pn is fixed, we can test
H0 : ‖β0‖ = c0 versus H1 : ‖β0‖ 6= c0,(1.2)
∗We call it low-dimensional regime when pn → ∞ but pn/n → 0. Hence, both fixed-
and low-dimensional regimes correspond to that τ = 0.
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for a known constant c0 ≥ 0, by calculating the Z-score
Z0 =
‖β̂‖2 − c20
σ̂‖β̂‖2
,(1.3)
where recall that β̂ is the OLS estimator,
σ̂2‖β̂‖2 = 4σ̂
2
 β̂
T
(XTX)−1β̂ and σ̂2 =
‖Y −Xβ̂‖2
n− pn .(1.4)
The null limit distribution is known to be standard normal; see [33].
We next examine the empirical performances of the conventional Z-test by
setting n = 1000 with pn = 10 for fixed dimension and pn = 200, 500 and 900
for moderate dimension. Consider Xi
i.i.d.∼ N(0pn , Ipn) and i i.i.d.∼ N(0, 1),
where Ipn denotes the pn×pn identity matrix. The true parameter β0,j ’s were
generated from Unif(0, 1), and 40000 replications were conducted in each
setup. The plots of the P-values under the valid null hypothesis are given in
the top panels of Figure 1 below. The uniform distribution of the P-value
when pn = 10 is consistent with the classical fixed-dimensional theory. But
for pn = 200, 500 and 900, P-values are relatively concentrated around 0, in-
dicating that the value of Z0 is larger than the critical value. We further test
the uniformity of P-value distribution by the formal Kolmogorov-Smirnov
(KS) test ([24, 34]), and find that the P-values for pn = 10, 200, 500 and
900 are 0.2518, 8.05× 10−68, 0 and 0, respectively. Hence, the naive Z-score
does not work under moderation dimension, say even when n ≥ 5pn.
One main finding of this paper is that statistical inferences on quadratic
functionals hinge on one single measure, i.e., signal-to-noise ratio (SNR),
SNR :=
Var(XTβ0)
Var()
=
βT0 Σβ0
σ2
.
In particular, we define†
• strong signal: SNR p2n/n;
• weak signal: SNR . p2n/n.
Figure 2 describes the relation between τ and the signal strength under mild
conditions. In particular, it tells that τ = 0/τ > 0 may imply strong/weak
signals unless we allow ‖β0‖ or σ2 to diminish. In fact, we first prove that
†For sequences an > 0 and bn > 0, we write an . bn (an & bn) if there exists a
constant C > 0 independent with n such that an ≤ Cbn (an ≥ Cbn). Denote an = Ω(bn)
if an = O(bn) and bn = O(an).
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Fig 1. P-values of Z0 (top panels) and Zn (bottom panels). The panels from left to right
are for pn = 10/200/500/900.
a strong SNR turns out to be a necessary and sufficient condition for the
classical fixed-dimensional results continuing to hold in the low-dimensional
regime, i.e., pn → ∞ and pn/n → 0. This unifies the fixed- and low-
dimensional regimes.
τ = 0 Strong Signal
τ > 0 Weak Signal
σ2 = Ω(1), ‖β0‖2 = Ω(pn)
σ 2
 ≥ C > 0
‖β
0 ‖ 2= O(1/n)σ
2

= o
(1)
‖β 0‖
2 = Ω
(pn
)
σ2 ≥ C, ‖β0‖2 = O(pn)
Fig 2. Relation between τ = 0/τ > 0 and Strong/Weak Signal.
The main focus of this paper is on the moderate-dimensional regime, i.e.,
τ > 0, where the strong SNR condition rarely holds according to Figure 2.
Our first contribution is to propose a bias-and-variance corrected estimator’‖β‖2 for ‖β0‖2, based on which a test statistic Zn is developed as in (3.2).
The bottom panels of Figure 1 plot the P-values of Zn for pn = 10, 200, 500
and 900. The P-values of the KS test for the uniformity are 0.4755, 0.1175,
0.8972 and 0.2672 correspondingly. Simulation results for non-Gaussian X
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and  are provided in Figures 15 and 16 in Section 4.1. Figure 3 plots the
amount of empirical corrections of bias and variance needed in ’‖β‖2 com-
pared with ‖β̂‖2 under the same setting as in Figure 1. It reveals that the
bias correction tends to −∞ as τ → 1, while the variance correction diverges
to ∞. The right panel of Figure 3 plots the relative difference between Zn
and Z0, i.e., |Zn − Z0|/|Z0|, versus τ . As τ deviates from zero, the amount
of correction rapidly increases to its largest value, and then decreases and
stabilizes around 1.
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Fig 3. Amount of empirical corrections of bias (left penal) and variance (middle penal)
versus τ for ‘‖β‖2 compared with ‖β̂‖2. The right panel plots |Zn − Z0|/|Z0| versus τ .
Our general theory can also be applied to other one-sample inference
problems. For example, we can detect the existence of signal by setting c0 = 0
in (1.2). By formulating a sequence of alternatives, i.e., H1n : ‖β0‖2 ≥ δn, we
further show that δ∗n := σ2
√
pnn
−1 is the smallest separation rate such that
successful detection of H1n is still possible, which matches with the minimax
detection rate in [21]. As far as we are aware, the existing results concerned
with detection boundary only focus on either Gaussian mean models with
pn = n, e.g., [6, 10, 19], or high-dimensional data, e.g., [21, 1]. If c0 in
(1.2) is allowed to vary with n, we can literally test whether the sparsity
of β0 is no smaller than s0, which amounts to testing H
′
s0 : |β0,j | ≥ c∗
for all j in some subset S ⊂ {1, 2, . . . , pn} with |S| = s0. The H ′s0 will be
rejected if Hs0 : ‖β0‖ ≥ c∗s1/20 := c0 is rejected. We can even estimate the
parameter sparsity by simultaneously considering all nested hypotheses Hj
over j ∈ [pn]. The sparsity testing and estimation for Gaussian mean models
is considered in [7]. Global testing can also be considered:
H0 : β0 = β
null
0 versus H1 : β0 6= βnull0 ,(1.5)
with a bias-and-variance-corrected version of ‖β̂ − βnull0 ‖2 as test statistic.
Please see [32], [1, 47, 44] for low- and high-dimensional results, respectively.
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We also construct a `2-confidence ball for β0; see [5, 30] for high-dimensional
results.
The last one is concerned with moderate-dimensional inference on the
error variance. We use the estimator σ̂2 defined in (1.4) for low-dimensional
data, but need to modify its asymptotic variance as σ2
σ̂2
= {ν4 + σ4 (3τ −
1)/(1− τ)}/n (where ν4 = E(4i )) to guarantee that
σ̂2 − σ2
σσ̂2
D→ N(0, 1).
High-dimensional inferences for σ2 were studied in [36, 16], but with different
asymptotic variances for their proposed estimators. Related quantities to
error variance are SNR and the fraction of variance explained, defined below
ρ0 :=
βT0 Σβ0
βT0 Σβ0 + σ
2

=
SNR
SNR + 1
.(1.6)
The high-dimensional estimation of these three equivalent problems has re-
cently been studied in [43].
Our results can be naturally extended to two-sample inferences. Here, we
give two examples. Let γ0 be the regression parameter in another linear
regression model independent of (1.1). The first one is to test
H0 : γ0 = β0,
while the second is concerned with co-heritability, defined as
θ0 =
γT0 β0
‖γ0‖‖β0‖
.(1.7)
The measure θ0 is an important concept that characterizes the genetic associ-
ations within pairs of quantitative traits, whose high-dimensional estimation
has recently been studied in [18].
Our asymptotic normality result relies on the martingale difference central
limit theorem for quadratic forms [20]. Among others, two technical tools
have been used: random matrix theory [3] and leave-one-observation-out
method [13, 14]. The former contributes to bounding the eigenvalues of
XTX/n from 0 and ∞ as in Lemma 1, while the latter is employed here to
demonstrate the consistency of terms like tr{(XTX)−1} as in Lemma 2. Note
that no sparsity assumptions on Σ are needed in our technical analysis. It is
also worth pointing out that all of our theoretical results above are adaptive
to the low-dimensional regime, but not the fixed-dimensional one.
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Related Works. Some recent efforts have been made on the element-wise
inference for the regression parameter under moderate dimension; see e.g.
[2, 25, 9, 38]. However, their strategy for analyzing single-element estima-
tion error cannot be easily adapted for the analysis of aggregated estimation
errors, which is the case for quadratic functionals. Please see more rigorous
analysis in Remark 1 and Figure 4. Some earlier studies, e.g., [31, 32], fo-
cused on the quadratic functional, but under the low-dimensional regime,
i.e., τ = 0. Another line of research include [13, 14, 15, 11] which studied
the consistency of ‖β̂ − β0‖ for a general M-estimator β̂ under moderate
dimension. For example, [15] studied the limit of ‖β̂ − β0‖ using numer-
ical simulations and “highly plausible” heuristic arguments. On the other
hand, [11] investigated the almost sure limit of ‖β̂−β0‖ using approximate
message passing techniques. As far as we are aware, these techniques and
results for consistency are not ready for deriving the asymptotic distribu-
tions of quadratic functionals, which is the main contribution of this work.
A more recent result is [4] who studied the point and interval estimation of
‖β̂ − β0‖2q with 1 ≤ q ≤ 2 for high-dimensional and sparse data.
Notation. For random variables {Vn}n≥1, denote Vn = oL2(1) if E(V 2n ) =
o(1). For any set G, denote by G¯ the complement of G. Denote by Im
the m × m identity matrix and by ej,m (j = 1, . . . ,m) the jth column
of Im. Let 0m ∈ Rm and 1m ∈ Rm be the vectors of zeros and ones
respectively. For a vector v = (v1, . . . , vm)
T , the L1, L2 and L∞ norms
are ‖v‖1 = ∑mi=1 |vi|, ‖v‖ = (∑mi=1 v2i )1/2 and ‖v‖∞ = maxi≤m |vi|. For
an m × m matrix A, denote by λmax(A) and λmin(A) the maximum and
minimum eigenvalues of A, respectively. The L1, L2 and L∞ norms of A
are defined as ‖A‖1 = max1≤j≤m∑mi=1 |aij |, ‖A‖ = {λmax(A′A)}1/2 and
‖A‖∞ = max1≤i≤m∑mj=1 |aij |, respectively. In the following, C and c are
generic finite constants which may vary from place to place and do not
depend on sample size n.
2. Limit Distribution under Strong Signals. In this section, we de-
velop the asymptotic distribution of ‖β̂‖2 under strong signals. Recall that
the strong signal condition holds for fixed or low dimensional data under
mild conditions. Hence, this section can be viewed as an extension of the
fixed-dimensional results to the low-dimensional regime. This extension is
new, despite the consistency results in [31, 13]. More importantly, this sec-
tion offers a benchmark for the analysis under weak signals in Section 3.
Condition A.
A1. Assume {Xi}ni=1 are i.i.d., Xi = Σ1/2Zi where Zi = (zi1, . . . , zipn)T ,
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{zij}pnj=1 are independent for each i ≤ n, E(zij) = 0, E(z2ij) = 1 and
there exists a constant c∗ > 0 such that for any n ≥ 1, i ≤ n, j ≤ pn
and t > 0, P(|zij | ≥ t) ≤ 2 exp(−c∗t2);
A2. Suppose {i}ni=1 are i.i.d. and independent with {Xi}ni=1, E(i) = 0,
E(2i ) = σ
2
 ≥ c > 0 and E(8i ) = O(σ8 );
A3. There exist constants c and C, such that 0 < c < λmin(Σ) ≤ λmax(Σ) <
C <∞;
A4. There exists a constant C, such that ‖β0‖∞ ≤ C <∞.
Conditions A1 and A2 only require sub-Gaussian tail for Xi and moment
conditions on , rather than impose any distributional restriction. Note that
σ2 could either be bounded or diverging with n. Condition A3 requires Σ
having eigenvalues bounded away from 0 and∞ without any sparsity. Under
Condition A4, it is clear that ‖β0‖ = O(√pn), and will reach Ω(√pn) when
β0 is not sparse. Condition A implies that SNR ranges from 0 to O(pn).
To study the asymptotic property of ‖β̂‖2, we first give a random matrix
theory result for XTX/n that holds for any 0 ≤ τ < 1.
Lemma 1. If τ ∈ [0, 1) and Conditions A1 and A3 hold for (1.1), then
for any ` ∈ Z+, we have
P(‖XTX/n‖ ≥ x1) = o(n−`), P(‖(XTX/n)−1‖ ≥ 1/x2) = o(n−`),
where x1 = 4(1 +
√
τ)2‖Σ‖ and x2 = (1−
√
τ)2/(4‖Σ−1‖).
The key idea in the proof of Lemma 1 is to propose a centralized trunca-
tion of zij , i.e., z
∗
ij = zij I(|zij | ≤
√
n/
√
log n)−E{zij I(|zij | ≤
√
n/
√
log n)},
which satisfies the conditions in Theorem 9.13 of [3]. In Lemma 1, the eigen-
values of XTX/n are bounded away from 0 and ∞ with high probability.
The rest analysis will be conducted conditional on the following event
K := H ∩ J, with H = {‖(XTX/n)−1‖ < x−12 } and J = {‖XTX/n‖ < x1}.
For any ` ∈ Z+, we have P(K¯) = o(n−`).
Next, we will demonstrate the consistency and asymptotic normality of
‖β̂‖2 under large SNR. The notation “A⇐⇒ B” means that statements A
and B are equivalent, while “A =⇒ B” denotes that A implies B.
Theorem 1. Assume limn→∞ pn/n = τ ∈ [0, 1) and Condition A for
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(1.1). Then,
‖β̂‖2
‖β0‖2
P→ 1 ⇐⇒ pn/n = o(SNR),(2.1)
‖β̂‖2 − ‖β0‖2
σ‖β̂‖2
D→ N(0, 1) ⇐⇒ p2n/n = o(SNR) =⇒ τ = 0,
where
σ2‖β̂‖2 = 4σ
2
β
T
0 E{(XTX)−1 I(K)}β0 = Ω(σ2 ‖β0‖2/n)
and I(K) denotes the indicator function of the event K.
Theorem 1 indicates that the strong signal implies τ = 0 under Condition
A, but not the other way around unless we assume additional conditions
imposed in Figure 2. The basic idea in the proof of Theorem 1 utilizes the
following equality
(2.2) ‖β̂‖2 − ‖β0‖2 = TX(XTX)−2XT + 2βT0 (XTX)−1XT  ≡ I1 + 2I2.
We show that
• I1 × I(K) = OP(σ2 pn/n);
• I2 × I(K) = OP(σ‖β0‖/
√
n) and 2I2/σ‖β̂‖2
D→ N(0, 1).
Consistency of ‖β̂‖2 can be implied by comparing the rates of I1 and I2
with ‖β0‖2, while asymptotic normality is derived by Slutsky’s theorem
if and only if I1 × I(K) = oP(I2 × I(K)). The reason for incorporating
I(K) in the proof of Theorem 1 is to guarantee that nE{(XTX)−1 I(K)}
has bounded eigenvalues. For the special example that Xi ∼ N(0pn ,Σ),
we have nE{(XTX)−1} = Σ−1n/(n − pn − 1) ([26]). However, when Xi
follows some non-Gaussian distribution, the boundedness of the eigenvalues
of nE{(XTX)−1} is not clear even if τ = 0.
The main message delivered by Theorem 1 is that as long as the SNR
is large enough, the increase of dimension does not influence the asymp-
totic normality of ‖β̂‖2. Also, we want to point out that the consistency of
‖β̂‖2 is regarded as the ratio consistency, i.e., (2.1), which is weaker than
‖β̂‖2 − ‖β0‖2 = oP(1) if ‖β0‖2 diverges to infinity. In some cases, this ra-
tio consistency may not hold when τ > 0. For example, the inconsistency
occurs when β0 is non-sparse in the sense that |β0,j | ≥ c > 0 for all j and
σ2 = Ω(pn), leading to SNR = Ω(1). And thus, the necessary and sufficient
condition pn/n = o(SNR) is not true under moderate dimension.
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The plug-in estimator for σ2‖β̂‖2 in the form of (1.4) can be easily shown
to satisfy σ̂2‖β̂‖2/σ
2
‖β̂‖2
P→ 1. It is not necessary to include I(K) in (1.4) since
I(K)
P→ 1 as P(K) → 1. Hence, the asymptotic normality of Z0 in (1.3)
holds under valid null hypothesis as pn/n→ 0.
Remark 1. Element-wise inference for β0,j (j = 1, . . . , pn) can be con-
ducted using
β̂0,j := e
T
j,pnβ̂ = β0,j + e
T
j,pn(X
TX)−1XT .
If σ2 = o(n), then we can show σ
−1
β̂0,j
(β̂0,j − β0,j) D→ N(0, 1), where σ2
β̂0,j
=
σ2e
T
j,pnE{(XTX)−1 I(K)}ej,pn = Ω(σ2 /n). If σ2 = Ω(1) and Xi ∼ N(0pn , Ipn),
the bias of β̂20,j is
E(β̂20,j)− β20,j = σ2eTj,pnE{(XTX)−1}ej,pn = Ω(1/n).
Note that this small magnitude of bias will not affect the consistency and
asymptotic normality of β̂20,j, which however, is not the case for the ag-
gregated estimation errors in ‖β̂‖2. To elucidate this point, √n(β̂20,j − β20,j)
versus j and the bias for ‖β̂‖2 are plotted in Figure 4 under the same setting
as in Figure 1 with pn = 500, which illustrates a huge difference between the
two types of inferences.
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j
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1
2
3
4
bia
s
√
n(β̂20,j − β
2
0,j)
‖β̂‖2 − ‖β0‖2
Fig 4. Plots of
√
n(β̂20,j − β20,j) versus j (solid line) and bias for ‖β̂‖2 (dash-dotted line).
3. Limit Distribution under Weak Signals. In this section, we
present statistical inferences on quadratic functionals under weak SNR, as
the main results of this paper. Specifically, Section 3.1 is devoted to one-
sample inferences, while Section 3.2 considers two-sample extensions.
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3.1. One-sample statistical inferences. Our analysis starts from the equa-
tion (2.2), implying the bias of ‖β̂‖2 as
E(‖β̂‖2)− ‖β0‖2 = Etr{(XTX)−1}σ2 > 0.(3.1)
For a special case that Xi ∼ N(0pn , Ipn), we know (XTX)−1 follows the
inverse Wishart distribution and hence
Etr{(XTX)−1} = pn/(n− pn − 1)→ τ/(1− τ).
Under moderate dimension, i.e., τ > 0, the bias is in the order of Ω(σ2 ), and
thus non-ignorable, leading to the failure of those results in Theorem 1. The
above analysis suggests a bias-corrected estimator for ‖β0‖2:’‖β‖2 = ‖β̂‖2 − tr{(XTX)−1}σ̂2 .
Next, we present the asymptotic normality of ’‖β‖2 as one main result.
Theorem 2. Assume τ ∈ (0, 1) and Condition A for (1.1). Then,’‖β‖2 − ‖β0‖2
σ‘‖β‖2 D→ N(0, 1),
where
σ2‘‖β‖2 = 4σ2βT0 E{(XTX)−1 I(K)}β0 + 2σ4Etr{(XTX)−2 I(K)}
+2σ4 [Etr{(XTX)−1 I(K)}]2/(n− pn).
Furthermore, if p
1/2
n /n = o(SNR), then ’‖β‖2/‖β0‖2 P→ 1.
Comparing Theorems 1 and 2, after bias correction, ’‖β‖2 is asymptot-
ically normal without requiring any specific assumption on the SNR. In
other words, our asymptotic normality result is adaptive to dimension; also
see Figure 5. Note that the ratio consistency of ’‖β‖2 is not automatically im-
plied by asymptotic normality, and rather requires p
1/2
n /n = o(SNR), which
is weaker than pn/n = o(SNR) in Theorem 1 for the consistency of ‖β̂‖2.
The relationship between σ2‘‖β‖2 and σ2‖β̂‖2 is expressed as follows
σ2‘‖β‖2 − σ2‖β̂‖2
= 2σ4Etr{(XTX)−2 I(K)}+ 2σ4 [Etr{(XTX)−1 I(K)}]2/(n− pn)
= Ω(σ4 pn/n
2) > 0.
Hence, the removal of bias in ‖β̂‖2 leads to a larger variance σ2‘‖β‖2 than
σ2‖β̂‖2 . By combining the fact that σ
2
‖β̂‖2 = Ω(σ
4
SNR/n), we find
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(a) if SNR pn/n, then σ2‘‖β‖2 = Ω(σ4 pn/n2);
(b) if SNR ≈ pn/n, then σ2‘‖β‖2 = Ω(σ4 pn/n2 + σ4SNR/n);
(c) if SNR pn/n, then σ2‘‖β‖2 = σ2‖β̂‖2{1 + o(1)} = Ω(σ4SNR/n).
Therefore, there exists a phase transition of σ2‘‖β‖2 at SNR ≈ pn/n. Specifi-
cally, when SNR grows slower than pn/n, the magnitude of σ
2‘‖β‖2 is irrelevant
to the strength of SNR, while SNR grows faster than pn/n, σ
2‘‖β‖2 increases
with SNR in a linear manner, and is also asymptotically equivalent to σ2‖β̂‖2 ;
see Remark 2 for detailed analysis.
Remark 2. For the special case that Xi
i.i.d.∼ N(0pn , Ipn), we have
E{(XTX)−1} = Ipn/(n− pn − 1) and nEtr{(XTX)−2} → τ/(1− τ)3 based
on [26]. From (3.1), we know that the amount of the theoretical correction
of bias for ’‖β‖2 compared with ‖β̂‖2 is −τσ2 /(1− τ). Also,
σ2‘‖β‖2 = σ2‖β̂‖2 + 2σ4n τ(1 + τ)(1− τ)3 {1 + o(1)}
for τ ∈ (0, 1). The correction of the variance is 2τ(1 + τ)σ4 /{n(1 − τ)3}.
Both bias and variance corrections deviates from zero significantly as τ → 1,
see Figure 5 for n = 100 and σ2 = 1.
0 0.2 0.4 0.6 0.8 1
τ
-100
-80
-60
-40
-20
0
bias correction for ‖̂β‖2
0 0.2 0.4 0.6 0.8 1
τ
0
500
1000
1500
2000
2500
3000
variance correction for ‖̂β‖2
Fig 5. Amount of theoretical corrections of bias (left penal) and variance (right penal)
versus τ for ‘‖β‖2 compared with ‖β̂‖2. These patterns are consistent with those empirical
ones observed in Figure 3.
Remark 3. In Theorem 2, we assume homoskedasticity for the error.
Under heteroskedasticity, i.e., i are independent with different variances
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σ2i = E(
2
i ) for i = 1, . . . , n, if σ
2
i are known, then we propose the bias-
corrected estimator as ‡‖β0‖2 = ‖β̂‖2−tr{(XTX)−1D}, where D = diag(σ21, . . . , σ2n).
Following similar arguments as in Theorem 2, we can show the asymptotic
normal distribution of ‡‖β0‖2.
To conduct inference for ‖β0‖2 using the result in Theorem 2, we need to
estimate the variance σ2‘‖β‖2 . We first introduce the following result.
Lemma 2. Assume τ ∈ [0, 1) and Conditions A1 and A3 for (1.1). For
any k ∈ Z+,
Var[nk−1tr{(XTX)−k} I(K)] = o(pn/n),
Var[nkβT0 (X
TX)−kβ0 I(K)] = o(‖β0‖4).
The key strategy to prove Lemma 2 is the leave-one-out method. Lemma
2 directly implies
ntr{(XTX)−2} − nEtr{(XTX)−2 I(K)} = oP(pn/n),
tr{(XTX)−1} − Etr{(XTX)−1 I(K)} = oP(pn/n),
while from Lemma S.12 in Supplementary,
β̂
T
(XTX)−1β̂ − σ2Etr{(XTX)−2 I(K)} − βT0 E{(XTX)−1 I(K)}β0
= oP(‖β0‖2/n+ σ2 pn/n2).
Subsequently, the plug-in estimator of σ2‘‖β‖2 is
σ̂2‘‖β‖2 = 4σ̂2 β̂T (XTX)−1β̂−2σ̂4 tr{(XTX)−2}+2σ̂4 [tr{(XTX)−1}]2/(n−pn),
where σ̂2 is given in (1.4).
Theorem 3. Under the conditions in Theorem 2, we have
σ̂2‘‖β‖2/σ2‘‖β‖2 P→ 1.
We are now ready to test the hypothesis in (1.2) that H0 : ‖β0‖ = c0
versus H1 : ‖β0‖ 6= c0 by proposing the following test statistic
Zn =
’‖β‖2 − c20
σ̂‘‖β‖2 ,(3.2)
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whose null limit distribution is standard normal. If c0 = 0, then (1.2) detects
the existence of the signal. The smallest separation rate between null and a
sequence of contiguous alternatives H1n indexed by δn → 0, i.e.,
H1n : ‖β0‖2≥δn,(3.3)
such that successful detection is still possible, is given in Corollary 1.
Corollary 1. Assume the conditions of Theorem 2, c0 = 0 in (1.2)
and H1n in (3.3). If δn = Ω(σ
2
 p
1/2
n /n), then Zn − σ̂−1‘‖β‖2δn D→ N(0, 1) where
σ̂−1‘‖β‖2δn = ΩP(1). If δn = o(σ2 p1/2n /n), then Zn D→ N(0, 1).
Therefore, the detection boundary is δ∗n = σ2 p
1/2
n /n, which matches with
the minimax detection rate in [21] (see (1.2) therein). Corollary 1 follows
from Theorems 2 and 3, whose proof is omitted here.
Similarly, the global hypothesis (1.5) can be tested by
Gn =
‖β̂ − βnull0 ‖2 − tr{(XTX)−1}σ̂2
σ̂∗
,(3.4)
whose null limit distribution is standard normal, due to Theorem 2 by
noting (β̂ − βnull0 )|β0=βnull0 = β̂|β0=0pn . Here, σ̂
2∗ = 2σ̂4 tr{(XTX)−2} +
2σ̂4 [tr{(XTX)−1}]2/(n − pn) is ratio consistent for σ2∗ = 2σ4Etr{(XTX)−2
I(K)} + 2σ4 [Etr{(XTX)−1 I(K)}]2/(n − pn), i.e. σ2‘‖β‖2 with β0 = 0pn , due
to Lemma 2 and Proposition 1 to be introduced later. Under the following
sequence of contiguous alternatives,
H1n : ‖β0 − βnull0 ‖2 ≥ δn,
the power of Gn is Φ(Φ−1(α) + σ̂−1∗ δn), and the smallest separation rate is
δ∗n = Ω(σ∗) = Ω(
√
pnn
−1σ2 ).
From (3.4), we can construct a (1− α)-th `2-confidence ball for β0 as
{β : ‖β̂ − β‖2 ≤ tr{(XTX)−1}σ̂2 + Φ−1(1− α)σ̂∗}.(3.5)
Confidence ball for high dimensional sparse β0 has been studied in [5, 30].
Remark 4. An alternative test statistic for (1.5) is based on U-statistic,
i.e., [47], whose null limit distribution is also standard normal. Under a
special case that Xi
i.i.d.∼ N(0pn , c1Ipn), the asymptotic variance of Gn is
σ2∗ = (2σ4 τ/n)c
−2
1 (1 + τ)/(1− τ)3, while that for the alternative one in [47]
is (2σ4 τ/n)c
2
1. Hence, our test would be more efficient if c
4
1 > (1+τ)/(1−τ)3;
otherwise, the test in [47] would be more efficient.
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We are now ready to discuss statistical inferences for the error variance
based on σ̂2 defined in (1.4). Note that high-dimensional inferences for σ
2

were studied in [36, 16], but with different asymptotic variances for their
proposed estimators.
Proposition 1. Assume limn→∞ pn = ∞, τ ∈ [0, 1) and Conditions
A1–A3 for (1.1). Then
σ̂2 − σ2
σσ̂2
D→ N(0, 1).
where σ2
σ̂2
= n−1{ν4 + σ4 (3τ − 1)/(1− τ)} and ν4 = E(4i ).
Remark 5. The variance term σ2
σ̂2
increases with τ . For a special case
that i ∼ N(0, σ2 ), σ2σ̂2 = 2σ
4
 /{n(1− τ)}.
From Lemma S.15, a ratio consistent estimator for ν4 is
ν̂4 = (1− pn/n)−4
{
1/n
n∑
i=1
̂4i − 3σ̂4 (pn/n)(1− pn/n)2(2− pn/n)
}
with (̂1, . . . , ̂n)
T = Y −Xβ̂. Hence, the plug-in estimator σ̂2
σ̂2
= n−1{ν̂4 +
σ̂4 (3pn/n− 1)/(1− pn/n)} is ratio consistent as well.
Fraction of variance explained (FVE) ρ0, as defined in (1.6), describes the
proportion of the variance in the dependent variable that is predictable from
the independent variable. Consider the hypotheses
H0 : ρ0 ≥ ρnull0 versus H1 : ρ0 < ρnull0 ,(3.6)
where 0 < ρnull0 < 1 is a known constant. The conventional test statistic
U0 = σ̂−1ρ˜ (ρ˜− ρ
null
0 ), where ρ˜ =
β̂
T
(XTX/n)β̂
β̂
T
(XTX/n)β̂ + σ̂2
and σ̂2
ρ˜
= n−1{β̂T (XTX/n)β̂ + σ̂2 }−4[σ̂4 (
∑n
i=1 Y
4
i /n−
∑n
i=1 ̂
4
i /n)− 2σ̂6 β̂
T
(XTX/n)β̂ + {β̂T (XTX/n)β̂}2(∑ni=1 ̂4i /n − 2σ̂4 )], is asymptotically stan-
dard normal under strong signal and H0 in (3.6); see Proposition S.1 and
Theorem S.1 in the Supplementary Material.
However, in the moderate-dimensional regime, the bias of β̂
T
(XTX/n)β̂
for η0 := β
T
0 Σβ0 is non-ignorable, i.e.,
E{β̂T (XTX/n)β̂} − η0 = σ2 pn/n > 0.
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Consequently, we propose an unbiased estimator for η0 as
η̂ = β̂
T
(XTX/n)β̂ − σ̂2 pn/n.
Hence, a corresponding estimator for ρ0 is
ρ̂ =
η̂
η̂ + σ̂2
=
β̂
T
(XTX/n)β̂ − σ̂2 pn/n
β̂
T
(XTX/n)β̂ + σ̂2 (1− pn/n)
with the following asymptotic distribution.
Theorem 4. Under the conditions in Theorem 2, ρ̂− ρ0 = oP(1) and
ρ̂− ρ0
σρ̂
D→ N(0, 1),
where σ2
ρ̂
= n−1(η0+σ2 )−4[2σ8 τ/(1−τ)−{2+4τ/(τ−1)}σ6 η0+σ4 {E(Y 41 )−
ν4 + η
2
0(4τ − 2)/(1− τ)}+ η20ν4] = Ω(1/n).
The plug-in estimator σ̂2
ρ̂
is obtained by replacing E(Y 41 ), η0, σ
2
 , ν4 and τ
in σ2
ρ̂
by n−1
∑n
i=1 Y
4
i , η̂, σ̂
2
 , ν̂4 and pn/n, respectively, and its consistency
is demonstrated below.
Theorem 5. Assume the conditions in Theorem 2. Then,
σ̂2
ρ̂
− σ2
ρ̂
= oP(1/n).
Hence, (3.6) can be tested by
Un = σ̂−1ρ̂ (ρ̂− ρ
null
0 ).
It is also easy to show that the smallest separation rate is δ∗n = Ω(n−1/2).
In the end, we comment two related moderate-dimensional works con-
cerned with signal strength, i.e., [8, 22]. The former considered statistical
inferences for βT0 Σβ0 under Gaussian assumptions on X and . Our result
is not a special case of [8] although βT0 Σβ0 = ‖β0‖2 when Σ = Ipn . The
proof strategy in [8] relies on the fact that βT0 Σβ0 = E(Y
2
i )−σ2 , which can
be estimated by (1/n)
∑n
i=1 Y
2
i − σ̂2 . But this method of moment does not
apply to ‖β0‖2. Moreover, the results in [8] rely heavily on the Gaussian
assumption and thus the Wishart distribution of XTX. The latter work [22]
developed estimable confidence intervals for βT0 Σβ0 for τ > 1, which still
relies on Gaussian assumption for X and  and a known Σ.
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3.2. Two-sample statistical inferences. In this section, we study statisti-
cal inference problems for two linear regression models. Besides (1.1), con-
sider another linear model
W = V γ0 + δ,(3.7)
where W ∈ Rn′ is the vector of responses, γ0 = (γ0,1, . . . , γ0,pn)T ∈ Rpn is
the unknown parameter, V = (V1, . . . ,Vn′)
T is the random design matrix
and δ ∈ Rn′ is the error. Denote by
γ̂ = (V TV )−1VW
the OLS estimator of γ0. Note that the dimension of β0 and γ0 are the
same, but the sample sizes in the two models could be different.
We assume model (3.7) fulfills the same conditions as (1.1), in the sense
that Condition A is still satisfied if we replace β0, X, , σ
2
 , Σ and Zi
therein by γ0, V , δ, σ
2
δ , Σ
′ and Z ′i, respectively, where Vi = Σ′1/2Z
′
i and
E(δ2i ) = σ
2
δ . Denote τ
′ = limn′→∞ pn/n′ and SNR′ = Var(VTi γ0)/Var(δi) =
γT0 Σ
′γ0/σ2δ = Ω(‖γ0‖2/σ2δ ). The following analyses are conducted given the
event below
L := K ∩K ′, where K ′ = H ′ ∩ J ′,
H ′ = {‖(V TV/n′)−1‖ < 1/x′2} and J ′ = {‖V TV/n′‖ < x′1} with
x′1 = 4(1 +
√
τ ′)2‖Σ′‖ and x′2 = (1−
√
τ ′)2/(4‖Σ′−1‖).
The first problem is concerned with two-sample testing, i.e.,
H0 : ‖β0 − γ0‖ = 0 versus H1 : ‖β0 − γ0‖ 6= 0.(3.8)
Similar to the one-sample case, ‖β̂ − γ̂‖2 is a biased estimator with
E(‖β̂ − γ̂‖2)− ‖β0 − γ0‖2 = Etr{(XTX)−1}σ2 + Etr{(V TV )−1}σ2δ > 0.
Consequently, we consider the following bias-corrected estimator⁄ ‖β − γ‖2 = ‖β̂ − γ̂‖2 − tr{(XTX)−1}σ̂2 − tr{(V TV )−1}σ̂2δ ,
and derive its limit distribution as follows.
Theorem 6. Let {Xi, i}ni=1 and {Vi, δi}n
′
i=1 be independent. Assume
Condition A for models (1.1) and (3.7), limn→∞ pn = ∞, τ ∈ [0, 1), τ ′ ∈
[0, 1). Then, ⁄ ‖β − γ‖2 − ‖β0 − γ0‖2
σ◊ ‖β−γ‖2 D→ N(0, 1),
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where
σ2◊ ‖β−γ‖2 = 2σ4 ÄEtr{(XTX)−2 I(L)}+ [Etr{(XTX)−1 I(L)}]2/(n− pn)ä
+2σ4δ
Ä
Etr{(V TV )−2 I(L)}+ [Etr{(V TV )−1 I(L)}]2/(n′ − pn)
ä
+4σ2σ
2
δEtr{(XTX)−1(V TV )−1 I(L)}
+4σ2 (β0 − γ0)TE{(XTX)−1 I(L)}(β0 − γ0)
+4σ2δ (β0 − γ0)TE{(V TV )−1 I(L)}(β0 − γ0).
We propose a plug-in estimator for σ2◊ ‖β−γ‖2 :
σ̂2◊ ‖β−γ‖2 = 2σ̂4 Ä− tr{(XTX)−2}+ [tr{(XTX)−1}]2/(n− pn)ä
+2σ̂4δ
Ä
− tr{(V TV )−2}+ [tr{(V TV )−1}]2/(n′ − pn)
ä
−4σ̂2 σ̂2δEtr{(XTX)−1(V TV )−1}
+4σ̂2 (β̂ − γ̂)T (XTX)−1(β̂ − γ̂)
+4σ̂2δ (β̂ − γ̂)T (V TV )−1(β̂ − γ̂),
and study its consistency as follows.
Theorem 7. Under the conditions of Theorem 6,
σ̂2◊ ‖β−γ‖2/σ2◊ ‖β−γ‖2 P→ 1.
A natural test statistic for (3.8) is
Dn = σ̂−1◊ ‖β−γ‖2⁄ ‖β − γ‖2,
whose null limit distribution is standard normal. The power of Dn under the
contiguous alternative hypothesis
H1n : ‖β0 − γ0‖ ≥ δn,
is Φ(Φ−1(α)+σ̂−1◊ ‖β−γ‖2δn). Hence, the smallest separation rate in the contigu-
ous alternative is δ∗n = Ω(σ◊ ‖β−γ‖2) = Ω(σ2√pn/n + σ2δ√pn/n′), by noting
that σ2◊ ‖β−γ‖2 = O(σ4 pn/n2+σ4δpn/n′2+σ2 ‖β0−γ0‖2/n+σ2δ‖β0−γ0‖2/n′).
We next focus on a normalized co-heritability θ0, defined as in (1.7); see
[18] for more introductions. Consider the hypothesis
H0 : θ0 = θ
null
0 versus H1 : θ0 6= θnull0 .(3.9)
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The conventional estimator of θ0 is θ˜ = γ̂
T β̂/(‖β̂‖‖γ̂‖) and the correspond-
ing test statistic for (3.9) is
C0 = σ̂−1
θ˜
(θ˜ − θnull0 ),
where σ̂2
θ˜
= 1/(‖β̂‖‖γ̂‖)2σ̂2δ (β̂− γ̂γ̂T β̂/‖γ̂‖2)T (V TV )−1(β̂− γ̂γ̂T β̂/‖γ̂‖2) +
1/(‖β̂‖‖γ̂‖)2σ̂2 (γ̂−β̂γ̂T β̂/‖β̂‖2)T (XTX)−1(γ̂−β̂γ̂T β̂/‖β̂‖2). Under a large
SNR and θnull0 < 1, the null limit distribution is standard normal; see
Proposition S.2 in Supplementary. As shown previously, ‖β̂‖2 is no longer
consistent for ‖β0‖2. Rather, we need the bias-corrected estimator ‘‖β‖ :=
(’‖β‖2)1/2 and ‘‖γ‖ := (’‖γ‖2)1/2. Hence, we propose an estimator for θ0 as
θ̂ =
γ̂T β̂‘‖β‖‘‖γ‖ ,
whose null limit distribution is given below.
Theorem 8. Assume the conditions in Theorem 6, p
1/2
n /n = o(SNR)
and p
1/2
n /n′ = o(SNR′). Then, under H0 in (3.9),
θ̂ − θ0
σ
θ̂
D→ N(0, 1),
where
σ2
θ̂
= σ2σ
2
δEtr{(XTX)−1(V TV )−1 I(L)}/(‖β0‖‖γ0‖)2
+1/(‖β0‖‖γ0‖)2σ2δ (β0 − γ0γT0 β0/‖γ0‖2)T
·E{(V TV )−1 I(L)}(β0 − γ0γT0 β0/‖γ0‖2)
+1/(‖β0‖‖γ0‖)2σ2 (γ0 − β0γT0 β0/‖β0‖2)T
·E{(XTX)−1 I(L)}(γ0 − β0γT0 β0/‖β0‖2)
+(γT0 β0)
2/(2‖β0‖‖γ0‖3)22σ4δ
Ä
Etr{(V TV )−2 I(L)}
+1/(n′ − pn)[Etr{(V TV )−1 I(L)}]2
ä
+(γT0 β0)
2/(2‖β0‖3‖γ0‖)22σ4
Ä
Etr{(XTX)−2 I(L)}
+1/(n− pn)[Etr{(XTX)−1 I(L)}]2
ä
.
The asymptotic normal distribution of θ̂ requires p
1/2
n /n = o(SNR) and
p
1/2
n /n′ = o(SNR′), which guarantees the ratio consistency of ’‖β‖2 and ’‖γ‖2
due to Theorem 2. Such an SNR condition is not required in any one-sample
inference, but still much weaker than the strong signal condition.
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The plug-in estimator of σ2
θ̂
is developed as follows
σ̂2
θ̂
= −σ̂2 σ̂2δ tr{(XTX)−1(V TV )−1}/(’‖β‖2’‖γ‖2)
+1/(’‖β‖2’‖γ‖2)σ̂2δ (β̂ − γ̂γ̂T β̂/’‖γ‖2)T (V TV )−1(β̂ − γ̂γ̂T β̂/’‖γ‖2)
+1/(’‖β‖2’‖γ‖2)σ̂2 (γ̂ − β̂γ̂T β̂/’‖β‖2)T (XTX)−1(γ̂ − β̂γ̂T β̂/’‖β‖2)
+(γ̂T β̂)2/(2‘‖β‖‘‖γ‖3)22σ̂4δÄ− tr{(V TV )−2}
+1/(n′ − pn)[tr{(V TV )−1}]2
ä
+(γ̂T β̂)2/(2‘‖β‖3‘‖γ‖)22σ̂4 Ä− tr{(XTX)−2}
+1/(n− pn)[tr{(XTX)−1}]2
ä
.
The consistency of the proposed estimator is given below.
Theorem 9. Under the conditions of Theorem 8,
σ̂2
θ̂
/σ2
θ̂
P→ 1.
The proposed test statistic for (3.9) is thus
Cn = σ̂−1
θ̂
(θ̂ − θnull0 ).
The power under the contiguous alternative hypothesis
H1n : |θ0 − θnull0 | ≥ δn,
is given by Φ(σ̂−1
θ̂
δn + Φ
−1(α/2)) + Φ(−σ̂−1
θ̂
δn + Φ
−1(α/2)). The smallest
separation rate is δ∗n = σθ̂ with
σ2
θ̂
= Ω
( pn
nn′SNRSNR′
+
1− θ20
n′SNR′
+
1− θ20
nSNR
+
θ20pn
n′2SNR′2
+
θ20pn
n2SNR2
)
.
If both SNR and SNR′ are Ω(1), τ ∈ (0, 1) and τ ′ ∈ (0, 1), then σ2
θ̂
= Ω(1/n),
which means the alternative can be detected with large probability if it
deviates from the null value for at least Ω(n−1/2).
4. Simulations. This section conducts numerical studies to support
the proposed statistical inference procedures. Set (n, pn) = (6000, 4) and
(6000, 3000) corresponding to fixed and moderate dimension, respectively,
unless otherwise specified. Let Xi
i.i.d.∼ N(0,Σ) and  ∼ N(0, σ2 In). Under
a non-Gaussian setting, the performance of the proposed test statistics is
also examined in the end of Section 4.1. Consider two different choices of
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Σ: (i) Σ = c1Ipn and (ii) Σ = Σ
∗TΣ∗/λmax(Σ∗TΣ∗) + Ipn , where c1 > 0 is
a constant and Σ∗ij
i.i.d.∼ Unif(−1, 1) for 1 ≤ i, j ≤ pn. The choice (ii) is to
guarantee that Σ is not necessarily sparse.
In what follows, P-value plots and QQ plots were obtained with 20000
replications, while the power function was computed using 500 replications
for each setup. The uniformity of P-value distributions for all proposed test
was formally examined by the KS method.
4.1. Simulations for one-sample inferences. Consider the hypothesis (1.2)
with c0 = 0 using Zn by setting σ2 = 1 and c1 = 1. Figure 6 reveals that the
P-values are approximately uniformly distributed and Zn follows standard
normal distribution under the null. Although the plot of the P-values skews
a bit towards right, it still passed the KS test for the uniformity. The empir-
ical power of Zn is given in Figure 7 by varying β0 = 1pnδσ/(n1/2p
1/4
n ) with
δ = 0, 0.5, 1, 1.5, . . . , 6. This choice of alternative values is supported by the
derived detection boundary δ∗n = σ2 p
1/2
n /n for signal detection. From Figure
7, we can tell that the empirical rejection rate grows from the nominal level
to one as δ increases from zero.
We also check the coverage probability of the confidence ball of β0 based
on (3.5), by setting β0 = 1pn/
√
pn and σ
2
 = 1 (SNR = Ω(1)) with 20000
replications at α = 0.05. Take c1 = 1/2 throughout this subsection. The
results are satisfactory as given in Table 1. Note that our proposed method
particularly works for diverging pn, but when pn is fixed, the finite-sample
performance is still satisfactory.
Table 1
Coverage probability of 95% confidence ball for β0.
(n, pn) Σ in (i) Σ in (ii)
(6000, 4) 0.9293 0.9317
(6000, 3000) 0.9442 0.9451
Testing error variance:
H0 : σ
2
 = 1 versus H1 : σ
2
 6= 1(4.1)
is performed by test statistic (σ̂2−1)/σ̂σ̂2 , with the true regression parameter
generated by
(4.2) β0,j
i.i.d.∼ Unif(1, 2), j = 1, . . . , pn.
Figures 8 and 9 provide the P-values and QQ plots of the test statistic
under the null hypothesis, respectively. Clearly, the proposed test statistic
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well adapts to both fixed- and moderate-dimensional regimes. The empir-
ical powers under σ2 − 1 = δ/n1/2 are provided in Figure 10 with δ =
−10,−8, . . . , 0, . . . , 8, 10. Again, the power behaviors are satisfactory.
We compare the performances of the conventional and proposed test
statistics for testing H0 : ρ0 ≥ ρnull0 , i.e., (3.6). The regression parameter
was generated by (4.2) and σ2 = pn such that SNR = Ω(1). Figures 11 &
12 and Figures 13 & 14 provide the P-value and QQ plots of the test for
Σ in cases (i) and (ii), respectively. In both cases, we find that both the
conventional and proposed tests perform well for the fixed dimension, while
the proposed test performs much more satisfactorily than the conventional
one under the moderate dimension.
In the end, we check the performance of Z0 and Zn under a non-Gaussian
setting. The P-values and QQ plots of the test statistics are given in Figures
15 and 16, respectively, under the same setup as in Figure 1 but with
Xij
i.i.d.∼ Unif(−
√
3,
√
3), i
i.i.d.∼ t5/
»
5/3,(4.3)
which reveal the satisfactory performance of Zn and the results in Figure 15
are similar in spirit to those in Figure 1.
4.2. Simulations for two-sample inferences. Consider two linear models
with n = n′. Let Vi
i.i.d.∼ N(0,Σ′) and δ ∼ N(0, σ2δIn). We conduct sim-
ulations for two tests: (I) H0 : β0 = γ0 with β0 generated from (4.2),
σ2δ = σ
2
 /4 = pn/4, c1 = 1/2 and Σ
′ generated in the same way as that for
Σ in case (ii); (II) H0 : θ0 = θ
null
0 with β0 = (1
T
3/5pn
,0T2/5pn)
T , γ0 = 1pn ,
σ2δ = σ
2
 = pn, c1 = 1 and Σ
′ = Σ, such that SNR = Ω(1) = SNR′ and
θ0 =
»
3/5.
Figure 17 provides P-value and QQ plots corresponding to the first hy-
pothesis with Σ in cases (i) and (ii). The empirical power is examined in
Figure 18 by varying β0 + 1pnδσ/(n
1/2p
1/4
n ) for δ = 0, 0.5, 1, . . . , 6. Results
demonstrated in both figures are satisfactory. Figures 19 and 20 give P-value
and QQ plots corresponding to the second hypothesis with Σ in cases (i)
and (ii), respectively. Again, we observe that the proposed test works in
both fixed- and moderate-dimensional regimes, while the conventional only
works for the former.
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Appendix
The Appendix includes the proofs of Lemma 1, Theorems 1 and 2, Lemma
2 and Theorems 3–5 in the paper. In all the proofs, we only consider the
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Fig 12. QQ plots of the test statistics for testing H0 in (3.6) for Σ in case (i) with c1 = 1/2.
The top panels are for pn = 4 while the bottom panels correspond to pn = 3000. The left
panels use U0 and the right panels use Un. The straight line corresponds to the diagonal.
case that σ2 = Ω(1) and σ
2
δ = Ω(1). The results for diverging σ
2
 or σ
2
δ can
be simply obtained by replacing , β0, δ and γ0 with /σ, β0/σ, δ/σδ and
γ0/σδ in the proofs.
First, we introduce some necessary notations and equations. Let X(i) =
(X1, . . . ,Xi−1,Xi+1, . . . ,Xn)T for i = 1, . . . , n, i.e. the design matrix with-
out the ith observation. Similarly, X(i,j) denotes the design matrix without
the ith and jth observations for 1 ≤ i 6= j ≤ n. From [29],
(XTX)−1 = (XT(1)X(1) +X1X
T
1 )
−1
= (XT(1)X(1))
−1 −
(XT(1)X(1))
−1X1XT1 (XT(1)X(1))
−1
1 +XT1 (X
T
(1)X(1))
−1X1
,(A.1)
and hence,
(XTX)−2
= (XT(1)X(1))
−2
−(XT(1)X(1))−2X1XT1 (XT(1)X(1))−1/{1 +XT1 (XT(1)X(1))−1X1}
−(XT(1)X(1))−1X1XT1 (XT(1)X(1))−2/{1 +XT1 (XT(1)X(1))−1X1}
+{(XT(1)X(1))−1X1XT1 (XT(1)X(1))−1}2/{1 +XT1 (XT(1)X(1))−1X1}2.(A.2)
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Fig 13. P-values for testing H0 in (3.6) with Σ in case (ii). The top panels are for pn = 4
while the bottom panels correspond to pn = 3000. The left panels use U0 and the right
panels use Un.
Therefore,
(XTX)−1X1 =
(XT(1)X(1))
−1X1
1 +XT1 (X
T
(1)X(1))
−1X1
,(A.3)
(XTX)−2X1 =
(XT(1)X(1))
−2X1
1 +XT1 (X
T
(1)X(1))
−1X1
−
(XT(1)X(1))
−1X1XT1 (XT(1)X(1))
−2X1
{1 +XT1 (XT(1)X(1))−1X1}2
,(A.4)
XT1 (X
TX)−2X1 =
XT1 (X
T
(1)X(1))
−2X1
{1 +XT1 (XT(1)X(1))−1X1}2
.(A.5)
The following are the proofs of the main results in this paper.
Proof of Lemma 1: For Zi = (zi1, . . . , zipn)
T defined in Condition A1,
let z∗ij = zij I(|zij | ≤
√
n/
√
log n) − E{zij I(|zij | ≤
√
n/
√
log n)}, z˜ij =
zij − z∗ij = zij I(|zij | >
√
n/
√
log n) + E{zij I(|zij | ≤
√
n/
√
log n)}, Z∗i =
(z∗i1, . . . , z∗ipn)
T , ‹Zi = (z˜i1, . . . , z˜ipn)T , Z∗ = (Z∗1, . . . ,Z∗n)T = (z∗ij)i≤n,j≤pn
and ‹Z = (‹Z1, . . . , ‹Zn)T = (z˜ij)i≤n,j≤pn .
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Fig 14. QQ plots of the test statistics for testing H0 in (3.6) with Σ in case (ii). The top
panels are for pn = 4 while the bottom panels correspond to pn = 3000. The left panels
use U0 and the right panels use Un. The straight line corresponds to the diagonal.
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Fig 15. P-values of Z0 (top panels) and Zn (bottom panels) with data generated by (4.3).
The panels from left to right are for pn = 10/200/500/900.
Then, E(z∗ij) = 0 and
1− E(z∗2ij )
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Fig 16. QQ plots for Z0 (top panels) and Zn (bottom panels) with data generated by
(4.3). The panels from left to right are for pn = 10/200/500/900.
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Fig 17. P-value (left panels) and QQ plots (right panels) of the proposed test statistics for
testing H0 in (3.8) with pn = 3000. The left top panels are for Σ in case (i) with c1 = 1/2
while the bottom panels are for Σ in case (ii).
= 1− E{z2ij I(|zij | ≤
√
n/
√
log n)}+ [E{zij I(|zij | ≤
√
n/
√
log n)}]2
= 1− 1 + E{z2ij I(|zij | >
√
n/
√
log n)}+ [E{zij I(|zij | >
√
n/
√
log n)}]2
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Fig 18. Empirical rejection rates versus δ for testing H1 in (3.8) for Σ in case (i) (left
panels) with c1 = 1/2 and case (ii) (right panels).
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Fig 19. P-value (top panels) and QQ plots (bottom panels) of the test statistics for
testing H0 in (3.9) for Σ in case (i) with c1 = 1. The left panels are for pn = 4 with the
conventional test C0; the middle panels are for pn = 3000 with the conventional test C0;
while the right panels correspond to pn = 3000 with the proposed test Cn.
≤ 2E{z2ij I(|zij | >
√
n/
√
log n)} ≤ 2{E(z4ij)P(|zij | >
√
n/
√
log n)}1/2
. {P(|zij | >
√
n/
√
log n)}1/2 ≤ {E(z4ij)/(
√
n/
√
log n)4}1/2
. (log n)/n,
which implies that maxj≤pn
∑n
i=1 |1− E(z∗2ij )| . log n = o(n). Also,
sup
i≤n,j≤pn,n≥1
E(z∗4ij )
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Fig 20. P-value (top panels) and QQ plots (bottom panels) of the test statistics for testing
H0 in (3.9) with Σ in case (ii). The left panels are for pn = 4 with the conventional test
C0; the middle panels are for pn = 3000 with the conventional test C0; while the right
panels correspond to pn = 3000 with the proposed test Cn.
. sup
i≤n,j≤pn,n≥1
Ä
E{zij I(|zij | ≤
√
n/
√
log n)}4
+[E{zij I(|zij | ≤
√
n/
√
log n)}]4
ä
. sup
i≤n,j≤pn,n≥1
E{zij I(|zij | ≤
√
n/
√
log n)}4 + C
≤ sup
i≤n,j≤pn,n≥1
E(z4ij) + C ≤ 2C <∞.
It’s easy to see |z∗ij | ≤
√
n/
√
log n. From Theorem 9.13 of [3], for any s1 >
(1 +
√
τ)2, s2 < (1−
√
τ)2 and any ` > 0, we have
P(‖Z∗TZ∗/n‖ > s1) = o(n−`), P(‖(Z∗TZ∗/n)−1‖ > 1/s2) = o(n−`).
Since Z = Z∗ + ‹Z, we have ZTZ/n = Z∗TZ∗/n + ‹ZTZ∗/n + Z∗T ‹Z/n +‹ZT ‹Z/n. We know that
‖‹ZT ‹Z/n‖ ≤ ‖‹ZT ‹Z/n‖1 = max
i≤pn
pn∑
j=1
∣∣∣∣ n∑
t=1
z˜tiz˜tj/n
∣∣∣∣.
Note E(z˜ti) = 0, E(z˜tiz˜tj) = 0 for i 6= j, and, for any k ∈ Z+,
E|z˜ti|k = E|zti I(|zti| >
√
n/
√
log n) + E{zti I(|zti| ≤
√
n/
√
log n)}|k
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= E|zti I(|zti| >
√
n/
√
log n)− E{zti I(|zti| >
√
n/
√
log n)}|k
. E|zti I(|zti| >
√
n/
√
log n)|k ≤ {E|zti|2kP(|zti| >
√
n/
√
log n)}1/2
. {P(|zti| >
√
n/
√
log n)}1/2.
Therefore, from (1.45) of [33], for any ` ∈ Z+, taking x = 1/√n, we have
P(‖‹ZT ‹Z/n‖ > x)
≤ P
(
max
i≤pn
pn∑
j=1
∣∣∣∣ n∑
t=1
z˜tiz˜tj/n
∣∣∣∣ > x) ≤ pnP( pn∑
j=1
∣∣∣∣ n∑
t=1
z˜tiz˜tj/n
∣∣∣∣ > x)
≤ p2nP
(∣∣∣∣ n∑
t=1
z˜tiz˜tj/n
∣∣∣∣ > x/pn) ≤ p2nE(∣∣∣∣ n∑
t=1
z˜tiz˜tj/n
∣∣∣∣2`)/(x/pn)2`
= p2`+2n x
−2`n−2`E
(∣∣∣∣ n∑
t=1
z˜tiz˜tj
∣∣∣∣2`)
≤ p2`+2n x−2`n−2`Cn2`/2−1
n∑
t=1
E|z˜tiz˜tj |2`
. p2`+2n x−2`n−2`n2`/2−1nE|z˜ti|4`
. p2`+2n x−2`n−`{P(|zti| >
√
n/
√
log n)}1/2
. p2`+2n x−2`n−`{E|zti|28`/(
√
n/
√
log n)28`}1/2
. p2`+2n x−2`n−`(
√
log n/
√
n)14`
≤ (log n)7`n−6`+2x−2` = (log n)7`n−5`+2 = o(n−2`).
Then, for n large enough,
P(‖‹ZTZ∗/n‖ > 1/log n) ≤ P(‖‹ZT ‖‖Z∗‖/n > 1/log n)
= P(‖‹ZT ‹Z/n‖‖Z∗TZ∗/n‖ > 1/(log n)2)
≤ P(‖‹ZT ‹Z/n‖ > n−1/4/ log n) + P(‖Z∗TZ∗/n‖ > n1/4/ log n) = o(n−`).
Therefore, taking µ1 = 4(1 +
√
τ)2 and µ2 = (1−
√
τ)2/4, we have
P(‖ZTZ/n‖ ≥ µ1)
≤ P(‖Z∗TZ∗/n‖ > µ1/2) + P(‖‹ZTZ∗/n‖ > µ1/8)
+P(‖Z∗T ‹Z/n‖ > µ1/8) + P(‖‹ZT ‹Z/n‖ > µ1/8)
= o(n−`),
and
P(‖(ZTZ/n)−1‖ ≥ 1/µ2) = P(λmin(ZTZ/n) ≤ µ2)
≤ P(λmin(Z∗TZ∗/n)− ‖‹ZTZ∗/n‖ − ‖Z∗T ‹Z/n‖ − ‖‹ZT ‹Z/n‖ ≤ µ2)
≤ P(λmin(Z∗TZ∗/n) < 2µ2) + P(‖‹ZTZ∗/n‖ ≥ µ2/4)
+P(‖Z∗T ‹Z/n‖ ≥ µ2/4) + P(‖‹ZT ‹Z/n‖ ≥ µ2/4)
= P(‖(Z∗TZ∗/n)−1‖ > 1/(2µ2)) + o(n−`) = o(n−`).
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Then, taking x1 = ‖Σ‖µ1 and x2 = µ2/‖Σ−1‖, we have
P(‖XTX/n‖ ≥ x1) ≤ P(‖Σ‖‖ZTZ/n‖ ≥ x1)
= P(‖ZTZ/n‖ ≥ x1/‖Σ‖) = o(n−`),
P(‖(XTX/n)−1‖ ≥ x−12 ) ≤ P(‖Σ−1‖‖(ZTZ/n)−1‖ ≥ x−12 )
= P(‖(ZTZ/n)−1‖ ≥ (x2‖Σ−1‖)−1) = o(n−`).

Proof of Theorem 1: Under Condition A3, SNR = Ω(‖β0‖2/σ2 ) = O(pn).
Hence p2n/n = o(SNR) = o(pn) implies that pn/n = o(1) i.e. τ = 0. Note,
‖β̂‖2 − ‖β0‖2 = ‖β̂ − β0‖2 + 2βT0 (β̂ − β0)
= TX(XTX)−2XT + 2βT0 (X
TX)−1XT  ≡ I1 + 2I2.
For term I1,
E{I1 I(K)} = σ2Etr{X(XTX)−2XT I(K)}
= σ2Etr{(XTX)−1 I(K)} = Ω(σ2 pn/n) ≡ Ω(σ1),
and
E{I1 I(K)}2
= ν4
∑
i
E{XTi (XTX)−2Xi I(K)}2 + 2σ4
∑
i 6=j
E{XTi (XTX)−2Xj I(K)}2
+σ4
∑
i 6=j
E{XTi (XTX)−2XiXTj (XTX)−2Xj I(K)}
= (ν4 − 3σ4 )
∑
i
E{XTi (XTX)−2Xi I(K)}2 + 2σ4Etr{(XTX)−2 I(K)}
+σ4E[tr{(XTX)−1} I(K)]2
= O(σ4 p
2
n/n
2) = O(σ21).
Hence, E{σ−11 I1 I(K)}2 ≤ C, which implies that σ−11 I1 I(K) is uniformly
integrable.
For term I2, using central limit theorem and Lemma 2, σ
−1
‖β̂‖22I2
D→ N(0, 1).
Also,
E{I2 I(K)}2 = Ω(σ2 ‖β0‖2/n) ≡ Ω(σ22).
Hence, σ−12 I2 I(K) is uniformly integrable.
First, we will study the consistency of ‖β̂‖2.
• If pn/n = o(‖β0‖2/σ2 ), then I1 I(K) = OP(σ2 pn/n) = oP(‖β0‖2) and
I2 I(K) = OP(σ‖β0‖/
√
n) = oP(‖β0‖2).
• If pn/n = Ω(‖β0‖2/σ2 ), then E{I1 I(K)} = Ω(‖β0‖2) and I2 I(K) =
oP(‖β0‖2).
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• If ‖β0‖2/σ2 = o(pn/n), then I1 I(K)/‖β0‖2 P→∞.
Hence, if and only if pn/n = o(‖β0‖2/σ2 ), we have ‖β̂‖2−‖β0‖2 = oP(‖β0‖2).
Second, we study the asymptotic normal distribution of ‖β̂‖2.
• If p2n/n = o(‖β0‖2/σ2 ), then I1 I(K) = oP(I2 I(K)). From Slutsky’s
theorem, we have σ−1‖β̂‖2(‖β̂‖
2 − ‖β0‖2) D→ N(0, 1).
• If p2n/n = Ω(‖β0‖2/σ2 ), assuming σ−1‖β̂‖2(‖β̂‖
2 − ‖β0‖2) D→ N(0, 1), we
have E{σ−1‖β̂‖2(‖β̂‖
2 − ‖β0‖2) I(K)} → 0 due to uniform integrability.
However, E{σ−1‖β̂‖2(‖β̂‖
2−‖β0‖2) I(K)} = σ−1‖β̂‖2σ
2
Etr{(XTX)−1 I(K)} =
Ω(1). Hence, the assumption σ−1‖β̂‖2(‖β̂‖
2−‖β0‖2) D→ N(0, 1) does not
hold.
• If ‖β0‖2/σ2 = o(p2n/n), then, E{σ−1‖β̂‖2(‖β̂‖
2 − ‖β0‖2)} → ∞.
We complete the proof. 
Proof of Theorem 2: From
‖β̂‖2 − ‖β0‖2 − tr{(XTX)−1}σ̂2
= ‖β̂ − β0‖2 + 2βT0 (β̂ − β0)− tr{(XTX)−1}σ̂2
= [‖β̂ − β0‖2 − tr{(XTX)−1}σ2 ]− tr{(XTX)−1}(σ̂2 − σ2 )
+2βT0 (β̂ − β0)
≡ I1 − tr{(XTX)−1}I2 + 2I3,
we first demonstrate the asymptotic normal distribution of (c1I1 + c2I2 +
c3I3) I(K) for any constants c1 = Ω(1), c2 = Ω(pn/n) and c3 = Ω(1).
For notational simplicity, denote M1 = X(X
TX)−2XT , M2 = {In −
X(XTX)−1XT }/(n− pn) and vT = βT0 (XTX)−1XT . Then,
I1 = 
TM1− tr{(XTX)−1}σ2
= 2
∑
1≤i<j≤n
M1(i, j)ij +
n∑
j=1
M1(j, j)
2
j − tr{(XTX)−1}σ2
= 2
∑
1≤i<j≤n
M1(i, j)ij +
n∑
j=1
M1(j, j)(
2
j − σ2 ),
I2 = 
TM2− σ2
= 2
∑
1≤i<j≤n
M2(i, j)ij +
n∑
j=1
M2(j, j)(
2
j − σ2 ),
I3 = v
T  =
n∑
j=1
vjj .
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Hence,
c1I1 + c2I2 + c3I3
= 2
∑
1≤i<j≤n
{c1M1(i, j) + c2M2(i, j)}ij
+
n∑
j=1
{c1M1(j, j) + c2M2(j, j)}(2j − σ2 ) + c3
n∑
j=1
vjj
=
n∑
j=1
[ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ij
+{c1M1(j, j) + c2M2(j, j)}(2j − σ2 ) + c3vjj
]
≡
n∑
j=1
Uj .
Note that Uj I(K), j = 1, 2, . . . , is a martingale difference, with
E(Uj I(K)|X, 1, . . . , j−1) = 0
and
n∑
j=1
E[{Uj I(K)}2|X, 1, . . . , j−1]
= I(K)
n∑
j=1
E
([ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ij
+{c1M1(j, j) + c2M2(j, j)}(2j − σ2 ) + c3vjj
]2∣∣∣∣X, 1, . . . , j−1)
= I(K)
n∑
j=1
E
([ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}i
]2
2j
+{c1M1(j, j) + c2M2(j, j)}2(2j − σ2 )2 + c23v2j 2j
+2
∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ij
·{c1M1(j, j) + c2M2(j, j)}(2j − σ2 )
+2
∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ijc3vjj
+2{c1M1(j, j) + c2M2(j, j)}(2j − σ2 )c3vjj
∣∣∣∣X, 1, . . . , j−1)
= I(K)
n∑
j=1
([ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}i
]2
σ2
+{c1M1(j, j) + c2M2(j, j)}2Var(2j ) + c23v2jσ2
2
∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}{c1M1(j, j) + c2M2(j, j)}E(3j )i
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+2
∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ic3vjσ2
+2{c1M1(j, j) + c2M2(j, j)}E(3j )c3vj
)
≡ I(K)
n∑
j=1
(II1,j + II2,j + II3,j + II4,j + II5,j + II6,j).
Denote tn = ‖β0‖/
√
n+
√
pn/n. Lemmas S.6–S.11 imply
Var
{ n∑
j=1
IIk,j I(K)
}
= o(t4n), for k = 1, . . . , 6.(A.6)
Lemma S.5 indicates
n∑
j=1
E{Uj I(K)}4 = o(t4n).(A.7)
From Lemmas S.12–S.14, we have
n∑
j=1
3∑
k=1
E{IIk,j I(K)} = Ω(t2n).(A.8)
Lemmas S.9–S.11 imply that
n∑
j=1
6∑
k=4
E{IIk,j I(K)} = o(t2n).(A.9)
Checking conditions (2) and (4) with δ = 1 in the theorem of [20], from
(A.6), (A.7), (A.8) and (A.9), taking c1 = 1, c2 = −Etr{(XTX)−1 I(K)}
and c3 = 2,
σ−1‘‖β‖2(c1I1 + c2I2 + c3I3) I(K) D→ N(0, 1).
Note that
σ2‘‖β‖2 = 4σ2βT0 E{(XTX)−1 I(K)}β0 + 2σ4Etr{(XTX)−2 I(K)}
+2σ4 /(n− pn)[Etr{(XTX)−1 I(K)}]2
= Ω(σ2 ‖β0‖2/n+ σ4 pn/n2 + σ4 p2n/n3)
= Ω(σ2 ‖β0‖2/n+ σ4 pn/n2).
If p
1/2
n /n = o(SNR), then σ2‘‖β‖2 = o(‖β0‖4). Then, ’‖β‖2−‖β0‖2 = OP(σ‘‖β‖2) =
oP(‖β0‖2). We complete the proof. 
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Proof of Lemma 2: We provide the proof given event H. The results
given event K can be similarly derived.
From [12], if W is a function of n independent random variables and W(i)
is any function of all those random variables except the ith, then
Var(W ) ≤
n∑
i=1
Var(W −W(i)) ≤
n∑
i=1
E(W −W(i))2.(A.10)
First, we use (A.10) with
W = nk/pntr{(XTX)−k} I(H), W(i) = nk/pntr{(XT(i)X(i))−k} I(H(i))
where H(i) denotes the event that ‖(XT(i)X(i)/n)−1‖ ≤ 1/x2.
Note
n∑
i=1
E(W −W(i))2 = nE(W −W(i))2
. nE[nk/pntr{(XTX)−k}{ I(H)− I(H(i))}]2
+nE[nk/pntr{(XTX)−k} I(H(i))− nk/pntr{(XT(i)X(i))−k} I(H(i))]2
= I + II.
Since XTX  XT(i)X(i), we know ‖(XTX)−1‖ ≤ ‖(XT(i)X(i))−1‖ and hence
H ⊇ H(i). Then, I(H)− I(H(i)) = I(H ∩H¯(i)) = I(H) I(H¯(i)). From Lemma
1,
I ≤ n(nk/pn)2(pnn−k)2P(H¯(i)) = O(1/n).
Next, given H(1), we will show that
n2k+1/p2nE[tr{(XTX)−k} − tr{(XT(1)X(1))−k}]2 = O(1/n).
From (A.1), we have
(XTX)−k = (XT(1)X(1))
−k + ∆,
where ∆ is a summation of 2k − 1 terms, each of which can be expressed as
A1 ×A2 × · · · ×Ak with Ai = (XT(1)X(1))−1 or Ai = B (i = 1, . . . ,K) where
B = −(XT(1)X(1))−1X1XT1 (XT(1)X(1))−1/{1 +XT1 (XT(1)X(1))−1X1},
and at least one of A1, . . . , Ak is B. It suffices to show that for each of the
2k − 1 terms in ∆, E{tr(A1A2 · · ·Ak)}2 = O(p2nn−2k−2). Without loss of
generality, if A1 = B, then from Lemma 1, given event H(1),
E{tr(A1A2 · · ·Ak)}2 ≤ E{XT1 (XT(1)X(1))−1A2 · · ·Ak(XT(1)X(1))−1X1}2
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= O(p2nn
−2k−2).
Next, without loss of generality, assume ‖β0‖ = 1, and we will use (A.10)
with W = nkβT0 (X
TX)−kβ0 I(H) and W(i) = nkβ
T
0 (X
T
(i)X(i))
−kβ0 I(H(i))
to show that, for each of the 2k − 1 terms in ∆,
n2k+1E{βT0A1A2 · · ·Akβ0 I(H(i))}2 = O(1/n).
We will give the proof of a special case that A1 = A2 = B, and A3 =
· · · = Ak = (XT(1)X(1))−1. From Lemma S.1,
E{βT0A1A2 · · ·Akβ0 I(H(1))}2
≤ E{βT0 (XT(1)X(1))−1X1XT1 (XT(1)X(1))−2X1
·XT1 (XT(1)X(1))−1(XT(1)X(1))−k+2β0 I(H(1))}2
= E{(βT0 (XT(1)X(1))−1X1)2(XT1 (XT(1)X(1))−2X1)2
·(XT1 (XT(1)X(1))−k+1β0)2 I(H(1))}
≤ [E{(βT0 (XT(1)X(1))−1X1)4 I(H(1))}]1/2
·[E{(XT1 (XT(1)X(1))−2X1)8 I(H(1))}]1/4
·[E{(XT1 (XT(1)X(1))−k+1β0)8 I(H(1))}]1/4
. {E‖βT0 (XT(1)X(1))−1 I(H(1))‖4}1/2[E{XT1 (XT(1)X(1))−2X1 I(H(1))}8]1/4
·{E‖(XT(1)X(1))−k+1β0 I(H(1))‖8}1/4
. n−2n−2n−2k+2 = O(n−2k−2).
The proofs for the other terms are similar. We complete the proof. 
Proof of Theorem 3: Following the proof of Theorem 2, taking c1 = 1,
c2 = −Etr{(XTX)−1 I(H)}, c3 = 2, we have σ̂2‘‖β‖2 − σ2‘‖β‖2 = oP(t2n) using
the results in Lemmas S.12–S.14 and Proposition 1, where tn is defined in
the proof of Theorem 2. 
Proof of Theorem 4: Note that
β̂
T
(XTX/n)β̂
= {β0 + (XTX)−1XT }T (XTX/n){β0 + (XTX)−1XT }
= βT0 (X
TX/n)β0 + 2β
T
0 (X
TX/n)(XTX)−1XT 
+TX(XTX)−1(XTX/n)(XTX)−1XT 
= βT0 (X
TX/n)β0 + 2β
T
0X
T /n+ TX(XTX)−1XT /n.
We aim to find the joint limit distribution of βT0 (X
TX/n)β0 − βT0 Σβ0,
2βT0X
T /n, TX(XTX)−1XT /n− σ̂2 pn/n and σ̂2 − σ2 . Let
I1 =
√
nσ−11 {βT0 (XTX/n)β0 − βT0 Σβ0},
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I2 = σ
−1
2 β
T
0X
T /
√
n,
I3 =
√
nσ−13 
T {X(XTX)−1XT − pn/nIn}/(n− pn),
I4 =
√
nσ−14 (σ̂
2
 − σ2 ) =
√
nσ−14 [
T {In −X(XTX)−1XT }/(n− pn)− σ2 ],
where
σ21 = Var{(βT0X1)2} = E
( n∑
i=1
Y 4i /n
)
− ν4 − 6σ2βT0 Σβ0 − (βT0 Σβ0)2,
σ22 = σ
2
β
T
0 Σβ0,
σ23 = 2σ
4
 pn/(n− pn),
σ24 = ν4 + σ
4
 (3τ − 1)/(1− τ).
Following the proof of Theorem 2, we can show that, conditional on X,
with probability tending to 1, I2, I3 and I4 are jointly asymptotic standard
normal; also, I2 and (I3, I4) are asymptotically independent. It’s easy to see
that I1 is asymptotic standard normal using central limit theorem. Since
Eeit(c1I1+c2I2+c3I3+c4I4) = E[E{eit(c1I1+c2I2+c3I3+c4I4)|X}]
= E[eitc1I1E{eit(c2I2+c3I3+c4I4)|X}] = E[eitc1I1e−σ∗2t2/2] + o(1)
= e−c
2
1t
2/2−σ∗2t2/2 + o(1),
where σ∗2 = Var(c2I2 + c3I3 + c4I4), we know that I1 and (I2, I3, I4) are
asymptotic joint normal; also, I1 and (I2, I3, I4) are asymptotically indepen-
dent.
Next, we will calculate the correlation between I3 and I4. Up to order
1 + o(1),
E(T ) = nσ2
E{(T )2} = nν4 + n(n− 1)σ4
E{TX(XTX)−1XT } = pnσ2
E[{TX(XTX)−1XT }2] = (ν4 − 3σ4 )p2n/n+ 2σ4 pn + σ4 p2n
E[{TX(XTX)−1XT }(T )] = ν4pn + σ4 (n− 1)pn.
Therefore,
E(I3I4)
= nσ−13 σ
−1
4 /(n− pn)2E[T {X(XTX)−1XT − pn/nIn}
·T {In −X(XTX)−1XT }]
= nσ−13 σ
−1
4 /(n− pn)2[ν4pn + σ4 (n− 1)pn − pn/n{nν4 + n(n− 1)σ4 }
−{(ν4 − 3σ4 )p2n/n+ 2σ4 pn + σ4 p2n}+ pn/n{ν4pn + σ4 (n− 1)pn}]
= nσ−13 σ
−1
4 /(n− pn)2σ4 (2p2n/n− 2pn) = 2σ−13 σ−14 σ4 pn/(pn − n).
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Then,
√
n{β̂T (XTX/n)β̂−σ̂2 pn/n−βT0 Σβ0} and
√
n(σ̂2−σ2 ) are asymp-
totically jointly normal with mean zero and covariance matrix
Σ0 =
Ç
σ21 + 4σ
2
2 + σ
2
3 2σ
4
 pn/(pn − n)
2σ4 pn/(pn − n) σ24
å
.
By delta method,
√
nσ−1
ρ̂
(ρ̂− ρ0) D→ N(0, 1)
with
σ2
ρ̂
= (βT0 Σβ0 + σ
2
 )
−4(σ2 ,−βT0 Σβ0)Σ0(σ2 ,−βT0 Σβ0)T
= (βT0 Σβ0 + σ
2
 )
−4[σ4{E( n∑
i=1
Y 4i /n
)
− ν4 − 2σ2βT0 Σβ0 − (βT0 Σβ0)2
+2σ4 pn/(n− pn)
}
+ (βT0 Σβ0)
2{ν4 + σ4 (3τ − 1)/(1− τ)}
−4σ6 pn/(pn − n)(βT0 Σβ0)
]
= (βT0 Σβ0 + σ
2
 )
−4[2σ8 pn/(n− pn)− {2 + 4pn/(pn − n)}σ6βT0 Σβ0
+σ4
{
E
( n∑
i=1
Y 4i /n
)
− ν4 + (βT0 Σβ0)2(4τ − 2)/(1− τ)
}
+(βT0 Σβ0)
2ν4
]
.

Proof of Theorem 5: Following the proof of Theorem 4, Lemma S.15 and
Proposition 1, we complete the proof. 
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Supplementary Material to “Moderate-Dimensional
Inferences on Quadratic Functionals in Ordinary Least
Squares”
Xiao Guo and Guang Cheng
University of Science and Technology of China and Purdue University
The supplementary material includes the following technical results:
• Section S.1 conducts inference for ρ0 and θ0 with large SNR using the
conventional tests;
• Section S.2 includes the proofs of Proposition 1 and Theorems 6–9 in
the paper;
• Section S.3 presents the technical lemmas and their proofs which are
needed in the proofs of the main results.
Similar as Appendix, we only consider the case that σ2 = Ω(1) and σ
2
δ =
Ω(1) in the proofs.
S.1. Inference for ρ0 and θ0 with large SNR. We first make in-
ference for η0 using the conventional estimator β̂
T
(XTX/n)β̂ and study its
consistency and asymptotic normality.
Proposition S.1. Assume τ ∈ [0, 1) and Condition A for (1.1). If and
only if pn/n = o(SNR), then
β̂
T
(XTX/n)β̂
η0
P→ 1.
If and only if min(p2n/n, pn/
√
n) = o(SNR), we have
β̂
T
(XTX/n)β̂ − η0
ση0
D→ N(0, 1),
where σ2η0 = [Var{(βT0X1)2}+ 4σ2βT0 Σβ0]/n.
Proof : Note that
β̂
T
(XTX/n)β̂
= {β0 + (XTX)−1XT }T (XTX/n){β0 + (XTX)−1XT }
= βT0 (X
TX/n)β0 + 2β
T
0 (X
TX/n)(XTX)−1XT 
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+TX(XTX)−1(XTX/n)(XTX)−1XT 
= βT0 (X
TX/n)β0 + 2β
T
0X
T /n+ TX(XTX)−1XT /n.
From central limit theorem
√
nσ−11 {βT0 (XTX/n)β0 − βT0 Σβ0} D→ N(0, 1),
where σ21 = Var{(βT0X1)2} = Ω(‖β0‖4). Hence, βT0 (XTX/n)β0−βT0 Σβ0 =
OP(‖β0‖2/
√
n).
Also, σ−12 β
T
0X
T /
√
n
D→ N(0, 1) with σ22 = σ2βT0 Σβ0 which indicates
that βT0X
T /n = OP(σ‖β0‖/
√
n).
It’s easy to see E{TX(XTX)−1XT /n} = σ2n−1pn.
Since ‖β0‖2 = Ω(η0), we know β̂
T
(XTX/n)β̂ − η0 = oP(η0) if and only
if σ‖β0‖/
√
n = o(‖β0‖2) and σ2n−1pn = o(‖β0‖2) which is equivalent to
pn/n = o(‖β0‖2/σ2 ).
From the proof of Theorem 4, it’s not hard to show that
√
nσ−13 {βT0 (XTX/n)β0 + 2βT0XT /n− η0} D→ N(0, 1),
where σ23 = σ
2
1+4σ
2
2, which implies that β
T
0 (X
TX/n)β0+2β
T
0X
T /n−η0 =
OP(‖β0‖2/
√
n+ σ‖β0‖/
√
n)
If and only if min(p2n/n, pn/
√
n) = o(‖β0‖2/σ2 ), we have TX(XTX)−1XT /n
is dominated by βT0 (X
TX/n)β0 + 2β
T
0X
T /n and σ−13
√
n{β̂T (XTX/n)β̂−
η0} D→ N(0, 1). Following the proof of Theorem 1, we complete the proof. 
From Proposition S.1, it’s straightforward to derive the following asymp-
totical distribution result.
Theorem S.1. Assume Condition A for (1.1), p2n/n = o(1) and SNR =
Ω(1). Then
σ−1
ρ˜
(ρ˜− ρ0) D→ N(0, 1),
where σ2
ρ˜
= n−1(η0 +σ2 )−4[σ4 {E(
∑n
i=1 Y
4
i /n)− ν4}− 2σ6 η0 + η20(ν4− 2σ4 )].
Proof : From the proofs of Theorem 2 and Proposition S.1 and Proposition
1, we can show that (β̂
T
(XTX/n)β̂, σ̂2 ) are asymptotically independent and
jointly normal. Using delta method, we complete the proof. 
Next, we conduct inference for θ0 under large SNR. The following propo-
sitions demonstrate the asymptotic distribution of γ̂T β̂/(‖β̂‖‖γ̂‖) provided
sufficient SNR and SNR′ for θ0 < 1.
Proposition S.2. Let {Xi, i}ni=1 and {Vi, δi}n
′
i=1 be independent. As-
sume Condition A for (1.1) and (3.7), τ ∈ [0, 1) and τ ′ ∈ [0, 1). If and only
if pn/n = o(SNR) and pn/n
′ = o(SNR′), then for all θ0 ∈ [0, 1],
γ̂T β̂/(‖β̂‖‖γ̂‖)− θ0 = oP(1).
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If the following conditions hold
(i) pn/n = o(SNR(1− θ20)) and pn/n′ = o(SNR′(1− θ20)),
(ii) θ20p
2
n/n
′ = o(SNR′(1− θ20)) or θ20p2nn/n′2 = o(SNR′2/SNR(1− θ20)),
(iii) θ20p
2
n/n = o(SNR(1− θ20)) or θ20p2nn′/n2 = o(SNR2/SNR′(1− θ20)),
then
σ−1
θ˜
{γ̂T β̂/(‖β̂‖‖γ̂‖)− θ0} D→ N(0, 1),
where σ2
θ˜
= 1/(‖β0‖‖γ0‖)2σ2δ (β0−γ0γT0 β0/‖γ0‖2)TE{(V TV )−1 I(L)}(β0−
γ0γ
T
0 β0/‖γ0‖2)+1/(‖β0‖‖γ0‖)2σ2 (γ0−β0γT0 β0/‖β0‖2)TE{(XTX)−1 I(L)}(γ0−
β0γ
T
0 β0/‖β0‖2).
Proof : If pn/n = o(‖β0‖2/σ2 ), then ‖β̂‖2−‖β0‖2 = oP(‖β0‖2). Similarly,
if pn/n
′ = o(‖γ0‖2/σ2δ ), then ‖γ̂‖2 − ‖γ0‖2 = oP(‖γ0‖2). Note
γ̂T β̂ = βT0 γ0 + β
T
0 (V
TV )−1V Tδ + γT0 (X
TX)−1XT 
+δTV (V TV )−1(XTX)−1XT 
= βT0 γ0 +OP(σδ‖β0‖/
√
n′ + σ‖γ0‖/
√
n+ σσδ
»
pn/(nn′)).
Therefore,
γ̂T β̂/(‖β̂‖‖γ̂‖) = γ̂T β̂/(‖β0‖‖γ0‖){1 + oP(1)}
= {βT0 γ0 +OP(σδ‖β0‖/
√
n′ + σ‖γ0‖/
√
n+ σσδ
»
pn/(nn′))
/(‖β0‖‖γ0‖)}{1 + oP(1)}
= θ0 + oP(1).
If pn/n = Ω(‖β0‖2/σ2 ) and pn/n′ = O(‖γ0‖2/σ2δ ), then from the proof of
Theorem 1, ‖β̂‖2/‖β0‖2 & 1 with probability tending to 1. It’s easy to see
that γ̂T β̂/(‖β̂‖‖γ̂‖) is not consistent for θ0.
If ‖β0‖2/σ2 = o(pn/n), then ‖β̂‖2/‖β0‖2 P→ ∞. It’s not hard to verify
the inconsistency of γ̂T β̂/(‖β̂‖‖γ̂‖).
Similar arguments imply that if pn/n 6= o(‖β0‖2/σ2 ) or pn/n′ 6= o(‖γ0‖2/σ2δ ),
then γ̂T β̂/(‖β̂‖‖γ̂‖) is not consistent for θ0.
Second,
γ̂T β̂/(‖β̂‖‖γ̂‖)− θ0 = γ̂
T β̂
‖β̂‖‖γ̂‖ −
γT0 β0
‖γ0‖‖β0‖
=
(γ̂T β̂ − γT0 β0)
‖β̂‖‖γ̂‖ + γ
T
0 β0
( 1
‖β̂‖‖γ̂‖ −
1
‖γ0‖‖β0‖
)
=
(γ̂T β̂ − γT0 β0)
‖β̂‖‖γ̂‖ + γ
T
0 β0
( 1
‖β̂‖‖γ̂‖ −
1
‖β̂‖‖γ0‖
)
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+γT0 β0
( 1
‖β̂‖‖γ0‖
− 1‖γ0‖‖β0‖
)
= [{(γ̂ − γ0)T (β̂ − β0) + (γ̂ − γ0)Tβ0 + (β̂ − β0)Tγ0}/(‖β0‖‖γ0‖)
−γT0 β0/(2‖β0‖‖γ0‖3)(‖γ̂‖2 − ‖γ0‖2)
−γT0 β0/(2‖β0‖3‖γ0‖)(‖β̂‖2 − ‖β0‖2)]{1 + oP(1)}
= {1 + oP(1)}{(γ̂ − γ0)T (β̂ − β0)/(‖β0‖‖γ0‖)
+1/(‖β0‖‖γ0‖)(γ̂ − γ0)T (β0 − γ0γT0 β0/‖γ0‖2)
+1/(‖β0‖‖γ0‖)(β̂ − β0)T (γ0 − β0γT0 β0/‖β0‖2)
−γT0 β0/(2‖β0‖‖γ0‖3)‖γ̂ − γ0‖2 − γT0 β0/(2‖β0‖3‖γ0‖)‖β̂ − β0‖2}
= (I1 + I2 + I3 + I4 + I5){1 + oP(1)}.
We know
I1 = OP(σσδ
»
pn/(nn′))/(‖β0‖‖γ0‖),
I2 = 1/(‖β0‖‖γ0‖)‖β0 − γ0γT0 β0/‖γ0‖2‖OP(σδ/
√
n′)
= (1− θ20)1/2OP(1/
√
n′σδ/‖γ0‖),
I3 = (1− θ20)1/2OP(1/
√
nσ/‖β0‖),
I4 = θ0/‖γ0‖2OP(σ2δpn/n′),
I5 = θ0/‖β0‖2OP(σ2 pn/n).
If pn/n = o(SNR(1− θ20)) or pn/n′ = o(SNR′(1− θ20)), then I2 + I3 domi-
nates I1. If θ
2
0p
2
n/n
′ = o(SNR′(1−θ20)) or θ20p2nn/n′2 = o(SNR′2/SNR(1−θ20)),
then I2 + I3 dominate I4. If θ
2
0p
2
n/n = o(SNR(1 − θ20)) or θ20p2nn′/n2 =
o(SNR2/SNR′(1− θ20)), then I2 + I3 dominate I5.
From the central limit theorem for I2 and I3, we finish the proof. 
S.2. Proofs of Main Theoretical Results. This section includes the
proofs of Proposition 1 and Theorems 6–9 in the paper.
Proof of Proposition 1: The proof of Proposition 1 follows from that of
Theorem 2. We will only calculate σ2
σ̂2
. Denote M = In − X(XTX)−1XT
and hence
E{n(σ̂2 − σ2 )2} = nE(σ̂4 )− nσ4
= nE{TMTM}/(n− pn)2 − nσ4
= n/(n− pn)2E
[
ν4
n∑
i=1
{M(i, i)}2 + 2σ4
∑
i 6=j
{M(i, j)}2
+σ4
∑
i 6=j
M(i, i)M(j, j)
]
− nσ4
= n/(n− pn)2E
[
(ν4 − 3σ4 )
n∑
i=1
{M(i, i)}2 + 2σ4
∑
i,j
{M(i, j)}2
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+σ4
∑
i,j
M(i, i)M(j, j)
]
− nσ4
= n/(n− pn)2[(ν4 − 3σ4 )n(1− pn/n)2{1 + o(1)}+ 2σ4 (n− pn)
+σ4 (n− pn)2]− nσ4
= (ν4 − 3σ4 ){1 + o(1)}+ 2σ4n/(n− pn)
= {ν4 + σ4 (3τ − 1)/(1− τ)}{1 + o(1)}.

Proof of Theorem 6:
[‖β̂ − γ̂‖2 − tr{(XTX)−1}σ̂2 − tr{(V TV )−1}σ̂2δ ]
= [‖β̂ − β0‖2 + ‖γ̂ − γ0‖2 + ‖β0 − γ0‖2 − 2(β̂ − β0)T (γ̂ − γ0)
+2(β0 − γ0)T (β̂ − β0)− 2(β0 − γ0)T (γ̂ − γ0)
−tr{(XTX)−1}σ̂2 − tr{(V TV )−1}σ̂2δ ]
= [‖β̂ − β0‖2 − tr{(XTX)−1}σ̂2 + ‖γ̂ − γ0‖2 − tr{(V TV )−1}σ̂2δ
−2(β̂ − β0)T (γ̂ − γ0) + 2(β0 − γ0)T (β̂ − β0)− 2(β0 − γ0)T (γ̂ − γ0)
+‖β0 − γ0‖2]
= I1 + I2 + I3 + I4 + I5 + ‖β0 − γ0‖2.
Following the proof of Theorem 8, we can show that I1, I2, I3, I4 and I5 are
asymptotic independent normal with mean 0. Also, the asymptotic variance
is σ2◊ ‖β−γ‖2 . 
Proof of Theorem 7: The proof follows from that of Theorem 9. 
Proof of Theorem 8: Since p
1/2
n /n = o(SNR) and p
1/2
n /n′ = o(SNR′), we
have ’‖β‖2 − ‖β0‖2 = oP(‖β0‖2) and ’‖γ‖2 − ‖γ0‖2 = oP(‖γ0‖2). Note
θ̂ − θ0
=
γ̂T β̂
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ ]1/2
− γ
T
0 β0
‖γ0‖‖β0‖
=
(γ̂T β̂ − γT0 β0)
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ ]1/2
+γT0 β0
( 1
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ ]1/2
− 1‖γ0‖‖β0‖
)
=
(γ̂T β̂ − γT0 β0)
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ ]1/2
+γT0 β0
( 1
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ ]1/2
− 1
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2‖γ0‖
)
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+γT0 β0
( 1
[‖β̂‖2 − tr{(XTX)−1}σ̂2 ]1/2‖γ0‖
− 1‖γ0‖‖β0‖
)
=
Ä
{(γ̂ − γ0)T (β̂ − β0) + (γ̂ − γ0)Tβ0 + (β̂ − β0)Tγ0}/(‖β0‖‖γ0‖)
−γT0 β0/(2‖β0‖‖γ0‖3)[‖γ̂‖2 − tr{(V TV )−1}σ̂2δ − ‖γ0‖2]
−γT0 β0/(2‖β0‖3‖γ0‖)[‖β̂‖2 − tr{(XTX)−1}σ̂2 − ‖β0‖2]
ä
{1 + oP(1)}
=
Ä
(γ̂ − γ0)T (β̂ − β0)/(‖β0‖‖γ0‖)
+1/(‖β0‖‖γ0‖)(γ̂ − γ0)T (β0 − γ0γT0 β0/‖γ0‖2)
+1/(‖β0‖‖γ0‖)(β̂ − β0)T (γ0 − β0γT0 β0/‖β0‖2)
−γT0 β0/(2‖β0‖‖γ0‖3)[‖γ̂ − γ0‖2 − tr{(V TV )−1}σ̂2δ ]
−γT0 β0/(2‖β0‖3‖γ0‖)[‖β̂ − β0‖2 − tr{(XTX)−1}σ̂2 ]
ä
{1 + oP(1)}.(S.1)
Let a = γ0 − β0γT0 β0/‖β0‖2, b = β0 − γ0γT0 β0/‖γ0‖2 and
I0 = (γ̂ − γ0)T (β̂ − β0);
I1 = ‖β̂ − β0‖2 − tr{(XTX)−1}σ2 ;
I2 = σ̂
2
 − σ2 ;
I3 = a
T (β̂ − β0);
I′1 = ‖γ̂ − γ0‖2 − tr{(V TV )−1}σ2δ ;
I′2 = σ̂
2
δ − σ2δ ;
I′3 = b
T (γ̂ − γ0).
Then
θ̂ − θ0
= I0/(‖β0‖‖γ0‖) + I′3/(‖β0‖‖γ0‖) + I3/(‖β0‖‖γ0‖)
−γT0 β0/(2‖β0‖‖γ0‖3)I′1 − γT0 β0/(2‖β0‖3‖γ0‖)I1
+tr{(V TV )−1}γT0 β0/(2‖β0‖‖γ0‖3)I′2
+tr{(XTX)−1}γT0 β0/(2‖β0‖3‖γ0‖)I2
= (‖β0‖‖γ0‖)−1[I0 + I′3 + I3 − γT0 β0/(2‖γ0‖2)I′1 − γT0 β0/(2‖β0‖2)I1
+tr{(V TV )−1}γT0 β0/(2‖γ0‖2)I′2 + tr{(XTX)−1}γT0 β0/(2‖β0‖2)I2].
Let c0 = Ω(1), c
′
3 = Ω(1), c3 = Ω(1), c
′
1 = Ω(γ
T
0 β0/‖γ0‖2), c1 = Ω(γT0 β0/‖β0‖2),
c′2 = Ω((pn/n′)γT0 β0/‖γ0‖2) and c2 = Ω((pn/n)γT0 β0/‖β0‖2) be constants.
Denote M0 = V (V
TV )−1(XTX)−1XT , M1 = X(XTX)−2XT , M2 = {In −
X(XTX)−1XT }/(n − pn), vT = aT (XTX)−1XT , M ′1 = V (V TV )−2V T ,
M ′2 = {In′ − V (V TV )−1V T }/(n′ − pn) and v′T = bT (V TV )−1V T .
In the following, we first consider the case that n = n′. If n′ > n, we can
extend the n× pn matrix X into n′ × pn matrix (XT ,0pn,n′−n)T . Similarly,
Y and  are extended to (Y T ,0Tn′−n)
T and (T ,0Tn′−n)
T , respectively. With
the extended X and Y , estimators for β0, σ
2
 and θ0 are the same as before.
Then,
c0I0 + c1I1 + c2I2 + c3I3 + c
′
1I
′
1 + c
′
2I
′
2 + c
′
3I
′
3
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= 2
∑
1≤i<j≤n
{c1M1(i, j) + c2M2(i, j)}ij
+
n∑
j=1
{c1M1(j, j) + c2M2(j, j)}(2j − σ2 )
+c3
n∑
j=1
vjj + 2
∑
1≤i<j≤n
{c′1M ′1(i, j) + c′2M ′2(i, j)}δiδj
+
n∑
j=1
{c′1M ′1(j, j) + c′2M ′2(j, j)}(δ2j − σ2δ )
+c′3
n∑
j=1
v′jδj +
∑
1≤i<j≤n
c0M0(i, j)δij +
∑
1≤i<j≤n
c0M0(j, i)iδj
+
n∑
j=1
c0M0(j, j)jδj
=
n∑
j=1
[ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}ij
+{c1M1(j, j) + c2M2(j, j)}(2j − σ2 ) + c3vjj
]
+
n∑
j=1
[ ∑
1≤i<j
2{c′1M ′1(i, j) + c′2M ′2(i, j)}δiδj
+{c′1M ′1(j, j) + c′2M ′2(j, j)}(δ2j − σ2δ ) + c′3v′jδj
]
+
n∑
j=1
[ ∑
1≤i<j
c0M0(i, j)δij +
∑
1≤i<j
c0M0(j, i)iδj + c0M0(j, j)jδj
]
≡
n∑
j=1
(U ′1j + U
′
2j + U
′
3j),
Note that (U ′1j +U ′2j +U ′3j) I(L) is a martingale difference, with E{(U ′1j +
U ′2j + U ′3j) I(L)|X, 1, . . . , j−1, δ1, . . . , δj−1} = 0 and
n∑
j=1
E{(U ′1j + U ′2j + U ′3j)2 I(L)|X,V, 1, . . . , j−1, δ1, . . . , δj−1}
=
n∑
j=1
E{(U ′21j + U ′22j + U ′23j + 2U ′1jU ′3j + 2U ′2jU ′3j)
I(L)|X,V, 1, . . . , j−1, δ1, . . . , δj−1}
=
n∑
j=1
E{U ′21j I(L) + U ′22j I(L)|X,V, 1, . . . , j−1, δ1, . . . , δj−1}
+
n∑
j=1
({ ∑
1≤i<j
c0M0(i, j)δi
}2
σ2 I(L) +
{ ∑
1≤i<j
c0M0(j, i)i
}2
σ2δ I(L)
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+{c0M0(j, j)}2σ2σ2δ I(L)
+2 I(L)
[ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}iσ2
+{c1M1(j, j) + c2M2(j, j)}E(3j ) + c3vjσ2
]{ ∑
1≤i<j
c0M0(i, j)δi
}
+2 I(L)
[ ∑
1≤i<j
2{c′1M ′1(i, j) + c′2M ′2(i, j)}δiσ2δ
+{c′1M ′1(j, j) + c′2M ′2(j, j)}E(δ3j ) + c′3v′jσ2δ
]{ ∑
1≤i<j
c0M0(j, i)i
})
≡
n∑
j=1
E{U ′21j I(L) + U ′22j I(L)|X,V, 1, . . . , j−1, δ1, . . . , δj−1}
+
n∑
j=1
(II′1,j + II
′
2,j + II
′
3,j + II
′
4,j + II
′
5,j).
Let
d2n = pn/(nn
′) + ‖β0 − γ0γT0 β0/‖γ0‖2‖2/n′ + ‖γ0 − β0γT0 β0/‖β0‖2‖2/n
+(pn/n
′2)(γT0 β0)
2/‖γ0‖4 + (pn/n2)(γT0 β0)2/‖β0‖4
= pn/(nn
′) + (1− θ20)(‖β0‖2/n′ + ‖γ0‖2/n)
+θ20(n
′−2‖β0‖2/‖γ0‖2 + n−2‖γ0‖2/‖β0‖2)pn.
Following the proof of Theorem 2, we can show that
Var
{ n∑
j=1
E(U ′21j I(L) + U
′2
2j I(L)|X,V, 1, . . . , j−1, δ1, . . . , δj−1)
}
= o(d4n)
n∑
j=1
E{(U ′1j + U ′2j) I(L)}4 = o(d4n),
n∑
j=1
E{U ′21j I(L) + U ′22j I(L)} = O(d2n).
Next, we will show
n∑
j=1
E{U ′3j I(L)}4 = o(d4n),
Var
{ n∑
j=1
II′k,j I(L)
}
= o(d4n) for k = 1, . . . , 5
n∑
j=1
5∑
k=1
E{II′k,j I(L)} = O(d2n).
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First,
n∑
j=1
E
{ ∑
1≤i<j
c0M0(i, j)δij I(L)
}4
.
n∑
j=1
E
{ ∑
1≤i<j
c0M0(i, j)δi I(L)
}4
.
n∑
j=1
∑
1≤i<j
c40E[{M0(i, j)}4 I(L)]
+
n∑
j=1
c40E
([ ∑
1≤i<j
{M0(i, j)}2
]2
I(L)
)
. nn′c40E[{M0(i, j)}4 I(L)]
+
n∑
j=1
c40E
([
XTj (X
TX)−1(V TV )−1
·
( ∑
1≤i<j
ViV
T
i
)
(V TV )−1(XTX)−1Xj
]2
I(L)
)
. nn′c40E[{M0(i, j)}4 I(L)]
+
n∑
j=1
c40E
(
‖Xj‖4‖(XTX)−1‖4‖(V TV )−1‖4
∥∥∥∥ n′∑
i=1
ViV
T
i
∥∥∥∥2 I(L))
= O(p2n/(n
3n′2)) = o(d4n).
Similarly arguments imply that
∑n′
j=1 E{
∑
1≤i<j c0M0(j, i)δji I(L)}4 =
o(d4n). Next,
n∑
j=1
E{c0M0(j, j)jδj I(L)}4
. nE{XT1 (XTX)−1(V TV )−1V1 I(L)}4 = O(p2n/(n3n′4)) = o(d4n).
Therefore,
∑n
j=1 E{U ′3j I(L)}4 = o(d4n).
Following the proof of Lemma S.6, we can show that
Var
[ n∑
j=1
{ ∑
1≤i<j
c0M0(i, j)δi
}2
I(L)
]
= o(d4n)
Var
[ n∑
j=1
{ ∑
1≤i<j
c0M0(j, i)i
}2
I(L)
]
= o(d4n)
E
[ n∑
j=1
{M0(j, j)}2 I(L)
]2
. n2E{M0(j, j)}4 = O(p2n/(n2n′4)) = o(d4n).
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Next, let
hj =
∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}iσ2 + {c1M1(j, j)
+c2M2(j, j)}E(3j ) + c3vjσ2 .
Then, given L,
E
{ n∑
j=1
II′4,j I(L)
}2
= E
[ n∑
j=1
hj
{ ∑
1≤i<j
c0M0(i, j)δi
}]2
= E
[ n∑
j=1
n∑
j′=1
hjhj′
{ ∑
1≤i<j
c0M0(i, j)δi
}{ ∑
1≤i′<j′
c0M0(i
′, j′)δi′
}]
= E
[ n∑
j=1
n∑
j′=1
hjhj′
{ ∑
1≤i<j∨j′
c20M0(i, j)M0(i, j
′)δ2i
}]
. E
[ n∑
j=1
n∑
j′=1
hjhj′
{
XTj (X
TX)−1(V TV )−1
·
( ∑
1≤i<j∨j′
ViV
T
i
)
(V TV )−1(XTX)−1Xj′
}]
. E
[ n∑
j=1
n∑
j′=1
hjhj′
{
XTj (X
TX)−1(V TV )−1(XTX)−1Xj′
}]
= E
[ n∑
j=1
h2j
{
XTj (X
TX)−1(V TV )−1(XTX)−1Xj
}]
+E
[ n∑
j=1
n∑
j′=1,j′ 6=j
hjhj′
{
XTj (X
TX)−1(V TV )−1(XTX)−1Xj′
}]
,
which together with E{XTj (XTX)−1(V TV )−1(XTX)−1Xj I(L)}4 = O(p4nn−8n′−4),
E{XTj (XTX)−1(V TV )−1(XTX)−1Xj′}4 = O(p2nn−8n′−4) and E{h4j I(L)} =
O(c43‖a‖4n−4 + c41p2n/n6 + c42p2n/n6) implies
E
{ n∑
j=1
II′4,j I(L)
}2
= o(d4n).
Similarly, we can show
E
{ n∑
j=1
II′5,j I(L)
}2
= o(d4n).
Hence, I0, (I1, I2, I3) and (I
′
1, I
′
2, I
′
3) are asymptotically independent and
jointly normal.
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At last, up to o(d2n),
n∑
j=1
E
{ ∑
1≤i<j
c0M0(i, j)δi
}2
σ2 = 1/2c
2
0σ
2
σ
2
δ
n∑
j=1
n′∑
i=1
E{M0(i, j)}2
= 1/2c20σ
2
σ
2
δ
n∑
j=1
n′∑
i=1
E{VTi (V TV )−1(XTX)−1Xj
·XTj (XTX)−1(V TV )−1Vi}
= 1/2c20σ
2
σ
2
δEtr{(XTX)−1(V TV )−1}
and
n∑
j=1
E
{ ∑
1≤i<j
c0M0(j, i)i
}2
σ2δ = 1/2c
2
0σ
2
σ
2
δEtr{(XTX)−1(V TV )−1}.
Therefore, up to o(d2n(‖β0‖‖γ0‖)−2), the variance of (θ̂ − θ0) I(L) is
σ2
θ̂
= σ2σ
2
δEtr{(XTX)−1(V TV )−1 I(L)}/(‖β0‖‖γ0‖)2
+1/(‖β0‖‖γ0‖)2σ2δ (β0 − γ0γT0 β0/‖γ0‖2)T
E{(V TV )−1 I(L)}(β0 − γ0γT0 β0/‖γ0‖2)
+1/(‖β0‖‖γ0‖)2σ2 (γ0 − β0γT0 β0/‖β0‖2)T
E{(XTX)−1 I(L)}(γ0 − β0γT0 β0/‖β0‖2)
+(γT0 β0)
2/(2‖β0‖‖γ0‖3)22σ4δ
Ä
Etr{(V TV )−2 I(L)}
+1/(n′ − pn)[Etr{(V TV )−1 I(L)}]2
ä
+(γT0 β0)
2/(2‖β0‖3‖γ0‖)22σ4
Ä
Etr{(XTX)−2 I(L)}
+1/(n− pn)[Etr{(XTX)−1 I(L)}]2
ä
.

Proof of Theorem 9: From Theorem 2, ‘‖β‖/‖β0‖ P→ 1 and ‘‖γ‖/‖γ0‖ P→
1.
We first consider ‖γ0‖/
√
n+ ‖β0‖/
√
n′ +
»
pn/(nn′) = o(γT0 β0). Note
γ̂T β̂ − γT0 β0
= γT0 (X
TX)−1XT + βT0 (V
TV )−1V Tδ + TX(XTX)−1(V TV )−1V Tδ
= OP(‖γ0‖/
√
n+ ‖β0‖/
√
n′ +
»
pn/(nn′)) = oP(γT0 β0).
Then, γ̂T β̂/γT0 β0 − 1 = oP(1), which implies that θ̂/θ0 − 1 = oP(1).
Let
d2n =
pn
nn′
+ (1− θ20)
(‖β0‖2
n′
+
‖γ0‖2
n
)
+ θ20
( pn‖β0‖2
n′2‖γ0‖2
+
pn‖γ0‖2
n2‖β0‖2
)
.
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Following the proof of Lemma S.12,
(β̂ − γ̂γT0 β0/‖γ0‖2)T (V TV )−1(β̂ − γ̂γT0 β0/‖γ0‖2)
−σ2Etr{(V TV )−1(XTX)−1 I(L)}
−σ2δ (γT0 β0/‖γ0‖2)2Etr{(V TV )−2 I(L)}
−(β0 − γ0γT0 β0/‖γ0‖2)TE{(V TV )−1 I(L)}(β0 − γ0γT0 β0/‖γ0‖2)
= TX(XTX)−1(V TV )−1(XTX)−1XT 
−σ2Etr{(V TV )−1(XTX)−1 I(L)}
+(γT0 β0/‖γ0‖2)2[δTV (V TV )−3V Tδ − σ2δEtr{(V TV )−2 I(L)}]
+(β0 − γ0γT0 β0/‖γ0‖2)T [(V TV )−1 − E{(V TV )−1 I(L)}]
·(β0 − γ0γT0 β0/‖γ0‖2)
+2(β0 − γ0γT0 β0/‖γ0‖2)T (V TV )−1(XTX)−1XT 
−2(β0 − γ0γT0 β0/‖γ0‖2)T (V TV )−2V TδγT0 β0/‖γ0‖2
−2TX(XTX)−1(V TV )−2V TδγT0 β0/‖γ0‖2
= oP(pn/(nn
′)) + oP(θ20(‖β0‖2/‖γ0‖2)(pn/n′2))
+oP(‖β0 − γ0γT0 β0/‖γ0‖2‖2/n′)
+OP(‖β0 − γ0γT0 β0/‖γ0‖2‖/(n′
√
n))
+OP(‖β0 − γ0γT0 β0/‖γ0‖2‖(|γT0 β0|/‖γ0‖2)/
√
n′3)
+OP(
»
pn/(nn′3)|γT0 β0|/‖γ0‖2)
= oP(pn/(nn
′)) + oP(θ20(‖β0‖2/‖γ0‖2)(pn/n′2))
+oP(‖β0‖2(1− θ20)/n′)
+OP(‖β0‖
»
1− θ20/(n′
√
n))
+OP(
»
1− θ20|θ0|‖β0‖2/(‖γ0‖
√
n′3))
+OP(
»
pn/(nn′3)|θ0|‖β0‖/‖γ0‖) = oP(d2n).
Furthermore, noting from Theorem 2 that
∆ := γ̂T β̂/’‖γ‖2 − γT0 β0/‖γ0‖2
= OP
Ä
‖γ0‖−2(‖γ0‖/
√
n+ ‖β0‖/
√
n′ +
»
pn/(nn′))
+θ0‖β0‖‖γ0‖−3(‖γ0‖/
√
n′ +
√
pn/n
′)
ä
,
we can show that
(β̂ − γ̂γT0 β0/‖γ0‖2)T (V TV )−1(β̂ − γ̂γT0 β0/‖γ0‖2)
−(β̂ − γ̂γ̂T β̂/’‖γ‖2)T (V TV )−1(β̂ − γ̂γ̂T β̂/’‖γ‖2)
= 2∆γ̂T (V TV )−1(β̂ − γ̂γT0 β0/‖γ0‖2)− γ̂T (V TV )−1γ̂∆2
= 2∆γ̂T (V TV )−1{β0 − γ0γT0 β0/‖γ0‖2 + (XTX)−1XT 
−(V TV )−1V TδγT0 β0/‖γ0‖2} − γ̂T (V TV )−1γ̂∆2
= oP(d
2
n).
MODERATE-DIMENSIONAL RESULTS IN OLS 13
Therefore, from Lemma 2 and Proposition 1,
σ̂2
θ̂
− σ2
θ̂
= oP(d
2
n(‖β0‖‖γ0‖)−2) = oP(σ2θ̂).
If γT0 β0 = O(‖γ0‖/
√
n+ ‖β0‖/
√
n′ +
»
pn/(nn′)), then θ0 = o(1) and
(γ̂T β̂)2/(2’‖γ‖2)22σ̂4δÄ− tr{(V TV )−2}+ 1/(n′ − pn)[tr{(V TV )−1}]2ä
= OP((pn/(nn
′) + ‖β0‖2/n′ + ‖γ0‖2/n)‖γ0‖−4pn/n′2) = oP(d2n).
Also,
β̂
T
(V TV )−1γ̂γ̂T β̂/’‖γ‖2
= βT0 (V
TV )−1γ0γ̂
T β̂/’‖γ‖2 + βT0 (V TV )−2V Tδγ̂T β̂/’‖γ‖2
+TX(XTX)−1(V TV )−1γ0γ̂
T β̂/’‖γ‖2
+TX(XTX)−1(V TV )−2V δγ̂T β̂/’‖γ‖2
= {OP(‖β0‖‖γ0‖/n′) +OP(n′−3/2‖β0‖) +OP(n−1/2n′−1‖γ0‖)
+OP(
»
pn/(nn′3))}OP({‖γ0‖/
√
n+ ‖β0‖/
√
n′ +
»
pn/(nn′)}/‖γ0‖2)
= oP(d
2
n),
and
γ̂T (V TV )−1γ̂(γ̂T β̂/’‖γ‖2)2
= {γT0 (V TV )−1γ0 + 2δTV (V TV )−2γ0 + δTV (V TV )−3V δ}
OP({‖γ0‖2/n+ ‖β0‖2/n′ + pn/(nn′)}‖γ0‖−4)
= {OP(‖γ0‖2/n′) +OP(‖γ0‖n′−3/2) +OP(pn/n′2)}
·OP({‖γ0‖2/n+ ‖β0‖2/n′ + pn/(nn′)}‖γ0‖−4)
= oP(d
2
n).
Following arguments similar to Lemma S.12, we have
σ̂2
θ̂
− σ2
θ̂
= oP(d
2
n(‖β0‖‖γ0‖)−2) = oP(σ2θ̂).

S.3. Technical Lemmas. This section includes the lemmas that are
needed in the proofs of the main theoretical results in the paper.
Lemma S.1. Assume Conditions A1 and A3 for (1.1), for any k ∈ Z+
and deterministic a ∈ Rpn we have E‖X1‖k ≤ pk/2n and E(aTX1)2k .
‖a‖2k.
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Proof : First, E‖X1‖k . E‖Z1‖k ≤ E(∑pni=1 z21i)k/2 ≤ pk/2−1n E(∑pni=1 zk1i) .
p
k/2
n . Next, let a∗ = Σ1/2a. Then, E(aTX1)2k = E(a∗TZ1)2k = E(
∑pn
i=1 a
∗
i z1i)
2k.
From Theorem 2.6.3 of [42], we have
P
(∣∣∣∣ pn∑
i=1
a∗i z1i
∣∣∣∣ ≥ t) ≤ 2 exp (− Ct2K20‖a∗‖2
)
,
where K0 ≤ 1/
√
c∗. Hence, E(
∑pn
i=1 a
∗
i z1i)
2k . ‖a∗‖2k . ‖a‖2k. We finish
the proof. 
Lemma S.2. Assume the conditions of Lemma 2, limn→∞ pn = ∞ and
X0 is an i.i.d. copy of X1. For any k ∈ Z+, Var{nk/pnXT0 (XTX)−kX0 I(H)} =
o(1). Also, XT1 (X
TX)−1X1 − pn/n = oP(1).
Proof : LetW = nk/pnX
T
0 (X
TX)−kX0 I(H),W(0) = nk/pntr{(XTX)−kΣ} I(H).
First, we will show that E(W−W(0))2 = o(1). Let B = Σ1/2(XTX)−kΣ1/2
and Z = Σ−1/2X0 ≡ (Z1, . . . , Zpn)T . Since E(W |X) = W(0), we have E(W−
W(0))
2 = EW 2 − EW 2(0) = E{nk/pnZTBZ I(H)}2 − E{nk/pntr(B) I(H)}2.
Note that
E{nk/pnZTBZ I(H)}2 = n2k/p2n
∑
ijkh
E(ZiZjZkZhBijBkh I(H))
= n2k/p2n
∑
i
E(Z4i )E(B
2
ii I(H)) + n
2k/p2n
∑
i 6=k
E(Z2i Z
2
k)E(BiiBkk I(H))
+2n2k/p2n
∑
i 6=j
E(Z2i Z
2
j )E(BijBij I(H))
= O(1/pn) + n
2k/p2nE
{∑
i
Bii I(H)
}2
+ 2n2k/p2n
∑
ij
E{B2ij I(H)}
= O(1/pn) + n
2k/p2nE{tr(B) I(H)}2 + 2n2k/p2nE{tr(B2) I(H)}
= E{nk/pntr(B) I(H)}2 +O(1/pn).
Hence, E(W −W(0))2 = O(1/pn). Following the proof of Lemma 2, we can
show that Var(W(0)) = o(1). Hence Var(W ) ≤ 2Var(W(0)) + 2Var(W −
W(0)) = o(1).
Next, since
XT1 (X
TX)−1X1 = XT1 (X
T
(1)X(1))
−1X1/{1 +XT1 (XT(1)X(1))−1X1},
and XT1 (X
T
(1)X(1))
−1X1 − E{XT1 (XT(1)X(1))−1X1} = oP(1), we know
XT1 (X
TX)−1X1 −
E{XT1 (XT(1)X(1))−1X1}
1 + E{XT1 (XT(1)X(1))−1X1}
= oP(1).
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By dominant convergence theorem,
E{XT1 (XTX)−1X1} −
E{XT1 (XT(1)X(1))−1X1}
1 + E{XT1 (XT(1)X(1))−1X1}
= o(1).
Since E{XT1 (XTX)−1X1} = Etr{X(XTX)−1X}/n = pn/n, we have
XT1 (X
TX)−1X1 − pn/n = oP(1).

Lemma S.3. Under the conditions of Lemma 2, for any k ∈ Z+,
E{XT1 (XTX)−1X2 I(H)}2k = O(pknn−2k),
E{βT0 (XTX)−1X2 I(H)}2k = O(‖β0‖2kn−2k),
E{XT1 (XTX)−2X2 I(H)}2k = O(pknn−4k),
E{XT1 (XTX)−2Σ(XTX)−2X2 I(H)}2k = O(pknn−8k),
E{XT1 (XTX)−2Σ(XTX)−1X2 I(H)}2k = O(pknn−6k),
E{XT1 (XTX)−1Σ(XTX)−1X2 I(H)}2k = O(pknn−4k).
Proof : From (A.3),
XT1 (X
TX)−1X2 = XT1 (X
T
(2)X(2))
−1X2/{1 +XT2 (XT(2)X(2))−1X2},
then, using Lemmas 1 and S.1,
E{XT1 (XTX)−1X2 I(H)}2k
. E{XT1 (XTX)−1X2 I(H(2))}2k + E{XT1 (XTX)−1X2 I(H) I(H¯(2))}2k
. E{XT1 (XT(2)X(2))−1X2 I(H(2))}2k + o(pknn−2k)
. E‖XT1 (XT(2)X(2))−1 I(H(2))‖2k + o(pknn−2k) = O(pknn−2k).
Similarly,
E{βT0 (XTX)−1X2 I(H)}2k
. E{βT0 (XT(2)X(2))−1X2 I(H(2))}2k
+E{βT0 (XT(2)X(2))−1X2 I(H) I(H¯(2))}2k
. E‖βT0 (XT(2)X(2))−1 I(H(2))‖2k + o(‖β0‖2kn−2k) = O(‖β0‖2kn−2k).
From (A.4),
E{XTi (XTX)−2Xj I(H)}2k
. E{XTi (XTX)−2Xj I(H(2))}2k + E{XTi (XTX)−2Xj I(H) I(H¯(2))}2k
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. E{XTi (XT(j)X(j))−2Xj I(H(2))}2k
+E{XTi (XT(j)X(j))−1XjXTj (XT(j)X(j))−2Xj I(H(2))}2k + o(n−4k)
. E{‖XTi (XT(j)X(j))−2‖2k I(H(2))}+ [E{XTi (XT(j)X(j))−1Xj I(H(2))}4k
·E{XTj (XT(j)X(j))−2Xj I(H(2))}4k]1/2 + o(n−4k)
= O(pknn
−4k).
Third, from (A.2), we have
E{XT2 (XTX)−2Σ(XTX)−2X1 I(H)}2k
. E{XT2 (XTX)−2Σ(XTX)−2X1 I(H(1))}2k
+E{XT2 (XTX)−2Σ(XTX)−2X1 I(H) I(H¯(1))}2k
. E{XT2 (XTX)−2Σ(XTX)−2X1 I(H(1))}2k + o(n−8k).
Then, conditional on H(1),
E{XT2 (XTX)−2Σ(XTX)−2X1}2k
. E{XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−2X1XT1 (XT(1)X(1))−1Σ(XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−1X1XT1 (XT(1)X(1))−2Σ(XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−1X1XT1 (XT(1)X(1))−2X1
·XT1 (XT(1)X(1))−1Σ(XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−1X1XT1 (XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−2X1XT1 (XT(1)X(1))−1Σ(XT(1)X(1))−1X1
·XT1 (XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−1X1XT1 (XT(1)X(1))−2Σ(XT(1)X(1))−1X1
·XT1 (XT(1)X(1))−2X1}2k
+E{XT2 (XT(1)X(1))−1X1XT1 (XT(1)X(1))−2X1
·XT1 (XT(1)X(1))−1Σ(XT(1)X(1))−1X1XT1 (XT(1)X(1))−2X1}2k
= O(pknn
−8k).
Following similar arguments, we can show the other results. 
Lemma S.4. Under the conditions of Lemma 2, for any k ∈ Z+,
E[{XT1 (XTX)−1X1 −XT1 (XT(3)X(3))−1X1}2k I(H)] = O(p2kn n−4k),
E[{XT1 (XTX)−2X1 −XT1 (XT(3)X(3))−2X1}2k I(H)] = O(p2kn n−6k),
E[{XT1 (XTX)−1X2 −XT1 (XT(3)X(3))−1X2}2k I(H)] = O(p2kn n−4k),
E[{XT1 (XTX)−2X2 −XT1 (XT(3)X(3))−2X2}2k I(H)] = O(p2kn n−6k),
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E[{βT0 (XTX)−1X1 − βT0 (XT(3)X(3))−1X1}2k I(H)] = O(‖β0‖2kn−3k),
E[{βT0 (XTX)−2β0 − βT0 (XT(3)X(3))−2β0}2k I(H)] = O(‖β0‖4kn−6k).
Proof : From (A.1), we know
XT1 (X
TX)−1X2 −XT1 (XT(3)X(3))−1X2
= −XT1 (XT(3)X(3))−1X3XT3 (XT(3)X(3))−1X2/{1 +XT3 (XT(3)X(3))−1X3}
Then,
E[{XT1 (XTX)−1X2 −XT1 (XT(3)X(3))−1X2}2k I(H)]
. E[{XT1 (XTX)−1X2 −XT1 (XT(3)X(3))−1X2}2k I(H(3))]
+E[{XT1 (XTX)−1X2 −XT1 (XT(3)X(3))−1X2}2k I(H) I(H¯(3))]
. [E{XT1 (XT(3)X(3))−1X3 I(H(3))}4kE{XT3 (XT(3)X(3))−1X2 I(H(3))}4k]1/2
+o(p2kn n
−4k)
. [E{XT1 (XT(3)X(3))−2X1 I(H(3))}2kE{XT2 (XT(3)X(3))−2X2 I(H(3))}2k]1/2
+o(p2kn n
−4k)
= O(p2kn n
−4k).
Following the same arguments, we can show other results. 
Lemma S.5. With the notations and conditions in the proof of Theorem
2,
n∑
j=1
E{Uj/tn I(K)}4 = o(1).
Proof : It suffices to show that for any j = 1, . . . , n and k = 1 or 2,
E{βT0 (XTX)−1Xjj/‖β0‖ I(K)}4 = O(n−4),(S.1)
E[{ckMk(j, j)
»
n/pn}4(2j − σ2 )4 I(K)] = O(n−4),
E
{ ∑
1≤i<j
ckMk(i, j)
»
n/pnij I(K)
}4
= O(n−4).
First, (S.1) follows from Lemma S.3. Second,
E[{c1M1(j, j)
»
n/pn}4(2j − σ2 )4 I(K)] . n2/p2nE{M1(j, j) I(K)}4
= n2/p2nE{Xj(XTX)−2Xj I(K)}4 . n2/p2nO(p4nn−8)
= O(p2nn
−6) = O(n−4),
and
E[{c2M2(j, j)
»
n/pn}4(2j − σ2 )4 I(K)] . p2n/n2E{M2(j, j) I(K)}4
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. n−4 + E{Xj(XTX)−1Xj/n I(K)}4 = O(n−4).
Finally,
E
{ ∑
1≤i<j
ckMk(i, j)
»
n/pnij I(K)
}4
. n
2
p2n
E
[{ ∑
1≤i<j
ckMk(i, j)i
}4
I(K)
]
. n
2
p2n
E
[ ∑
1≤i<j
{ckMk(i, j)}4 I(K)
]
+
n2
p2n
E
[ ∑
1≤i<j
{ckMk(i, j)}2 I(K)
]2
. n
3
p2n
E{ckMk(i, j) I(K)}4 + n
2
p2n
E
[ ∑
1≤i<j
{ckMk(i, j)}2 I(K)
]2
.(S.2)
From Lemma S.3,
n3/p2nE{c1M1(i, j) I(K)}4 . n3/p2np2nn−8 = O(n−5),
n3/p2nE{c2M2(i, j) I(K)}4 = n3/p2np4n/n4[n−4E{XTi (XTX)−1Xj I(K)}4]
. n3/p2np4n/n4n−4p2n/n4 = O(n−5).(S.3)
Note
E
[ ∑
1≤i<j
{c1M1(i, j)}2 I(K)
]2
= E
[ ∑
1≤i<j
{XTi (XTX)−2Xj}2 I(K)
]2
= E
[
XTj (X
TX)−2
{ ∑
1≤i<j
(XiX
T
i )
}
(XTX)−2Xj I(K)
]2
≤ E
[
‖Xj‖4‖(XTX)−2‖4
∥∥∥∥ ∑
1≤i<j
(XiX
T
i )
∥∥∥∥2 I(K)]
≤ [E{‖Xj‖8‖(XTX)−2‖8} I(K)]1/2
{
E
∥∥∥∥ ∑
1≤i<j
(XiX
T
i ) I(K)
∥∥∥∥4}1/2
≤ (E‖Xj‖16)1/4{E‖(XTX)−2 I(K)‖16}1/4
·
{
E
∥∥∥∥ ∑
1≤i<j
(XiX
T
i ) I(K)
∥∥∥∥4}1/2
. p2nn−8(E‖XTX‖4 I(K))1/2 ≤ Cp2nn−6,(S.4)
and
E
[ ∑
1≤i<j
{c2M2(i, j)}2 I(K)
]2
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=
p4n
n4
E
[ ∑
1≤i<j
{XTi (XTX)−1Xj/n}2 I(K)
]2
=
p4n
n4
n−4E
[
XTj (X
TX)−1
{ ∑
1≤i<j
(XiX
T
i )
}
(XTX)−1Xj I(K)
]2
≤ p
4
n
n4
n−4E
[
‖Xj‖4‖(XTX)−1‖4
∥∥∥∥ ∑
1≤i<j
(XiX
T
i )
∥∥∥∥2 I(K)]
≤ p
4
n
n4
n−4[E{‖Xj‖8‖(XTX)−1‖8 I(K)}]1/2
·
{
E
∥∥∥∥ ∑
1≤i<j
(XiX
T
i ) I(K)
∥∥∥∥4}1/2
≤ p
4
n
n4
n−4(E‖Xj‖16)1/4{E‖(XTX)−1 I(K)‖16}1/4
·
{
E
∥∥∥∥ ∑
1≤i<j
(XiX
T
i ) I(K)
∥∥∥∥4}1/2
. p
4
n
n4
n−4p2nn
−4{E∥∥∥∥ n∑
i=1
(XiX
T
i ) I(K)
∥∥∥∥4}1/2 . p6nn12 (E‖XTX‖4)1/2
= O(p6nn
−10).(S.5)
From (S.2), (S.3), (S.4), (S.5), we complete the proof. 
Lemma S.6. With notations and conditions in the proof of Theorem 2,
Var
( n∑
j=1
[ ∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}/tni
]2
I(K)
)
= o(1).
Proof : First
n∑
j=1
E
[ ∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}i I(K)
]2
= σ2
n∑
j=1
∑
1≤i<j
E[{c1M1(i, j) + c2M2(i, j)}2 I(K)]
= σ2
n∑
j=1
∑
1≤i<j
E[{c1XTi (XTX)−2Xj
−c2XTi (XTX)−1Xj/(n− pn)}2 I(K)]
=
1
2
σ2
n∑
j=1
∑
i 6=j
E[{c21XTj (XTX)−2XiXTi (XTX)−2Xj
−2c1c2XTj (XTX)−2XiXTi (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XiXTi (X
TX)−1Xj/(n− pn)2} I(K)]
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=
1
2
σ2
n∑
j=1
E[{c21XTj (XTX)−3Xj − 2c1c2XTj (XTX)−2Xj/(n− pn)
+c22X
T
j (X
TX)−1Xj/(n− pn)2} I(K)]
−1
2
σ2
n∑
j=1
E[{c21XTj (XTX)−2XjXTj (XTX)−2Xj
−2c1c2XTj (XTX)−2XjXTj (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XjXTj (X
TX)−1Xj/(n− pn)2} I(K)]
=
1
2
σ2E[tr{c21(XTX)−2 − 2c1c2(XTX)−1/(n− pn)
+c22Ipn/(n− pn)2} I(K)]
−1
2
σ2
n∑
j=1
E[{c1XTj (XTX)−2Xj
−c2XTj (XTX)−1Xj/(n− pn)}2 I(K)].
Second,
E
( n∑
j=1
[ ∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}i
]2
I(K)
)2
=
n∑
j=1
n∑
j′=1
E
([ ∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}i
]2
[ ∑
1≤i′<j′
{c1M1(i′, j′) + c2M2(i′, j′)}i′
]2
I(K)
)
=
n∑
j=1
n∑
j′=1
∑
1≤i<j
∑
1≤k<j
∑
1≤i′<j′
∑
1≤k′<j′
E[{c1M1(i, j) + c2M2(i, j)}i
{c1M1(k, j) + c2M2(k, j)}k{c1M1(i′, j′) + c2M2(i′, j′)}i′
{c1M1(k′, j′) + c2M2(k′, j′)}k′ I(K)]
=
n∑
j=1
n∑
j′=1
∑
1≤i<j∨j′
E[{c1M1(i, j) + c2M2(i, j)}2
·{c1M1(i, j′) + c2M2(i, j′)}2E4i I(K)]
+σ4
n∑
j=1
n∑
j′=1
∑
i<j
∑
i′<j′,i′ 6=i
E[{c1M1(i, j) + c2M2(i, j)}2
{c1M1(i′, j′) + c2M2(i′, j′)}2 I(K)]
+σ4
n∑
j=1
n∑
j′=1
∑
i<j∨j′
∑
k<j∨j′,k 6=i
E[{c1M1(i, j) + c2M2(i, j)}{c1M1(k, j) + c2M2(k, j)}
{c1M1(i, j′) + c2M2(i, j′)}{c1M1(k, j′) + c2M2(k, j′)} I(K)]
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+σ4
n∑
j=1
n∑
j′=1
∑
i<j∨j′
∑
k<j∨j′,k 6=i
E[{c1M1(i, j) + c2M2(i, j)}{c1M1(k, j) + c2M2(k, j)}
{c1M1(k, j′) + c2M2(k, j′)}{c1M1(i, j′) + c2M2(i, j′)} I(K)]
= III1 + III2 + III3 + III4.
From Lemma S.3, III1/t
4
n = O(p
2
n/n
5 + p6n/n
9)n4/p2n = O(1/n). Note
III3 = σ
4

n∑
j=1
∑
i<j
∑
k<j,k 6=i
E[{c1M1(i, j) + c2M2(i, j)}{c1M1(k, j) + c2M2(k, j)}
{c1M1(i, j) + c2M2(i, j)}{c1M1(k, j) + c2M2(k, j)} I(K)]
+σ4
n∑
j=1
n∑
j′=1,j′ 6=j
∑
i<j∨j′
∑
k<j∨j′,k 6=i
E[{c1M1(i, j) + c2M2(i, j)}
{c1M1(k, j) + c2M2(k, j)}{c1M1(i, j′) + c2M2(i, j′)}
{c1M1(k, j′) + c2M2(k, j′)} I(K)]
= III3,1 + III3,2.
Then III3,1 = O(p
2
n/n
5 + p6n/n
9). From Lemma S.3,
III3,2
. n4E[{c1M1(1, 3) + c2M2(1, 3)}{c1M1(2, 3) + c2M2(2, 3)}
{c1M1(2, 4) + c2M2(2, 4)}{c1M1(1, 4) + c2M2(1, 4)} I(K)]
. n4E[{c1XT1 (XT(2,4)X(2,4))−2X3 + c2XT1 (XT(2,4)X(2,4))−1X3/(n− pn)}
{c1XT2 (XT(1,4)X(1,4))−2X3 + c2XT2 (XT(1,4)X(1,4))−1X3/(n− pn)}
{c1XT2 (XT(1,3)X(1,3))−2X4 + c2XT2 (XT(1,3)X(1,3))−1X4/(n− pn)}
{c1XT1 (XT(2,3)X(2,3))−2X4 + c2XT1 (XT(2,3)X(2,3))−1X4/(n− pn)} I(K)]
= n4E
Ä
E[{c1XT1 (XT(2,4)X(2,4))−2X3 + c2XT1 (XT(2,4)X(2,4))−1X3/(n− pn)}
{c1XT2 (XT(1,4)X(1,4))−2X3 + c2XT2 (XT(1,4)X(1,4))−1X3/(n− pn)}
{c1XT2 (XT(1,3)X(1,3))−2X4 + c2XT2 (XT(1,3)X(1,3))−1X4/(n− pn)}
{c1XT1 (XT(2,3)X(2,3))−2X4
+c2X
T
1 (X
T
(2,3)X(2,3))
−1X4/(n− pn)}|X(1,2)] I(K)
ä
= n4E
Ä
E[{c1XT1 (XT(2,4)X(2,4))−2X3 + c2XT1 (XT(2,4)X(2,4))−1X3/(n− pn)}
{c1XT1 (XT(2,3)X(2,3))−2X4 + c2XT1 (XT(2,3)X(2,3))−1X4/(n− pn)}|X(1,2)]
E[{c1XT2 (XT(1,4)X(1,4))−2X3 + c2XT2 (XT(1,4)X(1,4))−1X3/(n− pn)}
{c1XT2 (XT(1,3)X(1,3))−2X4
+c2X
T
2 (X
T
(1,3)X(1,3))
−1X4/(n− pn)}|X(1,2)] I(K)
ä
. n4E[{c21XT4 (XT(2,3)X(2,3))−2Σ(XT(2,4)X(2,4))−2X3
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+c22X
T
4 (X
T
(2,3)X(2,3))
−1Σ(XT(2,4)X(2,4))
−1X3/(n− pn)2
+c1c2/(n− pn)XT4 (XT(2,3)X(2,3))−2Σ(XT(2,4)X(2,4))−1X3
+c1c2/(n− pn)XT4 (XT(2,3)X(2,3))−1Σ(XT(2,4)X(2,4))−2X3}
{c21XT4 (XT(1,3)X(1,3))−2Σ(XT(1,4)X(1,4))−2X3
+c22X
T
4 (X
T
(1,3)X(1,3))
−1Σ(XT(1,4)X(1,4))
−1X3/(n− pn)2
+c1c2/(n− pn)XT4 (XT(1,3)X(1,3))−2Σ(XT(1,4)X(1,4))−1X3
+c1c2/(n− pn)XT4 (XT(1,3)X(1,3))−1Σ(XT(1,4)X(1,4))−2X3} I(K)]
= O(pn/n
4).
Hence, III3/t
4
n = O(pn/n
4 + p2n/n
5 + p6n/n
9)n4/p2n = O(1/pn). Similarly,
III4/t
4
n = O(1/pn). Lastly, up to O(p
2
n/n
5 + p6n/n
9),
III2 = σ
4

n∑
j=1
n∑
j′=1
∑
1≤i<j
∑
1≤i′<j′
E[{c1M1(i, j) + c2M2(i, j)}2{c1M1(i′, j′) + c2M2(i′, j′)}2 I(K)]
= σ4E
[ n∑
j=1
∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}2
·
n∑
j′=1
∑
1≤i′<j′
{c1M1(i′, j′) + c2M2(i′, j′)}2 I(K)
]
= σ4E
([ n∑
j=1
∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}2
]2
I(K)
)
= σ4E
([ n∑
j=1
∑
1≤i<j
{c21XTj (XTX)−2XiXTi (XTX)−2Xj
−2c1c2XTj (XTX)−2XiXTi (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XiXTi (X
TX)−1Xj/(n− pn)2}
]2
I(K)
)
=
1
4
σ4E
([ n∑
j=1
∑
i 6=j
{c21XTj (XTX)−2XiXTi (XTX)−2Xj
−2c1c2XTj (XTX)−2XiXTi (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XiXTi (X
TX)−1Xj/(n− pn)2}
]2
I(K)
)
=
1
4
σ4E
([ n∑
j=1
{c21XTj (XTX)−3Xj − 2c1c2XTj (XTX)−2Xj/(n− pn)
+c22X
T
j (X
TX)−1Xj/(n− pn)2}
−
n∑
j=1
{c21XTj (XTX)−2XjXTj (XTX)−2Xj
−2c1c2XTj (XTX)−2XjXTj (XTX)−1Xj/(n− pn)
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+c22X
T
j (X
TX)−1XjXTj (X
TX)−1Xj/(n− pn)2}
]2
I(K)
)
=
1
4
σ4E
([
tr{c21(XTX)−2 − 2c1c2(XTX)−1/(n− pn)
+c22Ipn/(n− pn)2}
−
n∑
j=1
{c1XTj (XTX)−2Xj − c2XTj (XTX)−1Xj/(n− pn)}2
]2
I(K)
)
.
From Lemmas 2 and S.8, the variances of tr{(XTX)−2 I(K)}/t2n, tr{(XTX)−1
I(K)}/(nt2n) and
∑n
j=1{c1XTj (XTX)−2Xj−c2XTj (XTX)−1Xj/(n−pn)}2/t2n I(K)
are all o(1), we finish the proof. 
Lemma S.7. With notations and conditions in the proof of Theorem 2,
Var
[∑
j
{βT0 (XTX)−1Xj}2/t2n I(K)
]
= o(1).
Proof : Since
∑
j{βT0 (XTX)−1Xj}2 = βT0 (XTX)−1β0, from Lemma 2,
we complete the proof. 
Lemma S.8. With notations and conditions in the proof of Theorem 2,
Var
[
n
∑
j
{c1M1(j, j) + c2M2(j, j)}2(n/pn)2 I(K)
]
= o(1).
Proof : Note that
Var
[
n
∑
j
{c1M1(j, j) + c2M2(j, j)}2 I(K)
]
≤ n4Var[{c1M1(j, j) + c2M2(j, j)}2 I(K)]
= n4E[{c1M1(j, j) + c2M2(j, j)}4 I(K)]
−n4[E{c1M1(j, j) I(K) + c2M2(j, j) I(K)}2]2.
From (A.3) and (A.5),
X1(X
TX)−1X1 = XT1 (X
T
(1)X(1))
−1X1/{1 +XT1 (XT(1)X(1))−1X1}
XT1 (X
TX)−2X1 = XT1 (X
T
(1)X(1))
−2X1/{1 +XT1 (XT(1)X(1))−1X1}2,
which together with Lemma S.2 implies
n{c1M1(j, j) + c2M2(j, j)}(n/pn) I(K)
−nE[{c1M1(j, j) + c2M2(j, j)}(n/pn) I(K)] = oP(1).
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Since E[n{c1M1(j, j) + c2M2(j, j)}(n/pn) I(K)]8 = O(1), we have
n2{c1M1(j, j) + c2M2(j, j)}2(n/pn)2 I(K)
−n2[E{c1M1(j, j) I(K) + c2M2(j, j)(n/pn) I(K)}]2 = oP(1),
n4{c1M1(j, j) + c2M2(j, j)}4(n/pn)4 I(K)
−n4[E{c1M1(j, j) I(K) + c2M2(j, j)(n/pn) I(K)}]4 = oP(1).
Then, by uniformly integrability,
n2E[{c1M1(j, j) + c2M2(j, j)}(n/pn) I(K)]2
−n2[E{c1M1(j, j) I(K) + c2M2(j, j)(n/pn) I(K)}]2 = o(1),
n4E[{c1M1(j, j) + c2M2(j, j)}(n/pn) I(K)]4
−n4[E{c1M1(j, j) I(K) + c2M2(j, j)(n/pn) I(K)}]4 = o(1).
We complete the proof.

Lemma S.9. With notations and conditions in the proof of Theorem 2,
n∑
j=1
II4,j/t
2
n I(H) = oL2(1).
Proof : First, we show
n∑
j=1
j−1∑
i=1
M1(i, j)M1(j, j)i/t
2
n I(H) = oL2(1).(S.6)
It’s easy to see that E{∑nj=1∑j−1i=1 M1(i, j)M1(j, j)i/t2n I(H)} = 0. Note
that
n∑
j=1
j−1∑
i=1
M1(i, j)M1(j, j)i =
n−1∑
i=1
i
n∑
j=i+1
M1(i, j)M1(j, j).
We only need to show that
∑n−1
i=1 E{i
∑n
j=i+1M1(i, j)M1(j, j)/t
2
n I(H)}2 =
o(1). Note
n−1∑
i=1
E
{
i
n∑
j=i+1
M1(i, j)M1(j, j) I(H)
}2
= C
n−1∑
i=1
E
{ n∑
j=i+1
M1(i, j)M1(j, j) I(H)
}2
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= C
n−1∑
i=1
n∑
j=i+1
n∑
k=i+1
E{M1(i, j)M1(j, j)M1(i, k)M1(k, k) I(H)}
. n2E{M1(1, 2)2M1(2, 2)2 I(H)}
+n3E{M1(1, 2)M1(2, 2)M1(1, 3)M1(3, 3) I(H)}
. n2O(pn/n4p2n/n4) + n3O(p2n/n4)E{M1(1, 2)M1(1, 3) I(H)}
= p2n/nE{XT1 (XTX)−2X2XT1 (XTX)−2X3 I(H)}+ o(pn5/2/n5)
= p2n/nE{XT1 (XTX)−2X2XT1 (XTX)−2X3 I(H(1))}+ o(pn5/2/n5)
. p2n/nE{XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−2X3 I(H(1))}
+p2n/n
2E{XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−1X3 I(H(1))}
+p2n/n
2E{XT2 (XT(1)X(1))−1Σ(XT(1)X(1))−2X3 I(H(1))}
+p2n/n
3E{XT2 (XT(1)X(1))−1Σ(XT(1)X(1))−1X3 I(H(1))}+ o(pn5/2/n5)
= O(np2n
√
pn/n
6 + p2n
√
pn/n
5 + p2n/n
√
pn/n
4) + o(pn
5/2/n5)
= O(pn
5/2/n5).
Since pn
5/2/n5/t4n =
√
pn/n = o(1), we finish the proof for (S.6). The proof
for the other terms are similarly. 
Lemma S.10. With notations and conditions in the proof of Theorem 2,
n∑
j=1
II5,j/t
2
n I(H) = oL2(1).
Proof : First,
t−4n E
{ n∑
j=1
j−1∑
i=1
M1(i, j)ivj I(H)
}2
= t−4n E
{ n−1∑
i=1
i
n∑
j=i+1
M1(i, j)vj I(H)
}2
= t−4n σ
2

n−1∑
i=1
E
{ n∑
j=i+1
M1(i, j)vj I(H)
}2
= t−4n σ
2

n−1∑
i=1
n∑
j=i+1
n∑
k=i+1
E{M1(i, j)vjM1(i, k)vk I(H)}
. t−4n n3E{M1(1, 2)v2M1(1, 3)v3 I(H)}+ t−4n n2E{M1(1, 2)v2 I(H)}2
= t−4n n
3E{XT1 (XTX)−2X2βT0 (XTX)−1X2
·XT1 (XTX)−2X3βT0 (XTX)−1X3 I(H)}
+t−4n n
2E{XT1 (XTX)−2X2βT0 (XTX)−1X2 I(H)}2
= IV1 + IV2.
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From Lemmas S.3 and S.4,
IV1 = t
−4
n n
3E{XT1 (XTX)−2X2βT0 (XT(1)X(1))−1X2
·XT1 (XTX)−2X3βT0 (XT(1)X(1))−1X3 I(H(1))}+ o(1)
= t−4n n
3E[βT0 (X
T
(1)X(1))
−1X2βT0 (X
T
(1)X(1))
−1X3
·E{XT1 (XTX)−2X2XT1 (XTX)−2X3|X(1)} I(H(1))] + o(1)
. t−4n n3E[βT0 (XT(1)X(1))−1X2βT0 (XT(1)X(1))−1X3
·XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−2X3 I(H(1))]
+t−4n n
2E[βT0 (X
T
(1)X(1))
−1X2βT0 (X
T
(1)X(1))
−1X3
·XT2 (XT(1)X(1))−2Σ(XT(1)X(1))−1X3 I(H(1))]
+t−4n n
2E[βT0 (X
T
(1)X(1))
−1X2βT0 (X
T
(1)X(1))
−1X3
·XT2 (XT(1)X(1))−1Σ(XT(1)X(1))−2X3 I(H(1))]
+t−4n nE[β
T
0 (X
T
(1)X(1))
−1X2βT0 (X
T
(1)X(1))
−1X3
·XT2 (XT(1)X(1))−1Σ(XT(1)X(1))−1X3 I(H(1))] + o(1)
= t−4n ‖β0‖2n−4O(n5
√
pnn
−4 + n4
√
pnn
−3 + n3
√
pnn
−2) + o(1)
= t−4n ‖β0‖2n−2O(
√
pn/n) + o(1) = o(1).
Also,
IV2 ≤ t−4n n2[E{XT1 (XTX)−2X2 I(H)}4E{βT0 (XTX)−1X2 I(H)}4]1/2
= t−4n O(n
2
»
p2nn
−8‖β0‖4n−4) = O(t−4n ‖β0‖2pnn−4) = o(1).
Similarly, we can show that E{∑nj=1∑j−1i=1 c2M2(i, j)ivj/t2n}2 = o(1). We
complete the proof. 
Lemma S.11. With notations and conditions in the proof of Theorem 2,
n∑
j=1
II6,j/t
2
n I(H) = oL2(1).
Proof : It suffices to show
n∑
j=1
c1M1(j, j)vj/t
2
n I(H) = oL2(1),
n∑
j=1
c2M2(j, j)vj/t
2
n I(H) = oL2(1).
First, we will show E{∑nj=1M1(j, j)vj/t2n I(H)}2 = o(1). From Lemma S.4,
E
{ n∑
j=1
M1(j, j)vj/t
2
n I(H)
}2
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= t−4n E
{ n∑
j=1
XTj (X
TX)−2XjβT0 (X
TX)−1Xj I(H)
}2
= t−4n
n∑
j=1
n∑
i=1
E{βT0 (XTX)−1XjXTj (XTX)−2Xj
·βT0 (XTX)−1XiXTi (XTX)−2Xi I(H)}
= t−4n nE[{βT0 (XTX)−1X1}2{XT1 (XTX)−2X1}2 I(H)]
+t−4n n(n− 1)E{βT0 (XTX)−1X1XT1 (XTX)−2X1
·βT0 (XTX)−1X2XT2 (XTX)−2X2 I(H)}
. t−4n n−2O(‖β0‖2p2nn−3)
+t−4n p
2
n/n
2E{βT0 (XTX)−1X1βT0 (XTX)−1X2 I(H)}
. o(1) + t−4n p2n/n2E{βT0 (XT(2)X(2))−1X1βT0 (XT(1)X(1))−1X2 I(H)}
= o(1) + t−4n p
2
n/n
2E[E{βT0 (XT(2)X(2))−1X1 I(H(2))|X(1,2)}
E{βT0 (XT(1)X(1))−1X2 I(H(1))|X(1,2)}]
= o(1) + t−4n p
2
n/n
2E[E{βT0 (XT(2)X(2))−1X1 I(H(2))
−βT0 (XT(1,2)X(1,2))−1X1 I(H(1,2))|X(1,2)}]2
= o(1) + t−4n p
2
n/n
2‖β0‖2/n2o(p2nn−2) = o(1).
Similarly arguments can be applied to show that
∑n
j=1 c2M2(j, j)vj/t
2
n I(H) =
oL2(1). 
Lemma S.12. With notations and conditions in the proof of Theorem 2,∑
j E{v2j I(K)} = βT0 E{(XTX)−1 I(K)}β0 = Ω(‖β0‖2/n) and
4β̂
T
(XTX)−1β̂ − 4σ2Etr{(XTX)−2 I(K)} − 4
∑
j
E{v2j I(K)} = oP(t2n).
Proof : Note
∑
j v
2
j =
∑
j{βT0 (XTX)−1Xj}2 = βT0 (XTX)−1β0, and
β̂
T
(XTX)−1β̂
= βT0 (X
TX)−1β0 + 2β
T
0 (X
TX)−2XT + TX(XTX)−3XT .
First, we show that βT0 (X
TX)−2XT  I(K)/t2n = oL2(1). Given event H,
E{βT0 (XTX)−2XT }2 = E{βT0 (XTX)−2XT TX(XTX)−2β0}
= σ2E{βT0 (XTX)−2XTX(XTX)−2β0} = σ2E{βT0 (XTX)−3β0}
= O(‖β0‖2/n3) = o(t4n).
Next, we show that Var{TX(XTX)−3XT  I(K)/t2n} = o(1). Note
E{TX(XTX)−3XT /t2n} = 1/t2nσ2Etr{X(XTX)−3XT }
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= 1/t2nσ
2
Etr{(XTX)−2}.
Denoting B = X(XTX)−3XT , given event H,
E{TX(XTX)−3XT /t2n}2 = t−4n
∑
ijkh
E(ijkhBijBkh)
= t−4n
∑
i
E(4iB
2
ii) + t
−4
n
∑
i 6=k
E(2i 
2
kBiiBkk) + 2t
−4
n
∑
i 6=j
E(2i 
2
jB
2
ij)
= t−4n O(np
2
n/n
6) + t−4n σ
4

{∑
i
E(Bii)
}2
+ 2t−4n σ
4
E{tr(B2)}
= t−4n σ
4
 [Etr{(XTX)−2}]2 + o(1).
Therefore, Var{TX(XTX)−3XT  I(K)t−2n } = o(1), which implies that
TX(XTX)−3XT t−2n − σ2Etr{(XTX)−2}t−2n = oP(1). From Lemma 2, we
have Var{nβT0 (XTX)−1β0/‖β0‖2} = o(1). Hence,
β̂
T
(XTX)−1β̂ − βT0 E{(XTX)−1 I(K)}β0 − σ2Etr{(XTX)−2 I(K)}
= oP(t
2
n).

Lemma S.13. With notations and conditions in the proof of Theorem 2,
E[
∑
j{c1M1(j, j) + c2M2(j, j)}2 I(K)] = Ω(p2n/n3). Additionally, if c1 = 1
and c2 = −Etr{(XTX)−1 I(K)}, then
E
[∑
j
{c1M1(j, j) + c2M2(j, j)}2 I(K)
]
= o(t2n).
Proof : Note
E
[∑
j
{c1M1(j, j) + c2M2(j, j)}2 I(K)
]
= nE[{c1M1(1, 1) + c2M2(1, 1)}2 I(K)]
= nE[c1X
T
1 (X
TX)−2X1 I(K) + c2{1−XT1 (XTX)−1X1}/(n− pn) I(K)]2
= Ω(p2n/n
3).
It suffices to show that for c1 = 1 and c2 = −Etr{(XTX)−1 I(K)},
nt−2n Var[c1X
T
1 (X
TX)−2X1 I(K)
+c2{1−XT1 (XTX)−1X1}/(n− pn) I(K)] = o(1),(S.7)
nE[c1X
T
1 (X
TX)−2X1 I(K)
+c2{1−XT1 (XTX)−1X1}/(n− pn)] = 0.(S.8)
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From
XT1 (X
TX)−1X1 = XT1 (X
T
(1)X(1))
−1X1/{1 +XT1 (XT(1)X(1))−1X1}
XT1 (X
TX)−2X1 = XT1 (X
T
(1)X(1))
−2X1/{1 +XT1 (XT(1)X(1))−1X1}2,
and Lemma S.2, we have
Var{n/pnXT1 (XTX)−1X1 I(K)} = o(1),
Var{n2/pnXT1 (XTX)−2X1 I(K)} = o(1).
Then, (S.7) is true. Next,
nE[c1X
T
1 (X
TX)−2X1 I(K) + c2{1−XT1 (XTX)−1X1}/(n− pn)]
=
n∑
j=1
E[c1X
T
j (X
TX)−2Xj I(K)− c2XTj (XTX)−1Xj/(n− pn)]
+c2n/(n− pn)
= Etr
{
c1(X
TX)−2
n∑
j=1
XjX
T
j I(K)− c2(XTX)−1
n∑
j=1
XjX
T
j /(n− pn)
}
+c2n/(n− pn)
= Etr
{
c1(X
TX)−1 I(K)− c2Ipn/(n− pn)
}
+ c2n/(n− pn)
= c1Etr{(XTX)−1 I(K)} − c2pn/(n− pn) + c2n/(n− pn)
= Etr{(XTX)−1 I(K)}+ c2 = 0.
Hence, from (S.7), (S.8) and Lemma 1 that P(H¯) = o(n−`) for any ` ∈ Z+,
we finished the proof. 
Lemma S.14. With notations and conditions in the proof of Theorem 2,∑n
j=1 E[
∑
1≤i<j{c1M1(i, j) + c2M2(i, j)}i I(K)]2 = Ω(pn/n2). Additionally,
if c1 = 1 and c2 = −Etr{(XTX)−1 I(K)}, then
2σ4
Ä
tr{(XTX)−2}+ 1/(n− pn)[tr{(XTX)−1}]2
ä
−
n∑
j=1
E
[ ∑
1≤i<j
2{c1M1(i, j) + c2M2(i, j)}i I(K)
]2
σ2 = oP(t
2
n).
Proof : We know
n∑
j=1
E
[ ∑
1≤i<j
{c1M1(i, j) + c2M2(i, j)}i I(K)
]2
= σ2
n∑
j=1
∑
1≤i<j
E[{c1M1(i, j) + c2M2(i, j)}2 I(K)]
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= σ2
n∑
j=1
∑
1≤i<j
E[{c1XTi (XTX)−2Xj
−c2XTi (XTX)−1Xj/(n− pn)}2 I(K)]
=
1
2
σ2
n∑
j=1
∑
i 6=j
E[{c21XTj (XTX)−2XiXTi (XTX)−2Xj
−2c1c2XTj (XTX)−2XiXTi (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XiXTi (X
TX)−1Xj/(n− pn)2} I(K)]
=
1
2
σ2
n∑
j=1
E[{c21XTj (XTX)−3Xj − 2c1c2XTj (XTX)−2Xj/(n− pn)
+c22X
T
j (X
TX)−1Xj/(n− pn)2} I(K)]
−1
2
σ2
n∑
j=1
E{c21XTj (XTX)−2XjXTj (XTX)−2Xj
−2c1c2XTj (XTX)−2XjXTj (XTX)−1Xj/(n− pn)
+c22X
T
j (X
TX)−1XjXTj (X
TX)−1Xj/(n− pn)2} I(K)]
=
1
2
σ2E[tr{c21(XTX)−2 − 2c1c2(XTX)−1/(n− pn)
+c22Ipn/(n− pn)2} I(K)]
−1
2
σ2
n∑
j=1
E[{c1XTj (XTX)−2Xj
−c2XTj (XTX)−1Xj/(n− pn)}2 I(K)]
≡ I = Ω(pn/n2).
From Lemma S.13 and (S.8),
n∑
j=1
E
Ä
[{c1XTj (XTX)−2Xj
+c2{1−XT1 (XTX)−1X1}/(n− pn)]2 I(K)
ä
= o(t2n),
n∑
j=1
E[c1X
T
j (X
TX)−2Xj I(K)
+c2{1−XTj (XTX)−1Xj}/(n− pn)] = 0.
Then,
n∑
j=1
E[{c1XTj (XTX)−2Xj − c2XTj (XTX)−1Xj/(n− pn)}2 I(K)]
=
n∑
j=1
E[{c1XTj (XTX)−2Xj + c2/(n− pn)
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−c2XTj (XTX)−1Xj/(n− pn)}2 I(K)]
−2c2/(n− pn)
n∑
j=1
E[{c1XTj (XTX)−2Xj + c2/(n− pn)
−c2XTj (XTX)−1Xj/(n− pn)} I(K)] + c22n/(n− pn)2P(H)
= o(t2n) + c
2
2n/(n− pn)2.
From Lemma 2,
I = 1/2σ2E[tr{c21(XTX)−2 − 2c1c2(XTX)−1/(n− pn)
+c22Ipn/(n− pn)2} I(K)]− 1/2σ2 c22n/(n− pn)2 + o(t2n)
= 1/2σ2 [Etr{(XTX)−2} − 2c2Etr{(XTX)−1}/(n− pn)
+c22pn/(n− pn)2]− 1/2σ2 c22n/(n− pn)2 + o(t2n)
= 1/2σ2
Ä
Etr{(XTX)−2}+ 2/(n− pn)[Etr{(XTX)−1}]2
−1/(n− pn)[tr{(XTX)−1}]2
ä
+ o(t2n)
= 1/2σ2
Ä
Etr{(XTX)−2}+ 1/(n− pn)[Etr{(XTX)−1}]2
ä
+ o(t2n)
= 1/2σ2
Ä
tr{(XTX)−2}+ 1/(n− pn)[tr{(XTX)−1}]2
ä
+ oP(t
2
n).
The proof is completed. 
Lemma S.15. Under the conditions of Theorem 2, Var(1/n
∑n
i=1 ̂
4
i ) =
o(1) and (1−pn/n)−4{1/n∑ni=1 ̂4i −3σ̂4 (pn/n)(1−pn/n)2(2−pn/n)}−ν4 =
oP(1).
Proof : We know 1/n
∑n
i=1 ̂
4
i = 1/n
∑n
i=1(i − XTi (XTX)−1XT )4 =
1/n
∑n
i=1(i−
∑
j Nijj)
4 whereN = X(XTX)−1XT . Then, 1/n
∑n
i=1 E(̂
4
i ) =
E(̂41) = E(1 −
∑
j N1jj)
4. We have,
E
(
1 −
∑
j
N1jj
)4
= E(41)− 4E
{
1
(∑
j
N1jj
)3}
+ 6E
{
21
(∑
j
N1jj
)2}
−4E
{
31
(∑
j
N1jj
)}
+ E
(∑
j
N1jj
)4
,
with E(41) = ν4,
E
{
1
(∑
j
N1jj
)3}
=
∑
j
∑
k
∑
h
E{N1jN1kN1h1jkh}
= E(N311)ν4 + 3σ
4

∑
j,j 6=1
E(N11N
2
1j)
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= E(N311)ν4 + 3σ
4
 (n− 1)E(N11N212)
E
{
21
(∑
j
N1jj
)2}
=
∑
j
∑
k
E(N1jN1k
2
1jk)
= E(N211)ν4 + σ
4

∑
j,j 6=1
E(N21j)
= E(N211)ν4 + σ
4
 (n− 1)E(N212)
E
{
31
(∑
j
N1jj
)}
= E(41N11) = E(N11)ν4
E
(∑
j
N1jj
)4
=
∑
j
∑
k
∑
h
∑
`
E(N1jN1kN1hN1`jkh`)
=
∑
j
E(N41j)ν4 + 3σ
4

∑
j
∑
k,k 6=j
E(N21jN
2
1k)
= E(N411)ν4 +
∑
j 6=1
E(N41j)ν4 + 6σ
4

∑
k,k 6=1
E(N211N
2
1k)
+3σ4
∑
j,j 6=1
∑
k,k 6=j,1
E(N21jN
2
1k)
= E(N411)ν4 + 6σ
4
 (n− 1)E(N211N212)
+3σ4 (n− 1)(n− 2)E(N212N213) + o(1).
We have N11
P→ τ ,
(n− 1)E(N212) =
n∑
j=2
E(N21j)
=
n∑
j=1
E{XT1 (XTX)−1XjXTj (XTX)−1X1} − E[{XT1 (XTX)−1X1}2]
= E{XT1 (XTX)−1X1} − E[{XT1 (XTX)−1X1}2] = (1− τ)τ + o(1),
and
(n− 1)(n− 2)E(N212N213) =
n∑
i=2
n∑
j=2,j 6=i
E(N21iN
2
1j)
=
n∑
i=1
n∑
j=1
E{XT1 (XTX)−1XjXTj (XTX)−1X1
·XT1 (XTX)−1XiXTi (XTX)−1X1}
−
n∑
j=1
E{XT1 (XTX)−1X1XT1 (XTX)−1X1
·XT1 (XTX)−1XjXTj (XTX)−1X1}
−
n∑
i=1
E{XT1 (XTX)−1XiXTi (XTX)−1X1
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·XT1 (XTX)−1X1XT1 (XTX)−1X1}
−
n∑
i=1
E{XT1 (XTX)−1XiXTi (XTX)−1X1
·XT1 (XTX)−1XiXTi (XTX)−1X1}
+2E[{XT1 (XTX)−1X1}4]
= E[{XT1 (XTX)−1X1}2]− 2E[{XT1 (XTX)−1X1}3]
−E[{XT1 (XTX)−1X1}4] +O(p2n/n3) + 2E[{XT1 (XTX)−1X1}4]
= τ2 − 2τ3 + τ4 + o(1) = τ2(1− τ)2 + o(1).
Therefore, 1/n
∑n
i=1 E(̂
4
i ) = ν4 − 4[τ3ν4 + 3σ4 τ2(1− τ)] + 6[τ2ν4 + σ4 τ(1−
τ)]−4τν4+τ4ν4+6σ4 τ3(1−τ)+3σ4 τ2(1−τ)2+o(1) = (1−τ)4ν4+3σ4 τ(1−
τ)2(2− τ) + o(1).
Since E{(i −XTi (XTX)−1XT )8} <∞, we know
E
(
1/n
n∑
i=1
̂4i
)2
= 1/n2
n∑
i=1
n∑
k=1
E{(i −XTi (XTX)−1XT )4(k −XTk (XTX)−1XT )4}
= E{(1 −XT1 (XTX)−1XT )4(2 −XT2 (XTX)−1XT )4}+ o(1).
It suffices to show that the covariance of (1−XT1 (XTX)−1XT )4 and (2−
XT2 (X
TX)−1XT )4 is o(1). Note
{1 −XT1 (XTX)−1XT }4
= 41 − 431
(∑
j
N1jj
)
+ 621
(∑
j
N1jj
)2 − 41(∑
j
N1jj
)3
+
(∑
j
N1jj
)4
.
We know E(41
4
2) = E(
4
1)E(
4
2),
E
{
42
3
1
(∑
j
N1jj
)}
= E(42
4
1N11) + E(
5
2
3
1N12)
= E(42)E
{
31
(∑
j
N1jj
)}
+ o(1),
E
{
42
2
1
(∑
j
N1jj
)2}
= E
(
42
2
1
∑
j
N21j
2
j
)
+ 2E(52
3
1N11N12)
= E(42
4
1N
2
11) + E(
6
2
2
1N
2
12) + E
(
42
2
1
n∑
j=3
N21j
2
j
)
+ o(1)
= ν24E(N
2
11) + ν4σ
4
 (n− 2)E(N212) + o(1)
= E(42)E
{
21
(∑
j
N1jj
)2}
+ o(1),
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E
{
421
(∑
j
N1jj
)3}
= E(42
4
1N
3
11) + 3E(
5
2
3
1N
2
11N12) + 3E(
6
2
2
1N11N
2
12)
+3E
{
42
2
1N11
( n∑
j=3
N21j
2
j
)}
= ν24E(N
3
11) + 3(n− 2)ν4σ4E(N11N212) + o(1)
= E(42)E
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1
(∑
j
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+ o(1),
E
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(∑
j
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= E
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(∑
j
N41j
4
j
)}
+ 4E
{
52N12
(∑
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3
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(∑
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∑
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N21jN
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4
11) + E(
8
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4
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2
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+4E(82N
4
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{
42N
2
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2
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(∑
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2
k
)}
+3E
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(∑
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∑
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2
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2
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4
11) + 6E
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42N
2
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2
1
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N21k
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+3E
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42
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n∑
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N21jN
2
1k
2
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2
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)}
+ o(1)
= ν24E(N
4
11) + 6ν4σ
4
 (n− 2)E(N211N213)
+3ν4σ
4
 (n− 2)(n− 3)E(N213N214) + o(1)
= E(42)E
{(∑
j
N1jj
)4}
+ o(1).
Also,
E
{
32
(∑
j
N2jj
)
31
(∑
k
N1kk
)}
= E{4241(N212 +N22N11)}+ E
{
32
3
1
(∑
j
N1jN2j
2
j
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= ν24E(N22N11) + E(
3
2
3
1
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3)(n− 2)E(N13N23) + o(1)
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{
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(∑
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)}
E
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(∑
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(∑
j
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(∑
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{
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3
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2
1N22
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+ 2E
{
42
2
1N12
( n∑
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2
k
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2
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k=3
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2
k
)}
+6E
{
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2
1N11N12
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2
k
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+3E
{
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3
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2
k
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+ 3E
{
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3
1N
2
11
( n∑
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N1kN2k
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)}
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3
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{
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(∑
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E
{
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42N22
(∑
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(∑
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{
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(∑
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= ν24E(N
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4
E
{
N22N
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N21k
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+3ν4σ
4
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{
32
(∑
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E
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Next,
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(∑
j 6=1
N2jN
2
1j
3
j
)}
+ 2E
{
22
3
1N11
(∑
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∑
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∑
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2
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{
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E
{
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{
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2
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3
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2
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{
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(∑
j 6=1
N22jN
2
1j
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( n∑
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+6E
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2
1N11N22
( n∑
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+3E
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{
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j=2
N2jN
2
1j
3
j
)}
+ E
{
22
3
1N
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n∑
k=2,k 6=j
N2jN1jN1kN2k
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+3E
{
32
3
1N
3
12
( n∑
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∑
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+24E
{
32N12
(∑
j
∑
k 6=j
N1jN2jN
2
1kN2k
2
j
3
k
)}
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j 6=2
∑
k 6=2,j
(4N31jN1kN
2
2k + 6N
2
1jN2jN
2
1kN2k)
3
j
3
k
}]
+12E
[
42N
3
12
{∑
j 6=2
∑
k 6=2,j
N1jN2jN
2
2k
2
j
2
k
}]
+18E
[
42N
2
12N22
{∑
j 6=2
∑
k 6=2,j
(N21jN
2
2k + 2N1jN2jN1kN2k)
2
j
2
k
}]
+36E
[
42N12N
2
22
{∑
j 6=2
∑
k 6=2,j
N21jN1kN2k
2
j
2
k
}]
+3E
[
42N
3
22
{∑
j 6=2
∑
k 6=2,j
N21jN
2
1k
2
j
2
k
}]
+3E
[
32N
2
22
{∑
j 6=2
∑
k 6=2,j
(4N31jN1kN2k + 6N
2
1jN2jN
2
1k)
3
j
2
k
}]
+6E
[
32N
2
12
{∑
j 6=2
∑
k 6=2,j
(N32jN
2
1k + 6N
2
2jN1jN2kN1k + 3N2jN
2
1jN
2
2k)
3
j
2
k
}]
+12E
[
32N12N22
{∑
j 6=2
∑
k 6=2,j
(N31jN
2
2k + 6N
2
1jN2jN1kN2k + 3N1jN
2
2jN
2
1k)
3
j
2
k
}]
+4E
[
22N12
{∑
j 6=2
∑
k 6=2,j
∑
h6=2,j,k
(9N21jN
2
2kN1hN2h + 6N1jN2jN1kN2kN1hN2h)
2
j
2
k
2
h
}]
+3E
[
22N22
{∑
j 6=2
∑
k 6=2,j
∑
h6=2,j,k
(3N21jN
2
1kN
2
2h + 12N
2
1jN1kN2kN1hN2h)
2
j
2
k
2
h
}]
= E
{
42N
3
22
(∑
j 6=2
N41j
4
j
)}
+ 3E
[
22N22
{∑
j 6=2
∑
k 6=2,j
N41jN
2
2k
4
j
2
k
}]
+3E
[
42N
3
22
{∑
j 6=2
∑
k 6=2,j
N21jN
2
1k
2
j
2
k
}]
+9E
[
22N22
{∑
j 6=2
∑
k 6=2,j
∑
h6=2,j,k
N21jN
2
1kN
2
2h
2
j
2
k
2
h
}]
+ o(1)
= ν24E(N
4
11N
3
22) + 3ν4σ
4
 (n− 2)E(N22N411N223)
+3ν4σ
4
E{N322(2nN211N213 + n2N213N214)}
+9σ8E{N22(2n2N211N213N224 + n3N215N213N224)}+ o(1)
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= E
{
2
(∑
j
N2jj
)3}
E
{(∑
k
N1kk
)4}
+ o(1).
Lastly,
E
{(∑
j
N2jj
)4(∑
k
N1kk
)4}
= E
(∑
j
N41jN
4
2j
8
j
)
+E
{∑
j
∑
k 6=j
(6N42jN
2
1jN
2
1k + 6N
4
1jN
2
2jN
2
2k + 16N
3
2jN
3
1jN1kN2k)
6
j
2
k
}
+E
{∑
j
∑
k 6=j
(4N41jN2jN
3
2k + 24N
3
1jN
2
2jN1kN
2
2k + 24N
2
1jN
3
2jN
2
1kN2k
+4N1jN
4
2jN
3
1k)
5
j
3
k
}
+E
{∑
j
∑
k 6=j
(N41jN
4
2k + 16N
3
1jN2jN1kN
3
2k + 18N
2
1jN
2
2jN
2
1kN
2
2k)
4
j
4
k
}
+E
{∑
j
∑
k 6=j
∑
h6=j,k
(3N41jN
2
2kN
2
2h + 48N
3
1jN2jN1kN2kN
2
2h
+36N21jN
2
2jN
2
1kN
2
2h + 72N
2
1jN
2
2jN1kN2kN1hN2h + 48N
3
2jN1jN1kN2kN
2
1h
+3N42jN
2
1kN
2
1h)
4
j
2
k
2
h
}
+E
{∑
j
∑
k 6=j
∑
h6=j,k
(16N31jN
3
2kN1hN2h + 144N
2
1jN2jN1kN
2
2kN1hN2h
+24N31jN1kN
2
2kN
2
2h + 36N
2
1jN2jN
2
1kN2kN
2
2h + 24N
3
2jN2kN
2
1kN
2
1h
+36N22jN1jN
2
2kN1kN
2
1h)
3
j
3
k
2
h
}
+E
{∑
j
∑
k 6=j
∑
h6=j,k
∑
6`=j,k,h
(9N21jN
2
1kN
2
2hN
2
2` + 72N
2
1jN1kN2kN2hN1hN
2
2`
+24N1jN2jN1kN2kN2hN1hN2`N1`)
2
j
2
k
2
h
2
`
}
= E
{∑
j
∑
k 6=j
N41jN
4
2k
4
j
4
k
}
+3E
{∑
j
∑
k 6=j
∑
h6=j,k
(N41jN
2
2kN
2
2h +N
4
2jN
2
1kN
2
1h)
4
j
2
k
2
h
}
+9E
{∑
j
∑
k 6=j
∑
h6=j,k
∑
6`=j,k,h
N21jN
2
1kN
2
2hN
2
2`
2
j
2
k
2
h
2
`
}
= ν24E(N
4
11N
4
22) + 6ν4σ
4
E{N411(n2N223N224 + 2nN222N223)}
+9σ8E(4n
2N211N
2
22N
2
13N
2
24 + 2n
3N211N
2
13N
2
24N
2
25 + 2n
3N222N
2
13N
2
14N
2
25
+n4N213N
2
14N
2
25N
2
26) + o(1)
= E
{(∑
j
N2jj
)4}
E
{(∑
k
N1kk
)4}
+ o(1).
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We have finished the proof. 
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