It is shown that for a large corpus, Zipf 's law for both words in English and characters in Chinese does not hold for all ranks. The frequency falls below the frequency predicted by Zipf's law for English words for rank greater than about 5,000 and for Chinese characters for rank greater than about 1,000. However, when single words or characters are combined together with n-gram words or characters in one list and put in order of frequency, the frequency of tokens in the combined list follows Zipf's law approximately with the slope close to -1 on a loglog plot for all n-grams, down to the lowest frequencies in both languages. This behaviour is also found for English 2-byte and 3-byte word fragments. It only happens when all n-grams are used, including semantically incomplete n-grams.
Introduction

Zipf's law
The law discovered empirically by [Zipf 1949 ] for word tokens in a corpus states that if f is the frequency of a word in the corpus and r is the rank, then:
where k is a constant for the corpus. When log(f) is drawn against log(r) in a graph (which is * Computer Science School, Queen's University Belfast, Belfast BT7 1NN, Northern Ireland, UK.
Email: {q.le, e.sicilia, j.ming, fj.smith}@qub.ac.uk called a Zipf curve), a straight line is obtained with a slope of -1. An example with a small corpus of 250,000 tokens made up of paragraphs chosen at random from the Brown corpus of American English [Francis and Kucera 1964] is given in Figure 1 ; in this the tokens do not include punctuation marks and numbers. Typographical errors, if any, will appear in the hapax legomenon. Zipf's discovery was followed by a large body of literature, reviewed in a series of papers edited by [Guiter and Arapov 1982] . Notable among these are papers by [Mandelbrot 1953 [Mandelbrot , 1954 [Mandelbrot , 1959 , [Miller 1954 [Miller , 1957 [Miller , 1958 , [Simon 1955 [Simon , 1960 , [Sichel 1975 [Sichel , 1986 , [Carroll 1967 [Carroll , 1969 , [Baayen 1991] , [Chitashvili 1983 [Chitashvili , 1989 and [Orlov 1983 ]. It continues to stimulate interest today [Samuelson 1996] ; [Baayen 2001] ; [Hatzigeorgiu, Mikros and Carayannis 2001] ; [Montermurro 2001] ; [Ferrer and Solé 2002] and, for example, it has been recently applied to citations [Silagadze 1997] , to biological species-abundance [Sichel 1997 ] and to DNA sequences [Yonezawa and Motohasi 1999] ; [Li 2001 ].
Zipf discovered the law by analysing manually the frequencies of words in the novel "Ulysses" by James Joyce. It contains a vocabulary of 29,899 different word types associated with 260,430 word tokens.
Theoretical developments:
Following its discovery in 1949, several experiments aided by the appearance of the computer in the 1960's, confirmed that the law was correct for the small corpora that could be processed at that time. The slope of the curve was found to vary slightly from -1 for some corpora; also the frequencies for the highest ranked words sometimes deviated from the straight line, which suggested several modifications of the law, and in particular one derived theoretically by [Mandelbrot 1953 ] with the form:
where α and β are constants for the corpus being analysed. However, generally the constants α and β were found to be only small varying deviations from the original law by Zipf.
Exceptions include legal texts which have smaller slopes (≈0.9) showing that lawyers use more word types than other people! [Smith and Devine 1985] .
A number of theoretical explanations for Zipf's law had been derived, many reviewed by [Fedorowicz 1982] ; notably are those due to [Mandelbrot 1954 [Mandelbrot , 1957 , [Miller 1954 [Miller , 1958 , [Simon 1955] , [Booth 1967] , and [Sichel 1975 [Sichel , 1986 ]. Simon's derivation was controversial and a correspondence in the scientific press developed between Mandelbrot and Simon on the validity of this derivation (1959) (1960) (1961) ; the dispute was not resolved by the time Zipf curves for larger corpora were beginning to be computed. The processing of larger corpora with 1 million words or more was facilitated by the development of PC's in the 1980's. When Zipf curves for these corpora were drawn, they were found to drop below the Zipf straight line with slope of -1 at the bottom of the curve, for rank greater than about 5,000. This is illustrated in Figure 2 , which shows the Zipf curve for the whole of the Brown corpus (1 million words), again excluding punctuations and numbers.
This deviation from Zipf 's law was interpreted for single-author texts to represent the limited numbers of words in each author's diction. But we see in Figure 2 that a deviation also occurs for a multi-author corpus covering a wide range of domains such as the Brown corpus; so the drop in the curve is not likely to be only due to the limited number of words.
Zipf curves for large English corpora
We are going to explore the above deviation from Zipf's law for large corpora in two languages: Chinese and English. We begin with English.
Single words
The English corpora used in our experiments are the full text of articles appearing in the Wall Street Journal [Paul and Baker 1992 ] for 1987 , 1988 , 1989 , with sizes approximately 19 million, 16 million and 6 million tokens respectively. The Zipf curves for the 3 corpora are shown in Figure 3 .
For pre-execution of this corpus, numbers were written as words, e.g. 23 became "twenty three" and punctuation marks were excluded. The characters "=", "#", "~", "<", ">", "|", "+", "-", "^", "*", "@", "/" and "\", etc. were also ignored. 
n-Grams
Language is not made of individual words, each with its own separate piece of information, but consists of sequences of words, made up of individual words and of phrases of 2, 3 or more words together called n-grams. So it is interesting to measure the frequencies of n-grams and draw the corresponding Zipf curves.
To do this we allowed n-grams to overlap. For example, for the sentence: "The cat sat on the mat", there are four trigrams: (1) "the cat sat", (2) "cat sat on", (3) "sat on the" and (4) "on the mat". So semantically incomplete n-grams such as "cat sat on" are included in our study. No n-gram crossed over a punctuation mark. So a fullstop, comma, colon, etc. always ends an n-gram and a new n-gram starts after the punctuation. Thus the sentence "Three blind mice, see how they run" has only three trigrams "three blind mice", "see how they" and "how they run".
For each value of n between 2 and 5, we thus computed the frequencies of all n-grams in each corpus and put them in rank order as we had done for the words. This enabled us to draw the Zipf curves for 2-, 3-, 4-and 5-grams which are shown along with the single word curves in Figure 4 , Figure 5 and Figure 6 for the three corpora. These curves are similar to the first Zipf curves drawn for n-grams by [Smith and Devine 1985] ; but these earlier curves were for a much smaller corpus. 
Figure 6 Zipf curves for the WSJ89 corpus
First for WSJ87, the crossing point between the unigram and bigram curves is at rank 2,943 and for the unigram and trigram curves, it is at rank 8,497. For WSJ88, these crossing points are similar, at rank 2,913 and at rank 8,404, and for WSJ89, they are at rank 2,908 and 7,960. So the unigram curves cross the bigram curves when the rank ≅ 3,000 in all 3 cases, and for the unigram and trigram curves, they cross at rank ≅ 8,000.
The ten most common words, bigrams and trigrams in the combined WSJ corpus of 40 million words are listed in Table 1 . 
Hapax legomena and dis legomena
The size of the hapax legomena (tokens with frequency 1) for the n-grams rises rapidly with n as shown in Table 2a , but it can not rise above the number of tokens; so the rate of increase has slowed when n = 5 since almost all tokens are in the hapax legomena. The hapax dis legomena (tokens with frequency 2) is much smaller and reaches a maximum for trigrams from all 3 corpora (see Table 2b ) because almost all of the tokens have frequency 1, leaving a smaller number with frequency 2 when n = 4 and 5. 
The nature of n-grams
It can be argued that most of the n-grams in the hapax legomena or hapax dis legomena are not meaningful, since they are semantically incomplete. Certainly that meaning may be incomplete and they need the words on either side of them to realise their full meaning. But then it can be argued that this is true of every n-gram (and indeed for every word). So we take the view that every n-gram taken from a natural language text produced by humans has meaning, though often incomplete.
However, Miller's monkey typing on a word typewriter would produce mainly meaningless n-grams, e.g. "the the the", as well as those others which have meaning by accident. The number of possible n-grams which the monkey can type is huge. For example, for the WSJ87 corpus there are more than 10 15 possible trigrams of which less than 7 million produced by humans appear in the Hapax legomenon for the corpus.
Whatever one's views on the meaning of some of these incomplete n-grams, we report in this paper on the Zipf curves for all n-grams in a corpus. A later paper will include discussion on the equivalent curves for semantically complete phrases.
One of our reasons for including all n-grams is that statistical language modellers have been using n-grams, similar to the ones we have defined, which include semantically incomplete n-grams, with great success in modelling language over the last 20 years [Jelinek and Mercer 1985] ; [O'Boyle, Owens and Smith 1994] ; [Ney 1999 ].
Zipf Curves for Chinese Corpora
In Chinese, compound words can be created, made up of two or more characters. However, it is not always easy to automatically segment a written sentence in Chinese into compound words as these are not separated by spaces as in English. Nevertheless, the extraction of a word sequence from a Chinese document has been the subject of study by many authors [Zhu 1981 ]; [Chen and Shi 1992] ; [Bates, Chen, Li, Opie and Tzeng 1993] ; [Packard 2000] ; [Sproat 2002 ]; [Tsai and Hsu 2002] ; who reference other papers.
Unfortunately, there is still ambiguity in the process of compound word extraction. For example, the following string of characters can be broken into the words: Therefore, it is difficult to write a computer program to extract the correct word sequence, and for a corpus of 250 million syllables, it is impossible to do by hand. So we proceeded as follows: first of all, we used a 50,000 word-syllable dictionary (which can be found at http://www.euroasiasoftware.com/), but the extraction of the words from the text is still partly ambiguous. When a sequence of syllables was found that matched a word in the dictionary, it was usually accepted as a word. When an ambiguity occurs, e.g. 暴风骤雨 which can be one word hurricane, or two bi-syllable words: 暴风 骤雨 storm shower, then the longer word was accepted 暴风骤雨 hurricane. Similarly, 百万富翁 millionaire is accepted as one word instead of the three words 百万 富 翁 million(s) rich elder.
Although the whole corpus could not be checked manually, the higher frequency n-grams can be checked, for example the following 6-gram has been broken into the pattern: 埃及 总 统 穆 巴 拉 克 rather than the pattern 埃及 总统 穆巴拉克 Egyptian president Mubarak.
This occurs 1,865 times and could be corrected for all 1,865 occurrences in one step all over the corpus. Another example is the 7-gram: 阿 联 酋 乌 兹 别 克 occurring 7 times which should be the 2 names 阿联酋 乌兹别克 Alanqiu Wuzibieke to be correct. Because of the multiple occurrence of n-grams all of which can be corrected by one change, this speeded-up the manual process considerably. Checking all of the high frequency n-grams took more than 2 months work; after this, a check on a test text of 3,117 tokens was found to have 82 errors (2.6%) by an independent native speaker (other than the authors), which we took as acceptable. (The corpus can be made available on request to q.le@qub.ac.uk or fj.smith@qub.ac.uk).
Two corpora were used in our experiments: the TREC corpus and the Mandarin Daily News corpus. Both are from the Linguistic Data Consortium 1 .
There is a small overlap between the Chinese TREC corpus and the Mandarin News corpus (less than 10% of the smaller TREC corpus). This overlap could have been removed, but it was not, to retain the full size of both corpora in the analysis. The effect of overlap will be small.
TREC Corpus (compound words)
The TREC Corpus was obtained from the full articles in the People's Daily Newspaper from 01/1991 to 12/1993 and from the Xinhua News Agency from 04/1994 to 09/1995.
The Zipf curves for the TREC compound words are shown in Figure 7 . Note that the unigram curve is different from the curve for English, first with a slope less than 1 then falling rapidly after a rank of about 1,000. 
Figure 7 Zipf curves for Mandarin compound words from TREC
The crossing-point between compound word unigrams and bigrams is at rank: 4,999, and between the unigram and trigram curves at rank: 8,589, similar to English.
Mandarin News corpus (compound words)
The second corpus is the Mandarin News corpus, obtained from the People's Daily Newspaper from 1991 to 1996 (125 million syllables); from the Xinhua News Agency from 1994 to 1996 (25 million syllables); and from transcripts from China Radio International broadcast from 1994 to 1996 (100 million syllables), altogether over 250 million syllables.
The Zipf curves for the Mandarin News compound words are drawn in Figure 8 and look like those for the TREC corpus. The rapid fall in the curve after rank 10,000 is due to the restricted word dictionary of 50,000 word types used in the experiment. The ten highest frequency Mandarin unigrams, bigrams and trigrams from the Mandarin News are in Table 3 and Table 4 . 
Figure 8 Zipf curves for the Mandarin News corpus (compound words)
The crossing-point between compound word unigrams and bigrams is at rank: 5,544 and between unigrams and trigrams at rank: 9,577 similar to previous values for TREC and English. So these appear to be invariants of language, not just of English. 
Zipf Curves for syllables and character strings
Chinese syllables
Because of the difficulty in extracting the compound words in Chinese, we decided to draw Zipf curves for the syllables for both Chinese corpora. TREC has 19,546,872 syllable tokens but only 6,300 syllable types, so it is not surprising that the Zipf curve for syllable unigrams in Chinese in Figure 9 falls very rapidly after rank about 300. It is similar to previous curves, one for a smaller Chinese corpus of 2 million tokens by [Clark, Lua and McCallum 1986] and one for 10 million tokens by [Sproat 2002 ]. The Zipf curves for syllable n-grams for the TREC corpus are also shown in Figure 9 . 
Figure 10 Zipf curves for syllables from the Mandarin News corpus
The hapax legomena and dis legomena for the Chinese corpora Zipf curves are shown in Table 5a and 5b. Their behaviour as n increases is similar to the English corpora. 
English byte substring
Following a suggestion by a reviewer of this paper, we built the Zipf curves on English 2-byte and 3-byte substrings to compare them with the Chinese syllable results.
From the WSJ88 corpus, we built a corpus of the first 2 million tokens. Then we took 2-byte and 3-byte moving windows on this corpus ignoring spaces and stopping the 2-bytes or 3-bytes at punctuation marks. As predicted by the reviewer, the results in Figure 11 and Figure 12 show that the Zipf curve for 3-byte substrings looks particularly similar to the Chinese syllable curves. 
Figure 12 Zipf curves for English 3-byte substrings
Note that the number of 2-byte and 3-byte types in these curves equal 673 and 10,548, compared with the maximum possible numbers 26 2 = 676 and 26 3 = 17,576. 
Comparison for all Zipf curves from Chinese and English
Figure 13 Comparison of Zipf curves for unigrams
The Zipf curves for unigrams for the combined WSJ corpus, the Mandarin News word corpus, the Mandarin News syllable corpus and 3-byte English corpus are compared in Figure 13 . Secondly, the number of hapax legomena becomes very large, often larger than one would expect from the last 10 steps of the rank-frequency step function. This is exactly the pattern one gets when Markov models are used to generate data sets [Baayen 1991 [Baayen , 2001 ].
Combined n-grams
The theoretical justifications for Zipf's law by Mandelbrot, Miller, Simon and others were based on single word tokens and they worked quite well for small corpora, but none of them could predict the drop in the Zipf curve below Zipf 's law for English and Chinese when the rank is greater than 5,000 word types. In the case of Chinese syllables, Zipf 's law could not hold for rank greater than about 100, but when these syllables are combined into compound words then Zipf 's law is valid for a wider range, up to about rank 1,000. Therefore, by combining Chinese syllables into larger units, Zipf 's law was extended from rank 100 to rank 1,000. This led us to combine all syllable n-grams, to see if the law could be extended to even higher rank and to combine word n-grams in Chinese and English for the same purpose.
We therefore put all unigrams and n-grams together with their frequencies into one large file, sorted on frequency and put in rank order as previously. The resulting combined Zipf curve is shown with the unigram curve for English words for the combined WSJ corpus in Figure 18 and for the Chinese syllables for Mandarin News in Figure 19 . 
Summary and Conclusions
This paper reports on the results of some experiments conducted on Zipf curves for English and Chinese corpora. It was confirmed that Zipf curves on a log-log graph for single word unigram distributions for both languages fall below the straight line with slope -1 as predicted by Zipf 's law. The deviation from Zipf 's law occurs at a rank close to rank = 5,000, for the 3 corpora in English and 2 corpora in Chinese. This rank (5,000) is also the rank near which the unigram and bigram Zipf curves cross for all 5 corpora.
The more significant result was the discovery that when the frequency distribution of words is combined with the distributions of all 2-, 3-, 4-and 5-grams, the combined Zipf curve approximately obeys Zipf 's law for all ranks and frequencies for both languages. This effectively extends Zipf 's law, with the higher n-grams almost exactly making up for the falloff in the Zipf curve for words. Furthermore, this extended form of Zipf 's law also holds for the syllables of Chinese (as well as for 2-byte and 3-byte word fragments in English), even though the distribution of syllable unigrams is very different from the distribution for words.
This paper does not explain why Zipf 's law in an extended form is valid for large corpora or what this result means. This must be left for further experiments and other researchers. However, preliminary results, not yet complete, for other languages suggest that these results are universal for all languages. We also know that they do not hold for all artificial distributions of words, because some experiments with computer generated artificial distributions did not yield an extended Zipf curve, (with a random distribution, and with Zipf distributions for words with slopes β = 2 and β = 0.5).
The earlier derivations of Zipf's law due to Mandelbrot, Miller, Simon and others fail to predict the fall-off in the Zipf curve from about rank 5,000 and to predict the extended form of Zipf's law for the combined n-gram curves. We believe that this is because these derivations do not properly take account of the fact that each token is part of a sequence and its information is dependent on a conditional probability, conditional on the words or characters around it; this can be approximated in terms of the frequency of n-grams [O 'Boyle, Owens and Smith 1994] .
