Abstract. We consider toroidal pseudodifferential operators with operator-valued symbols, their mapping properties and the generation of analytic semigroups on vector-valued Besov and Sobolev spaces. We show that a parabolic toroiodal pseudodifferential operator generates an analytic semigroup on the Besov space B s pq (T n , E) and on the Sobolev space W k p (T n , E), where E is an arbitrary Banach space, 1 ≤ p, q ≤ ∞, s ∈ R and k ∈ N0. For the proof of the Sobolev space result, we establish a uniform estimate on the kernel which is given as an infinite parameterdependent sum. An application to abstract non-autonomous periodic pseudodifferential Cauchy problems gives the existence and uniqueness of classical solutions for such problems.
Introduction
In this article, we investigate vector-valued toroidal pseudodifferential operators, their mapping properties, and generation of semigroups in Besov and Sobolev spaces. Pseudodifferential operators on the n-dimensional torus T n = (R/2πZ) n can be treated by the toroidal quantization, see the monograph of Ruzhansky and Turunen [27] as a standard reference. Here, the Fourier series approach to periodic pseudodifferential operators allows a global quantization with covariable k ∈ Z n , in contrast to the standard quantization on closed manifolds which yields local symbols with covariable ξ ∈ R n . Starting from the 1970's, the theory of toroidal pseudodifferential operators was developed by, e.g., Agranovich [1] , Amosov [6] , McLean [20] , Melo [21] , Saranen-Wendland [28] , Ruzhansky-Turunen [25, 26] , Turunen [30] , and Turunen-Vainikko [31] . The mapping properties of toroidal pseudodifferential operators in L p -spaces were studied by Delgado [14] , MolahajlooShahla-Wong [22] , Wong [32] , Cardona [13] and others. Here, the symbols of the considered pseudodifferential operators were scalar-valued, while in the present paper we will consider operator-valued symbols. To our knowledge, up to now no general results on periodic pseudodifferential operators in the vector-valued situation are available.
Pseudodifferential operators with operator-valued symbols appear, for instance, if the unknown function contains an additional parameter and therefore the value of the symbol belongs to some function space in this parameter.
Date: April 20, 2015 The authors would like to thank COLCIENCIAS (Project 121556933488) and DAAD for the financial support. This is the case in coagulation-fragmentation problems where the additional parameter describes the cluster size (see Amann-Walker [5] and the references therein). On the other hand, operator-valued symbols can be used to solve elliptic and parabolic problems in cylindrical domains where the unknown function is considered as a function of the cylindrical variable with values in a function space in the cross-section of the cylinder. This approach was used, e.g., by Denk-Nau [15] , Favini-Giudetti-Yakubov [17] , Nau-Saal [23] , and Rabinovich [24] . For an application to the Stokes system, see DenkSeiler [16] .
In the (periodic) vector-valued case, results are easier to obtain and sharper if the underlying Banach space has the geometric property of being a UMD space. In this case, Fourier multiplier results by Arendt-Bu [7, 8] and Bu-Kim [12] can be applied to obtain continuity in vector-valued L p -Sobolev spaces (see Denk-Nau [15] in the case of differential operators). However, the restriction to UMD spaces excludes natural state spaces as L 1 , and therefore we consider periodic pseudodifferential operators with operatorvalued symbols acting in arbitrary Banach spaces. This can also be seen as a continuation of our papers [10] , [11] where we considered the non-periodic vector-valued case.
In the present paper, we state as a first main result the continuity of operator-valued toroidal pseudodifferential operators in Besov spaces (Theorem 3.17 below), after having introduced the setting and some properties of vector-valued distributions on the torus in Section 2. For the definition of vector-valued Besov spaces, we use the nowadays standard method of dyadic decomposition. As mentioned above, we have no restriction on the underlying Banach space E and we include p, q ∈ {1, ∞}. From the continuity in Besov spaces, we obtain that parabolic pseudodifferential operators generate analytic semigroups in the Besov scale B s pq (T n , E) (Corollary 4.4). A much deeper question concerns the generation of analytic semigroups in the Sobolev space W k p (T n , E). The main result of this paper, Theorem 4.11, gives an affirmative answer. For the proof of the resolvent estimate, we cannot apply Michlin type results as stated in Arendt-Bu [8] as we did not assume a UMD space. However, we could establish kernel estimates by a careful analysis of parameter-dependent sums (Lemma 4.8) which are the key to prove the generation of an analytic semigroup in Sobolev spaces. Based on Theorem 4.11 and on results by Amann [2] , we obtain well-posedness for abstract parabolic non-autonomous Cauchy problems in Sobolev spaces (Theorem 4.12).
Vector-valued distributions on the torus and the Fourier transform
Throughout this article, E stands for an arbitrary Banach space with norm · , n ∈ N is fixed, x := (1 + |x| 2 ) 1/2 for x ∈ R n where | · | denotes the euclidian norm on R n .
In the present section, we define the main spaces of vector-valued functions and distributions on the n-dimensional torus T n := (R/2πZ) n , generalizing the scalar theory given, e.g., in Chapter 3 of [27] . As a set of representatives for T n , we choose [−π, π] n . Note that in this case the distance of an element x ∈ T n to the origin is given by the euclidian norm |x|.
For m ∈ N 0 ∪ {∞}, let C m (T n , E) denote the space of all m-times continuously differentiable functions ϕ : T n → E. We remark that a function ϕ : T n → E can be identified with a function ϕ : R n → E which is 2π-periodic in all variables. We will tacitly use this identification in the following. As usual, C ∞ (T n , E) is endowed with the locally convex topology which is induced by the family of seminorms {q N : N ∈ N 0 } given by
Here and in the following, we use the standard multi-index notation. By this construction, C ∞ (T n , E) becomes a Fréchet space. We write
is called the space of all E-valued toroidal distributions and is endowed with the weak-*-topology induced by the family of seminorms { q ϕ : ϕ ∈ C ∞ (T n )} with
Here we have written u, ϕ := u(ϕ).
On the dual space Z n of T n , we will consider the space S (Z n , E) of rapidly decreasing functions, i.e. of functions ϕ : Z n → E such that for every N ∈ N 0 we have
In a natural way, S (Z n , E) is a Fréchet space again. We define S ′ (Z n , E) := L(S (Z n ), E), the space of E-valued tempered distributions, again endowed with the weak-*-topology. We say that a function f : Z n → E has at most polynomial growth if there exist constants C ≥ 0 and M ∈ N 0 such that
The space of all such functions is denoted by O(Z n , E). As in the scalar case (see [27] , Exercise 3.1.7), one easily gets the following identification.
where the sum on the right-hand side is absolutely convergent.
Proof. Let u ∈ S ′ (Z n , E). By continuity of u, there exist M ∈ N 0 and C > 0 such that
This shows g u ∈ O(Z n , E). Now we easily obtain (2-1), where the convergence of the series follows from g u ∈ O(Z n , E) and ϕ ∈ S (Z n ). Due to (2-1), the map u → g u is injective. Finally, a straightforward computation shows that for every g ∈ O(Z n , E) the definition
gives an element u g ∈ S ′ (Z n , E) which shows surjectivity of this map.
The last lemma shows that tempered distributions on Z n are in fact functions, in contrast to the R n -case.
For f ∈ C ∞ (T n , E), we define the toroidal Fourier transform of f , denoted by
where d − x := (2π) −n dx. Note that the integral in (2-2) is understood as a Bochner integral and its value is an element of E.
In the same way as in the scalar case, one can show the following results.
is an isomorphism of Fréchet spaces, i.e. a linear and continuous bijection with continuous inverse. Its inverse is given by
By Lemma 2.1, F T n f ∈ S (Z n , E) can be considered as an element of S ′ (Z n , E) as it is polynomially bounded. For ϕ ∈ S (Z n ) we obtain
This motivates the definition of the Fourier transform of a toroidal distribution.
Remark 2.4. By Lemma 2.2 a) and the definition of the topologies, one immediately sees that
is linear, continuous and bijective with continuous inverse. For v ∈ S ′ (Z n , E), the inverse is given by
where
where we used in the last step that (
Therefore, the k-th Fourier coefficientû(k) is given by the value of F T n u, considered as a function on Z n with polynomial growth, at the point k ∈ Z n . Note that this holds, in particular, for u ∈ C ∞ (T n , E), considered as a regular distribution. Definition 2.7. For ψ ∈ C ∞ (T n ), v ∈ D ′ (T n ) and z ∈ E, the tensor products ψ ⊗ z and v ⊗ z are defined by
It is straightforward to prove that ψ ⊗ z ∈ C ∞ (T n , E) and v ⊗ z ∈ D ′ (T n , E). The following result shows that the series appearing in the inversion formulae (see Lemma 2.2 a) and Remark 2.4, respectively) also converge in the corresponding locally convex topology.
We have to show that
for all N ∈ N 0 . For this, we apply Lemma 2.2 and write
In the same way, we have D α (e k ⊗f (k))(x) = e ik·x k αf (k). Therefore,
As F T n f ∈ S (Z n , E), the last sum converges to zero for R → ∞ for every
On the other hand, due to
Taking now R → ∞, the statement follows from part a) and the continuity of u.
We are now going to consider pseudodifferential operators on the torus.
Due to Lemma 2.1 and the fact that products of polynomially bounded functions are again polynomially bounded, we see that av ∈ S ′ (Z n , E).
, and the following definition makes sense.
We call op[a] the toroidal pseudodifferential operator associated to the discrete symbol a. If we want to distinguish the toroidal case from the whole space case, we write more precisely op
This shows that the map v → av,
From the continuity of the Fourier transform F T n and its inverse (Lemma 2.2 a)), we obtain that op[a] :
is (well-defined and) continuous. b) follows from Lemma 2.8 b) and the fact that aF T n u ∈ S ′ (Z n , E).
Pseudodifferential operators on toroidal Besov spaces
In this section, we consider a class of (toroidal) pseudodifferential operators in the setting of vector-valued Besov spaces. In analogy to the R n -case, toroidal pseudodifferential operators are defined by conditions on their discrete derivatives, using the difference operator. We refer to [27] , Section 3.3.1, for a more detailed exposition of the discrete analysis toolkit, and will only summarize the main ingredients.
For j ∈ {1, . . . , n}, we denote the j-th unit vector in R n by δ j := (δ jk ) k=1,...,n where δ jk stands for the Kronecker symbol. For a : Z n → E, k = (k 1 , . . . , k n ) ⊤ ∈ Z n and α ∈ N n 0 , the discrete differences are defined by
The following definition of the symbol class is similar to the standard definition (see, e.g., Definition II.4.1.7 in [27] ). However, we restrict ourselves to the standard Hörmander class S m 1,0 and to x-independent symbols. On the other hand, our symbols are vector-valued and we need only finitely many conditions on the differences. Definition 3.1. For m ∈ R and ρ ∈ N 0 , the symbol class S m,ρ = S m,ρ
In S m,ρ we define the norm
, and therefore, op[a] is well defined for a ∈ S m,ρ . For a ∈ S m,ρ with m < −n and f ∈ C ∞ (T n , E), we can write
Note that for general m the sum does not converge absolutely. Therefore, we consider an oscillatory version in analogy to the continuous case.
Remark 3.4. a) Note that the sum in Definition 3.3 is absolutely convergent. By integration by parts and dominated convergence, we easily see that
where L y denotes the Laplacian on T n with respect to the variable y. In particular, the definition of the oscillatory integral in Definition 3.3 does not depend on χ. b) As the symbols we consider are x-independent, the symbol of the composition of two pseudodifferential operators equals the product of the symbols. More precisely, let ρ ∈ N 0 , m i ∈ R and a i ∈ S m i ,ρ for i = 1, 2. Then it follows directly from the definitions that a 1 a 2 ∈ S m 1 +m 2 ,ρ and
In the following, we will consider vector-valued Besov and Sobolev spaces on the torus. We follow a standard approach based on dyadic decompositions which in the R n -case can be found, e.g., in [29] , Section 2.3.
, and if for each α ∈ N n 0 there exists a constant c α > 0 such that
Remark 3.6. A dyadic decomposition can be constructed in the following way: Let φ 0 ∈ S (R n ) with supp φ 0 ⊂ {ξ ∈ R n : |ξ| ≤ 3 2 } and φ 0 (ξ) = 1 (|ξ| ≤ 1). Then we define φ j (ξ) := φ 0 (2 −j ξ) − φ 0 (2 −j+1 ξ) for j ∈ N and ξ ∈ R n .
In the following, let (φ j ) j∈N 0 be a dyadic decomposition. Additionally, we may assume that φ j is constructed in the above way.
Proof. a) By the properties of a dyadic decomposition, we have |φ j (ξ)| ≤ c 0 (j ∈ N 0 , ξ ∈ R n ) and, noting the conditions on the support,
Again due to the support condition on (φ j ) j∈N 0 , there exists m 0 ∈ N with
, and by a) and the continuity of F T n u on S (Z n ) we obtain
By definition of the weak-*-topology, this implies
the space L p (T n , E) is the space of all (equivalence classes of) strongly measurable functions u :
For p = ∞ we have the usual modification.
Remark 3.9. In the same way as in the vector-valued continuous (R n -)case (see [4] , Section 3.3), one sees the following properties: Different choices of the dyadic decomposition lead to equivalent norms, and for all m ∈ N 0 and p ∈ [1, ∞], we have
where "֒→" means continuous embedding. Moreover, for all s ∈ R and p, q
, s 0 , s 1 ∈ R, and θ ∈ (0, 1), the equality
holds with equivalent norms, where (·, ·) θ,q denotes the real interpolation functor.
In the following, we will discuss convolution in R n and T n and the connection to pseudodifferential operators in R n . For this, let us denote the Fourier transform in R n by F R n which is defined for f ∈ L 1 (R n , E) by
The inverse continuous Fourier transform is then given by (F −1
R n e ix·ξ g(ξ)dξ (x ∈ R n ). We will use the following result from [10] , Lemma 2.3.
where the constants c n,m are independent of j and a.
identifying g with its 2π-periodic extension on R n . Note that f * g is again 2π-periodic and is considered as a function on T n again. Similarly, for f ∈ L 1 (T n , L(E)) and g ∈ L 1 (T n , E), we define the toroidal convolution by
Proof. We only prove part a) as b) follows in the same way. As the cases p = 1 and p = ∞ are straightforward, let us assume that p ∈ (1, ∞) and set
) and g ∈ L p (T n , E) we can estimate, using Hölder's inequality,
, where in the last step we used the invariance of the integral over T n under translations. Therefore,
which yields a).
Proof. Let M be as in the lemma and f ∈ C ∞ (T n , E), p ∈ [1, ∞]. In exactly the same way as in the case n = 1 (see [8] , Proposition 2.2), one obtains that for all x ∈ T n F −1
. Now Lemma 3.11 a) yields the second statement.
The following result shows that symbols on Z n are restrictions of symbols on R n . It can be found in [27] , Lemma II.4.5.1 and Theorem II.4.5.3 for the scalar-valued case, with the proofs carrying over to the vector-valued case.
Proposition 3.13. a) There exist θ ∈ S (R n ) and
Then a| Z n = a, and a ∈ S m,ρ
Remark 3.14. Writing the right-hand side of (3-3) in the form
for N large enough, similarly toRemark 3.4 a), we see that
By Lemma 3.12,
. We may assume that (ψ k ) k∈N 0 is constructed as described in Remark 3.6. In this case,
From Lemma 3.7 and supp φ j , supp ψ j ⊂ {ξ ∈ R n : 2 j−1 ≤ |ξ| ≤ 2 j+1 }, we obtain
where we used φ j (ψ j−1 + ψ j + ψ j+1 ) = φ j , setting ψ −1 := 0. We apply (3) (4) and estimate the first and the second term in (3-5) by
As u N ∈ C ∞ (T n , E), this proves the statement of the theorem.
In the following, we will write B s,∞ pq (T n , E) with s ∈ R, p, q ∈ [1, ∞] for C ∞ (T n , E) endowed with the topology induced by B s pq (T n , E). Note that the last result states that B s,∞ pq (T n , E) is dense in B s pq (T n , E) if q < ∞. The following estimate is the essential step in the proof of the continuity of toroidal pseudodifferential operators in Besov spaces. 
is linear and continuous with
with a constant C not depending on a or u.
Proof. We only consider the case q < ∞, as the case q = ∞ follows similarly. Let u ∈ B s+m,∞ pq (T n , E). We write
.
We set χ j := φ j−1 + φ j + φ j+1 (then χ j φ j = φ j ) and extend a to a symbol a ∈ S m,ρ 1,0 (R n , L(E)) as in Proposition 3.13. Lemma 3.12 yields
. Now we make use of the fact that
(R n ,L(E)) , see Lemma 3.10. This gives, with Proposition 3.13,
Summing up over j, we get
. Now we are able to prove one of the main results of the present paper. is linear and continuous. Moreover,
Proof. For q < ∞, the statement follows immediately from Theorem 3.16 and the density of B s+m,∞ pq (T n , E) in B s+m pq (T n , E), Theorem 3.15. The case q = ∞ will be treated with real interpolation theory (see, e.g., [19] for a survey on interpolation theory). In fact, we have
for r ∈ {s, s + m}. Now the continuity of
and the properties of the real interpolation functor immediately give the continuity of
In the same way, the continuity of the map a → op[a] follows.
Generation of semigroups for parabolic pseudodifferential operators
Now we will investigate the generation of analytic semigroups by realizations of toroidal pseudodifferential operators in Besov and Sobolev spaces. For this, one of the key ingredients is an estimate of the inverse symbol (a(k) + λ) −1 in the case of a parabolic symbol a ∈ S m,ρ . Therefore, we start with a remark on the discrete derivatives.
Remark 4.1. Let a : Z n → L(E) and λ ∈ C such that a(k) + λ is invertible for all k ∈ Z n . Then the discrete difference ∆ γ k (a(k) + λ) −1 can be written as a finite linear combination of terms of the form
i ∈ N n 0 and j ∈ {1, . . . , |γ|}, and where j l=1 |α (l) | = |γ|. This statement follows by induction in a straightforward way, based on the discrete Leibniz formula
for f, g : Z n → L(E), which can be found (in the scalar case) in [27] , Lemma II.3.3.6.
Throughout this section, we fix s ∈ R, m ∈ (0, ∞), p, q ∈ [1, ∞] and ρ ∈ N with ρ ≥ n + 1. For a ∈ S m,ρ , we denote its B s pq (T n , E)-realization by A a , i.e. we define A a as an unbounded operator in B s pq (T n , E) with domain D(A a ) := B s+m pq (T n , E) acting as A a u := op[a]u (u ∈ D(A a )). Definition 4.2. The symbol a ∈ S m,ρ is called parabolic with constants ω ≥ 0 and κ > 0 if for all (k, λ) ∈ Z n × C with Re λ ≥ 0 and |(k, λ)| ≥ ω we have that a(k) + λ : E → E is bijective and
Here, k, λ := (1 + |k| 2 + |λ| 2/m ) 1/2 and |(k, λ)| := (|k| 2 + |λ| 2/m ) 1/2 .We write P ω,κ S m,ρ for the set of all symbols in S m,ρ which are parabolic with constants ω and κ and endow this set with the topology induced by the topology in S m,ρ .
In the following, for R ≥ 0 and θ ∈ (0, π] let
Theorem 4.3. Let ω ≥ 0 and κ > 0, and let A ⊂ P ω,κ S m,ρ be bounded. Then, for each a ∈ A its B s pq (T n , E)-realization A a satisfies Σ π/2,ω m ⊂ ρ(−A a ) and
where C is independent of λ and a. Furthermore, for all a ∈ A and λ ∈ Σ π/2,ω m we have
Proof. As the proof is similar to the proof of the analog result in the continuous case in [3] , Theorem 7.2, we only indicate the main steps. Using the parabolicity and continuity assumptions, it is straightforward to see that
holds for all k ∈ Z n , λ ∈ Σ π/2,ω m and a ∈ A. To deal with the discrete derivatives, we use the description (4-1) from Remark 4.1 and obtain the estimate
,ω m , a ∈ A, and j = 0, 1. Therefore,
Now Theorem 3.17 implies that
As we also have op[a] + λ ∈ L(B s+m pq (T n , E), B s pq (T n , E)) by Theorem 3.17 and due to
by Remark 3.4 b), we see that Σ π/2,ω m ⊂ ρ(−A a ) and (A a + λ) − 
Corollary 4.4. Let a ∈ S m,ρ be parabolic, and let A a be its B s pq (T n , E)-realization. Then −A a generates an analytic semigroup in B s pq (T n , E).
Proof. We know from Theorem 4.3 that Σ π/2,R ⊂ ρ(−A a ) and
holds for sufficiently large R > 0. Due to the fact that the set of all angles where the parabolicity conditions hold is open, we can replace Σ π/2,R by Σ θ,R with some θ ∈ ( π 2 , π]. Now the statement follows from standard semigroup theory (see, e.g., [19] , Chapter 2).
Whereas in the results above, the generation of semigroups in Besov spaces could be shown quite easily, the same question in the context of Sobolev spaces W k p (T n , E) is more difficult to answer. We start with some preliminary remarks.
Throughout the following, we fix ω ≥ 0, κ > 0 and a bounded subset A ⊂ P ω,κ S m,ρ . We also fix a positive R with R ≥ ω m . We start with a preliminary estimate, where in the following C stands for a generic constant which may vary from one appearance to another. 
Proof. (i) We will distinguish the cases |ℓ| ∞ ≤ 1 and |ℓ| ∞ > 1 and first show that
To prove (4-5), we set
For the proof of (4-6), we define Z N := {ℓ ∈ µ −1 Z n : N − 1 < |ℓ| ∞ ≤ N }. Then card Z N ≤ Cµ n N n−1 , and we get
(ii) Now we prove (4-3). We use the inequality
For the sum over all ℓ ∈ µ −1 Z n with |ℓ| ∞ ≤ 1, we obtain with (4-5), with ℓ ≈ C and with µℓ ≥ µ|ℓ|
For ℓ ∈ µ −1 Z n with |ℓ| ∞ > 1, we use (4-7) to see that
where the last inequality follows from (4-6).
(iii) Finally, we show that (4-4) holds. For ℓ ∈ µ −1 Z n with |ℓ| ∞ ≤ 1, we write
is bounded by a constant, and consequently the sum in (4-8) is bounded by a constant, too, due to (4-5) with θ := θ 1 . If m < 1, we estimate µℓ ≥ µ|ℓ| and see that the sum in (4-8) is not greater than
applying (4-5) with θ := θ 1 + m − 1 = m − θ 0 > 0. In both cases we see that the sum in (4-8) is bounded by a constant. We still have to estimate the sum (4-4) over all ℓ ∈ µ −1 Z n with |ℓ| ∞ > 1. If m ≥ 1, we use µ µℓ −1 ≤ 1 and get
where the last inequality was already shown in part (ii) of the proof. For m < 1 we apply the inequalities µℓ m−n−1 ≤ µ m−n−1 |ℓ| m−n−1 , µℓ, µ −2m ≤ µ −2m |ℓ| −2m and 1 < |ℓ| ∞ ≤ |ℓ| to obtain
now using (4-6) with θ := θ 1 + m − 1 = m − θ 0 ∈ (0, m).
Lemma 4.6. a) For all γ ∈ N n 0 \ {0} with |γ| ≤ ρ, a ∈ A, and λ ∈ Σ π/2,R we have
with a constant C depending on γ but not on ε or λ. c) For all γ ∈ N n 0 with 0 < |γ| ≤ ρ, a ∈ A and λ ∈ Σ π/2,R we have ∆
Proof. a) Again we use Remark 4.1 to write ∆ γ k (a(k)+ λ) −1 as a finite linear combination of products of the form (4-1). Due to |γ| > 0, a term of the form (a(k + . . .) + λ) −1 appears at least twice in (4-1), and by the parabolicity condition and by a ∈ S m,ρ we obtain
b) Let g(ξ, λ) := (|ξ| 2 + |λ| 2/m ) 1/2 so that χ ε = ϕ ε • g. By [18] , Chapter 1, Lemma 6.3, we have for the k-th derivative of ϕ ε
with a constant c k independent of ε ∈ (0, 1). On the other hand, g is positively quasi-homogeneous of degree 1 in (ξ, λ), i.e. g(ρξ, ρ m λ) = ρg(ξ, λ) holds for (ξ, λ) ∈ (R n × C) \ {0} and ρ > 0. Therefore, the α-th derivative is positively quasi-homogeneous of degree 1 − |α|, i.e.,
As g is C ∞ in (R n × C) \ {0} and therefore bounded with all derivatives on the compact set {(ξ, λ) ∈ R n × C : |ξ| 2 + |λ| 2/m = 1}, this implies, setting
To estimate ∂ γ ξ χ ε , we apply the generalized chain rule which can be formulated as follows (see, e.g., [9] , Lemma 2. 
where k ∈ {1, . . . , |γ|} and α (1) , . . . , α (k) ∈ N n 0 with |α
From this and the estimates (4-10) and (4-11), we obtain
Here the constant C γ depends on γ and χ but not on ε, ξ or µ. Now we apply the mean value theorem (see [27] , proof of Theorem II.4.5.3),
c) This follows from a) and b) by the Leibniz rule (4-2) and the inequality k k, λ −1 ≤ 1.
Remark 4.7. In the proof of the following lemma, we will use the elementary inequality (4) (5) (6) (7) (8) (9) (10) (11) (12) for N ∈ N, where we have set (
To prove (4-12), we consider the function f (η) := |γ|=N |(e −iη − 1) γ |. Obviously, f is a continuous function on T n and has no zeros for |η| ≥ 
Now (4-12) follows from
The following result is the key estimate in the proof of the generation of an analytic semigroup in Sobolev spaces.
Lemma 4.8. With χ ε being defined as in Lemma 4.6, define
for ε ∈ (0, 1), η ∈ T n and λ ∈ Σ π/2,R . Choose θ 0 and θ 1 as in Lemma 4.5. Then
with C being independent of ε and λ, where we have set µ := |λ| 1/m . Further,
Moreover, there exists a strongly measurable function K :
pointwise almost everywhere, and (4-13) and (4-14) hold with K ε being replaced by K.
Proof. Let γ ∈ N n 0 with |γ| = n + i, i ∈ {0, 1}. It is easy to see that (
We will also imply the summation by parts formula which states that for
(see [27] , Lemma II.3.3.10). By this, we obtain
In the last step we used the equality
) and all terms appearing in the discrete derivatives cancel. Now note that for k ∈ Z n , η ∈ T n and θ ∈ (0, 1) the elementary inequality
holds. From this and Lemma 4.6 c) we obtain
Choosing θ := θ i for |γ| = n + i, i ∈ {0, 1}, as in Lemma 4.5, the last sum can be estimated by Cµ −m−i . By Remark 4.7, we see that
Summation over i ∈ {0, 1} yields (4-13). Now we integrate over η ∈ T n and obtain
This shows (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . We have seen above that for fixed (η, λ) we have
we have shown the uniform estimate (with respect to ε)
As k∈Z n y k (η, λ) < ∞, the sequence (y k (η, λ)) k∈Z n serves as a summable dominating sequence. Because of χ ε (k, λ) → 1 (ε ց 0) for every fixed k and λ, we get by dominated convergence the existence of
for every η and λ.
As the right-hand side of (4-13) is a dominating and integrable function which is independent of ε, we see that
by dominated convergence again, which yields (4-14) for K instead of K ε .
As in Theorem 4.3, for a ∈ A we define b λ (k) := (a(k) + λ) −1 (k ∈ Z n ). 
for u ∈ C ∞ (T n , E), λ ∈ Σ π/2,R and a ∈ A. Therefore, in the case p ∈ [1, ∞)
Proof. Let α ∈ N n 0 with |α| ≤ k, λ ∈ Σ π/2,R , u ∈ C ∞ (T n , E), and x ∈ T n . Then (see Remark 3.4)
The arguments given in Remark 3.4 a) show that we can write Therefore, −A k,p generates a holomorphic semigroup on W k p (T n , E), see [19] , Proposition 2.1.11 and Proposition 2.1.1. As C ∞ (T n , E) ⊂ D(A k,p ) ⊂ W k p (T n , E) and C ∞ (T n , E) is dense in W k p (T n , E) for p ∈ [1, ∞), the semigroup is even strongly continuous.
(ii) Now we consider the case p = ∞. The bijectivity of A a,k + λ : D(A a,k ) → W k ∞ (T n , E) was already shown in Remark 4.10. We choose r 1 , r 2 ∈ R with r 1 < r 2 < k < r 1 + m (e.g., r 1 = k − m 2 ) and set r := r 2 − r 1 . Let ψ ∈ D(R n ) with 0 ≤ ψ ≤ 1 and ψ(0) = 1, and let C ψ := F −1 R n ψ L 1 (R n ) . For ε > 0, we define ψ ε := ψ(ε · ) and ϕ ε (k) := ψ ε (k) id E (k ∈ Z n ). Then it is easily seen that ϕ ε ∈ S r,ρ , 1 − ϕ ε S r,ρ → 0 (ε ց 0) and 0, 1) ). For u ∈ W k p (T n , E), we set u ε := op[ϕ ε ]u (ε ∈ (0, 1)). Then u ε ∈ C ∞ (T n , E), and Theorem 3.16 and the embedding W k ∞ (T n , E) ⊂ B ∞,1 (T n ,E) → 0 (ε ց 0). Thus, (λ + A a,k ) −1 u ε → (λ + A a,k )u (ε ց 0) in W k ∞ (T n , E). Since
due to Lemma 3.11 a), we get from Theorem 4.9
. Taking ε ց 0 on the left-hand side, we obtain the statement of the theorem.
The above results on the generation of semigroups in W k p (T n , E) allow us to solve non-autonomous Cauchy problems, based on the abstract results in [2] , Chapter IV. For this, let T > 0 and assume A = {a(t, ·) : t ∈ [0, T ]} ⊂ S m,ρ to be a family of operator-valued symbols on the torus. For p ∈ [1, ∞) and k ∈ N 0 , we denote by A a,k (t) the W k p (T n , E)-realization of a(t, ·). We study the toroidal Cauchy problem ∂ t u(t) + A a,k (t)u(t) = f (t) (t ∈ (0, T ]), u(0) = u 0 .
(4-18)
A function u ∈ C 1 ((0, T ], W k p (T n , E)) ∩ C([0, T ], W k p (T n , E)) is called a classical solution of (4-18) if u(t) ∈ D(A a,k (t)) for all t ∈ (0, T ], u(0) = u 0 , and if (4-18) holds for all t ∈ (0, T ]. Moreover, assume that there exist ω ≥ 0 and κ > 0 such that A = {a(t, ·) : t ∈ [0, T ]} ⊂ P ω,κ S m,ρ . Then for every u 0 ∈ W k p (T n , E) and every f ∈ C σ ([0, T ], W k p (T n , E)) the Cauchy problem (4-18) has a unique classical solution.
Proof. Using Theorem 4.9, this follows from the abstract result on Cauchy problems, Theorem 2.5.1 of Chapter IV in [2] analogously to the proof of Theorem 4.4 in [10] .
