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Abstract. In this paper we propose a new exchange method for solving convex semi-infinite
programming (CSIP) problems. We introduce a new dropping-rule in the proposed exchange algo-
rithm, which only keeps those active constraints with positive Lagrange multipliers. Moreover, we
exploit the idea of looking for η-infeasible indices of the lower level problem as the adding-rule in our
algorithm. Hence the algorithm does not require to solve a maximization problem over the index set
at each iteration; it only needs to find some points such that a certain computationally-easy criterion
is satisfied. Under some reasonable conditions, the new adding-dropping rule guarantees that our
algorithm provides an approximate optimal solution for the CSIP problem in a finite number of iter-
ations. In the numerical experiments, we apply the proposed algorithm to solve some test problems
from the literature, including some medium-sized problems from complex approximation theory and
FIR filter design. We compare our algorithm with an existing central cutting plane algorithm and
with the semi-infinite solver fseminf in MATLAB toolbox, and we find that our algorithm solves the
CSIP problem much faster. For the FIR filter design problem, we show that our algorithm solves the
problem better than some algorithms that were technically established for the problem.
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plex approximation theory, filter design
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1. Introduction. A semi-inﬁnite programming (SIP) problem is an optimiza-
tion problem in ﬁnitely many variables on a feasible set described by inﬁnitely many
constraints, and it may be written as follows:
(P)
min f(x)
s.t. g(x, s) ≤ 0 ∀s ∈ Ω,
where f : Rn → R and g : Rn × Ω → R are continuous functions, and Ω is a given
nonempty compact set in Rp (or in Cp). For further reading see, e.g., [8, 10, 11, 13,
16, 21, 27]. We shall assume that problem (P) has a nonempty feasible set and a ﬁnite
optimal value. It should be pointed out that while problem (P) deﬁned here has only
one (inﬁnite) constraint g, the developed theory in this paper can be extended to
problems with several constraints (see problem (4.2) in section 4).
Problem (P) has important applications in approximation theory, optimal con-
trol, and in numerous engineering problems such as optimum ﬁlter design in signal
processing, resource allocation in decentralized systems, and decision making under
competition; see, e.g., [7, 10, 12, 14, 23, 25, 26, 32].
In this paper, we focus on the convex SIP problem (P) satisfying the following
set of conditions.
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2960 LIPING ZHANG, SOON-YI WU, AND MARCO A. LO´PEZ
Assumption A.
(i) f is convex and continuously diﬀerentiable on Rn;
(ii) g(·, s) is convex for all s ∈ Ω, and ∇xg(x, s) exists and is continuous on Rn×Ω;
(iii) Slater constraint qualiﬁcation (SCQ) holds; i.e., there exists xˆ ∈ Rn such that
g(xˆ, s) < 0 for all s ∈ Ω.
(iv) f is level bounded on the feasible set of (P); i.e., for every scalar λ, the set
{x ∈ Rn|g(x, s) ≤ 0, ∀s ∈ Ω; f(x) ≤ λ} is bounded when nonempty.
The main diﬃculty for solving a SIP problem is precisely that it has inﬁnitely
many constraints. Despite this serious drawback, many algorithms have been proposed
for solving problem (P); see, for example, [5, 10, 13, 14, 15, 17, 19, 24, 27, 28, 29,
30, 31, 32, 33]. Among them, discretization and reduction based methods are two
common approaches. Discretization methods have the advantage to internally work
only with ﬁnite subsets of Ω (see, e.g., [14, 29, 30]). However, they are computationally
costly, and the cost per iteration increases dramatically as the size of these ﬁnite
subsets grows. Globally convergent reduction based methods (see, e.g., [13, 27]), on
the other hand, require strong assumptions and are often conceptual methods which
can be implemented merely in a rather simpliﬁed form. Beyond discretization and
reduction based methods, one of the most important families of methods is the so-
called exchange method family. See, for instance, [10, 13, 27], for a description of these
methods and their history starting from the ﬁrst algorithm of Remes [4]. Laurent and
Carasso [20] proposed in 1978 a general exchange algorithm for the minimization of
a certain type of convex function (supremum of aﬃne functions) with inﬁnitely many
constraints. For convex quadratic SIP with linear constraints an exchange method was
proposed in [15], but this algorithm performs a ﬁnite preﬁxed number of iterations.
In [32] a kind of cutting plane algorithm for solving a convex SIP with a strictly
convex quadratic objective function is given, which can be considered an exchange
method as long as nonbinding constraints are deleted. Most of the computational
eﬀort in this algorithm is devoted to approximatively solve the so-called auxiliary
problem (ﬁnding the most violated constraint at each iteration). The central cutting
plane (CCP) algorithm [17] is the most important exchange method for convex SIP in
the literature. Betro` [3] improved it for linear SIP and obtained a faster convergence
rate.
Here we propose an exchange method for the convex SIP problem (P) whose
main feature is that only those active constraints with positive Lagrange multipliers
are kept, and no global optimization needs to be carried out at each iteration to detect
the (almost) most violated constraint. Our algorithm has to ﬁnd indexes whose asso-
ciated constraints are only slightly violated. This adding-dropping rule ensures that
our algorithm is promising in saving computational time. Moreover, we prove that,
under certain conditions, the algorithm provides an approximate optimal solution of
problem (P) in a ﬁnite number of iterations. We also give some numerical results to see
the performance of the algorithm. Especially, we have compared our algorithm with
the CCP algorithm and with the SIP solver fseminf, and we have observed that our
algorithm solves convex SIP much faster. For the FIR ﬁlter design problem, we ﬁnd
that our algorithm has better performance than the algorithm in [26] that was tech-
nically established for the FIR ﬁlter design problem. Our paper is motivated by [19],
but here we provide additional results about ﬁnite termination and convergence for
convex SIP problems. Moreover, our analysis technique is quite diﬀerent and mainly
relies on the convexity. In addition to the analysis technique, our algorithm has two
advantages when compared with [19]. First, we introduce the new adding-rule in our
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algorithm. Second, the assumptions that are required for the ﬁnite termination anal-
ysis are weakened. We do not need here the assumptions that each subproblem has
unique optimal solution and its corresponding Jacobian matrix of constraints has a
nonsingular submatrix. These assumptions were used in [19].
This paper is organized as follows. In section 2, we propose an exchange method
for solving problems (P). In section 3, we establish the convergence property of the
proposed algorithm. In section 4, we give some numerical results to see the perfor-
mance of the algorithm. We ﬁnish with some concluding remarks in section 5.
2. Algorithm description. In this section we present our exchange method for
solving the convex SIP problem (P).
The algorithm solves a ﬁnitely constrained convex programming problem at each
iteration. Associated with each ﬁnite set E = {s1, . . . , sm} ⊂ Ω, we deﬁne the ﬁnitely
constrained convex programming problem
P (E) :
min f(x)
s.t. g(x, si) ≤ 0, i = 1, . . . ,m.
It is well known that the following theorem holds (see, e.g., [22]).
Theorem 2.1. Let x∗ ∈ Rn be a feasible solution of P (E) and suppose that
Assumption A holds. Then, x∗ is optimal if and only if there exist multipliers ν∗ ∈ Rm
such that (x∗, ν∗) satisfies the following Karush-Kuhn-Tucker (KKT) conditions:
(2.1)
∇f(x) +
m∑
i=1
ν(si)∇xg(x, si) = 0,
ν(si) ≥ 0, g(x, si) ≤ 0, g(x, si)ν(si) = 0, i = 1, . . . ,m.
According to [1, Lemma 3.1], there exists a ﬁnite subset Ω0 ⊂ Ω such that f is
level bounded on the feasible set of P (Ω0). Remark 3.1 in [1] shows some particular
cases where the set Ω0 is easily obtainable.
We present now the new algorithm.
Algorithm 2.1.
Step 0. Choose a ﬁnite set E0 = {s01, . . . , s0m0} such that Ω0 ⊂ E0, and a
small number η > 0. Solve P (E0) to obtain an optimum x
0. Set
k := 0.
Step 1. Find an sknew ∈ Ω such that
(2.2) g(xk, sknew) > η.
If such an sknew does not exist, then STOP. Otherwise, let
E¯k+1 := Ek ∪ {sknew}.
Step 2. Solve P (E¯k+1) to obtain an optimum x
k+1 and a set of associated
multipliers {νk+1(s) | s ∈ E¯k+1}.
Step 3. Let
Ek+1 := {s ∈ E¯k+1 | s ∈ Ω0 or νk+1(s) > 0}.
Set k := k + 1 and go to Step 1.
Note that at the kth iteration of the algorithm, we solve a subproblem P (E¯k)
and update Ek so that Ek+1 = {s ∈ Ek ∪ {sknew}| s ∈ Ω0 or νk+1(s) > 0} with
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sknew satisfying the criterion g(x
k, sknew) > η. Therefore we need not ﬁnd a global
ε-maximum, denoted by the following notation
(2.3) sk ∈ ε-argmax{g(xk, s) | s ∈ Ω},
which is required in a vast majority of solution methods (see, e.g., [14, 27] and ref-
erences therein), and we only keep those active constraints with positive multipliers.
Obviously, our adding-dropping rule seems more eﬀective than (2.3) in saving compu-
tational time because the global ε-maximization problem (2.3) is not solved at each
iteration, and the algorithm tends to keep the cardinality of Ek small by dropping
not only all inactive but also some (possible) active constraints.
Next there are some detailed remarks on the main features of Algorithm 2.1:
• Steps 1 and 3 constitute the main diﬀerence with respect to exchange methods
in the literature. The idea of looking for an index satisfying (2.2) in Step 1
and the dropping-rule (Step 3) are the main features of Algorithm 2.1.
• In Step 1, it is also possible to choose multiple elements satisfying (2.2).
Although we merely deal with the single-point exchange scheme in the subse-
quent analysis, the obtained results are also applicable for multiple exchange.
• Observe also that thanks to the fact Ω0 ⊂ E¯k+1, ∀k, the existence of a
minimum xk+1 is guaranteed.
• In Step 2, P (E¯k+1) can be solved by using any preexisting method for convex
programming. Here we note from (2.1) that
(2.4) ∇f(xk+1) +
∑
s∈Ek+1
νk+1(s)∇xg(xk+1, s) = 0,
(2.5)
∑
s∈Ek+1
νk+1(s)g(x
k+1, s) = 0,
and by Theorem 2.1, xk+1 also solves P (Ek+1).
• In Step 3, not only all inactive constraints of P (E¯k+1) at the optimum xk+1
are removed, but also some active constraints are possibly removed. Aside
from the constraints associated with the indices in Ω0, we only keep those
active constraints with positive multipliers. This is perhaps the most crucial
reason for saving computational time.
• Let f∗ denote the optimal value of (P), then f(xk) ≤ f∗. If xk is feasible, then
it will be an optimal solution of (P). However, xk is in general unfeasible.
• Let F denote the feasible region of (P), and deﬁne for η > 0
(2.6) Fη := {x ∈ Rn | g(x, s) ≤ η ∀s ∈ Ω}.
Obviously Fη ⊃ F . Observe that if Algorithm 2.1 stops at iteration k, then
the ﬁnal iterate xk is in Fη.
Let v(P (Ek)) denote the optimal value of P (Ek). From Step 1 of Algorithm 2.1
we have the following proposition.
Proposition 2.1. The sequence of optimal values {v(P (Ek))} of {P (Ek)} is
nondecreasing; i.e.,
v(P (Ek+1)) ≥ v(P (Ek)) holds for k = 1, 2, . . . .
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Proof. From Step 1, Ek ⊂ E¯k+1, which entails that the feasible region of P (E¯k+1)
is contained in that of P (Ek). Hence, from the above remarks one gets
v(P (Ek+1)) = v(P (E¯k+1)) ≥ v(P (Ek)), k = 1, 2, . . . .
Observe that the statement in Proposition 2.1 can be equivalently established as
f(xk+1) ≥ f(xk) holds for k = 1, 2, . . . .
Proposition 2.2. If there is an integer k¯ such that
f(xk¯+1) > f(xk¯),
then sk¯new ∈ Ek¯+1.
Proof. Suppose that sk¯new ∈ Ek¯+1, then νk¯+1(sk¯new) = 0. Now, from
∇f(xk¯+1) +
∑
s∈E¯k¯+1
νk¯+1(s)∇xg(xk¯+1, s)
= ∇f(xk¯+1) +
∑
s∈Ek¯
νk¯+1(s)∇xg(xk¯+1, s) = 0,∑
s∈E¯k¯+1
νk¯+1(s)g(x
k¯+1, s) =
∑
s∈Ek¯
νk¯+1(s)g(x
k¯+1, s) = 0,
we observe, by Theorem 2.1, that xk¯+1 is also optimal for P (Ek¯), which implies
f(xk¯+1) = f(xk¯), and this contradicts the assumption.
We ﬁnish section 2 with the following easy proposition, which is crucial in what
follows.
Proposition 2.3. If {xk} is the sequence generated by Algorithm 2.1, we have
the following chain of relations:
f(xk+1)− f(xk) ≥ ∇f(xk)T (xk+1 − xk)(2.7)
= −
∑
s∈Ek
νk(s)∇xg(xk, s)T (xk+1 − xk)(2.8)
≥
∑
s∈Ek
νk(s){g(xk, s)− g(xk+1, s)}(2.9)
= −
∑
s∈Ek
νk(s)g(x
k+1, s)(2.10)
≥ 0.(2.11)
Proof. Inequalities (2.7) and (2.9) are consequences of the convexity assumptions
A(i) and A(ii). Equality (2.8) is nothing else but (2.4), and (2.10) is a consequence
of (2.5). Inequality (2.11) comes from the fact that xk+1 satisﬁes all the inequalities
in E¯k+1 and that Ek ⊂ E¯k+1.
Clearly, Proposition 2.3 also allows the recovery of the statement in Proposition
2.1.
3. Convergence analysis. In this section we show that, under reasonable con-
ditions, Algorithm 2.1 terminates in a ﬁnite number of iterations, producing an ap-
proximate optimal solution for (P). Furthermore, we shall prove that this output tends
to an optimal solution if the criterion value η tends to zero.
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The following two lemmas are needed for the subsequent analysis.
Lemma 3.1. For each fixed k ≥ 1, if Algorithm 2.1 does not stop at this iterate,
the strict inequality f(xk+1) > f(xk) holds if any one of the following conditions is
satisfied:
(i) The subproblem P (Ek) has a unique optimal solution. This happens, for in-
stance, if f is strictly convex.
(ii) g(·, s) is strictly convex for every s ∈ Ω and E1\Ω0 = ∅.
Proof. Assume that condition (i) holds, and let Fk and F¯k+1 be the feasible
regions of P (Ek) and P (E¯k+1), respectively. It is obvious that Fk ⊇ F¯k+1. Reasoning
by contradiction, f(xk+1) = f(xk) entails that xk+1 also solves P (Ek). Therefore,
condition (i) yields xk+1 = xk, and this leads us to the contradiction
(3.1) 0 ≥ g(xk+1, sknew) = g(xk, sknew) > η > 0.
If f is strictly convex, since it is level bounded on the feasible set of P (Ek)
(remember that Ω0 ⊂ Ek), this problem will have a unique optimal solution. In this
case, we can also get the same conclusion by a straightforward argument: (2.7) is a
strict inequality, and (2.11) implies the contradiction
0 = f(xk+1)− f(xk) > ∇f(xk)T (xk+1 − xk) ≥ 0.
Assume now that condition (ii) holds. Then, for k = 1, (2.9) becomes a strict
inequality, and hence
(3.2) f(x2)− f(x1) >
∑
s∈E1
ν1(s)
{
g(x1, s)− g(x2, s)} ≥ 0.
We claim that
Ek\Ω0 = ∅
will never happen for k ≥ 2. Suppose not, then there exists k0 ≥ 2 such that Ek0\Ω0 =
∅. Hence, the point xk0 satisﬁes
∇f(xk0 ) +
∑
s∈Ω0
νk0(s)∇xg(xk0 , s) = 0,∑
s∈Ω0
νk0(s)g(x
k0 , s) = 0,
and therefore, the point xk0 is optimal for P (Ω0) since the KKT conditions are held
at this point.
Since Ω0 ⊂ Ej , j = 0, 1, ....k0−1, the points xj , j = 0, 1, ....k0−1, are also feasible
for P (Ω0). From (3.2) and Proposition 2.3,
f(x0) ≤ f(x1) < f(x2) ≤ · · · ≤ f(xk0−1) ≤ f(xk0),
which produces a contradiction. Therefore, Ek\Ω0 = ∅ for k ≥ 2, (2.9) becomes a
strict inequality and
f(xk+1)− f(xk) >
∑
s∈Ek
vk(s){g(xk, s)− g(xk+1, s)} ≥ 0.
Then, we complete the proof.
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Lemma 3.2. Suppose that Algorithm 2.1 does not finitely terminate when it is
applied to problem (P), generating the sequence {xk}. Then we have the following
statements:
(a) There exists an infinite subset K ⊂ {1, 2, ...} such that the subsequence
{xk}k∈K is convergent.
(b) The sequence { ∑
s∈Ek
vk(s)}k∈K is bounded away from zero, i.e., bounded from
below by a positive scalar, if the sequence {f(xk)} is strictly increasing.
Proof. (a) By proposition 2.1, we have
f(x0) ≤ · · · ≤ f(xk) ≤ f(xk+1) ≤ · · · ≤ f∗.
The above inequalities entail
{xk} ⊂ {x | g(x, s) ≤ 0 ∀s ∈ Ω0; f(x) ≤ f∗}
which is a compact set, and {xk} will have an accumulation point, i.e., there will exist
a subsequence {xk}k∈K converging to a certain point x¯.
(b) Reasoning by contradiction, if { ∑
s∈Ek
vk(s)}k∈K is not bounded away from zero,
there will exist an inﬁnite subset K′ ⊂ K such that
lim
k→∞, k∈K′
∑
s∈Ek
vk(s) = 0.
By Assumption A(ii), since {xk} is bounded, there exists a constant M > 0 such that
max
k∈K′,s∈Ω
∥∥∇xg(xk, s)∥∥ ≤ M,
and from (2.4) we have for any k ∈ K′,
(3.3)
∥∥∇f(xk)∥∥ ≤ (∑
s∈Ek
vk(s)
)
max
k∈K′,s∈Ω
∥∥∇xg(xk, s)∥∥ ≤ M
(∑
s∈Ek
vk(s)
)
.
Taking limits in (3.3) for k → ∞, k ∈ K′, we obtain
‖∇f(x¯)‖ = lim
k→∞, k∈K′
∥∥∇f(xk)∥∥
≤ lim
k→∞, k∈K′
M
(∑
s∈Ek
vk(s)
)
= 0;
i.e., ∇f(x¯) = 0, and hence x¯ is a global minimum of f in Rn. Since the sequence
{f(xk)} is strictly increasing,
f(x1) < f(x2) < · · · < f(xk) ≤ f(x¯).
This contradicts the fact that x¯ is a global minimum of f in Rn.
Theorem 3.1. If any one of the following conditions is satisfied:
(i) f is strictly convex,
(ii) g(·, s) is strictly convex for every s ∈ Ω and E1\Ω0 = ∅,
then Algorithm 2.1 terminates in a finite number of iterations.
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Proof. If either conditions (i) or (ii) holds, then from Lemma 3.1 and Proposition
2.2 we have f(xk+1) > f(xk) and sknew ∈ Ek+1 for every k.
Reasoning by contradiction, suppose that Algorithm 2.1 does not terminate in a
ﬁnite number of iterations, generating a sequence {xk} such that
f(x1) < · · · < f(xk) < f(xk+1) < · · · < f∗.
Hence
(3.4) lim
k→∞
{f(xk+1)− f(xk)} = 0.
Since {xk} is bounded, and then {xk+1 − xk} is also bounded, and the sequence
{sknew} is contained in the compact Ω, there will exist x¯ ∈ Rn, d¯ ∈ Rn, and s¯ ∈ Ω,
and an inﬁnite set K ⊂ {1, 2, . . .} such that
(3.5) lim
k→∞,k∈K
(xk, xk+1 − xk, sknew) = (x¯, d¯, s¯).
Let condition (i) hold. From (2.7) and (2.11),
f(xk+1)− f(xk) ≥ ∇f(xk)T (xk+1 − xk) ≥ 0,
and then taking limits for k → ∞, k ∈ K, we get
0 = lim
k→∞,k∈K
{f(xk+1)− f(xk)}
= f(x¯+ d¯)− f(x¯)
≥ ∇f(x¯)T d¯
≥ 0.
This yields
f(x¯+ d¯) = f(x¯) +∇f(x¯)T d¯,
and condition (i) would entail d¯ = 0.
Consider now the case that condition (ii) holds. Take
sk ∈ argmins∈Ω{g(xk+1, s)− g(xk, s)−∇xg(xk, s)T (xk+1 − xk)}.
Since g(xk+1, s) ≤ 0 holds for any s ∈ Ek, Assumption A(ii) and (2.8) imply
f(xk+1)− f(xk) ≥
∑
s∈Ek
vk(s){g(xk+1, s)− g(xk, s)−∇xg(xk, s)T (xk+1 − xk)}
≥
(∑
s∈Ek
vk(s)
)
{g(xk+1, sk)− g(xk, sk)−∇xg(xk, sk)T (xk+1− xk)}
≥ 0.(3.6)
Since {sk} ⊂ Ω, there will exist ŝ ∈ Ω and an inﬁnite set K′ ⊂ K such that
lim
k→∞,k∈K′
sk = ŝ.
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Moreover, by Lemma 3.1 and condition (ii), the sequence {f(xk)} is strictly increasing,
and hence Lemma 3.2 establishes that the sequence { ∑
s∈Ek
vk(s)}k∈K′ is bounded away
from zero, and taking limits in (3.6) for k → ∞, k ∈ K′, one derives
0 = lim
k→∞,k∈K′
{
g(xk+1, sk)− g(xk, sk)−∇xg(xk, sk)T (xk+1 − xk)
}
= g(x¯+ d, ŝ)− g(x¯, ŝ)−∇xg(x¯, ŝ)T d¯.
Once again we have to conclude that d¯ = 0 due to condition (ii).
Under any one of conditions (i) and (ii) we concluded that d¯ = 0 and so,
lim
k→∞,k∈K
xk+1 = lim
k→∞,k∈K
{
xk + (xk+1 − xk)} = x¯+ d¯ = x¯.
Since g(xk+1, sknew) ≤ 0 ∀k,
lim
k→∞,k∈K
g(xk+1, sknew) = g(x¯, s¯) ≤ 0,
but at the same time g(xk, sknew) > η ∀k, and
lim
k→∞,k∈K
g(xk, sknew) = g(x¯, s¯) ≥ η > 0.
This is a contradiction.
Up to now, we have shown the ﬁnite termination property of Algorithm 2.1 under
certain assumptions. Actually, if there is no sknew such that g(x
k, sknew) ≥ η > 0,
then we could have ﬁnite termination property for Algorithm 2.1. And if during the
unsuccessful search of sknew, we found a certain point s¯ ∈ Ω such that 0 < g(xk, s¯) < η
then we could update η to g(xk, s¯), and the algorithm could continue with the new η
to obtain the better solution. The following theorem guarantees that if η > 0 tends to
zero, then the solution of the last subproblem obtained by Algorithm 2.1 also tends
to the optimal solution of (P); i.e., Algorithm 2.1 can yield an η-approximate optimal
solution for (P) in a ﬁnite number of iterations.
Theorem 3.2. Given η > 0, suppose that Algorithm 2.1 terminates in a finite
number of iterations yielding as last iterate the point x∗η. Then, the following state-
ments hold:
(a) Every accumulation point of x∗η as η → 0 is an optimal solution of (P).
(b) There exists a positive constant M1 such that
0 ≤ f∗ − f(x∗η) ≤ M1dist(F∩ lev≤αf,Fη∩ lev≤αf),
where
lev≤αf = {x ∈ Rn : f(x) ≤ α},
with α ≥ f∗ and, if A and B are two compact sets such that A ⊂ B,
dist(A,B) = max
x∈B
min
y∈A
‖x− y‖ .
(c) There exists a positive constant M2 such that
0 ≤ f∗ − f(x∗η) ≤
η
η + ρ
M2
∥∥x∗η − x̂∥∥ ,
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where x̂ is a point satisfying g(x̂, s) < 0 ∀s ∈ Ω (see Assumption A(iii)), and
ρ := −max
s∈Ω
g(x̂, s).
Proof. (a) Since x∗η ∈ {x | g(x, s) ≤ 0 ∀s ∈ Ω0; f(x) ≤ f∗}, which is compact,
there will exist at least an accumulation point, namely x∗, of x∗η as η → 0.
Algorithm 2.1 stopped in x∗η because
(3.7) g(x∗η, s) ≤ η ∀s ∈ Ω.
Letting η → 0 in (3.7), and using the continuity of g, we conclude that
g(x∗, s) ≤ 0 ∀s ∈ Ω,
and x∗ is feasible for (P); i.e. x∗ ∈ F .
Clearly, x∗η is an optimal solution of the problem
min{f(x) s.t. x ∈ Fη}.
Hence,
(3.8) f(x∗η) ≤ f(x) ∀x ∈ Fη ⊃ F .
Letting η → 0 in (3.8), we get
f(x∗) ≤ f(x) ∀x ∈ F .
That is, x∗ is an optimal solution of (P), and then (a) is proved.
(b) Let x̂∗η the orthogonal projection of x
∗
η onto F∩lev≤αf. We have f(x̂∗η) ≥ f∗
and we write
0 ≤ f∗ − f(x∗η)
= f∗ − f(x̂∗η) + f(x̂∗η)− f(x∗η)
≤ f(x̂∗η)− f(x∗η)
= ∇f(x˜∗η)T (x̂∗η − x∗η)
≤ ∥∥∇f(x˜∗η)∥∥ ∥∥x̂∗η − x∗η∥∥
≤ ∥∥∇f(x˜∗η)∥∥ dist(F∩ lev≤αf,Fη∩ lev≤αf),
where x˜∗η is a point of the segment determined by x̂∗η and x∗η, and so, x˜∗η ∈ Fη∩lev≤αf,
which is a compact set (all the nonempty sets Fη∩lev≤αf are compact). Then, we
can take
M1 := max {‖∇f(x)‖ : x ∈ Fη∩lev≤αf} ,
which completes the proof of (b).
(c) Observe that
g
(
ρ
η + ρ
x∗η +
η
η + ρ
x̂, s
)
≤ ρ
η + ρ
g(x∗η, s) +
η
η + ρ
g(x̂, s)
≤ ρ
η + ρ
η +
η
η + ρ
(−ρ)
= 0 ∀s ∈ Ω,
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and hence
z∗η :=
ρ
η + ρ
x∗η +
η
η + ρ
x̂ ∈ F .
Therefore,
0 ≤ f∗ − f(x∗η)
= f∗ − f(z∗η) + f(z∗η)− f(x∗η)
≤ f(z∗η)− f(x∗η)
= ∇f(z˜∗η)T (z∗η − x∗η)
≤ η
η + ρ
∥∥∇f(z˜∗η)∥∥ ∥∥x̂− x∗η∥∥ ,
where z˜∗η is a point of the segment determined by z
∗
η and x
∗
η, and so, z˜
∗
η ∈ Fη∩lev≤αf,
with
(3.9) α ≥ max{f∗, f(x̂)}.
Since the set Fη∩lev≤αf is compact, M2 is chosen as in (b); i.e.,
M2 := max {‖∇f(x)‖ : x ∈ Fη∩lev≤αf}
for any α satisfying (3.9), and hence (c) is proved.
Remark 3.1. If (P) has a unique optimal solution, denoted by x∗, then by Theorem
3.2(a) we have limη→0 x∗η = x∗. Hence, Algorithm 2.1 provides an approximate optimal
solution to (P) after ﬁnitely many iterations.
Remark 3.2. Obviously,
lim
η→0
dist(F∩lev≤αf,Fη∩lev≤αf) = 0 ∀α ≥ f∗.
Hence, Theorem 3.2(b) and (c) provide error bounds for the approximate optimal
solution x∗η of (P).
Moreover, the last iteration point satisﬁes x∗η ∈ Fη and f(x∗η) ≤ f∗. If x∗η is
feasible for (P) then f(x∗η) ≥ f∗, and hence x∗η is an optimal solution of (P).
Remark 3.3. In Step 1 of Algorithm 2.1, we may also simultaneously choose l
diﬀerent points {sk1 , . . . , skl } satisfying
g(xk, ski ) > η for i = 1, . . . , l,
and let
E¯k+1 := Ek ∪ {sk1 , . . . , skl }.
For such a multiple explicit exchange method, the aforementioned theorems also apply
and can be proved by using analogous techniques.
4. Preliminary numerical experiments. In this section we report some pre-
liminary numerical test results based on numerical examples taken from the SIP liter-
ature and some medium size problems from complex approximation theory and FIR
ﬁlter design. We implemented Algorithm 2.1 in MATLAB 7.0 and ran experiments
on an IBM ThinkPad R52 personal computer, under Microsoft Windows XP operat-
ing system. For comparison purposes, the central cutting plane (CCP) algorithm for
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CSIP [17], and the SIP solver fseminf in MATLAB toolbox, which is based on the
discretization SQP method, were used for solving the same test problems. The CCP
algorithm and the SIP solver fseminf were implemented in MATLAB 7.0 and we used
the same computer.
Throughout the computational experiments, we set the details as follows. For the
CCP algorithm, we set β = 0.75 in Deletion Rule 2 and σk = η (where η is deﬁned
as in Algorithm 2.1) as its stopping criterion. For the SIP solver fseminf, we use 1000
points in the initial grid, and we set TolCon = η and MaxIte = 5000. We implement
Algorithm 2.1 with multiple exchange, and we apply the nonlinear programming solver
fmincon and the linear programming solver linprog from MATLAB toolbox to solve
each convex subproblem and linear subproblem, respectively. If we have, for instance,
Ω = [a1, b1]× · · · × [ap, bp] ⊂ Rp, and N is a natural number, we consider the uniform
grids TN (the cardinality of TN is N
p) composed by those points s ∈ Rp whose ith
coordinate (i = 1, 2, . . . , p) is of the form
si = ai + j
bi − ai
N − 1 for some j ∈ {0, 1, . . . , N − 1}.
To initialize the algorithm, we choose in Step 0 the initial set of indexes E0 = T10 ⊃ Ω0.
The following implementable procedure is used in Step 1 of Algorithm 2.1 to ﬁnd
an sknew ∈ Ω satisfying g(xk, sknew) > η.
Procedure A (at Step 1 of kth iteration of Algorithm 2.1).
Consider a set of natural numbers N0 < N1 < . . . < Nl.
Step r (r = 0, 1, . . . , l).
Check, point after point, if there is a point s¯ ∈ TNr such that g(xk, s¯) > η.
(I). If such a point exists, we take sknew = s¯ and STOP.
(II). If such a point does not exist:
II(1). If maxs∈TNr g(x
k, s) < −η, there are two cases: if r < l, go to Step r+1;
if r ≥ l, sknew is not deﬁned and Algorithm 2.1 stops.
II(2). Otherwise, there exists s˜ ∈ TNr such that g(xk, s˜) = maxs∈TNr g(xk, s) ≥−η and g(xk, s˜) ≤ η. At this time we apply Newton method to the
problem max{g(xk, s)| s ∈ Ω} starting from the point s˜.
II(2)-1. If Newton method produces some point sˆ ∈ Ω such that g(xk, sˆ) > η,
take sknew = sˆ and STOP.
II(2)-2. Otherwise, there are two cases: if r < l, go to Step r + 1; if r ≥ l,
sknew is not deﬁned and Algorithm 2.1 stops.
We implement Procedure A with N0 = 10, N1 = 100, . . . , Nl = 10
5. We stop the iter-
ation of Algorithm 2.1 once we have checked T105 without ﬁnding any index satisfying
(2.2).
4.1. Numerical examples. The following four numerical problems are used for
numerical experiments with Algorithm 2.1, the CCP algorithm, and the SIP solver
fseminf. Here we set η = 10−8 in Algorithm 2.1. In all cases we choose the vector of
ones, i.e., x0 = (1, . . . , 1)T , as the starting point, x∗ denotes the point reached when
the algorithm terminates, or the exact optimal solution if it is known.
Example 1.
min f(x) = (x1 − 2)2 + (x2 − 0.2)2
s.t. g(x, s) = 5x21 sin(π
√
s)/(1 + s2)− x2 ≤ 0 ∀s ∈ [0, 1],
−1 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 0.2.
This problem is taken from Tichatschke and Nebeling [32], and it was also tested
by Kortanek and No [17]. Clearly, it is a convex SIP problem with strictly convex
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objective function and satisﬁes the SCQ, and the feasible set is bounded. Hence, it
follows from Theorem 3.1 that Algorithm 2.1 ﬁnitely terminates for this problem.
Actually, Algorithm 2.1 terminates after 4 iterations and provides
x∗ = (0.292893216632121, 0.292893216632121)T.
Example 2.
min f(x) = x21 + x
2
2
s.t. g(x, s) = cos(s)x1 + sin(s)x2 − (1 + cos(s) + sin(s)) ≤ 0 ∀s ∈ [π, 3π/2].
This problem is discussed in Goberna and Lo´pez [10]. It has an objective function that
is strictly convex, the feasible set is not bounded, but the objective function is level
bounded on the feasible set, and hence Theorem 3.1 shows that Algorithm 2.1 ﬁnitely
terminates for this problem. We can take Ω0 = {π, 3π/2}. Algorithm 2.1 terminates
after 4 iterations and provides x∗ = (0.205236773567, 0.2)T .
Example 3.
min f(x) = xTHx− 2cTx
s.t. g1(x, s) = |φ(s)T x− 1| − 0.05 ≤ 0 ∀s ∈ Ω1 = [0, 0.05],
g2(x, s) = |φ(s)T x| − 0.01 ≤ 0 ∀s ∈ Ω2 = [0.1, 0.5],
where
H =
∫ 0.05
0
φ(s)φ(s)T ds+ 1000
∫ 0.5
0.1
φ(s)φ(s)T ds, c =
∫ 0.05
0
φ(s)ds,
φ(s) = (2 cos(2πs(n− 1)), 2 cos(2πs(n− 2)), . . . , 2 cos(2πs), 1)T , n = 18.
This problem comes from linear-phase FIR digital ﬁlter design with weighted peak-
constrained least-square error [6]. Clearly, it can be regarded as a quadratically con-
strained convex quadratic SIP problem, its objective function is strictly convex, and
the feasible set, with respect to Ω10 = {0} and Ω20 = {0.5}, is bounded. Theorem 3.1
shows that Algorithm 2.1 ﬁnitely terminates for this problem. Algorithm 2.1 termi-
nates after 10 iterations and provides
x∗ =(0.00527457, 0.00326932, 0.00066374,−0.00325896,−0.00834069,−0.01342369,
− 0.02101145,−0.02225248,−0.02198446,−0.01495435,−0.00071981, 0.01990574,
0.04471856, 0.07366002, 0.10022894, 0.12319959, 0.13823466, 0.14358151)T.
Example 4.
min f(x) = x21 + x
2
2
s.t. g(x, s) = s1((x1 − 2)2 + (x2 − 2)2 − 4) + s2(x21 + x22 − 4) ≤ 0
0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 2
Ω = {s ∈ R2| 0 ≤ s1 ≤ 1, 0 ≤ s2 ≤ 1}.
This problem was tested by Kortanek and No [17]. Clearly, it is a convex SIP problem
with multidimensional index set. It has strictly convex objective function and satisﬁes
the SCQ, and the feasible set is bounded. Hence, it follows from Theorem 3.1 that
Algorithm 2.1 ﬁnitely terminates for this problem. Algorithm 2.1 terminates after 2
iterations and provides x∗ = (0.585786433298797, 0.585786440777682)T .
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We compared the performance of our algorithm on these numerical examples
with those of method CCP in [17] and the SIP solver fseminf in MATLAB toolbox.
The detailed comparative results are summarized in Table 1, where Iter denotes the
number of iterations, CPU(s) denotes the elapsed CPU time in seconds, FuncCount
denotes the number of objective function evaluations, f∗ is the objective function
value f(x∗), and g∗ denotes the value of max{g(x∗, s)| s ∈ T105}. Clearly, g∗ tests the
feasibility of x∗ on the ﬁnal grid.
Table 1
The comparative results are for Examples 1–4.
Example Algorithm Iter CPU (s) FuncCount f∗ g∗
1 Algorithm 2.1 4 0.25 25 3.2211750390 6.53e-13
CCP 181 1.67 236 3.2211750390 -4.35e-11
fseminf 6 2.09 21 3.2211750390 6.53e-13
2 Algorithm 2.1 4 0.05 45 0.1715728727 3.05e-9
CCP 32 7.4 245 0.1715728727 -2.67e-8
fseminf 53 1.95 288 0.199999954539671 3.83e-8
3 Algorithm 2.1 10 13.73 205 -0.1627692903 7.49e-9
CCP – – – – –
fseminf – – – – –
4 Algorithm 2.1 2 0.02 87 0.6862914996 1.14e-11
CCP 9 0.30 129 0.6862915011 -8.27e-1
fseminf 4 16.20 107 0.6862915006 9.16e-10
It can be seen from Table 1 that the performance of Algorithm 2.1 when used
to solve Examples 1–4 is better than that of the CCP algorithm and the SIP solver
fseminf. Actually, the SIP solver fseminf does not produce the optimal solution (1−
1/
√
2, 1 − 1/√2)T when it is applied to Example 2 and fails for Example 3 with the
vector of ones x0 as starting point. We had to give up trying the CCP algorithm for
Example 3 since it took too much time to terminate.
4.2. Complex approximation. The linear Chebyshev complex approximation
(CCA) theory problem is the following convex program: Given a set of functions uj ,
j = 1, . . . , n, and h, deﬁned all on the complex plane C and complex valued, consider
the residual function
r(x, s) = h(s)−
n∑
j=1
xjuj(s),
where x, s ∈ C. If Ω is a compact set in the complex plane, to calculate the minimax
error
(4.1) γ¯ = min
x∈C
max{|r(x, s)| s ∈ Ω}
is equivalent to the following SIP problem [2]:
(4.2)
min γ
s.t. −γ + (Re(r(x, s)))2 + (Im(r(x, s)))2 ≤ 0 ∀s ∈ Ω,
where Re and Im denote the real and imaginary parts of a complex number, and the
variables are x and γ.
Let us introduce vectors u = (xT , γ)T ∈ Rn+1 and v = (0, . . . , 0, 1)T ∈ Rn+1.
Deﬁne the function G(u, s) : Rn+1 × Ω as
G(u, s) := (Re(r(x, s)))2 + (Im(r(x, s)))2 − γ.
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It follows (see, for instance, [18, p. 137]) that the function G(·, s) is strictly convex.
Hence, the problem (4.2) can be reformulated as the following convex SIP problem:
min vTu
s.t. G(u, s) ≤ 0 ∀s ∈ Ω.
Example 5.
h(s) = 1/(s− 2), uj(s) = sj−1, j = 1, 2, . . . , n,
with s = cos t+ i sin t, t ∈ [0, 2π]. All xj are real and |xj | ≤ 3.1 for j = 1, . . . , n.
This problem was tested in [2, 9, 17]. Obviously, uj(s) = e
it(j−1), j = 1, 2, . . . , n
are complex functions on [0, 2π]. Since the function G(u, s) is strictly convex and
the feasible set is bounded, it follows from Theorem 3.1 that Algorithm 2.1 ﬁnitely
terminates for the CCA problem (4.1). We take the same stopping tolerance as in the
CCP algorithm [17] and set η = 10−12 in Algorithm 2.1. For instance, we implement
Algorithm 2.1 for solving Example 5 with n = 5, and then the obtained approximate
optimal solution u∗ are:
(n = 5) u∗ =(−0.50000000,−0.25000000,−0.12500000,−0.06250000,
− 0.04166667, 4.340278e− 4)T .
For comparison purposes, we solve Example 5 using Algorithm 2.1, the CCP
algorithm, and the SIP solver fseminf. The obtained results are summarized in Table
2. We report here on the number of iterations, the CPU elapsed time, the minimax
error γ¯, and the feasibility criterion G∗ := max{G(u∗, s) | s ∈ T105}.
Table 2
The comparative results are for Example 5.
Algorithm Iter CPU (s) Error γ¯ G∗
n = 5 Algorithm 2.1 6 2.48 2.08333333e-2 5.59e-18
CCP 14 20.78 2.08333334e-2 -8.63e-4
fseminf 10 11.53 2.08499864e-2 1.83e-13
n = 7 Algorithm 2.1 22 10.45 5.20833333e-3 6.16e-15
CCP 459 76.56 5.20833334e-3 -1.65e-5
fseminf 117 880.56 5.26993446e-3 3.51e-12
n = 10 Algorithm 2.1 24 16.20 6.51041667e-4 2.34e-16
CCP 576 131.38 6.51063431e-4 -1.86e-4
fseminf – – – –
n = 20 Algorithm 2.1 66 77.03 5.71265742e-7 9.00e-13
CCP 789 656.70 5.83404094e-5 -7.11e-3
fseminf – – – –
As Table 2 shows, the performance of the CCP algorithm and the SIP solver
fseminf are acceptable for small values of n. However, those two algorithms are not
comparable with our algorithm when n is large. Actually, the CCP algorithm took
too much time to stop for n = 20, and we had to give up trying fseminf for n ≥ 10,
since it did not converge and took too much time to stop.
4.3. FIR filter design. The design of FIR ﬁlters is widely performed by means
of Chebyshev approximation. Then an optimal FIR ﬁlter in this sense is obtained by
the solution of the following complex Chebyshev-approximation problem [26]:
∗ = minmax
s∈Ω
W (s) |D(s)−H(x, s)| over all x ∈ Rn,
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where x := (x1, . . . , xn)
T is a vector of FIR ﬁlter coeﬃcients in Rn,
H(x, s) :=
n∑
l=1
xl e
−is(l−1), s ∈ [0, π]
is the system function of a FIR ﬁlter with coeﬃcients of the unit impulse response,
W (·) is a continuous positive real-valued weight function on Ω, and D(·) is the desired
frequency response of the frequency s on
Ω = [α1, β1] ∪ [α2, β2] ∪ · · · ∪ [αm¯, βm¯],
0 ≤ α1 < β1 < α2 < β2, · · · < αm¯ < βm¯ ≤ π.
We approach this problem in its equivalent formulation as a convex SIP problem:
(4.3)
min θ
s.t. ψj(χ, s) ≤ 0 ∀s ∈ Ωj = [αj , βj ], j = 1, . . . , m¯,
where χ = (x, θ)T ∈ Rn+1 is the variables vector, and the function ψj : Rn+1×Ωj → R
is deﬁned as
ψj(χ, s) := W (s)
2 |D(s)−H(x, s)|2 − θ, s ∈ Ωj .
Example 6. Nonlinear phase lowpass ﬁlter: m¯ = 2, n = 160,
Ω1 = [0, 0.12π], Ω2 = [0.15π, π],
D(s) =
{
e−i55s, s ∈ Ω1,
0, s ∈ Ω2,
W (s) =
{
1, s ∈ Ω1,
5, s ∈ Ω2.
We set η = 10−5 in Algorithm 2.1 for the ﬁlter design problem (4.3) with data
in Example 6. Let ψ∗ denote the value of max{ψj(χ∗, s)|s ∈ T j105 , j = 1, 2}. By
Theorem 2 in [18, p. 137], we know that the constrained functions ψ1(·, s), s ∈ Ω1 and
ψ2(·, s), s ∈ Ω2 are strictly convex, and {xk} is bounded if we include in Ek the lower
and upper bound constraints. Hence, it follows from Theorem 3.1 that Algorithm
2.1 ﬁnitely terminates for the FIR ﬁlter design problem with data in Example 6. In
fact, Algorithm 2.1 terminated after 7 iterations, elapsing 119.57 seconds of CPU time,
and provided the modulus of complex error ∗=1.2756e-02 and the feasibility criterion
ψ∗=9.95e-06. Figure 1 shows the modulus function of the complex approximate errors
W (s)|D(s)−H(x∗, s)|, s ∈ Ωj, for j = 1, 2, at the obtained solution x∗. Figure 2 shows
the magnitude |H(x∗, s)| for s ∈ [0, π].
It should be pointed out that for this problem the CCP algorithm and the SIP
solver fseminf failed because they took too much time to stop. However, our algorithm
was able to solve the FIR ﬁlter design problem.
We also compare the performance of Algorithm 2.1 with that of the algorithm in
[26, pp. 131–132] that was speciﬁcally proposed for solving FIR ﬁlter design problems.
We wrote the MATLAB code for the algorithm in [26] and ran it on the same computer
to solve Example 6. When we used the same stopping tolerance as 10−5, the algorithm
took too much time to stop, and we had to give up the experiment. When we set the
stopping tolerance as 5 × 10−3, the algorithm stopped after 11 iterations, elapsing
63.74 seconds of CPU time and provided the modulus of complex error ∗=1.5546e-02
and ψ∗ = max{ψj(χ∗, , s)|s ∈ T j105 , j = 1, 2}=2.7364e-03.
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Fig. 1. Modulus of complex error.
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Fig. 2. Magnitude.
5. Concluding remarks. We proposed an exchange algorithm (Algorithm 2.1)
for solving convex SIP problems and proved the ﬁnite termination under reasonable
assumptions. In particular, we introduced a new exchange rule. We also proved that
if Algorithm 2.1 terminates after a ﬁnite number of iterations at the point x∗η, then
x∗η is approximate optimal solution of (P) as η tends to zero. Additionally, if (P)
has a unique optimal solution, x∗η converges to the optimal solution when η tends to
zero, provided that x∗η lives in a bounded set. We also provided error bounds for the
approximate solution in Theorem 3.2.
To show the eﬃciency of the proposed algorithm, we solved some numerical ex-
amples and some problems from complex approximation theory and FIR ﬁlter design
and compared with the CCP algorithm [17] for convex SIP and the SIP solver fseminf.
We saw that our algorithm solved the test problems faster than these other methods
and that using regular grids in our search turned out to contribute to its eﬃciency.
Specially, we ﬁnd that our algorithm has better performance on the FIR ﬁlter design
problem than do some technical methods.
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