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ABSTRACT
M dwarf stars are the most abundant stars in the Galaxy and appear to host the
vast majority of temperate, Earth-sized planets. Investigations into their detailed
compositions are important for inferring the chemical evolution of the Galaxy and
for understanding relationships between stellar composition and planet occurrence.
However, detailed characterization of M dwarfs is hampered by a unique set of chal-
lenges due to their lower effective temperatures.
Previous attempts to measure the compositions of M dwarfs relied on observa-
tions of M dwarfs with F-, G-, or K-type companions to calibrate metallicity-sensitive
features in their near-infrared spectra. These methods are indirect tracers of metallic-
ity, using sodium and calcium lines to estimate iron abundance and overall metallicity.
As such, they are not suited for detailed chemical analysis.
Utilizing state-of-the-art stellar atmosphere models, I showed that previous M
dwarf metallicity calibrations are more sensitive to carbon and oxygen abundances
than they are to overall metallicity. By accounting for the effects of carbon and
oxygen, I developed the first calibrated method to directly measure the abundances of
individual elements in M dwarfs. I showed that the abundances of iron and titanium
can be measured directly from iron and titanium lines in high-resolution Y -band
spectra.
v
The relative abundance of titanium to iron correlates with stellar age due to
the chemical evolution of the Galaxy. I showed that titanium enhancement combined
with kinematics can constrain the ages of individual field M dwarfs. I developed a
method to measure chemo-kinematic ages of M dwarfs and used it to investigate the
tidal evolution of planets on eccentric, short-period orbits around M dwarfs. I found
that short-period planets around M dwarfs can maintain non-zero eccentricities for
at least 9 Gyr.
Detailed chemical analysis of Sun-like stars is now being carried out by the hun-
dreds of thousands thanks to numerous high-resolution spectroscopic surveys at op-
tical wavelengths. In this dissertation, I reviewed current and planned spectroscopic
surveys at near-infrared wavelengths that are amenable to M dwarf abundance anal-
ysis and presented a case study design of a compact, high-resolution, near-infrared
spectrometer for 5-meter class telescopes.
vi
Contents
Acknowledgments iv
Abstract v
List of Tables x
List of Figures xi
List of Abbreviations xiv
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 M dwarf metallicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Calibrated methods to measure M dwarf metallicities . . . . . 8
1.2.2 Model-dependent detailed chemical analysis of M dwarfs . . . 12
1.3 M dwarf stellar atmosphere models . . . . . . . . . . . . . . . . . . . 17
1.3.1 The basics of stellar atmosphere models . . . . . . . . . . . . 17
1.3.2 M dwarf atmosphere models: from early attempts to now . . . 24
1.4 Galactic Chemical Evolution . . . . . . . . . . . . . . . . . . . . . . . 27
2 The physical mechanism behind M dwarf metallicity indicators and
the role of C and O abundances 31
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 The chemistry of C and O in M dwarf atmospheres . . . . . . . . . . 34
2.2.1 Effect on the pseudo-continuum and EWs of absorption lines . 35
2.3 Synthetic spectra model grid . . . . . . . . . . . . . . . . . . . . . . . 38
vii
2.4 The effect of C and O abundances on inferred metallicity . . . . . . . 41
2.5 The physical mechanism behind M dwarf metallicity indicators . . . . 46
2.6 Observational case study of the effect of C and O abundances on M
dwarf spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3 A physically motivated and empirically calibrated method to mea-
sure effective temperature, metallicity, and Ti abundance of M
dwarfs 60
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3 Calibrating a method to measure Teff , [Fe/H], and [Ti/Fe] . . . . . . . 66
3.3.1 Model grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.2 Spectral features . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.3.3 Calibrating the models . . . . . . . . . . . . . . . . . . . . . . 76
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4 Chemo-kinematic ages of eccentric-planet-hosting M dwarf stars 87
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Chemical-kinematic ages . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.1 Measuring [Ti/Fe] . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.2 A Bayesian estimate of stellar ages . . . . . . . . . . . . . . . 94
4.4 Tidal migration and circularization . . . . . . . . . . . . . . . . . . . 104
4.4.1 Simplified tidal circularization timescales . . . . . . . . . . . . 105
4.4.2 Minimum Qp . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
viii
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5 Instrumentation for large surveys of M dwarf abundances 123
5.1 Current and future surveys amenable to elemental abundance analysis 124
5.2 Design considerations for next-generation instrumentation . . . . . . 129
5.2.1 A case study design of a compact spectrometer for 5-meter
class telescopes . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2.2 Mechanical Design . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6 Summary and Conclusions 141
6.1 Summary of Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2 Answers of Overarching Questions . . . . . . . . . . . . . . . . . . . . 144
A Ages of the B16 stars 146
References 152
Curriculum Vitae 171
ix
List of Tables
2.1 C and O abundances used in BT-Settl PHOENIX models. . . . . . . . . 39
3.1 Parameters of the model grid . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Calibration Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Y -band features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4 Measured indices and EWs of calibration sample . . . . . . . . . . . 77
3.5 Measured indices and EWs of model grid . . . . . . . . . . . . . . . 78
4.1 Planet-hosting M dwarf Exoplanet Parameters . . . . . . . . . . . . 91
4.2 Planet-hosting M dwarf Stellar Parameters . . . . . . . . . . . . . . 93
4.3 Best fit constants for Equation 4.8 . . . . . . . . . . . . . . . . . . . 100
5.1 NIR Spectroscopic Surveys of M dwarfs . . . . . . . . . . . . . . . . 126
5.2 Design Fundamental Properties . . . . . . . . . . . . . . . . . . . . . 137
x
List of Figures
1.1 Optical template spectra of G, K and M dwarfs . . . . . . . . . . . . 2
1.2 HR diagram showing the evolution of an M dwarf compared with a
Sun-like star. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 The [Ti/Fe]-[Fe/H]-age relation for solar neighborhood FGK stars. . . 30
2.1 Partial pressures of C and O bearing species in M dwarf atmospheres
with different effective temperatures . . . . . . . . . . . . . . . . . . . 36
2.2 Partial pressures of CO and H2O in M dwarf atmospheres with differ-
ent C/O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3 Distributions of C and O abundances for solar neighborhood stars . . 39
2.4 The Na Idoublet for models with different C/O . . . . . . . . . . . . 42
2.5 EW of the Na Idoublet as a function of [(O− C)/Fe] and C/O . . . . 43
2.6 Inferred metallicity based on various calibrated methods versus model
[(O− C)/Fe] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Inferred metallicity based on various calibrated methods versus model
[(O− C)/Fe] for models with different overall metallicity . . . . . . . 47
2.8 The relationship between [Fe/H] and the relative abundance of C and
O for solar neighborhood FGK stars . . . . . . . . . . . . . . . . . . . 48
2.9 Inferred [Fe/H] versus model [M/H] for models with solar [C/Fe] and
[O/Fe] and models with [C/Fe] and [O/Fe] derived from empirical
functions of [Fe/H] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.10 ∆[Fe/H] versus model [Fe/H] . . . . . . . . . . . . . . . . . . . . . . . 51
xi
2.11 Observed SpeX NIR spectrum of a metal-rich M dwarf compared with
best-fit models when assuming [C/Fe]=[O/Fe]=0 and when letting
[O/Fe] letting [O/Fe] be a free parameter . . . . . . . . . . . . . . . . 53
2.12 Low resolution synthetic spectra for models with different C and O
abundances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1 Representative sample of NIRSPEC spectra . . . . . . . . . . . . . . 64
3.2 C/O and [(O− C)/Fe] versus [Fe/H] for solar neighborhood FGK stars 69
3.3 M dwarf log g and radius as a function of Teff . . . . . . . . . . . . . . 72
3.4 Comparison of measured, interpolated, and transformed FeH index,
Fe I EW, and Ti I EW . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5 Comparison between known Teff , [Fe/H], and [Ti/Fe] of the calibration
sample and those parameters inferred from the NIRSPEC spectra . . 81
4.1 Brewer et al. (2016) [Ti/Fe] measurements of solar neighborhood FGK
stars versus stellar age. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.2 Cumulative distributions of ages in the GCS sample used by A18, a
volume-limited sample of the GCS, an “unbiased” sample of the GCS,
and my sample of B16 stars. . . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Means, variances, and weights of the two components of the Gaussian
mixture model as functions of age. . . . . . . . . . . . . . . . . . . . . 99
4.4 Comparison of the [Ti/Fe] distribution of the B16 sample within each
age bin to the Gaussian mixture model. . . . . . . . . . . . . . . . . . 102
4.5 Prior probability distribution, likelihoods, and posterior probabil-
ity distribution for the age of each planet-hosting M dwarf in the
CARMENES sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.6 Planet eccentricity as a function of stellar age. . . . . . . . . . . . . . 104
xii
4.7 Age divided by the simplified tidal circulation timescale versus eccen-
tricity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.8 Probability distributions for the initial eccentricity and semi-major
axis of GJ 876 d assuming Q? = 105.5 and Qp = 106.5 . . . . . . . . . 108
4.9 Probability distributions for the initial eccentricity and semi-major
axis of GJ 876 d assuming Q? = 105.5 and Qp = 105.5 . . . . . . . . . 108
4.10 Minimum Qp versus planet mass. . . . . . . . . . . . . . . . . . . . . 109
5.1 CAD rendering of the optical layout . . . . . . . . . . . . . . . . . . . 133
5.2 Cmera optical layout . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 Echellogram and spot diagrams . . . . . . . . . . . . . . . . . . . . . 136
5.4 CAD rendering of the full optomechanical design . . . . . . . . . . . 137
5.5 CAD rendering of custom honeycomb optical bench . . . . . . . . . . 138
5.6 CAD rendering showing how the optomechanical design fits within the
interference-free volume of the DCT cassegrain focus . . . . . . . . . 139
A.1 Corner plot showing distributions of modeled observables from sam-
pling the posterior for HD 105. . . . . . . . . . . . . . . . . . . . . . 149
A.2 Corner plot showing marginalized posterior probability distributions
for HD 105. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
xiii
List of Abbreviations
AGB Asymptotic Giant Branch
APOGEE Apache Point Observatory Galactic Evolution Experiment
AU Astronomical Unit
BANYAN Bayesian Analysis for Nearby Young AssociatioNs
CAD Computer-Aided Design
CARMENES Calar Alto high-Resolution search for M dwarfs with
Exoearths with Near-infrared and optical
Echelle Spectrographs
CFHT Canada France Hawaii Telescope
CRIRES CRyogenic high-resolution Infrared Echelle Spectrograph
DCT Discovery Channel Telescope
EW Equivalent Width
FGK F-, G-, or K-type
FOV Field Of View
FSR Free Spectral Range
FWHM Full Width at Half Maximum
GCE Galactic Chemical Evolution
GCS Geneva-Copenhagen Survey
GNIRS Gemini Near-Infrared Spectrograph
GTO Guaranteed Time Observations
HARPS High Accuracy Radial velocity Planet Searcher
HIRES HIgh Resolution Echelle Spectrometer
xiv
HITRAN High-resolution transmission
molecular absorption database
HPF Habitable Zone Planet Finder
HR Hertzsprung–Russell
IGRINS Immersion GRating INfrared Spectrometer
IR Infrared
IRCS Infrared Camera and Spectrograph
IRD Infrared Doppler instrument
IRTF NASA Infrared Telescope Facility
ISM Interstellar Medium
KDE Kernel Density Estimation
KELT Kilodegree Extremely Little Telescope
LTE Local Thermodynamic Equilibrium
MARCS Model Atmospheres in Radiative and Convective Scheme
2MASS Two Micron All Sky Survey
MESA Modules for Experiments in Stellar Astrophysics
MIST MESA Isochrones & Stellar Tracks
NASA National Aeronautics and Space Administration
NIHTS Near-Infrared High Throughput Spectrograph
NIR Near-Infrared
NIRPS Near Infrared Planet Searcher
RMSE Root Mean Square Error
RV Radial Velocity
SDSS Sloan Digital Sky Survey
SED Spectral Energy Distribution
SME Spectroscopy Made Easy
xv
SNe Super Novae
SNR Signal-to-noise Ratio
SPIRou Un Spectro-Polarimètre Infra-Rouge
TESS Transiting Exoplanet Survey Satellite
xvi
1Chapter 1
Introduction
1.1 Motivation
M dwarf stars are the most common type of star in the Galaxy, making up 70%
of all stars (Chabrier 2003; Bochanski et al. 2010; Henry et al. 2018). Their low
masses (M? ≈ 0.08 to 0.6 M) and corresponding low effective temperatures (Teff ≈
2300 to 3800 K) allow for molecules to form at various depths in their photospheres.
Opacity from these molecules imprints large absorption bands in the spectra of M
dwarfs (see Fig 1.1). The molecules MgH, CaH, TiO, and VO provide most of the
opacity in an M dwarf’s optical spectrum and are the defining features of the M
spectral type (e.g., Kirkpatrick et al. 1991).
Due to their low masses, small radii, and low effective temperatures, M dwarfs
have become key targets in surveys to detect planets outside the Solar System (e.g.,
Nutzman & Charbonneau 2008; Quirrenbach et al. 2010; Ricker 2014; Astudillo-
Defru et al. 2017). In general, M dwarfs’ intrinsic faintness make it difficult to detect
small planets orbiting them. Doing so requires larger telescopes, longer observations,
and more sensitive detection methods. However, they also offer some advantages.
Planets with similar radii and masses to the Earth are difficult to detect around Sun-
like stars via the transit and radial velocity (RV) techniques due to the high mass
and radius ratios between the star and the planet. The same planet orbiting an M
dwarf produces a deeper transit and a larger RV semi-amplitude, making it easier
to detect for the same photometric and spectroscopic signal-to-noise. Potentially
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Fig. 1.1: Figure from Kesseli et al. (2017) showing optical template spectra of main-
sequence G4, K4, and M2 stars. The M spectral type is defined by the onset of large
molecular bands (MgH, CaH, and TiO).
3habitable planets, those that can sustain liquid water on their surface, are also easier
to detect around M dwarfs. Temperate planets around M dwarfs orbit with periods
of order 5–50 days, compared to 1 year for Sun-like stars. The shorter orbit allows
for more transits to be observed in a given time span. Multiple transits help confirm
the periodic nature of the signal and can be combined to increase the signal-to-noise
of the transit event. Furthermore, M dwarfs are known to be abundant hosts of
small, short-period planets. Based on statistics from the Kepler mission (Borucki
et al. 2010), the average M dwarf hosts ∼2 planets with Rp = 1–4 R⊕ and orbital
periods less than 200 days (Dressing & Charbonneau 2013; Swift et al. 2013; Gaidos
et al. 2014; Morton & Swift 2014; Dressing & Charbonneau 2015; Gaidos et al. 2016).
However, in order to investigate these exciting planetary systems, we need to know
the fundamental properties of the host stars. Despite their ubiquity, M dwarfs are
difficult to characterize due to a unique set of challenges.
Perhaps the most difficult fundamental properties to measure for M dwarfs
are their composition and age. For Sun-like stars, analysis of atomic lines in their
high-resolution optical spectra can provide high precision elemental abundances and
spectroscopic parameters (Edvardsson et al. 1993; Bensby et al. 2003; Valenti & Fis-
cher 2005; Adibekyan et al. 2012a; Brewer et al. 2016). The spectroscopic parameters
(Teff , log g, and [M/H]) can be matched to stellar evolutionary models to infer stel-
lar ages. If the parallax—and thus luminosity—is also known, a star’s location on
the Hertzsprung–Russell (HR) diagram can further constrain its age. Typical age
precisions from matching observables to stellar evolutionary models are ∼0.5–2 Gyr
(Meléndez et al. 2012; Ramírez et al. 2013; Nissen 2015; Tucci Maia et al. 2016; Lin
et al. 2018; Bedell et al. 2018). These methods, which are standard techniques to
determine the properties of Sun-like stars, cannot be applied to M dwarfs for two
main reasons. First, as illustrated in Figure 1.1, the optical spectra of M dwarfs
4Fig. 1.2: HR diagram showing how a 1M (left) and a 0.3M (right) star evolve over
10 Gyr based on MESA Isochrones & Stellar Tracks (MIST) models (Dotter 2016;
Choi et al. 2016). Both plots are shown on the same scale for direct comparison.
An inset shows a zoomed-in view of the M dwarfs path. Sun-like stars change by
hundreds of Kelvin in temperature and orders of magnitude in luminosity, allowing
for accurate age determination by comparison with isochrones. M dwarfs change by
only a few Kelvin and ∼10 % in luminosity.
are dominated by molecular features that veil the atomic lines used to characterize
Sun-like stars. Existing methods to estimate M dwarf composition use the strength
of lines from atoms such as Na I and Ca I as proxies for overall metallicity and are
not direct measurements of individual elemental abundances (e.g., Rojas-Ayala et al.
2010; Newton et al. 2014). Second, with main-sequence ages longer than the age of
the Universe (Laughlin et al. 1997), M dwarfs do not move measurably on an HR
diagram over gigayear time scales. Figure 1.2 shows the paths a Sun-like star and a
mid-M dwarf take on an HR diagram over 10 Gyrs.
In this dissertation, I address outstanding problems in the characterization of
M dwarf stars by developing new, calibrated methods to infer the compositions and
ages of M dwarfs. I then apply these methods to exoplanet-hosting M dwarfs and
investigate the orbital evolution of close-in planets on eccentric orbits. The explicit
goals of this dissertation are to answer the following questions:
51. Are M dwarf metallicity indicators direct tracers of metallicity?
2. Can stellar atmosphere models be calibrated to accurately measure individual
elemental abundances in M dwarfs?
3. Based on chemo-kinematic ages, are close-in planets on eccentric orbits around
M dwarfs found exclusively around young M dwarfs?
4. What are the technical requirements for next-generation instrumentation to en-
able detailed chemical analysis of M dwarfs?
In the following sections of this chapter, I provide relevant background on M
dwarf metallicity measurements (Section 1.2), cool stellar atmosphere models (Sec-
tion 1.3), and galactic chemical evolution (Section 1.4). I address question 1 in
Chapter 2 where I suggest a physical mechanism for existing M dwarf metallicity
indicators and argue the importance of properly accounting for carbon and oxygen
abundances when modeling M dwarf atmospheres. In Chapter 3, I build upon this
knowledge of the effects of C and O abundances to develop a physically motivated
and empirically calibrated method to measure iron and titanium abundances in M
dwarfs, addressing question 2. In Chapter 4, I combine Ti and Fe measurements
along with kinematic data to infer the chemo-kinematic ages of M dwarfs that host
close-in eccentric exoplanets and address question 3 by constraining the tidal dissi-
pation efficiency of the planets. In Chapter 5, I address question 4 and outline the
technical requirements for current and future instrumentation to perform detailed
chemical analysis of M dwarfs. Finally, I summarize my conclusions in Chapter 6.
1.2 M dwarf metallicity
The first clues to the chemical composition of the stars came in 1925 when Ce-
cila Payne-Gaposchkin applied the ionization theory of Meghnad Saha, as extended
6by Folwer and Milne, to the atmosphere and absorption spectrum of the Sun. In her
pioneering thesis, Payne (1925) was the first to discover that the Sun is composed
mostly of hydrogen. Previously, astronomers thought the composition of the Sun
was similar to that of Earth’s crust due to the fact that the elements that make
up the Earth’s crust also appear in the spectrum of the Sun (Russell 1914). Payne
showed that the strength of an absorption line is a “very complex function of the
temperature, the pressure, and the atomic constants” and that the presence (or ab-
sence) of strong absorption lines of a specific species does not necessarily indicate
a high (or low) abundance of that species. Numerous subsequent studies have con-
firmed Payne’s results. Asplund et al. (2009) reported that the solar photosphere is
composed of 73.8% hydrogen, 24.9% helium, and 1.3% heavier elements by number
(see also Anders & Grevesse 1989; Grevesse & Noels 1993; Grevesse & Sauval 1998;
Lodders 2003; Asplund et al. 2005; Grevesse et al. 2007; Lodders et al. 2009; Caffau
et al. 2011). The elements heavier than helium are collectively referred to as “metals”
and are responsible for the vast majority of absorption lines in the spectra of stars.
The metallicity of a star is defined as
[M/H] = log10 (NM/NH)? − log10 (NM/NH) , (1.1)
where NM/NH is the relative abundance by number of all metals to hydrogen. Of-
tentimes, iron abundance,
[Fe/H] = log10 (NFe/NH)? − log10 (NFe/NH) , (1.2)
is used as a proxy for the overall metallicity. The abundance of an individual element
is often reported with respect to the abundance of either hydrogen,
[X/H] = log10 (NX/NH)? − log10 (NX/NH) , (1.3)
7or iron,
[X/Fe] = log10 (NX/NFe)? − log10 (NX/NFe) , (1.4)
where X is the element of interest. Metallicities and abundances are typically re-
ported in these differential units, with respect to the abundances in the Sun (though
they are not always measured differentially). This is because there is still some un-
certainty in the exact composition of the Sun (e.g., Caffau et al. 2015, 2017). If the
abundances are measured and reported in a differential manner, then future updates
to the solar composition will not require changing the published abundances of other
stars. Other times, absolute abundances may be reported as
AX = log10 (NX/NH) + 12. (1.5)
AX is also sometimes reported as log10 X . If one assumes a particular set of solar
abundances, differential abundances can be converted into absolute abundances by
AX = [X/H] + AX,. (1.6)
There are two standard techniques for measuring the metallicity and individ-
ual abundances for solar-type stars: equivalent-width-matching (EW-matching) and
spectral synthesis. Both methods rely on passing stellar atmosphere models through
a radiative transfer code and adjusting the parameters of the model and the abun-
dances of individual elements to reproduce an observed spectrum. EW-matching
codes like MOOG (Sneden 1973) perform a line-by line analysis. For each absorp-
tion line, the abundance of the element is adjusted until the EW of a synthesized
spectrum matches that of the observed spectrum. Then, the stellar parameters (Teff ,
log g, [M/H]) are adjusted until the abundances derived from individual lines shows
no correlation with the excitation potential of the transition, the ionization level of
the species, or the reduced EW. Spectral synthesis codes like Spectroscopy Made
8Easy (SME Valenti & Piskunov 1996; Piskunov & Valenti 2017) and turbospectrum
(Alvarez & Plez 1998; Plez 2012) take a different approach. These codes generate
synthetic spectra given a set of stellar parameters and directly fit the synthesized
spectrum to the observed flux at each wavelength. In this case, stellar parame-
ters are determined via maximum likelihood estimation. Then, using an atmosphere
model with the previously determined best-fit parameters, individual abundances are
adjusted to achieve a better fit. Both of these methods, EW-matching and spectral
synthesis, have two requirements: 1) accurate atmospheric models for the stars being
analyzed, and 2) accurate quantum data for the atoms and molecules present in the
atmosphere. Unfortunately, as described below in Section 1.3, neither of these are
satisfied for M dwarfs.
Previous attempts to measure M dwarf metallicities can be divided into two cat-
egories: 1) semi-empirical approaches that attempt to calibrate metallicity-sensitive
features in M dwarf spectra without relying on M dwarf stellar atmosphere models,
or 2) model-dependent approaches similar to the EW-matching and spectral synthe-
sis methods described above that rely on accurate stellar atmosphere models. The
following two sections review previous attempts to measure the compositions of M
dwarfs through either calibrated (Section 1.2.1) or model-dependent (Section 1.2.2)
techniques.
1.2.1 Calibrated methods to measure M dwarf metallicities
Due to complications in modeling cooler stellar atmospheres, a number of pre-
vious attempts to measure M dwarf metallicities were based on a more empirical
approach aimed at deriving calibrations to metallicity-sensitive observables. These
methods make use of Sun-like F-, G-, or K-type stars with widely-separated M dwarf
companions (FGK+M systems). Companionship is typically determined by common
proper motion (e.g., Poveda et al. 1994). The two stars are assumed to have formed
9at the same time, from the same material, and therefore share a common initial com-
position. The metallicity of the FGK star can be readily measured using the methods
described above. Then, with a sample of these FGK+M systems, observable features
of the M dwarfs (photometric or spectroscopic) that correlate with the metallicity
measured from the FGK primaries can be used as calibrated M dwarf metallicity
tracers.
Bonfils et al. (2005a) was the first to utilize these FGK+M systems to measure M
dwarf metallicities. They found that at a given absolute K-band magnitude, metal-
poor M dwarfs are significantly bluer. The lower opacity in metal-poor stars results
in the τ = 1 surface being lower in the atmosphere where pressures and temperatures
are higher, resulting in bluer colors. Using 20 wide FGK+M systems, Bonfils et al.
(2005a) calibrated a relation between absolute K-band magnitude, V−K color, and
[Fe/H] for M dwarfs. Their calibration achieved a precision of 0.2 dex and spanned
−1.5 to +0.2 dex. Rojas-Ayala et al. (2010) expanded on this work and transitioned
to using spectroscopy rather than photometry for precise metallicity determination.
Rojas-Ayala et al. (2010) identified two features in moderate-resolution (R∼2500) K-
band spectra that are good tracers of overall metallicity: the 2.2 µm Na I doublet and
the 2.26 µm Ca I triplet. Their initial calibration was updated by Rojas-Ayala et al.
(2012) who used a calibration sample of 18 FGK+M systems and achieved a precision
of 0.15 dex. Over the past decade numerous studies utilized these FGK+M systems
to calibrate M dwarf metallicty tracers such as optical-NIR colors and magnitudes
(Casagrande et al. 2008; Johnson & Apps 2009; Schlaufman & Laughlin 2010; Neves
et al. 2012; Johnson et al. 2012; Hejazi et al. 2015; Dittmann et al. 2016), features
in moderate-resolution NIR spectra (Terrien et al. 2012; Mann et al. 2013a, 2014;
Newton et al. 2014), and features in high-resolution optical spectra (Pineda et al.
2013; Neves et al. 2014; Maldonado et al. 2015; Fouqué et al. 2018). The most precise
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methods are limited to a precision of ∼0.1 dex uncertainty in the M dwarf metallicity
estimates.
These methods are colloquially referred to as “empirical” because they do not
rely on stellar atmosphere models of M dwarfs. However, they are ultimately tied
to the model-dependent abundances of Sun-like stars. Therefore, they are not truly
empirical in the sense that they are not a purely observational trend. Changes in
stellar atmosphere models and how abundances are determined for Sun-like stars will
change these relations. Any systematic errors in the FGK metallicities are carried
through to the estimates of the M dwarf metallicities. These calibrations are also
highly sensitive to the calibration sample used and the method used for measuring
the FGK abundances. In a comprehensive comparison, Hinkel et al. (2016) showed
that abundance measurements for Sun-like stars can vary drastically depending on
the group doing the analysis and the methods they used, even when provided with
the exact same spectra. Hinkel et al. (2016) showed that [Fe/H] measurements by
different groups can differ systematically by as much as 0.3 dex and that abundance
estimates of some elements can differ by as much as 0.5 dex. Even the spectrograph
used to observe the FGK star can introduce a systematic effect. Bedell et al. (2014)
showed that applying the same method to asteroid-reflected solar spectra measured
by two different spectrographs can result in metallicity estimates that differ by as
much as 0.04 dex.
An inherent assumption of the FGK+M calibration approach is that common-
proper-motion stars have the same photospheric composition. Andrews et al. (2018)
showed that this assumption of identical composition is valid for comoving Sun-like
stars. They showed that for common-proper-motion binaries containing two Sun-like
stars, metallicities and abundances of both components are consistent within obser-
vational uncertainties. Dotter et al. (2017) recently showed that diffusion can cause
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the current surface abundances to differ from the initial, bulk abundances at forma-
tion by as much as ∼0.1 dex. They also showed that this effect is greatly reduced
by convection, and is therefore mass-dependent. The large convective envelopes of
M dwarfs compared to Sun-like stars can lead to different surface abundances for
coeval FGK+M systems, and if not corrected for, may serve as a lower limit for the
precision of these calibrations.
While this approach of calibrating M dwarf metallicity indicators with FGK+M
systems has its limitations, it is by far the most scientifically lucrative method for
measuring M dwarf metallicities. These methods are playing an increasingly critical
role in characterizing and investigating planetary systems around M dwarfs. Muir-
head et al. (2012a) utilized the Dartmouth Stellar Evolution Database (Dotter et al.
2008) to derive metallicity-dependent radii and masses of planet-hosting cool dwarfs
(Teff < 4400 K), leading to a dramatic downward revision of stellar radii—and thus
planet radii—for ∼80 planet-candidate hosts. Such methods continue to serve an im-
portant role in characterizing cool planet-hosts (Johnson et al. 2012; Muirhead et al.
2012b; Swift et al. 2013; Ballard et al. 2013; Muirhead et al. 2014b; Swift et al. 2015).
M dwarf metallicity calibrations have also allowed investigations of how the composi-
tion of cool stars relates to the occurrence of planets found to orbit them. There is a
well-established trend between stellar metallicity and the occurrence of giant planets
around solar-type stars (Gonzalez 1997; Santos et al. 2001; Fischer & Valenti 2005),
which is consistent with the core-accretion theory of planet formation. There is also
evidence that this trend continues down to smaller planets with radii between 1.7R⊕
and 4R⊕ (Wang & Fischer 2015; Buchhave et al. 2014). However, there is still debate
as to whether such a planet-metallicty correlation exists for Earth-sized planets with
Rp ≤ 1.7R⊕ (Wang & Fischer 2015; Buchhave & Latham 2015; Zhu et al. 2016).
Johnson & Apps (2009) and Johnson et al. (2010a) first suggested that Jupiter-sized
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giant planets around M dwarfs are found preferentially around metal-rich stars after
estimating the metallicity of seven planet-hosts from their broadband photometry.
This result was later confirmed in numerous studies (Schlaufman & Laughlin 2010;
Rojas-Ayala et al. 2010; Schlaufman & Laughlin 2011; Terrien et al. 2012; Rojas-
Ayala et al. 2012). However, unlike solar-type stars, there is no evidence that such
a trend exists for Neptune-sized or smaller planets (Mann et al. 2012; Neves et al.
2013; Mann et al. 2013c), suggesting that planet-metallicity correlation depends on
the mass of the host star (or the mass of the protoplanetary disk).
Despite the success of the calibrated M dwarf metallicity measurements, these
methods are indirect tracers of metallicity and only provide an estimate of the bulk,
overall metallicity. They are not suitable for measuring the abundances of individual
elements. Furthermore, there is little theoretical explanation as to why strong lines
of elements like sodium and calcium make such good tracers of iron abundance. In
Chapter 2, I investigate the physical mechanism behind these M dwarf metallicity
calibrations.
1.2.2 Model-dependent detailed chemical analysis of M dwarfs
While most of the success in measuring M dwarf metallicities has come from cal-
ibrated methods, some effort has been spent on applying standard model-dependent
methods of analyzing high-resolution spectra to M dwarfs. Mould (1976, 1978) was
the first to perform detailed chemical analysis of M dwarfs. With early models of
M dwarf atmospheres (see Section 1.3), he measured Ti and Fe abundances of six M
dwarfs from their high-resolution K-band spectra. Using the same models, Naftilan
et al. (1992) measured detailed abundances of AD Leo. However, these models lacked
a number of important opacity sources in M dwarfs atmospheres and the metallici-
ties derived with them are systematically lower than those derived with modern cal-
ibrated methods (Mann et al. 2015). In this section, I review three model-dependent
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approaches for measuring the compositions of M dwarfs. The three methods are
direct comparison to a model grid, spectral synthesis, and EW-matching.
Direct comparison to a model grid
With the introduction of updated M dwarf atmosphere models by Allard &
Hauschildt (1995), a number of attempts were made to infer M dwarf parameters by
performing a simple χ2 minimization between observed spectra and a grid of models.
Jones et al. (1996) inferred temperatures, gravities, and metallicities from the J-band
spectra of 13 M dwarfs. Jones et al. (1996) noted large discrepancies between the
observed and modeled spectra, and cautioned against assigning absolute parameters
based on their analysis. Indeed, their metallicity estimates are significantly lower
than modern estimates—an extreme example of which is GJ 411 for which Jones
et al. (1996) quote a metallicity of −2.5 dex while modern estimates put it at −0.4
dex (Mann et al. 2015). This approach of inferring parameters by direct comparison
with a model grid was repeated in various spectral windows at various resolutions
by Gizis (1997), Leggett et al. (2000), Jones et al. (2002), Rajpurohit et al. (2013),
Rajpurohit et al. (2014), Rice et al. (2015), Passegger et al. (2016), Rajpurohit
et al. (2016), Rajpurohit et al. (2018), and Passegger et al. (2018). Even the most
recent attempts, those of Rajpurohit et al. (2018) and Passegger et al. (2018), still
struggle to provide good agreement with calibrated methods. Rajpurohit et al. (2018)
found that their effective temperatures and metallicities differed by up to 350 K
and 0.8 dex, respectively, from those determined by Terrien et al. (2015) through
calibrated methods. Passegger et al. (2018) find much better agreement between
their effective temperatures and empirically derived values. However, for the 300
stars they analyzed, nearly all of their inferred metallicities lie within a very narrow
range (±0.2 dex) of solar. For stars in their sample that had literature estimates of
metallicities from calibrated methods, the literature metallicities ranged from −0.6 to
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+0.4 dex, and there is almost no correlation between their metallicities and literature
values. Despite many attempts, direct comparison between observed spectra and
models grids is not a valid method for characterizing M dwarfs due to the many
complications with modeling cooler stellar atmospheres (see Section 1.3).
Spectral synthesis
A more careful approach was pioneered by Valenti et al. (1998) and Zboril
& Byrne (1998) who attempted to apply modern spectral synthesis methods to M
dwarfs. Spectral synthesis begins with deriving optimal bulk parameters (Teff , log g,
and [M/H]) by comparing an observed spectrum to a grid of synthetic spectra, much
like the what is described above. Then, using the atmospheric model correspond-
ing to the best fit parameters, individual abundances are derived by re-calculating
the synthetic spectrum for different compositions until a better fit to the observed
spectrum is achieved. Typically, this approach requires carefully selecting only spec-
tral lines that are well reproduced by the model and sometimes requires adjusting
line data like central wavelength and oscillator strength in order to produce a good
fit. While this approach is certainly more meticulous than the direct comparison
approach described above, it still suffers the same drawback of relying on incomplete
models of M dwarf atmospheres. However, there have been a number of attempts
over the past decade to apply spectral synthesis to M dwarfs. Bean et al. (2006b,a)
used a modified version of the Valenti et al. (1998) approach to measure metallic-
ities of planet-hosting M dwarfs. Önehag et al. (2012), Lindgren et al. (2016) and
Lindgren & Heiter (2017) utilized MARCS models (Gustafsson et al. 2008) and the
Spectroscopy Made Easy (SME Valenti & Piskunov 1996; Piskunov & Valenti 2017)
spectral synthesis code to infer M dwarf effective temperatures and metallicities to a
precision of 100 K and 0.05 dex, respectively. Souto et al. (2017, 2018) used MARCS
models and the turbospectrum code (Alvarez & Plez 1998; Plez 2012) to synthesize
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SDSS APOGEE spectra of three planet-hosting, M dwarfs (Kepler-138, Kepler-186,
and Ross 128) and measured chemical abundances for at least eight different elements
with precisions of order 0.1 dex.
The accuracy of abundances derived from spectral synthesis depends strongly on
the accuracy of the model atmospheres used, and results from direct spectral synthesis
are often inconsistent with result from other methods. Bean et al. (2006b) analyzed
five M dwarfs with FGK companions and found that their M dwarf metallicities
were consistently lower than those of the FGK primaries. Furthermore Bean et al.
(2006a) derived sub-solar metallicities for three planet-hosting M dwarfs and found
their method produced systematically lower metallicities than the calibrated method
of Bonfils et al. (2005a). The metallicities derived by Lindgren et al. (2016) and
Lindgren & Heiter (2017) are in fairly good agreement with those derived from the
Rojas-Ayala et al. (2012), Terrien et al. (2012), and Mann et al. (2013a) calibrations
based on moderate-resolution spectra, agreeing within measurement uncertainties.
Additionally, Lindgren et al. (2016) analyzed four FGK+M binaries, finding excellent
agreement (0.01–0.04 dex difference) between metallicities measured independently
from either component. However, they found discrepancies between temperatures
derived through their spectral synthesis and those derived from empirical relations.
Their temperatures are consistently ∼100 K lower than those determined by Mann
et al. (2015) which were determined by comparing optical spectra to BT-Settl models,
but ultimately tuned to match long baseline optical interferometry observations. The
metallicities derived by Souto et al. (2017) from the APOGEE spectra of two early-
M dwarfs (Kepler-138 and Kepler-186) are consistently ∼0.1–0.2 dex higher than
those derived from calibrated methods. However, the metallicity of the mid-M dwarf
Ross 128 derived by Souto et al. (2018) is roughly consistent with estimates based
on calibrated methods. Analyses of more APOGEE M dwarf spectra are needed
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to determine if there is a statistically significant difference in metallicities measured
through spectral synthesis and through calibrated methods.
EW-matching
Another technique for analyzing high-resolution spectra is the line-by-line EW-
matching method. This method is usually disfavored for analysis of M dwarfs due
to significant blending of absorption lines that make it difficult to both identify the
continuum level and isolate individual lines. However, it has the benefit of being
insensitive to the line shape as all the information in an absorption line is reduced to
a single number, the EW. Woolf & Wallerstein (2004, 2005) used the EW-matching
code MOOG (Sneden 1973) to measure Ti and Fe abundances from atomic lines
in M and K dwarfs. In a series of papers, Tsuji & Nakajima (2014); Tsuji et al.
(2015); Nakajima et al. (2015); Tsuji & Nakajima (2016a); Tsuji (2016) developed a
“blend-by-blend” analysis to measure C and O abundances from blended lines of CO
and H2O. These methods suffer the same shortcomings of other model-dependent
methods.
Model-dependent M dwarf metallicity determinations based on spectral synthe-
sis and EW-matching have the benefit of being direct measurements of elemental
abundances, but have so far failed to provide satisfactory agreement with calibrated
methods. In Chapter 3, I developed a new method for directly measuring the abun-
dances of individual elements in M dwarfs. I combined features of both the calibrated
approach described in Section 1.2.1 and the model-dependent approaches described
above. This new approach expands upon the EW-matching technique and uses ob-
servations of FGK+M systems to derive corrections to EWs measured from a grid
of synthetic M dwarf spectra. My new approach offers a semi-empirical method for
deriving the Teff , [Fe/H], and [Ti/Fe] of M dwarfs from their high-resolution NIR
spectra.
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1.3 M dwarf stellar atmosphere models
Throughout this dissertation, I make use of stellar atmosphere models to analyze
M dwarf spectra. In this section, I describe how these models are generated and their
underlying assumptions.
Stellar atmosphere models are a critical component for many fields within as-
tronomy. Their uses range from precisely determining the abundances of elements
in the Sun (Asplund et al. 2009; Caffau et al. 2011), to studying the evolution of
stellar populations and galaxies (Fioc & Rocca-Volmerange 1997; Maraston 1998),
to investigating the chemical evolution of the Milky Way and other galaxies (Suntzeff
1981; McWilliam & Rich 1994). The goal of stellar atmosphere modeling is to ac-
curately model the equilibrium structure (temperature, pressure, density), chemical
concentrations, energy partition (ionization and excitation states), and emergent flux
in the atmosphere of a star.
1.3.1 The basics of stellar atmosphere models
In this section, I give a brief overview of the basic prescription for a stellar
atmosphere model. This simplified description closely follows the approach of the
earliest numerical models such as the ATLAS models of Kurucz (1970). In modern
models, some assumptions have been lifted and additional physics are included. I
discuss these improvements in the next section. The following serves as a foundation
for understanding the process of modeling stellar atmospheres. See Kurucz (1970);
Allard (1990) for a more detailed description of the model.
Basic stellar atmosphere modeling starts with the following assumptions.
1. Hydrostatic Equilibrium: The force of gravity is balanced by internal pres-
sure such that the atmosphere of the star is stable and time-independent.
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2. Radiative Equilibrium: No energy is generated in the atmosphere of the
star.
3. Local Thermodynamic Equilibrium (LTE): Energy levels are populated
based on Saha-Boltzmann statistics and the radiative source function is the
Planck function.
4. Homogeneity: The entire atmosphere can be described as depending only
on the radial distance from the center of the star and elements are distributed
homogeneously with depth.
5. Plane-parallel: The height of the atmosphere is much less than the radius of
the star (∆R/R << 1) such that the curvature is negligible.
The parameters that define the stellar atmosphere are exactly those parameters
one hopes to infer from spectroscopic observation of a star. For the simplest models,
the entire star is defined by the following three parameters.
1. Teff — The effective temperature of the star, defined such that Teff =
(L/σ4piR2)1/4 where L is the luminosity, σ is the Stefan-Boltzmann constant,
and R is the radius of the star.
2. g — The surface gravity of the star defined as g = GM/R2 where G is the
gravitational constant and M is the mass of the star. This parameter is often
reported as the base-10 log of the surface gravity in centimeter-gram-second
(cgs) units, log g.
3. [M/H] — The abundance of metals relative to hydrogen in the star. Often, one
assumes that the star has the same relative abundances as the Sun and scales
all abundances equally by a single value. The number of atoms of any element
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X per unit volume (NX) relative to the number of Hydrogen atoms per unit
volume (NH) is then determined by
log10 (NX/NH)? = log10 (NX/NH) + [M/H].
The next few sections describe the relevant physics for solving the structure,
energy partition, and radiative transfer in the atmosphere
Equilibrium Structure
The structure of the star is defined by the assumption of hydrostatic equilibrium,
dP
dz
= −ρg, (1.7)
where P is the total internal pressure, z is the height within the atmosphere, ρ is
the mass density, and g is the gravitational acceleration. The total pressure in the
simplest case is just the gas pressure which depends on the particle number density
n and temperature T based on the ideal gas equation,
Pgas = nkbT, (1.8)
where kb is the Boltzmann constant. Additional pressure sources such as radiation
and microturbulence can be included in the total pressure, but are negligible in M
dwarf atmospheres.
Energy Partition
For the simple case where the interaction between radiation and matter is lim-
ited to changes in the electron configuration of atoms and scattering by charged
particles, the ability of matter to remove or introduce radiation along the line of
sight can be fully described by the Boltzmann and Saha equations.
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The Boltzmann equation defines the relative population of states i and j with
energies Ei and Ej, respectively, and statistical weights gi and gj, respectively.
ni
nj
=
gi
gj
eEi−Ej/kbT . (1.9)
The Saha equation defines the relative population of ionization states I and II with
partition functions ZI and ZII , respectively.
nI
nII
=
ne
2
ZI
ZII
(
h2
2pimekbT
)3/2
eχI/kbT , (1.10)
where ne andme are the electron number density and mass, respectively, h is Planck’s
constant, and χI is the ionization energy of the I state. The density of free electrons
is determined through charge conservation such that
∑
i
niqi − neqe = 0 (1.11)
where ni and qi are the number density and charge, respectively, of the ith ionization
state and qe is the electron charge, which is calculated for each species and summed.
Radiative Transfer
The alteration of the radiation field along the line of sight is described by the
basic equation of radiative transfer
µ
∂Iν
∂τν
= Iν + Sν (1.12)
where ν represents a single frequency, Iν is the specific intensity, Sν is the source
function, µ is the cosine of the angle between the direction of the radiation and the
normal of the atmosphere,and τν is the optical depth. The optical depth is defined
as
dτν = χν ρ dz, (1.13)
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where χν is the absorption cross section per gram. The opacity is calculated from
tabulated absorption coefficients and the equation of state. Based on the assumption
of LTE, the source function is just the Planck function,
Sν = Bν(T ). (1.14)
Finally, the assumption of radiative equilibrium requires the flux to be con-
served.
∇F = 0 (1.15)
where, in the case of only considering radiative energy transport,
F =
∫ ∞
0
Fν dν = σT
4
Eff = const, (1.16)
and
Fν = 2pi
∫ +1
−1
Iν µ dµ. (1.17)
However, most stellar atmospheres can also transport energy via convection. When
including convective flux, Fconv, the requirement of radiative equilibrium is modified
such that
F =
∫ ∞
0
Fν dν + Fconv = σT
4
Eff . (1.18)
Convective transport is modeled in 1D via mixing length theory, which assumes
that a convective bubble will travel a distance ` = αH before equalizing with the
surrounding material. α is the mixing length parameter (of order unity) and H is
the scale height,
H =
kbT
µg
, (1.19)
where µ is the mean molecular weight. The convective flux is then given by
Fconv = ρ Cp `
2
√
g/T (∇T −∇T ′)3/2 , (1.20)
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where Cp is the heat capacity at constant pressure and a prime denotes the tem-
perature gradient of the bubble (Böhm-Vitense 1958). Typically, mixing length pa-
rameters are interpolated from coarse grids of 2D or 3D radiation hydrodynamic
simulations and averaged over the convective region of the atmosphere (see Ludwig
et al. 1999). Convection carries the majority of the flux in the deeper layers of the
atmosphere, but this convective region can extend into the optically thin portion of
the atmosphere where τ < 1. The condition for when an atmosphere is stable against
convection is given by the Schwarzschild criterion,
∇Trad < ∇Tad. (1.21)
When the radiative temperature gradient is larger than the adiabatic temperature
gradient, convection occurs. Otherwise, perturbations will dissipate as gravity waves.
Numerical Solution
The nonlinear system described by the equations above must be solved numer-
ically. First, one defines an optical depth grid and makes an initial guess of the
temperature at each optical depth grid point. Usually, a previously converged model
with similar parameters is used to initialize the temperature structure. Then, starting
with the outer most layer and an assumed outer boundary pressure, the hydrostatic
equilibrium equation can be integrated down along the optical depth grid. Next,
in each layer, the energy level populations and ionization levels are calculated for
all species considered. Then, the radiative transfer equation is solved over a grid of
frequencies that span the full range of the spectrum where significant flux is emit-
ted. Finally, the emergent spectrum from each layer is integrated with respect to
frequency and the integrated flux is compared to the expected flux assuming radia-
tive equilibrium. The deviation from radiative equilibrium at each layer is then used
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to calculate a correction to the temperature of that layer following the procedure of
Lucy (1964). With this new temperature profile, the above steps are repeated until
convergence, typically when the flux error is less than 1%.
Expanding to cooler atmospheres
In order to expand the simple model described above into the temperature
regime of M dwarfs, the effects of molecules have to be considered. The inclusion of
molecules requires a few changes. First, the relative concentration of each molecular
species considered can be calculated for each layer by assuming chemical equilibrium,
defined by the Guldberg-Waage law of mass actions. Consider the dissociation of a
diatomic molecule AB into atoms A and B and their recombination,
AB −−⇀↽− A + B. (1.22)
A dynamic equilibrium is met when the normalized partial pressures of the products
pA and pB divided by the normalized partial pressure of the reactant pAB is equal to
the equilibrium constant KAB,
(pA/p0)(pB/p0)
(pAB/p0)
= KAB, (1.23)
where p0 is some reference pressure. As a state of dynamic equilibrium, dissocia-
tion and recombination still occur, however, the respective rates are equal such that
on macroscopic scales the system is static. The equilibrium constant is related to
difference in Gibbs free energies of formation between the reactants and products,
∆G0,AB, via
KAB = exp
(−∆G0,AB
RT
)
, (1.24)
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where R is the gas constant. Values for the Gibbs free energy of formation are
tabulated in various thermochemical tables. See Heng et al. (2016) for an excellent
overview of calculating chemical systems in equilibrium.
Now that we can solve for the abundance of each molecular species at each layer
in the atmosphere, we can also include them as an opacity source. Molecules interact
with radiation in the same way as atoms do, absorbing and emitting photons with
energies that correspond to quantum transitions within the molecule. Molecules can
store energy in bonds, electron excitation, vibration, and rotation, leading to millions
of possible transitions within a molecule. The relevant quantum data for molecular
opacity has been tabulated in various sources such as in the Kurucz (Smithsonian)
atomic and molecular database (Kurucz 1995), the Plez TiO line list (Plez 1998),
and the HITRAN database (Rothman et al. 2013).
For the latest M dwarfs (Teff < 3000 K), dust grain formation can occur in the
cool outer atmosphere where temperatures drop below 1800 K (Allard et al. 2001).
These dust grains condense, coagulate, convect, settle, and introduce additional opac-
ity across the spectrum. Modern stellar atmosphere models include the effects of dust
when necessary (Allard et al. 2003; Hauschildt & Baron 2005), however, dust and
condensates do not play a large role in the stars considered in this thesis, early- and
mid-M dwarfs.
1.3.2 M dwarf atmosphere models: from early attempts to now
The inclusion of molecular chemistry in stellar atmosphere models was first
explored by Auman (1969) and Tsuji (1973) who incorporated chemical equilibrium
constants for a number of diatomic molecules calculated by Tatum (1966) and Vardya
(1966). Auman (1969) included infrared H2O opacity calculated by Auman (1967),
but no other molecular opacity. Mould (1975, 1976) was the first to generate a large
grid of M dwarf atmospheres that included convective transport and molecular opac-
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ity from a few of the major absorbers. Mould based his models off the ATLAS models
(Kurucz 1970) but incorporated H2O opacity from Auman (1967), TiO opacity from
Tsuji (1969), and CaH opacity from Ortenberg (1960). While these early models
qualitatively reproduced the features seen in M dwarf spectra, they failed to ade-
quately reproduce the observed broadband colors and spectral indices of M dwarfs
(Persson et al. 1977).
A breakthrough came in 1990 when Allard (1990) adapted the cool (∼5000 K)
white dwarf models of Wehrse (1972) for application to M dwarf atmospheres. These
models included an extensive thermochemical network of over 100 molecules and
molecular ions and included opacity for nearly all the major absorbers in M dwarf
atmospheres including H2O, TiO, CaH, MgH, VO, OH, and CO. These models offered
significant improvement in reproducing the observed spectra of M dwarfs and, in
particular, stars with Teff < 3000 K.
Since 1990, further attempts at modeling cooler stellar atmospheres have been
carried out largely by two groups developing two separate atmosphere modeling
codes, PHOENIX and MARCS. PHOENIX, introduced by Hauschildt (1991), was
originally designed to model the expanding atmospheres of novae and supernovae.
Allard et al. (1994) adapted this code for modeling stellar atmospheres and Allard
& Hauschildt (1995) published the first grid of PHOENIX M dwarf models covering
Teff = 1500–4000 K, log g = 3.5–5.5, and [M/H] = −4.0–+0.5. Similar advance-
ments were made with the MARCS code which was first introduced by Gustafsson
et al. (2009). Plez et al. (1992) and Brett & Plez (1993) incorporated updated line
lists for TiO, H2O, and a number of other important molecules to publish the first
MARCS grid of M dwarf models. For a more detailed review of early M dwarf stellar
atmosphere models, see Allard et al. (1997).
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The majority of the improvements to M dwarf atmosphere models over the past
two decades have involved improvements to the handling of convection, updates to
the solar metallicity scale, and updated/new molecular line lists. Major updates to
the H2O line list were published by Miller et al. (1994); Allard et al. (1994, the so-
called MT list), Partridge & Schwenke (1997, the PS or AMES list), and Barber et al.
(2006, the BT2 list). Major updates to the CO line list were published by Goorvitch
& Chackerian (1994a,b). Major updates to the TiO line list were published by
Jorgensen (1994), Schwenke (1998), and Plez (1998).
The PHOENIX models have gone through a number of revisions. The NextGen
models (Hauschildt et al. 1999) introduced a new opacity sampling method and up-
dated line lists including CO and TiO (Jorgensen 1994; Miller et al. 1994). The
AMES models (Allard et al. 2001) incorporated a new equation of state that in-
cludes condensation and dust formation (only important for Teff < 3000 K), solar
abundances from Grevesse & Noels (1993), and updated line lists including TiO,
H2O, FeH, CrH, and VO (Partridge & Schwenke 1997; Schwenke 1998; Phillips &
Davis 1993). The latest update, the BT-Settl models (Allard et al. 2011, 2012a,b,
2013), incorporated a number of improvements relevant to modeling very-low-mass
objects such as L and T dwarfs (e.g., dust settling and cloud formation), but also
many improvements relevant for M dwarfs. Molecules with updated line lists include
H2O, TiO, VO, MgH, and CaH (Barber et al. 2006; Plez 1998). Solar abundances
were updated to those of Asplund et al. (2009) with additional updates from Caffau
et al. (2011). Other improvements include updates to mixing length and convective
overshoot from 2D and 3D radiative hydrodynamic simulations (Ludwig et al. 1999,
2006; Freytag et al. 2010, 2012). Future grids of the PHOENIX are already underway
(Allard 2016).
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The incremental development of the MARCS models is not as well documented
as for the PHOENIX models. The largest and latest update to the M dwarf models
was published by Gustafsson et al. (2008). This was the first extensive MARCS grid
containing ∼104 models covering effective temperatures 2500–8000 K and a wide
range of compositions. This grid incorporates updated lines lists for all the major
molecules, including many of the same sources used by the PHOENIX models, such
as the BT H2O list (Barber et al. 2006), the TiO list of Plez (1998), and the CO
list of Goorvitch & Chackerian (1994a,b). The solar abundances used were those
of Grevesse et al. (2007). Overall, the latest MARCS models agree well with the
PHOENIX models.
The work in this thesis relies heavily on the use of the latest version the
PHOENIX BT-Settl code and includes additional improvements to the abundance
scaling scheme. The latest models do a good job reproducing most of the broad
molecular features present in M dwarf spectra (see Section 2.6). However, their ap-
plication to chemical detailed analysis is still limited as they cannot reproduce the
observed strength of individual atomic and molecular lines (see Sections 1.2.2 & 3.3).
1.4 Galactic Chemical Evolution
Advances in modeling M dwarf atmospheres and new methods to measure the
detailed chemical composition of M dwarfs enable a broad range of investigations. In
this dissertation, I make use of observed trends between composition and stellar age
to constrain the ages of M dwarf stars. This dissertation builds on decades of work
to piece together the chemical evolution of the Galaxy. In this section, I review these
efforts and discuss relevant observed trends.
Galactic archaeology attempts to infer the formation and evolution of the
Galaxy through studying the locations, kinematics, ages, and compositions of in-
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dividual stars. Of particular interest is the chemical evolution of the Galaxy, how
the chemical elements created in stars and novae enrich the interstellar medium (ISM)
and future stellar populations. Eggen et al. (1962) first used the compositions and
kinematics of individual stars to infer the formation of the Galaxy. They showed
that there is a correlation between the metallicity of stars and their 3D space veloc-
ities based on a sample of ∼200 stars. They found that the most metal poor stars
have high eccentricity orbits and a higher dispersion in their 3D space velocities, and
argued this was evidence that the Galaxy formed from the rapid collapse of a mono-
lithic protogalactic cloud. It is now known that accretion of smaller dwarf galaxies
has played a large role in the formation and enrichment of the Milky Way (Searle
& Zinn 1978). Now, surveys of millions of stars are revealing the chemo-kinematic
structure of the Galaxy on a massive scale (Steinmetz et al. 2006; Eisenstein et al.
2011; Gilmore et al. 2012; Cui et al. 2012; De Silva et al. 2015). When combined
with stellar ages, these survey provide a glimpse back into the history of the chemical
enrichment of the Galaxy.
One of the earliest known chemical signatures of our Galaxy is the enhancement
of alpha element abundance in metal-poor stars. Alpha elements are elements formed
via the alpha process where nuclei with an even number of protons are converted into
heavier elements by capture of a helium nucleus (alpha particle). Based on a survey
of only 21 G stars, Wallerstein (1962) showed that metal poor stars are enhanced in
alpha elements relative to iron ([α/Fe]). Alpha elements are mainly produced in the
cores of massive stars near the end of their lives, just prior to their demise as type II
supernovae (Burbidge et al. 1957). Iron is also produced by massive stars, however,
somewhere between 50% and 70% of the iron in the universe is produced by explosive
nucleosynthesis during type Ia supernovae (Blanc & Greggio 2008; Matteucci 2012;
Maoz & Graur 2017). The enhancement in [α/Fe] for metal-poor stars is the result
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of type II supernovae enriching the ISM with alpha-elements early on in the life of
the Galaxy. After ∼1 Gyr, the progenitors of type Ia supernovae have evolved to
their white dwarf stage and type Ia supernovae begin enriching the ISM with vast
amounts of iron. As time goes on, the type II supernovae rate falls off along with star
formation and the type Ia rate increases as more progenitors reach the white dwarf
phase. The resulting decrease in alpha enrichment and increase in iron enrichment
causes [α/Fe] to decrease while [Fe/H] increases. This trend has been confirmed by
numerous surveys (Edvardsson et al. 1993; Fuhrmann 1998, 2011; Adibekyan et al.
2011, 2012a; Haywood et al. 2013; Bensby et al. 2014; Hayden et al. 2015; Nissen
2015; Martig et al. 2015; Hawkins et al. 2016; Feuillet et al. 2016; Spina et al. 2016;
Buder et al. 2018; Feuillet et al. 2018).
The relation between [α/Fe], [Fe/H], and age for solar neighborhood stars is
shown in Figure 1.3 based on data from Chapter 4. In Chapter 4, I use this relation
to estimate ages of M dwarfs based on their alpha enhancement.
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Fig. 1.3: [Ti/Fe] vs. [Fe/H] for solar neighborhood FGK stars, colored by age.
Titanium is an alpha element. The decrease in alpha enhancement with increasing
metallicity is a result of early alpha enrichment from type II supernovae followed by
later iron enrichment by type Ia supernovae.
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Chapter 2
The physical mechanism behind M dwarf
metallicity indicators and the role of C and
O abundances
In this chapter, I address question 1 of my dissertation: Are M dwarf metallicity
indicators direct tracers of metallicity? I provide a physical explanation for why
previous published M dwarf metallicity indicators work. Based on a custom grid of
BT-Settl PHOENIX models, I show that common M dwarf metallicity indicators are
more sensitive to C and O abundances than to overall metallicity and are therefore
indirect tracers of metallicity. The contents of this chapter were published by Veyette
et al. (2016b).
2.1 Motivation
Measuring the metallicity of planet-hosting stars is an important step in the
follow-up characterization of exoplanetary systems. Planet-hosting M dwarf metallic-
ity measurements have been used to better constrain host star properties (Muirhead
et al. 2012a; Gaidos et al. 2016) and investigate the planet-metallicity correlation
in the regime of low host star mass (Johnson & Apps 2009; Johnson et al. 2010a;
Rojas-Ayala et al. 2010; Mann et al. 2013c).
As discussed in Chapter 1, standard methods to measure the composition of
Sun-like stars are not applicable to M dwarfs. Therefore, numerous studies have
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developed semi-empirical methods, calibrated using M dwarfs with widely-separated
FGK companions. Of particular success have been methods that correlate the equiv-
alent widths (EWs) of atomic lines measured in NIR M dwarf spectra to the metal-
licities measured from their FGK companions. Methods to measure [Fe/H] in M
dwarfs are now reaching precisions of ∼0.1 dex despite the fact that most do not
use Fe I absorption lines and therefore do not directly probe Fe abundance. As
M dwarf metallicity calibrations continue to achieve greater precision, we require a
better understanding of the physical mechanisms behind these [Fe/H] tracers that
do not directly probe Fe abundance. Throughout the visible and NIR region of an
M dwarf spectrum, the continuum level is depressed by molecular bands creating a
pseudo-continuum from which metal line equivalent widths (EWs) are measured. In
the case of H- and K-band M dwarf metallicity indicators, the pseudo-continuum
level is defined by H2O bands. The carbon-to-oxygen ratio1 C/O has been observed
to strongly affect molecular bands such as H2O in NIR spectra of ultracool dwarfs
and exoplanets (Madhusudhan et al. 2011; Moses et al. 2013; Sorahana & Yamamura
2014; Barman et al. 2015). One might expect similar effects to be seen on a smaller
scale in the pseudo-continua of NIR M dwarf spectra. Variations in the pseudo-
continuum would alter the EWs of metal lines in M dwarf spectra and metallicities
inferred from them.
Apart from the possible influence of C/O on the pseudo-continua and EWs of
metal lines in M dwarf spectra, there is growing interest in measuring C/O in M
dwarfs due to its role in inferring the interior structures of rocky planets. Models
of C-rich (C/O > 0.8) protoplanetary disks suggest they contain more mass in the
form of solid refractory condensates in the inner region of the disk (<1 AU) than
disks of solar-metallicity and can form C-rich planets composed primarily of carbides
1C/O is defined as NC/NO, where NC and NO are the number densities of carbon and oxygen,
respectively.
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rather than silicates like the Earth (Bond et al. 2010; Carter-Bond et al. 2012a,b;
Moriarty et al. 2014). With ∼1 rocky planet per M dwarf with a period <150 days
(Morton & Swift 2014; Dressing & Charbonneau 2015), M dwarfs are prime targets
for discovering C-rich, rocky, short-period planets. The Transiting Exoplanet Survey
Satellite (TESS ) is expected to discover over 400 Earth-sized planets around nearby
M dwarfs, including ∼50 orbiting within their host stars’ habitable zones (Sullivan
et al. 2015).
Some surveys of nearby solar-type stars find that ∼25% of stars are C-rich
(Delgado Mena et al. 2010; Petigura & Marcy 2011). However, it has recently been
argued that these surveys are systematically skewed to higher C/O due to an over-
estimation of the solar C/O and their treatment of the λ6300 [O I] forbidden line
which is blended with a Ni I line (Fortney 2012). For example, Petigura & Marcy
(2011) adopted log(gf) = −1.98 for the Ni I line, which is 35% higher than what
has been measured in laboratory experiments (Johansson et al. 2003), leading to
overestimation of the Ni I contamination and underestimation of O abundance. Fur-
thermore, Gaidos (2015) and Gizis et al. (2016) suggest C-rich M dwarfs would have
distinct spectral index ratios that are not observed in spectroscopic surveys of nearby
M dwarfs. Gaidos (2015) limits the occurrence of C-rich M dwarfs to <0.1% of M
dwarfs. More recent surveys of FGK stars that utilize both the λ6300 [O I] forbidden
line and the λ7774 O I triplet confirm the dearth of stars with C/O > 0.8 (Nissen
2013; Nissen et al. 2014; Teske et al. 2014).
M dwarfs that are intrinsically2 C-rich with C/O > 0.8 are likely rare. However,
there is some variation in C/O among solar neighborhood FGK stars (Brewer &
Fischer 2016). This variation should have an observable effect on visible and NIR M
2As opposed to dwarf carbon (dC) stars which likely accreted C-rich gas from the envelope of
an evolved companion (Dahn et al. 1977; Dearborn et al. 1986; Green 2013)
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dwarf spectra, which are dominated by opacity due to molecules that contain C and
O.
In this chapter, I explore the effect of varying C and O abundances on multiple
recently published metallicity indicators in M dwarf spectra. In Section 2.2, I briefly
cover the chemistry that occurs between C and O in the atmosphere of an M dwarf
and the implications for the EWs of absorption lines. In Section 2.3, I present a
set of synthetic spectra of M dwarfs with varied C and O abundances. I apply
various methods for measuring metallicity from M dwarf spectra to these models
in Section 2.4. In Section 2.5, I describe the role of C/O for M dwarf metallicity
indicators in the context of galactic chemical evolution. In Section 2.6, I present an
observational case study of the effect of C/O on the spectrum of a C-rich M dwarf.
Finally, I discuss the results in Section 2.7 and summarize them in Section 2.8.
2.2 The chemistry of C and O in M dwarf atmospheres
The dominant sources of opacity in M dwarf atmospheres are molecules that
contain either C or O. TiO contributes the majority of the opacity at visible wave-
lengths. H2O and CO provide most the opacity in the NIR. Chemical equilibrium is
defined as the minimization of the Gibbs free energy of the system (van Zeggeren &
Storey 1970). In the typical temperatures and pressures of an M dwarf atmosphere,
chemical equilibrium is achieved when nearly all the C is locked away in energetically
favorable CO, along with an equal amount of O (Burrows & Sharp 1999; Heng et al.
2016). At low effective temperatures (Teff < 3300 K) the remaining oxygen is largely
found in H2O. At higher Teff , O I, SiO, and OH account for most of the O in the
upper atmosphere that is not in CO. Although TiO is a major source of opacity in
M dwarf atmospheres, it is relatively scarce by number, accounting for <0.03% of
all O in the atmosphere of a Teff = 3000 K star with solar abundances. Figure 2.1
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shows the partial pressures of CO, H2O, O I, SiO, OH, all other O-bearing species
(including TiO), and all other C-bearing species as a function of optical depth for
atmospheric models (as described in Section 2.3) with various Teff . The partial pres-
sure of a species in a mixture is the pressure exerted by a gas composed only of that
species at its density and temperature.
CO plays a crucial role in the abundance of other O-bearing species. At solar
abundances, it is the dominant O-carrier and is limited only by the abundance of
C. Therefore, the relative abundance of major opacity sources like CO and H2O is
mediated by the relative abundance of C and O nuclei. Figure 2.2 shows the partial
pressures of CO and H2O as a function of optical depth for Teff = 3000 K and log(g)
= 5.0 atmospheric models with varied C/O. In the high C/O case, significantly more
oxygen is found in CO than in H2O. At solar C/O (0.55), the partial pressures, and
therefore relative abundance, are roughly equal with ∼80% more oxygen in CO than
in H2O at an optical depth of unity (CO contains 55% of O nuclei, H2O contains
30%). When C/O < 0.5, H2O becomes the dominant oxygen carrier. In warmer
atmospheres, the abundance of other O-bearing species becomes comparable to or
greater than that of H2O, but the abundance of H2O still varies significantly as a
function of C/O.
2.2.1 Effect on the pseudo-continuum and EWs of absorption lines
In a plane-parallel atmosphere where the temperature is a linear function of
optical depth, the emergent intensity at a given wavelength is described by Planck’s
law at the local gas temperature of the atmosphere where the optical depth at that
wavelength is unity. At wavelengths where the Rayleigh-Jeans approximation is valid
and the emergent flux is a linear function of temperature, additional continuum
opacity—that is a constant source of opacity at all wavelengths—reduces the flux
at all wavelengths equally. In this case, additional continuum opacity would not
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Fig. 2.1: Partial pressures of CO, H2O, O I, SiO, OH, all other O-bearing species,
and all other C-bearing species as a function of optical depth for model atmospheres
with solar abundances and various Teff . In models with Teff < 3300 K, CO contains
nearly all the C and the majority of O in the atmosphere, with the majority of the
remaining O residing in H2O.
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Fig. 2.2: Partial pressures of CO (solid) and H2O (dashed) as a function of optical
depth for Teff = 3000 K and log(g) = 5.0 atmosphere models with different C/O. As
C/O increases, more oxygen is bound up in energetically favorable CO leaving less
oxygen to make H2O.
effect the EW of an absorption line as both the intensity within the line and of the
continuum level are reduced equally.
In the atmosphere of an M dwarf, the temperature is not a linear function of
optical depth and the spectral regions of interest lie too close to the peak of the
blackbody radiation spectrum so that they do not vary linearly with temperature.
It is still instructive, however, to think of the τ=1 surface and the slope of the
temperature profile there. In the cool upper region of the atmosphere, the region
probed at the centers of high-opacity absorption lines, the temperature is a steep
function of optical depth. There, small additions of continuum opacity result in
larger changes to the emergent line flux than outside of the absorption line, which
probes deeper into the atmosphere where temperature is not as steep a function of
optical depth. In this case, additional continuum or pseudo-continuum opacity, such
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as H2O, can change the EW of an absorption line as the intensity in the line varies
more as a function of additional opacity than the continuum level does.
The relative abundance of C and O controls the relative abundance of major
opacity sources CO and H2O in M dwarf atmospheres. Therefore, variations in
C/O should have profound effects on the pseudo-continuum level where it is defined
by O-bearing species, and the EWs of absorption lines measured from the pseudo-
continuum.
2.3 Synthetic spectra model grid
To explore the effect of the relative C and O abundances on M dwarf spectra, I
computed a small set of synthetic spectra based on the BT-Settl atmospheric models
(Allard et al. 2012a,b; Baraffe et al. 2015). I used version 15.5 of the PHOENIX stellar
atmosphere modeling code to produce synthetic spectra3 of typical early (Teff = 3500
K, log(g) = 5.0, [M/H] = 0.0) and mid (Teff = 3000 K, log(g) = 5.0, [M/H] = 0.0)
M dwarfs. The models assume Asplund et al. (2009) solar abundances but with
varied carbon and oxygen abundance as listed in Table 2.1. I independently varied
[C/Fe]4 and [O/Fe] by ±0.1 and ±0.2 to produce carbon-to-oxygen ratios ranging
from 0.347 to 0.871, similar to the range seen in solar neighborhood FGK stars
(Nissen et al. 2014). Figure 2.3 shows the distributions of [C/Fe], [O/Fe], and C/O
for solar neighborhood FGK stars.
I made four additional sets of Teff = 3000 K models where all elemental abun-
dances are modified by [M/H] = ±0.2 and [M/H] = ±0.5. For these models, both
[C/Fe] and [O/Fe] were varied independently by ±0.2. The total C and O abundances
are then given by
3All synthetic spectra are available for download online at http://people.bu.edu/mveyette/
phoenix/
4I employ the standard notation where [A/B] = log(NA/NB)? − log(NA/NB)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Table 2.1: C and O abundances used in BT-Settl PHOENIX models.
[C/Fe] [O/Fe] C/O [(O− C)/Fe]
0.0 −0.2 0.871 −0.743
+0.2 0.0 0.871 −0.543
0.0 −0.1 0.692 −0.265
+0.1 0.0 0.692 −0.165
0.0 0.0 0.550 0.000
−0.1 0.0 0.437 0.097
0.0 +0.1 0.437 0.197
−0.2 0.0 0.347 0.161
0.0 +0.2 0.347 0.361
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Fig. 2.3: Distributions of C and O abundances relative to Fe (top) and C/O (bottom)
for solar neighborhood thin disk stars (based on data from Nissen et al. 2014). O
abundances measured from the λ7774 O I triplet and the λ6300 [O I] line are shown
separately.
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[X/H] = [X/Fe] + [M/H]. (2.1)
By construction, [Fe/H] = [M/H] in the models. Holtzman et al. (2015) find that
[Fe/H] and [M/H] only differ significantly at low metallicities ([M/H] < -0.5).
I also introduce [(O−C)/Fe], the log difference in O and C abundance relative
to Fe abundance and scaled from solar,
[(O− C)/Fe] ≡ log10
(
NO −NC
NFe
)
?
− log10
(
NO −NC
NFe
)

(2.2)
where NO, NC, and NFe are the number densities of oxygen, carbon, and iron, respec-
tively. With nearly all the available C locked up in CO, along with an equal amount
of O, the difference in O and C abundances represents the amount of O left to form
other O-bearing species with the majority going into H2O at low Teff . [(O− C)/Fe]
is indicative of the abundance of H2O relative to Fe.
I note that synthetic M dwarf spectra are known to inaccurately reproduce the
observed strength of absorption lines, in part due to incomplete or inaccurate atomic
and molecular data (Hoeijmakers et al. 2015). Although, newer models continue to
offer improved agreement with observations (Boyajian et al. 2012; Rajpurohit et al.
2014; Rice et al. 2015; Passegger et al. 2016). While I do not assume the models are
correct on an absolute scale, I do assume that the relative change in the spectrum
as a function of changes in model parameters is representative of what is observed in
real stars. In many cases, I normalize the absolute scale of measurements made based
on the models and present only the relative differences. This also mitigates issues
arising from comparing the model [M/H] to metallicity calibrations based on [Fe/H].
To within the precision of the metallicity calibrations I investigate here, [M/H] and
[Fe/H] scale equally over the metallicity range I explore.
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2.4 The effect of C and O abundances on inferred metallicity
In order to determine how the inferred metallicity depends on the relative abun-
dance of C and O, I applied several calibrated methods for determining M dwarf
metallicities to the synthetic spectra.
Rojas-Ayala et al. (2010) first identified that an M dwarf’s metallicity can be
inferred from moderate-resolution (R ∼2000) spectra of the K-band Na I doublet
(2.206 µm and 2.209 µm) and Ca I triplet (2.261 µm, 2.263 µm, and 2.265 µm).
Using a sample of 17 common proper motion binary systems composed of an FGK
primary with an M dwarf companion, Rojas-Ayala et al. (2010) calibrated a relation
between the EWs of the Na I doublet and Ca I triplet in M dwarf spectra and the
metallicities of their FGK companions. Later, Newton et al. (2014) used a sample of
36 FGK+M systems to develop a relation between the EW of just the Na I doublet
and the metallicity inferred from an FGK companion.
Due to pervasive molecular features in M dwarf spectra, the true blackbody
continuum level cannot be measured. In the case of the Na I doublet and Ca I triplet,
numerous H2O lines blend together at low resolution to define the pseudo-continuum
from which the EWs are measured. Figure 2.4 shows the continuum-normalized Na I
doublet of the [M/H] = 0.0 models, colored by [(O−C)/Fe]. Although the abundance
of Na relative to H is the same for all models, variations in [(O − C)/Fe] effect the
pseudo-continuum level, making it appear as though the Na I doublet is varying in
strength. This effect is stronger in lower Teff models.
I followed the procedure outlined in Newton et al. (2014) to calculate the pseudo-
continua and measure the Na I doublet EWs from the synthetic spectra after convolv-
ing them to a resolution of R = λ/∆λ = 2000. Figure 2.5 shows the EWs of the Na I
doublet and the inferred metallicity based on the Newton et al. (2014) relation. The
EWs show a clear relation with [(O − C)/Fe], indicating the EW is directly related
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Fig. 2.4: Na I doublet at R = 2000, normalized to the pseudo-continuum, for Teff =
3000 K (top) and Teff = 3500 K (bottom) models with varied C and O abundances
as listed in Table 2.1, but otherwise solar composition. Variations in the relative
abundances of C and O affect the pseudo-continuum which is defined by the H2O
band that the Na I doublet is embedded in.
to the amount of O not bound up in CO. Again, this relation is stronger in lower
Teff models. The EWs also show a correlation with C/O, although, it is degenerate
with the absolute abundances of C and O. For example, the [O/Fe] = -0.2 model and
the [C/Fe] = +0.2 model both have C/O = 0.871, but their [(O − C)/Fe] differ by
0.2 dex—thus I infer different [Fe/H] for the two models. The metallicities inferred
from the completely solar composition model ([M/H] = [C/Fe] = [O/Fe] = 0.0) are
systematically offset, with [Fe/H] = +0.10 and −0.14 dex inferred for the 3000 K
and 3500 K solar-abundance models, respectively. The metallicities inferred span
almost a full order of magnitude, and nearly the full range the relation is calibrated
for (−0.6 dex < [Fe/H] < 0.3 dex).
I applied six additional M dwarf metallicity calibrations based on moderate-
resolution visible and NIR spectra to the models: (1) the Rojas-Ayala et al. (2012)
43
0.8 0.6 0.4 0.2 0.0 0.2 0.4
Model [(O−C)/Fe]
3
4
5
6
7
8
9
10
E
W
N
a
[
]
Teff =3000K
Teff =3500K
0.3 0.4 0.5 0.6 0.7 0.8 0.9
Model C/O
3
4
5
6
7
8
9
10
E
W
N
a
[
]
0.5
0.4
0.3
0.2
0.1
0.0
0.1
0.2
In
fe
rr
e
d
 [
Fe
/H
]
Fig. 2.5: EW of the Na I doublet for Teff = 3000 K (circles) and Teff = 3500 K
(triangles) models as a function of the difference in O and C abundance (top) and
C/O (bottom). Models assume solar abundances except for C and O as plotted.
Symbols are colored by the inferred metallicity based on the Newton et al. (2014)
relation. The Na I doublet EW is directly related to [(O − C)/Fe], however, the
relation with C/O is degenerate with absolute C and O abundances.
method which revises the Rojas-Ayala et al. (2010) fit to the K-band Na I doublet,
Ca I triplet, and a temperature-sensitive index based on H2O absorption bands, (2)
the Terrien et al. (2012) method which utilizes H-band features consisting of two
Ca I features, a K I feature, and a temperature-sensitive index, again based on H2O
absorption bands, and (3-6) the four methods derived by Mann et al. (2013a) who
“prospected” for metal-sensitive features in M dwarf spectra and calibrated metallicity
indicators in moderate-resolution visible, J-, H-, or K-band spectra. I followed the
procedures outlined in these papers to estimate the pseudo-continua of the models
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and calculated the inferred metallicities for each method. Mann et al. (2013a) derived
separate metallicity relations for early- and late-type M dwarf visible spectra due
to large discrepancies that arose when treating all M dwarf subtypes the same. I
employed the early-type visible relation for the 3500 K model and the late-type
visible relation for the 3000 K model.
The metallicities inferred from the models with otherwise solar [M/H] = 0.0
are shown in Figure 2.6 as a function of [(O− C)/Fe]. For better comparison of the
different methods, I subtracted off the [Fe/H] inferred from the solar composition
model for each calibration method and Teff . The slopes in Figure 2.6 indicate a
method’s sensitivity to [(O− C)/Fe]. Nearly all methods show large variations with
[(O − C)/Fe], sometimes varying by > 1 dex (e.g. the Terrien et al. 2012 method
and the Mann et al. 2013a J and K methods). The variation with [(O − C)/Fe] is
larger for the cooler Teff = 3000 K models. The Mann et al. (2013a) J-band relation
applied to the 3000 K model shows the most variation with C and O abundances
with inferred metallicities ranging from −0.57 to +1.15 dex. The Mann et al. (2013a)
early-type visible relation applied to the 3500 K model shows the least variation with
[(O− C)/Fe], varying less than 0.08 dex over the full model grid and, in fact, shows
a positive trend with [(O− C)/Fe].
To explore the relative effects of varying [(O − C)/Fe] and overall metallicity
[M/H], I applied all seven metallicity calibrations to the Teff = 3000 K and [M/H] =
0.0, [M/H] = ±0.2, or [M/H] = ±0.5 models. The inferred metallicities are shown in
Figure 2.7. The [Fe/H] inferred from the solar composition model for each method has
been subtracted off for clarity. The slopes in Figure 2.7 indicate a method’s sensitivity
to [(O−C)/Fe] and the spread at a given [(O−C)/Fe] indicates a method’s sensitivity
to [M/H]. The inferred [Fe/H] of metal-poor models tend to show less variation with
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Fig. 2.6: Inferred metallicity based on the Rojas-Ayala et al. (2012), Newton et al.
(2014), Terrien et al. (2012), and Mann et al. (2013a) methods as a function of the
difference in O and C abundance for Teff = 3000 K models (a and b) and Teff = 3500
K models (c and d) with otherwise solar [M/H] = 0.0. The inferred [Fe/H] of the solar
composition model for each method has been subtracted off for clarity. The slope
indicates a method’s sensitivity to [(O−C)/Fe]. All methods show a dependence on
[(O−C)/Fe], but Teff = 3500 K models show a weaker dependence than seen in the
cooler Teff = 3000 K models. Note the different y-axis ranges for 3000 K and 3500
K models.
46
[(O − C)/Fe] than solar metallicity or metal-rich models. The inferred [Fe/H] also
typically varies more with [M/H] than [(O− C)/Fe] for lower [(O− C)/Fe].
The pseudo-continuum level as determined by [(O − C)/Fe] and the inherent
opacity in metal lines due to the abundance of metals both play a role in the measured
EWs of metal lines in M dwarf spectra and the metallicities inferred from them. Each
method investigated shows a dependence on [(O − C)/Fe] that varies as a function
of Teff and overall [M/H]. Aside from the Mann et al. (2013a) early-visible method
applied to the Teff = 3500 K model, the inferred [Fe/H] based on all methods increases
as [(O− C)/Fe] decreases.
One interesting feature to note is that most methods show a larger dependence
on overall metallicity when [(O−C)/Fe] is small and very little dependence on overall
metallicity when [(O − C)/Fe] is large. However, the opposite is true for the Mann
et al. (2013a) J-band method. This is a product of the effect of increasing [M/H]
on the pseudo-continuum in J-band versus H- and K-band. Increasing [M/H] adds
additional opacity at nearly all visible and NIR wavelengths in an M dwarf spectrum.
To maintain the same effective temperature, flux is redistributed to regions of low
opacity. In O-rich atmospheres, the flux is redistributed to around J-band, so the
pseudo-continuum level and EWs of absorption lines in J-band are sensitive to [M/H].
In O-poor atmospheres, there is more opacity throughout J-band due to FeH and
TiO lines than there is in the H2O bands. Then, J-band line EWs are not very
sensitive to [M/H] while H- and K-band lines are.
2.5 The physical mechanism behind M dwarf metallicity in-
dicators
Recent spectroscopic surveys of solar neighborhood FGK stars have found a
clear relationship between [Fe/H] and the relative abundance of C and O, such that
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Fig. 2.7: Inferred metallicity as a function of the difference in O and C abundance for
Teff = 3000 K models with varied overall metallicity, colored by [M/H]. The inferred
[Fe/H] of the solar composition model for each method has been subtracted off for
clarity. The slope indicates a method’s sensitivity to [(O−C)/Fe] and the spread at
a given [(O− C)/Fe] indicates a method’s sensitivity to [M/H].
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Fig. 2.8: The tight relation between [Fe/H] and the relative abundance of C and
O for solar neighborhood FGK stars based on data from Nissen et al. (2014). Stars
thought to originate from the thin disk, thick disk, and halo are shown as circles,
triangles, and squares, respectively. Values based on O abundances measured from
the λ7774 O I triplet and the λ6300 [O I] line are shown separately. The variance at
a given [Fe/H] is consistent with measurement uncertainty.
C/O can be used as a tracer of [Fe/H] (Delgado Mena et al. 2010; Petigura & Marcy
2011; Nissen 2013; Teske et al. 2014; Nissen et al. 2014). Figure 2.8 shows this relation
using data from Nissen et al. (2014). The variance at a given [Fe/H] is consistent
with measurement uncertainty. As [Fe/H] increases, [(O−C)/Fe] decreases and C/O
increases. Increasing C/O or decreasing [(O−C)/Fe] leads to an increase in the EW
of the Na I doublet and other metallicity indicators in the model M dwarf spectra.
C and O are synthesized in intermediate-mass (2 M . M? . 10 M) and
massive (M? & 10 M) stars and ejected in the winds of asymptotic giant branch
(AGB) stars and via type II supernovae (SNe) (Maeder 1992; Woosley &Weaver 1995;
van den Hoek & Groenewegen 1997; Portinari et al. 1998; Marigo 2001; Meynet &
Maeder 2002; Limongi & Chieffi 2003; Chieffi & Limongi 2004; Hirschi et al. 2005;
Kobayashi et al. 2006; Karakas & Lattanzio 2007; Karakas 2010; Romano et al. 2010;
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Doherty et al. 2014). Stars less massive than ∼10 M and with sub-solar metallicity
eject more C than O, tending to increase C/O in the interstellar medium (ISM).
More massive stars eject more O than C and decrease C/O in the ISM. Enrichment
of Fe in the ISM is largely due to the synthesis of 56Ni in the cores of massive stars
and in type II (Woosley & Weaver 1995; Limongi & Chieffi 2003; Chieffi & Limongi
2004; Kobayashi et al. 2006; Romano et al. 2010) and type Ia SNe (Nomoto et al.
1984; Iwamoto et al. 1999; François et al. 2004). 56Ni rapidly decays via β+ into 56Co
and then to 56Fe.
Galactic chemical evolution (GCE) models, which combine the star formation
history and initial mass function of the Galaxy with nucleosynthesis yields of evolved
stars, predict a positive trend in C/O with [Fe/H] above [Fe/H] > −1 (Chiappini
et al. 2006; Cescutti et al. 2009; Romano et al. 2010; Mattsson 2010). Early in the
life of the Galaxy, type II SNe were the major polluters of the ISM, leading to low
C/O among old, metal-poor stars. By [Fe/H] = −1, type Ia SNe begin to contribute
large amounts of Fe and [Fe/H] begins to increase rapidly with the age of the Galaxy.
The progenitors of these SNe are metal-poor, intermediate-mass stars formed early
in the life of the Galaxy when the star formation rate was higher. As lower-mass,
but more abundant, stars reach the AGB phase, their C-rich contribution to the ISM
dominates over the O-rich ejecta of type II SNe. The observed trend between C/O
and [Fe/H] is due to the common source of both Fe- and C-enrichment of the ISM.
The tight correlations predicted and observed between C, O, and Fe abundance
in solar neighborhood FGK stars imply that methods sensitive to these abundances
make for good statistical metallicity indicators. It should be noted that these methods
do not directly probe [Fe/H] and are degenerate with C and O abundance, however,
for the purpose of measuring [Fe/H] or overall metallicity, the empirical relations
determined from FGK+M binary system should still hold in most cases. The tight
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Fig. 2.9: Left: Inferred [Fe/H] as a function of the model [M/H] for Teff = 3000 K
models with strictly solar [C/Fe] = [O/Fe] = 0.0 at all metallicities. A black dashed
line marks the 1:1 relation between model [M/H] and inferred [Fe/H]. The inferred
[Fe/H] of the solar composition model for each method has been subtracted off for
clarity. Right: Same as left but for models with C and O abundances based on
empirically derived relations between [Fe/H], [C/Fe], and [O/Fe]. When accounting
for changes in C and O abundances, the models do a much better job reproducing
observed trends between [Fe/H] and the EWs of M dwarf metallicity tracers.
correlation between M dwarf metal line EWs and [Fe/H] exists because of the tight
correlation between C/O and [Fe/H].
In the left panel of Figure 2.9, I show the metallicities inferred from the Teff =
3000 K and [M/H] = 0.0, ±0.2, and ±0.5 models with solar [C/Fe] = 0.0 and [O/Fe]
= 0.0 at all metallicities. The black dashed line marks a 1:1 relation between model
[M/H] and inferred [Fe/H]. If for a particular method the inferred [Fe/H] lie close to
the dashed line, then the empirically derived calibration is reproduced in the model
spectra. For the solar C/O models, the spectra do a poor job of reproducing the
observed trends between metal line EWs and [Fe/H], in fact, many methods show a
negative trend in inferred [Fe/H] with increasing model [M/H].
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Fig. 2.10: Difference between the change in inferred [Fe/H] with model [M/H] for
empirical C/O models and the change in inferred [Fe/H] with model [M/H] for strictly
solar C/O models (i.e. the difference in slope between the right and left panels of
Figure 2.9). Based on Teff = 3000 K models. Colors and symbols are the same as in
Figure 2.9. ∆[Fe/H] indicates the net contribution of C and O abundances variation to
the inferred [Fe/H]. Positive values indicate the change in inferred [Fe/H] with model
[M/H] is mostly due to variations in [C/Fe] and [O/Fe]. A dotted line is drawn at
∆[Fe/H] = 0.0. Nearly all methods lie above the dotted line and are more sensitive to
C and O variations than to changing the overall metallicity.
In the right panel of Figure 2.9, I show the metallicities inferred from models
with [M/H] = 0.0, ±0.2, and ±0.5, but with realistic [C/Fe] and [O/Fe] values based
on the empirical trends between [Fe/H], [C/Fe], and [O/Fe] derived by Nissen et al.
(2014). Models with realistic C and O abundances do a much better job reproducing
the observed trend between metal line EWs and [Fe/H]. All methods show a positive
trend in inferred [Fe/H] with increasing model [M/H], except the Mann et al. (2013a)
visible method which remains roughly flat over the entire metallicity range. In gen-
eral, the inferred metallicities lie closer to the 1:1 dashed line over the full metallicity
range when using realistic [C/Fe] and [O/Fe] values.
To assess the relative contribution of changing [M/H] versus changing C and
O abundances to the change in inferred [Fe/H], I define ∆[Fe/H] as the difference
between the change in inferred [Fe/H] with model [M/H] for empirical C/O models
and the change in inferred [Fe/H] with model [M/H] for strictly solar C/O models.
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∆[Fe/H] is simply the difference in slope between the right and left panels of Figure 2.9.
Formally,
∆[Fe/H] ≡ ∂[Fe/H]inf
∂[M/H]mod
∣∣∣∣
Emp C/O
− ∂[Fe/H]inf
∂[M/H]mod
∣∣∣∣
Sol C/O
(2.3)
where [Fe/H]inf is the inferred [Fe/H], [M/H]mod is the model [M/H], “Emp C/O”
denotes [C/Fe] and [O/Fe] values based on empirical relations, and “Sol C/O” denotes
[C/Fe] = [O/Fe] = 0.0. ∆[Fe/H] indicates the net contribution of C and O abundances
variation to the inferred [Fe/H]. Positive values indicate the change in inferred [Fe/H]
with model [M/H] is mostly due to variations in [C/Fe] and [O/Fe]. ∆[Fe/H] as a
function of model [M/H] is show in Figure 2.10. A dotted line is drawn at ∆[Fe/H] =
0.0, where the change in inferred [Fe/H] would be equally due to both changing the
overall metallicity and changing C and O abundances. Except for the Mann et al.
(2013a) visible method at high metallicity, all methods are more sensitive to C and
O variations than to changing the overall metallicity.
2.6 Observational case study of the effect of C and O abun-
dances on M dwarf spectra
To validate the effect of C/O on M dwarf spectra pseudo-continua and metallic-
ity indicators, I compared my synthetic spectra to the observed spectrum of NLTT
37349. NLTT 37349 is an M4.5 dwarf star and the common proper motion com-
panion of the K0 dwarf HIP 70623 (Gould & Chanamé 2004). Valenti & Fischer
(2005) determined HIP 70623 is metal-rich and measured metallicities of [Fe/H] =
0.56±0.03 and [M/H] = 0.46±0.03 from a high-resolution optical spectrum obtained
with HIRES on Keck. Petigura & Marcy (2011) also analyzed a HIRES spectrum
of HIP 70623 to measure C and O abundances of [C/H] = 0.51 ± 0.03 from the
λ6587 C I line and [O/H] = 0.25 ± 0.09 from the λ6300 [O I] forbidden line (C/O
= 1, [(O − C)/Fe] = −0.84 for Asplund et al. 2009 solar abundances). As a binary
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Fig. 2.11: Top: Observed SpeX NIR spectrum of NLTT 37349 and best-fit models
as described in Section 2.6. Inset: Zoom in on the 2.2 µm Na I doublet, 2.26 µm Ca I
triplet, and 2.3 µm CO bandhead which are common M dwarf metallicity indicators.
Bottom: Residuals in percentage. Also shown in blue are the ±1σ uncertainties of
the observed spectrum. The model where [O/Fe] is a free parameter and C/O is not
forced to be solar provides a much better fit to the H2O bands (∼1.3–1.6 µm and
∼1.7–2.3 µm), the Na I doublet, and the CO bandhead.
system, the two stars are assumed to have formed at the same time from the same
material and share a common chemical composition.
The high C/O measurements reported by Petigura & Marcy (2011) have been
called into question (see Section 2.1). Nevertheless, HIP 70623 has one of the highest
C/O in the Petigura & Marcy (2011) sample and is, therefore, likely C-rich compared
to the Sun. Using the empirical relations between [Fe/H] and C and O abundances
derived by Nissen et al. (2014), I calculate HIP 70623 should have [C/Fe] = −0.11±
0.02 and [O/Fe] = −0.23± 0.02 or −0.30± 0.03 (C/O = 0.72 or 0.85, [(O− C)/Fe]
= −0.44 or −0.78) based on the relation derived from either the λ7774 O I triplet or
the λ6300 [O I] line, respectively. NLTT 37349 is the most metal-rich M dwarf I have
NIR observations of that also has an FGK companion with a C/O value available
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in the literature. With such a high metallicty and C/O, NLTT 37349 provides an
opportunity to test an extreme case of the effects of C and O abundances on the NIR
spectrum of an M dwarf.
Mann et al. (2013a) observed NLTT 37349 with the SpeX instrument (Rayner
et al. 2003) in the SXD mode on NASA’s Infrared Telescope Facility (IRTF) to obtain
R ∼ 2000 spectra over the 0.8-2.4 µm range. I computed synthetic spectra for Teff =
3100, 3200, 3300, and 3400 K, log(g) = 5.0, [M/H] = +0.5, [C/Fe] = 0.0, and [O/Fe]
= 0.0. First, I used χ2-minimization to find the best fitting model spectrum by
linearly interpolating the model fluxes over Teff as the only free parameter other than
a scaling factor applied to the whole spectrum. The resulting best-fit (χ2red = 45) Teff
is 3357 K, which is ∼240 K higher than temperatures typical of M4.5 stars (Lépine
et al. 2013). Next, I produced a grid of synthetic spectra for the same parameters
listed above, but with [C/Fe] = −0.1, and [O/Fe] = −0.1, −0.2, and −0.3. Allowing
both Teff and [O/Fe] to be free parameters, I obtained a best-fit (χ2red = 4.4) Teff =
3145 K and [O/Fe] = −0.24 (C/O = 0.76, [(O− C)/Fe] = −0.51). These values are
in much better agreement with expectations from empirical relations between [Fe/H]
and [O/Fe] and between spectral type and Teff .
The observed spectrum of NLTT 37349 is displayed in Figure 2.11 along with
the best-fit model with solar C/O and only Teff as a free parameter, the best-fit
model with fixed [C/Fe] = -0.1 but Teff and [O/Fe] as free parameters, and a model
with the same Teff but solar C/O. The solar C/O models provide a very poor fit to
the overall shape of the NIR spectrum due to an excess of H2O absorption in the
H- and K-bands. Additionally, they under-predict the strengths of the 2.2 µm Na I
doublet, 2.26 µm Ca I triplet, and 2.3 µm CO bandhead. The model with higher
C/O provides a much better fit to the overall shape of the spectrum, the H- and
K-band H2O bands (∼1.3–1.6 µm and ∼1.7–2.3 µm), and the strengths of metal-
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sensitive absorption features in K-band, except for the 2.26 µm Ca I triplet used in
the Rojas-Ayala et al. (2012) method which is still underestimated. Conversely, all
models overpredict the strength of the 1.62 µm Ca I feature used in the Terrien et al.
(2012) method, as can be seen clearly in the residuals in Figure 2.11.
Comparisons between the observed spectrum of NLTT 37349 and synthetic spec-
tra with either solar or enhanced C/O provide observational evidence of the effect of
C and O abundances on the pseudo-continuum level and the EWs of metal-senstive
features.
2.7 Discussion
My investigation of model spectra has determined that variations in C and O
abundances can account for a large portion of the variation in the apparent strength
of atomic metal lines in observed M dwarf spectra. I argue that the EWs of metal
lines in M dwarf spectra probe both the abundance of the element responsible line
and the relative abundance of C and O. In the case of low metallicity and high
[(O− C)/Fe], when the inherent opacity in the line is low, metal line EWs are more
sensitive to the pseudo-continuum level. In the high metallicity and low [(O−C)/Fe]
case, when the pseudo-continuum opacity is low and a larger portion of the opacity
in the line is due to the element responsible for the line, metal line EWs are more
sensitive to the abundance of that element.
If reliable methods existed to measure O and C abundance in M dwarfs, the
degeneracy between [(O − C)/Fe] and [Fe/H] could be lifted. Tsuji & Nakajima
(2014) and Tsuji et al. (2015) developed a “blend-by-blend” analysis of high-resolution
(R=20000) K-band spectra to determine C and O abundances of M dwarfs via the
EWs of blended CO and H2O lines. By assuming the vast majority of C is in CO
and the remaining O is in H2O, measuring the abundances of CO and H2O yields the
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abundances of C and O. Their method relies on “mini curves of growth” produced
by Unified Cloudy Models (Tsuji 2002; Tsuji et al. 2004; Tsuji 2005). However, this
method has yet to be calibrated. Furthermore, their analysis of the CO band assumes
a solar C/O in order to determine C abundance. I have shown in this paper that
small changes in C/O can have a large effect on relative abundance of CO and H2O.
Tsuji & Nakajima (2016b) improve upon this by performing a second iteration of the
analysis based on the C/O determined from an initial iteration and measured C and
O abundances for eight late M dwarfs. Follow-up moderate-resolution observations
of these M dwarfs in the JHK bands could provide further observational support of
the effects of C and O abundances on M dwarf NIR metallicity indicators.
High-resolution spectra may not be required to determine the relative abun-
dance of C and O in M dwarfs. Figure 2.12 shows the Teff = 3500K and Teff =
3000K, [M/H] = 0.0 models at low resolution (R=200) to highlight how [(O−C)/Fe]
affects the overall spectral energy distribution (SED). O-rich models show greater
H- and K-band depression due to increased H2O opacity. This effect is stronger in
low-Teff models. O-rich models also show increased flux at 0.8-1.3 µm as flux is redis-
tributed to maintain the same Teff . Well flux-calibrated, low-resolution, NIR spectra
of M dwarfs with an FGK companion for which accurate C and O abundances can
be determined could be used to calibrate methods for for measuring the relative
abundance of C and O in M dwarfs.
The effects of C and O abundances on the SED of M dwarfs are large enough
to affect their broadband NIR colors. Unfortunately, the largest change, increased
H2O opacity in H- and K-band, is also an effect seen in substellar objects and young,
low-gravity M dwarfs (Lucas et al. 2001; Allers et al. 2007; Bonnefoy et al. 2014).
Broadband colors may not be enough to break the degeneracy between Teff , surface
gravity, and [(O− C)/Fe].
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Fig. 2.12: Teff = 3500K and Teff = 3000K, [M/H] = 0.0 models at R=200, colored
by [(O − C)/Fe]. The 2MASS spectral response curves are shown in black (Cohen
et al. 2003). O-rich models show greater H- and K-band depression due to increased
H2O opacity and flux is redistributed to around 0.8-1.3 µm.
I argue that the effects of C/O on both the SED and the strength of individ-
ual metal lines in M dwarf NIR spectra are large enough to warrant a new grid of
models for M dwarfs. Current grids of PHOENIX atmosphere models include only
overall metallicity ([M/H]) and alpha-enhancement ([α/Fe]) as independent parame-
ters. Scaling all elemental abundances only by [M/H] assumes a constant solar C/O
at all metallicities. When O is included as an α element and C is not, the largest
effect of varying [α/Fe] for M dwarf models will arise from the variation in C/O.
This is the case in the newest grid of PHOENIX models (Husser et al. 2013). The grid
covers [α/Fe]=−0.2-1.2 with a step size of 0.2, but only for models with Teff > 3500
K and −3 ≤ [Fe/H] ≤ 0. As I have shown, M dwarf spectra are more sensitive to
C/O at lower Teff . Ideally, a new grid would include [C/Fe] and [O/Fe] as additional
independent parameters at all Teff < 3800 K and cover realistic values according to
the chemical trends observed in the solar neighborhood.
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2.8 Summary
I have presented NIR synthetic spectra of typical early (Teff = 3500 K) and
mid (Teff = 3000 K) M dwarfs with varied C and O abundances for otherwise solar
metallicity, [M/H] = ±0.2, and [M/H] = ±0.5 models. I applied multiple recently
published methods for determining M dwarf metallicity to the models and concluded
the following.
• Variations in C and O abundances effect the pseudo-continua of M dwarf spec-
tra across the entire visible-NIR region. These variations in pseudo-continuum
affect the apparent strength of metal lines in M dwarf spectra.
• The relative difference in O and C abundance, [(O−C)/Fe], is a better metric
for determining the magnitude of this effect than the more common carbon-to-
oxygen ratio, C/O.
• Varying C and O abundances strongly affects the metallicity inferred from
recently published metallicity tracers. The inferred metallicity ranges over a
full dex for some methods when [C/Fe] and [O/Fe] are varied independently by
±0.2 for otherwise solar abundance models.
• The dependence of the inferred metallicity on [(O−C)/Fe] is stronger for lower
Teff and higher metallicity models.
• Empirical calibrations of metallicity indicators in M dwarf spectra are likely
still valid as solar neighborhood stars show a tight correlation between [Fe/H]
and [(O− C)/Fe].
• When applied to the mid-M dwarf models with realistic C and O abundances
assumed at different metallicities, all seven metallicity calibrations explored in
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this investigation show a larger dependence on C and O abundances than on
[M/H].
• Models that include realistic C and O abundances for metal-rich M dwarfs
provide a much better fit to observed spectra (e.g. NLTT 37349) than those
that assume solar C/O.
• A method to directly measure the relative abundance of C and O in M dwarfs
could break the degeneracy in metallicity indicators and could be used to cali-
brate out the effects of [(O−C)/Fe], leading to increased precision of M dwarf
metallicities.
• The spectral energy distribution in low-resolution, NIR spectra of M dwarfs is
highly sensitive to the relative abundance of C and O and may provide a path
toward measuring [(O− C)/Fe] or C/O in M dwarfs.
60
Chapter 3
A physically motivated and empirically
calibrated method to measure effective
temperature, metallicity, and Ti abundance
of M dwarfs
In this chapter, I address question 2 of my dissertation: Can stellar atmosphere
models be calibrated to accurately measure individual elemental abundances in M
dwarfs? I build on the results of the previous chapter to develop a method for
measuring Fe and Ti abundances in M dwarfs based on their high-resolution NIR
spectra. I combine a custom grid of PHOENIX BT-Settl models that incorporate
realistic C and O abundances with an empirical calibration based on observations
of FGK+M systems. The contents of this chapter were published by Veyette et al.
(2017).
3.1 Motivation
Beyond overall metallicity, detailed spectroscopic analysis of planet-hosting stars
allows for investigations into trends between planet-occurrence and abundances of
individual elements, which can constrain planet formation theories. As discussed
in Chapter 1, there is a well-established trend between stellar metallicity and the
occurrence of giant planets around solar-type stars (Gonzalez 1997; Santos et al.
2001; Fischer & Valenti 2005), which is consistent with the core-accretion theory of
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planet formation. Additionally, several studies found that Sun-like stars that host
giant planets are further enhanced in refractory elements like Mg, Si, and Ti, over and
above the observed planet-metallicity correlation (Brugamyer et al. 2011; Adibekyan
et al. 2012b), suggesting that the primordial composition of the protoplanetary disk
plays a significant role in the efficiency of giant planet formation.
Johnson & Apps (2009) and Johnson et al. (2010a) searched for similar planet-
metallicity correlations among M dwarfs, finding that, as with Sun-like stars, Jupiter-
size giant planets are more common around metal-rich M dwarfs. Unlike Sun-like
stars, however, there is no evidence that this trend continues down to Neptune-size
or smaller planets (Mann et al. 2013c; Gaidos et al. 2016). Unfortunately, due to
difficulties in performing detailed chemical analysis on M dwarfs, there have been
no statistical studies on the correlation between the occurrence of terrestrial planets
around M dwarfs and the abundance of refractory elements. Such studies would shed
light on the role that initial composition plays in planet formation around low-mass
stars. It is increasingly important to develop new methods for detailed spectroscopic
analysis of M dwarfs as many current and future planet-detection surveys specifically
target M dwarfs (e.g., MEarth, Nutzman & Charbonneau 2008; TESS, Ricker 2014;
HARPS surveys, e.g., Astudillo-Defru et al. 2017; CARMENES, Quirrenbach et al.
2010; the Habitable Zone Planet Finder, Mahadevan et al. 2010; and SPIRou, Artigau
et al. 2011).
As discussed in the preceding chapters, detailed spectroscopic analysis of M-
dwarf stars is hindered by the difficulty of accurately modeling the millions of molec-
ular lines present in M dwarf spectra, as a result of their cooler atmospheres. To
avoid this issue, previous studies relied on calibrations based on observations of M
dwarfs with widely-separated F-, G-, or K-type binary companions (e.g., Bonfils et al.
2005a). The two stars are assumed to have formed together with the same initial
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composition. The overall metallicity of the system ([M/H], or [Fe/H] as proxy) can
be measured from the FGK companion and used to calibrate metallicity-sensitive
features.
Metallicity estimates based on calibrated features in M dwarf spectra can achieve
∼0.1 dex precision in [Fe/H]. However, they are not direct measurements of Fe abun-
dance. Even those based on high-resolution spectra are not based directly on Fe I
lines. As such, these methods measure Fe abundance indirectly through astrophys-
ical abundance correlations in stellar populations. In Chapter 2, I showed that the
pseudo-continuum level in M dwarfs is highly sensitive to the relative abundances of
C and O. I further showed that C and O abundances are the primary mechanism be-
hind mid-M dwarf metallicity calibrations based on moderate-resolution spectra. As
indirect tracers of metallicity, calibrated methods are limited by the inherent scatter
in correlated abundance trends and will fail for stars with non-standard abundance
ratios.
As discussed in Section 1.2.2, attempts to derive model-dependent abundances
for M dwarfs have been less common, and current M dwarf spectral synthesis attempts
still suffer some drawbacks. For one, they rely on presupposing accurate stellar pa-
rameters to generate model atmospheres for spectral synthesis. Most works so far
employed either empirical color-temperature relations, such as those of Casagrande
et al. (2008) and Mann et al. (2015), or empirical absolute magnitude-temperature re-
lations. For log g, many studies utilized the log g-mass relation of Bean et al. (2006c)
and absolute magnitude-mass relations such as those of Delfosse et al. (2000) and
Benedict et al. (2016). Others calculated log g using those same absolute magnitude-
mass relations and radius estimates from absolute magnitude-radius relations such
as those of Mann et al. (2015). Inconsistencies in how parameters are determined for
model generation could lead to inconsistencies in derived abundances.
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The accuracy of abundances derived from spectral synthesis depend strongly on
the accuracy of the model atmospheres used. The pervasiveness of molecular opacity
and the importance of convective energy transport in cool dwarf atmospheres pose
unique challenges to accurately modeling M dwarf spectra. These challenges com-
plicate attempts to derive accurate fundamental parameters directly from spectral
synthesis. Results from direct spectral synthesis are often inconsistent with result
from calibrated methods (e.g., Passegger et al. 2016, see also Section 1.2.2).
Inconsistencies between calibrated and model-dependent methods for spectro-
scopic characterization of M dwarfs must be resolved in order to allow detailed chem-
ical analysis of M dwarfs with a similar accuracy and precision that is achieved for
FGK stars. I present here a new method to derive Teff , [Fe/H], and [Ti/Fe] from
high-resolution NIR M dwarf spectra that is both physically motivated and empir-
ically calibrated. In Section 3.2, I describe the Keck/NIRSPEC observations of M
dwarfs in FGK+M systems. In Section 3.3, I describe how my method utilizes state-
of-the-art stellar atmosphere models to provide the nonlinear relations for how M
dwarf spectra change as a function of stellar parameters and composition, and how I
calibrate my method with FGK+M systems. I discuss my results in Section 3.4 and
summarize them in Section 3.5.
3.2 Observations
On the nights of 2016-05-24 and 2017-02-02, I used the NIRSPEC instrument
(McLean et al. 1998) on Keck II on Mauna Kea to observe a total of 44 M dwarfs from
the Mann et al. (2013a) catalog of FGK+M systems. I observed with the NIRSPEC-
1 filter covering 0.947-1.121 µm, corresponding to the photometric Y band. I used
the 0.432×12 arcsecond slit for a spectral resolution of R '25,000. I employed the
standard ABBA slit-nodding pattern for a total of at least 8 exposures per target. I
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Fig. 3.1: A representative sample of the fully reduced NIRSPEC observations. The
third spectrum (lighter blue) is a BT-Settl synthetic spectrum for comparison. Red
lines show the pseudo-continuum level. Orange shading denotes the two regions
used in the temperature-sensitive index based on the FeH bandhead. Purple shading
denotes Fe I lines used in abundance determination. Green shading denotes Ti I
lines.
chose single-image exposure times necessary to reach a combined peak S/N > 150 per
pixel. I also obtained dark, flat field, and Ne-Ar-Xe-Kr arc lamp calibration images.
To help remove the many telluric lines present in the NIR, an A0V star is usually
observed close in time and airmass to each target. However, due to the very limited
number of contaminating telluric lines in Y -band, I only observed two A0V stars
at two different airmasses each night. I used these observations when calibrating
instrumental effects.
I used the REDSPEC1 code to spatially and spectrally rectify each image. For
initial wavelength calibration, I used sky OH lines for all orders except 72 and 74
for which I used the arc lamp lines because these orders do not contain enough
1https://www2.keck.hawaii.edu/inst/nirspec/redspec.html
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OH lines. Following the procedure outlined in Cushing et al. (2004), I optimally
extracted (Horne 1986) the 1D spectrum from each image and combined all spec-
tra of the same object using a variance-weighted mean. The spectra are contami-
nated by fringes caused by interference between the order-sorting filter and the long-
wavelength blocking filter. I used Fourier filtering to remove the fringes. First, I used
the Fourier transform of the A0V stars to determine the dominate frequencies of the
fringes. The A0V spectra have very few stellar or telluric lines and are dominated by
the fringe signal which stands out as a large peak in the frequency spectrum. I then
filtered the fringe frequencies from all target spectra in Fourier space with a finite
impulse response notch filter based on a Hanning window with a width of 6 × 10−3
pix−1 and centered on the peak frequency as determined from the A0V observations.
This procedure is similar to an option available in the REDSPEC package to remove
fringing.
Due to the fact that Y band is nearly devoid of telluric lines, I chose not to use
the A0V observations for telluric correction. Instead, I corrected for the through-
put of the instrument by matching the observations to publicly available2 BT-Settl
synthetic spectra. At the same time, I used the models to improve the wavelength
calibration and shift each spectrum to the rest frame. For each order of each observed
spectrum, I multiplied the flux by a 3rd order Chebyshev polynomial and applied
a linear correction to the wavelengths in order to best match a synthetic spectrum.
The wavelength correction shifts the spectrum to the rest frame and removes extrap-
olation error in the REDSPEC wavelength calibration which arises due to the low
number of OH and arc lamp lines in Y -band. I iterated over all models within a grid
covering Teff = 2600–4300 K, log g = 5.0, and [M/H] = −1.0–+0.5. For each model,
I found the best fit coefficients for the throughput correction and wavelength cali-
2https://phoenix.ens-lyon.fr/Grids/BT-Settl/AGSS2009/SPECTRA/
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bration via χ2 minimization. I used the coefficients that produced the lowest χ2 over
the entire model grid to apply the final flux and wavelength calibration. Figure 3.1
shows some representative samples of fully reduced spectra.
3.3 Calibrating a method to measure Teff , [Fe/H], and [Ti/Fe]
3.3.1 Model grid
I used the 2017 version of the PHOENIX atmosphere modeling code (Allard et al.
2012a; Baraffe et al. 2015; Allard 2016) to generate a grid of synthetic M dwarf
spectra3. Due to the many issues in modeling M dwarf spectra (see Section 3.4 for a
discussion of some of these issues), I chose not to finely tune the models to recreate
observed spectra and compare the model-derived parameters to those measured from
calibrated methods. I leave this exercise to future studies involving high-resolution
spectra over a broader range of the full spectral energy distribution. Instead, I
created a generalized grid of models with the goal of accurately representing the
majority of main-sequence M dwarfs with the fewest number of free parameters. The
most important stellar parameters for the PHOENIX models are the Teff , log g, and
composition.
I chose to parameterize the composition in terms of a metallicity value [M/H]
that scales all elements equally from their solar abundance, and a second alpha-
enhancement value [α/M] that additionally scales the elements Ne, Mg, Si, S, Ar,
Ca, and Ti by a single value. Unlike other model grids, I do not include O as an alpha
element when varying [α/M]. Instead, I treat C and O separately, parameterizing
their abundance as a function of [M/H] as described below. Solar abundances are
3All synthetic spectra are available for download online at http://people.bu.edu/mveyette/
phoenix/
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based on Asplund et al. (2009) with revisions from Caffau et al. (2011) as described
in Allard et al. (2013).
I note that [Fe/H] ≈ [M/H] if alpha elements are treated separately and not
included when calculating the average metallicity of a star, and in the models [Fe/H]
= [M/H] by definition. In this chapter I use [M/H] when referring to the metallicity
of the models and [Fe/H] when referring to the metallicity of individual stars as that
is what has been measured. However, I consider them equivalent, assuming that
[Fe/H] is a perfect proxy for [M/H] when alpha elements are varied independently.
Treatment of C and O abundances
The relative abundance of C and O in an M dwarf’s atmosphere has a large
effect on the pseudo continuum level in its spectrum (see Chapter 2). I accounted for
this effect by scaling C and O abundances as functions of metallicity when generating
the model grid. Spectroscopic surveys of solar neighborhood FGK stars show a tight
trend between C, O, and Fe abundances (Delgado Mena et al. 2010; Nissen et al. 2014;
Teske et al. 2014; Brewer & Fischer 2016). I derived empirical relations between Fe,
C, and O abundances to use when calculating the model grid based on the abundance
data of Brewer et al. (2016), who calculated abundances of 15 elements for 1,617 FGK
stars. I first rescaled the abundances to match the solar abundance scale used in the
PHOENIX models. Figure 3.2 shows how the relative abundance of C and O varies as
a function of [Fe/H].
In order to derive an accurate model for how C and O vary with Fe, I made
several cuts to the Brewer et al. (2016) sample. First, I limited the sample to only
Sun-like stars. Brewer & Fischer (2016) observed that the scatter in the measured
C/O of stars in the solar neighborhood was reduced when limiting analysis to stars
with log g > 4.0, and Teff within ±200 K of the Sun. They suggest this is due
to larger systematic uncertainty for models of stars hotter or cooler than the Sun.
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Brewer et al. (2016) fit for and removed any temperature dependence they could
measure in their abundance determinations. However, they only fit to stars with Teff
= 4800–6200 K and there still exists a noticeable temperature dependence in C/O for
stars significantly hotter or cooler than the Sun. I adopted the same Sun-like criteria
as Brewer & Fischer (2016). Next, I cut any stars with reported S/N < 100. Finally,
I add back any stars with [Fe/H] < -0.7 or [Fe/H] > 0.4 that also meet the S/N cut.
This adds back four metal-poor late-G/early-K stars, two metal-rich late-G/early-K
stars, and one metal-rich late-F/early-G star. I add these stars back because there
are very few Sun-like stars at the metallicity extremes of the sample where the fit
tended to C/O values that were unrealistically low compared to other surveys that
focused on lower-metallicity stars (e.g. Nissen et al. 2014). Although not statistically
motivated, this step was necessary to ensure the fit remains realistic within the full
range of the model grid. I note that the added stars lie beyond the [Fe/H] range of
the FGK+M calibration sample (−0.7 < [Fe/H] < +0.35) and the effect on the fit is
negligible over this range. This fit is not valid for [Fe/H] < -1.
Figure 3.2 shows the 341 stars that make the cuts in blue and the full sample in
grey. The scatter in the [Fe/H]-C/O relation is significantly reduced when considering
only high-S/N, Sun-like stars compared to the full sample. Also shown for the stars
that make the cuts are 1-sigma error bars calculated by propagating the individual
uncertainties on [C/H] and [O/H] (0.026 and 0.036 dex, respectively) from Brewer
et al. (2016). For clarity, I also show the median C/O, the standard deviation of C/O,
and the median measurement error in C/O calculated for 0.1 dex bins in [Fe/H]. I
note that the median measurement error is not the error in the binned average, but
rather represents the typical uncertainty on a single C/O measurement in a given bin.
The variations in C/O as a function of [Fe/H] are nearly consistent with measurement
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Fig. 3.2: C/O and [(O− C)/Fe] vs [Fe/H] for FGK stars analyzed by Brewer et al.
(2016). High-S/N, Sun-like stars, as described in the text, are shown in blue with
their measurement uncertainties. Median values, ±1 standard deviation bars, and
±1 median measurement error bars are shown for 0.1 dex bins in [Fe/H]. Also shown
are quadratic fits to the high-quality sample. There is a strong correlation between
[Fe/H] and the relative abundance of C and O, with scatter nearly consistent with
measurement errors.
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errors, though there exists some evidence of inherent scatter, particularly at the low-
metallicity end (see Section 3.4 for more discussion).
In Chapter 2, I found that the log difference in O and C abundance relative
to Fe abundance and scaled from solar, [(O − C)/Fe], is a good tracer of C and O
effects on the pseudo-continuum in M dwarf spectra, with C/O being the second most
important parameter. Therefore, I fit [(O−C)/Fe] and C/O as quadratic functions of
[Fe/H]. I used an unweighted fit to the individual points in the high-quality sample,
not the binned points. The resulting fits are
C/O = 0.486 + 0.099× [Fe/H]− 0.230× [Fe/H]2, (3.1)
[(O− C)/Fe] = 0.040− 0.378× [Fe/H] + 0.747× [Fe/H]2. (3.2)
The reduced χ2 of the fits are 1.8 for C/O and 2.3 for [(O − C)/Fe]. My quadratic
fit for C/O as a function of [Fe/H] is similar to the quadratic fit derived by Brewer
& Fischer (2016). As described in Brewer & Fischer (2016), the metal-poor end of
the relation has a similar slope to the linear trends of Nissen et al. (2014) and Teske
et al. (2014), however, the linear trends do not reproduce the leveling off of C/O at
higher metallicities.
[C/Fe] and [O/Fe] can be written as functions of C/O and [(O− C)/Fe].
[C/Fe] = [(O− C)/Fe]− log10((C/O)−1 − 1) + log10((C/O)−1 − 1) (3.3)
[O/Fe] = [(O− C)/Fe]− log10(1− C/O) + log10(1− C/O) (3.4)
I use these relations to set [C/M] and [O/M] of the models based on their [M/H] (using
[C/M], [O/M], and [M/H] as proxies for [C/Fe], [O/Fe], and [Fe/H], respectively, in
Equations 3.1–3.4). I do this rather than fit for [C/Fe] and [O/Fe] directly to better
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preserve the relation between [Fe/H] and the relative abundance of C and O, which
has a larger effect on the pseudo-continuum than C and O abundances individually.
Treatment of log g
All M dwarfs which have reached the main sequence are still on the main se-
quence, evolving imperceptibly from their zero-age main sequence radius and lumi-
nosity (Laughlin et al. 1997). Therefore, I make the assumption that an M dwarf’s
log g and radius can be determined solely from its temperature and composition. I
used the Teff , [Fe/H], log g, and radius estimates of 183 M dwarfs from Mann et al.
(2015) to derive relations for log g and radius as functions of Teff and [Fe/H]. Mann
et al. (2015) determined Teff by comparing optical spectra to a grid of BT-Settl
synthetic spectra, using only spectral regions which resulted in good agreement with
effective temperatures derived through long-baseline interferometry. They calculated
radii for their stars from their temperatures and integrated bolometric fluxes via the
Stefan-Boltzmann law. They used the calibrations of Mann et al. (2013a) and Mann
et al. (2014) to measure metallicities. Originally, Mann et al. (2015) calculated masses
from the Delfosse et al. (2000) relation between mass and absolute K-band magni-
tude. Here, I used the more recent relation of Benedict et al. (2016) to determine
masses for use in calculating log g. Figure 3.3 shows log g and radius as a function
of Teff and [Fe/H] and the fits to the data. The resulting fits are
log g =7.912− 0.1880× [Fe/H]− 1.334e−3× Teff + 1.313e−7× Teff2 (3.5)
R?/R =15.43 + 0.1708× [Fe/H]− 1.431e−2× Teff + 4.350e−6× Teff2
− 4.246e−10× Teff3
(3.6)
The RMSE of the fits are 0.044 dex in log g and 0.034 R in radius. The relation turns
over slightly at ∼4050 K. While a decrease in radius with increasing temperature
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Fig. 3.3: log g and radius as a function of Teff , colored by [Fe/H]. Based on data
from Mann et al. (2015). Iso-metallicity fits are shown at [Fe/H] = −0.3, +0.0, and
+0.3 based on Equations 3.5 & 3.6.
is not physical, the Teff-radius relation does become more shallow around 4000 K
(Boyajian et al. 2012). The absolute difference between the maximum radius and
the radius at 4200 K in the relation is less than twice the RMSE in the fit. While the
slight turnover is acceptable for my purposes here, I caution against applying these
relations beyond the range they are calibrated for. I used these relations to set the
log g and radius of the models, removing log g as a major free parameter.
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Table 3.1. Parameters of the model grid
Parameter Range Step Size
Teff 3000 – 4200 K 100 K
[M/H] −1.0 – +0.5 0.25
[α/M] −0.1 – +0.4 0.1
Model grid sampling
Following the above simplifications, I am left with three free parameters: Teff ,
[M/H], and [α/M]. Table 3.1 shows the range and sampling of the grid model pa-
rameters.
3.3.2 Spectral features
I measure three types of features in the Y -band spectra for use in inferring the
Teff , [Fe/H], and [Ti/Fe] of M dwarfs: a temperature-sensitive index based on the
Wing-Ford FeH band head, the EWs of seven Fe I lines, and the EWs of ten Ti I
lines. I used the line-identification feature of the PHOENIX models to identify the Fe I
and Ti I lines and chose wavelength ranges over which to measure EWs based on by-
eye inspection of the observed and synthetic spectra. Table 3.3 lists the wavelength
ranges used when calculating the EWs of these lines and Figure 3.1 highlights them
in a sample of spectra. I define the FeH index as
FeH index = 〈Fλ=0.984–0.989〉 / 〈Fλ=0.990–0.995〉 , (3.7)
where 〈Fλ=a–b〉 is the mean flux in the interval λ = a–b. As shown in Figure 3.1 the
strength of the FeH band head has a strong spectral-type dependence and is deeper
in later M dwarfs. Being a Fe-bearing molecule, it is also sensitive to [Fe/H], but to
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Table 3.2. Calibration Sample
M dwarf Name FGK Name M dwarf Teff [K] FGK [Fe/H] FGK [Ti/Fe]
PM I02441+4913W HR 799 3572 +0.090 −0.020
PM I02555+2652 HD 18143 3228 +0.275 −0.032
PM I03332+4615S HIP 16563 4075 +0.079 −0.017
Gl 166C HD 26965 3167 −0.290 +0.220
PM I04559+0440W HD 31412 3570 +0.110 −0.010
PM I05415+5329 HR 1925 3765 +0.150 −0.050
PM I05463+0112 HD 38529 3642 +0.350 −0.030
PM I06461+3233 HIP 32423 3656 −0.210 +0.050
PM I07191+6644N HD 55745 4069 +0.240 −0.053
PM I08143+6304 HD 67850 3602 −0.094 +0.007
PM I08526+2818 HD 75732 3280 +0.360 −0.040
PM I09151+2321S HIP 45406 3881 +0.180 −0.010
PM I09573+5018 LSPM J0957+5018E 3829 −0.153 +0.013
PM I11046−0413 HIP 54155 3919 +0.080 −0.055
PM I11218+1811 HIP 55486 3993 +0.358 −0.066
LSPM J1140+0930E LSPM J1140+0930W 3591 −0.123 −0.024
PM I13113+0936 HD 114606 4022 −0.499 +0.313
PM I13168+1700 HIP 64797 3709 −0.088 −0.019
PM I13314−0759W NLTT 34353 3845 −0.185 +0.073
LSPM J1404+0157 LSPM J1404+0156 3664 −0.028 −0.009
PM I14182+1244W BD +132777 3697 −0.738 +0.252
PM I14206−2323N HIP 70100 3950 +0.178 +0.007
PM I15118+3933 HD 135144 3435 −0.076 +0.006
PM I15164+1647W HD 135792 4106 −0.284 +0.107
PM I15204+0011 HIP 75069 3966 −0.362 +0.028
PM I16072−1422 HIP 78969 4032 +0.227 −0.010
PM I16139+3346 HD 146362 3454 −0.010 −0.010
PM I16148+6038 HD 146868 3314 −0.268 +0.048
PM I17176+5224 HIP 84616 3231 −0.071 +0.017
LSPM J1742+1643 LSPM J1742+1645 3565 −0.190 +0.073
PM I17464+2743W HD 161797 3386 +0.270 −0.040
PM I18006+6832 HIP 88188 4060 +0.043 −0.049
PM I18007+2933 HD 164595 3510 −0.080 +0.050
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Table 3.3. Y -band features
Feature Wavelength Range [µm] a1a a2a a3a RMSE [Å]
FeH index 0.984–0.989, 0.990–0.995 -0.0574 1.07 0.00355
Fe I line 1.01475–1.01506 -1.48 0.686 1.49 0.0143
Fe I line 1.02183–1.02200 -1.24 0.582 1.22 0.00779
Fe I line 1.03980–1.03990 -0.698 0.729 0.695 0.00498
Fe I line 1.04253–1.04273 -1.57 0.67 1.56 0.0128
Fe I line 1.04719–1.04733 -0.167 0.823 0.164 0.00702
Fe I line 1.05343–1.05360 0.08 0.89 -0.0925 0.00647
Fe I line 1.07854–1.07867 -0.172 1.05 0.156 0.00776
Ti I line 1.00001–1.00013 -0.773 0.575 0.777 0.00777
Ti I line 1.00367–1.00378 -0.751 0.633 0.755 0.00556
Ti I line 1.00597–1.00609 -0.287 0.75 0.294 0.00532
Ti I line 1.03990–1.04009 -1.56 0.755 1.56 0.0143
Ti I line 1.04979–1.05000 -0.34 1.04 0.278 0.0129
Ti I line 1.05866–1.05886 -1.48 0.662 1.47 0.0154
Ti I line 1.06100–1.06111 -0.46 0.568 0.462 0.00471
Ti I line 1.06793–1.06806 -0.799 0.604 0.806 0.0063
Ti I line 1.07285–1.07300 -0.955 0.817 0.954 0.00909
Ti I line 1.07768–1.07787 -0.878 0.353 0.903 0.00784
aa1–2 for FeH index, b1–3 for Fe I lines, c1–3 for Ti I lines
a lesser extent. The temperature-sensitivity of FeH lines has been noted in previous
works (e.g., Önehag et al. 2012).
Determining the pseudo-continuum level
Defining the continuum level in an M dwarf’s spectrum is a long-standing prob-
lem for M dwarf abundance analysis. One commonly implemented solution is to
choose two “continuum regions” on either side of the feature that are relatively free
of absorption features and linearly interpolate between the mean flux in the two re-
gions. However, these regions can be small and significantly effected by statistical
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(photon noise) or systematic (e.g., variations in molecular opacity or poor telluric
correction) variations. To mitigate these issues, I developed a new method of assign-
ing the pseudo-continuum level that is less sensitive to anomalous data points and
can consistently assess the pseudo-continuum across different targets and spectral
regions. Since I correct for the instrument throughput and place all Echelle orders
on the same relative scale, I can assign the pseudo-continuum over the entire Y -band
at once (orders 71–77, 0.98–1.08 µm). The process has three steps. First, I use a 2nd
order Savitzky–Golay filter (Savitzky & Golay 1964) with a window length of five
pixels to reduce high frequency variations in the spectrum. Then, I apply a running
maximum filter with a width of seven resolution elements. Finally, I fit a 6th or-
der Chebyshev polynomial to the filtered spectrum to use as the pseudo-continuum.
Figure 3.1 shows examples of the continuum fits.
I list all indices and EWs measured from the NIRSPEC spectra of the calibration
sample in Table 3.4. I list all indices and EWs measured from the model grid in
Table 3.5.
3.3.3 Calibrating the models
Calibration sample
I drew the calibration sample from the catalog of common-proper motion
FGK+M systems described in Mann et al. (2013a). In order to calibrate my method,
I required accurate measurements of Teff , [Fe/H], and [Ti/Fe] for the M dwarfs in the
sample.
Mann, A. (private communication) measured effective temperatures for the M
dwarfs using the method described in Mann et al. (2013b) which is also described
briefly in Section 3.3.1. The effective temperatures of these stars were originally
calculated along with the sample published in Mann et al. (2015), although not all
stars in this paper were also published there.
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For eight of the FGK primaries in the sample, I adopted the Fe and Ti abun-
dances derived by Brewer et al. (2016). For the other 21, Brewer, J. (private commu-
nication) reanalyzed ESPaDOnS/CFHT spectra originally obtained by Mann et al.
(2013a) using the newest version of SME and following the procedure outlined in
Brewer et al. (2016). The reported statistical uncertainties from Brewer et al. (2016)
are 0.01 dex in [Fe/H] and 0.012 dex in [Ti/H]. To ensure consistency between the
Brewer et al. (2016) catalog and abundances measured from ESPaDOnS spectra, I
compared abundances for eight stars common to both samples and found they are
consistent within measurement errors. Brewer, J. (private communication) also ana-
lyzed three solar spectra reflected from asteroids (two of Ceres, one of Vesta) obtained
from the CFHT archive. The derived abundances were consistent with solar abun-
dances to well within measurement uncertainties. For a detailed comparison between
abundances derived in this manner and other results from the literature, see Brewer
et al. (2016).
Table 3.2 lists the calibration sample and their measured properties.
Empirical Calibration
If I could fully trust the synthetic M dwarf spectra, I could generate spectra for
the known parameters of each star and use curve of growth analysis to determine
abundances. To test the agreement between my Y -band models and the NIRSPEC
observations, I show in the top row of Figure 3.4 an example comparison of line
EWs measured from the NIRSPEC spectra and EWs interpolated from the model
grid based on the known parameters of the calibration sample. The EWs and indices
predicted by the models are close to, but not a perfect match to what I measure from
the NIRSPEC spectra.
The fact that I know the temperatures and compositions of these systems before-
hand allows me to empirically derive simple transformations of the observed indices
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Fig. 3.4: The FeH index, a Fe I EW, and a Ti I EW as interpolated from the
model grid compared with those measured directly from the NIRSPEC spectra (top)
and the measured values transformed as described in the text (bottom). An orange
line denotes the 1:1 relation. The models do not correctly predict the observed line
strengths, but simple transformations of the observed indices and EWs are enough
to bring the observations and models into agreement.
and EWs in order to force agreement between the models and observations. Af-
ter analyzing the relations between line EWs measured from the NIRSPEC spectra
and EWs interpolated from the model grid based on known parameters (examples
shown in the top row of Figure 3.4), I formulated the following transformations to
the observed features.
I ′FeH = a1 + a2IFeH (3.8)
EW′Fe = b1 + b2EWFe + b3IFeH (3.9)
EW′Ti = c1 + c2EWTi + c3IFeH (3.10)
Here, IFeH, EWFe, and EWTi denote the FeH index, Fe I line EW, and Ti I line
EW, respectively, measured from a NIRSPEC spectrum. Primed values are the
transformed index and EWs. By relying only on values measurable directly from
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error in the known parameters. Y error bars indicate the RMSE between known
and inferred parameters. Minimum, RMS, and maximum deviations from known
parameter values are shown for each parameter.
the NIRSPEC spectra, these transformations do not require any prior knowledge of
stellar parameters.
For each spectral feature (Table 3.3), I fit for the a1–2, b1–3, or c1–3 constants
via least squares between the indices or EWs interpolated from the model grid and
the indices or EWs measured from the NIRSPEC spectra and transformed following
Equations 3.8–3.10. Table 3.3 lists the best fit constants and the RMSE in the residu-
als. The bottom row of Figure 3.4 shows examples of the transformed measurements.
A method to measure Teff , [Fe/H], and [Ti/Fe]
The calibration described above can be inverted to determine Teff , [Fe/H], and
[Ti/Fe] of a star based on features measured from its Y -band spectrum. First, the
measured FeH index, Fe I EWs, and Ti I EWs are transformed via Equations 3.8–3.9
with constants from Table 3.3. Then, best fit Teff , [Fe/H], and [Ti/Fe] are determined
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via χ2 minimization. χ2 is calculated as
χ2 =
∑
i
(
f ′i − fˆi (Teff , [Fe/H], [Ti/Fe])
σfi
)2
, (3.11)
where i indicates the ith feature in Table 3.3, f ′i is the transformed index or EW,
fˆi (Teff , [Fe/H], [Ti/Fe]) is the index or EW interpolated from the model grid based
on the fitted parameters, and σi is the RMSE of the residuals from the transfor-
mation calibration (last column of Table 3.3). This assumes that residuals in the
transformation dominate over EW uncertainty due to photon noise.
To estimate the uncertainty in the inferred parameters due to the inherent un-
certainty of the above procedure, I applied it to the calibration sample and compared
with the known parameters. The results are shown in Figure 3.5. I achieve internal
precisions of 60 K, 0.1 dex, and 0.05 dex in Teff , [Fe/H], and [Ti/Fe], respectively.
I have made code to estimate Teff , [Fe/H], and [Ti/Fe] of an M dwarf from its
NIRSPEC Y -band spectrum publicly available at https://github.com/mveyette/
analyze_NIRSPEC1. The code is written in Python 3 and performs throughput cor-
rection, assigns the pseudo-continuum, measures EWs and indices, applies the em-
pirical corrections, and matches to the model grid to return the best-fit Teff , [Fe/H],
and [Ti/Fe].
3.4 Discussion
By measuring Fe and Ti abundances directly from Fe I and Ti I lines, I improve
upon previous metallicity calibrations that rely on correlated abundance trends. Fur-
thermore, I do not have to assume the nonlinear functional form for how line EWs
change as a function of stellar parameters. Instead, I leverage the complex physical
prescription of the PHOENIX models to account for most of the change and apply
simple, easily determined corrections to force agreement with the calibration sample.
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My method does, however, suffer some drawbacks. In order to create a gener-
alized grid of synthetic spectra for inferring Teff , [Fe/H], and [Ti/Fe], I had to make
some assumptions regarding other physical properties of M dwarfs. The underlying
assumption is that all main-sequence M dwarfs can be uniquely characterized by
their Teff , [Fe/H], and [α/Fe] alone. In reality, this is not the case.
In terms of other abundances, C and O have the largest effect on an M dwarf’s
spectrum (see Chapter 2). While, most stars around solar metallicity fall within a
narrow range of C/O and [(O − C)/Fe], there is likely still some inherent scatter
in the [Fe/H]-C/O and [Fe/H]-[(O − C)/Fe] relations that is not captured in my
analysis. Furthermore, very metal-poor stars ([Fe/H] < −0.75) show a larger spread
in C/O and [(O−C)/Fe], separable as a low-alpha halo group (O-poor) and a high-
alpha halo/thick disk group (O-rich). This is more evident in the results of Nissen
et al. (2014) as they analyzed more metal-poor stars than Brewer et al. (2016). This
intrinsic scatter in C and O introduces additional uncertainty in my method. I note
that there are only a few stars with [Fe/H] < −0.5 in the Brewer et al. (2016) sample,
which, combined with the fact that the FGK+M calibration sample only contains
two stars with [Fe/H] ≤ −0.5, means the calibration is poorly constrained in the
low-metallicity regime.
By assuming the entire composition of a star can be parameterized solely by
[Fe/H] and [α/Fe], the method will likely fail for stars with non-standard abundance
ratios such as stars that have accreted processed material from an evolved companion
(e.g., dwarf carbon stars, Green 2013).
There exists a slight systematic trend in the residuals between the calibration
sample [Fe/H] and the [Fe/H] I estimate from the NIRSPEC spectra (Figure 3.5).
It is unclear what the exact origin of this trend is, though it is likely that it is
residual systematic differences between the models and the observations that are not
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accounted for by my simple corrections to the EWs. The mean of the residuals is
<0.003 dex, however, sub-solar metallicity stars tend to be overestimated in [Fe/H]
while super-solar metallicity stars tend to be underestimated. This may suggest a
tendency to favor solar metallicity models. If I fit for and remove this residual trend,
the RMSE is reduced to 0.06 dex.
This work highlights an important limitation of current low-mass star synthetic
spectra. Differences between observed and model line strengths can be due to many
different issues. Some of these issues are more significant for M dwarfs than for FGK
stars, others are unique to M dwarfs. The corrective transformation I apply to the
measured EWs and indices is meant to account for the combined effect of these issues.
Here I list some potential issues.
Inaccurate oscillator strengths of the lines I used in this analysis could be a
major reason why observed line strengths do not match modeled line strengths. I
did not attempt to adjust the oscillator strengths of any lines used in this analysis.
The thermal profile of the stellar atmosphere model used plays a large role
in determining the flux inside individual absorption lines as well as of the pseudo-
continuum level from which line strengths are measured. Incomplete or inaccurate
line lists for major opacity sources can result in an inaccurate equilibrium thermal
profile. This is particularly an issue for M dwarfs as nearly all the flux emitted by
M dwarf is emitted at wavelengths where there is at least some molecular opacity.
Current line lists for major opacity sources in M dwarf atmospheres such as TiO
are known to be inaccurate and incomplete (Rajpurohit et al. 2013; Mann et al.
2013b; Hoeijmakers et al. 2015, e.g.,). However, new advances in experimental and
theoretical studies of rotational-vibrational energy levels for important molecules,
largely motivated by their application to observations of exoplanet atmospheres, may
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improve future cool dwarf models (e.g., Tennyson et al. 2016; McKemmish et al.
2017).
Other inaccuracies in model parameters may play small roles in the overall
mismatch between synthetic spectra and observations, such as: mixing length, de-
termined from the Teff and log g of the model according to the calibration of Ludwig
et al. (1999); microturbulent velocity, determined from Teff according to the radiation
hydrodynamic simulations of Freytag et al. (2010); and log g, determined from Teff
and [M/H] as described in Section 3.3.1.
One effect not accounted for in the PHOENIX models is line splitting in the
presence of magnetic fields. Some FeH lines in the Wing-Ford band are magnetically
sensitive (Reiners & Basri 2007). Varying magnetic field strengths may introduce
additional uncertainty to my method. However, strong magnetic fields are associated
with rapid rotation (Noyes et al. 1984). Stars with strong enough magnetic fields to
significantly effect the FeH index will already be excluded from my analysis due to
significant rotational broadening. I note that Shulyak et al. (2014) found the Ti I
lines in Y band are not very magnetically sensitive.
3.5 Summary
I developed a method to measure Teff , [Fe/H], and [Ti/Fe] from high-resolution
Y -band spectra of M dwarfs. My method is physically motivated in that it relies
on state-of-the-art stellar atmosphere models to provide the nonlinear relations for
how M dwarf spectra change as a function of temperature and composition. My
method is also empirically calibrated, using observations of M dwarfs with wide
FGK companions to force agreement between known parameters and those inferred
from the NIR spectra. Unlike other metallicity calibrations, my method measures Fe
and Ti abundances directly from atomic Fe I and Ti I lines. My calibration achieves
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precisions in Teff , [Fe/H], and [Ti/Fe] of 60 K, 0.1 dex, and 0.05 dex, respectively.
Improvements to cool dwarf atmosphere models and larger calibration samples with
wider wavelength coverage could allow for detailed chemical analysis of M dwarfs at
a similar precision achieved for FGK stars.
Few high-resolution, Y -band spectrometers are currently available, which limits
the application of the method presented here. However, at least three new exoplanet
RV surveys specifically targeting M dwarfs include coverage of Y band: CARMENES
(Quirrenbach et al. 2010), the Habitable Zone Planet Finder (HPF, Mahadevan et al.
2010), and SPIRou (Artigau et al. 2011). These surveys will provide high-S/N, high-
resolution, Y -band spectra for hundreds of M dwarfs, many of which host planets
that will be detected during the surveys. The ability to detect planets around and
measure [Fe/H] and [Ti/Fe] for hundreds of M dwarfs using the same dataset will be
a powerful asset. These surveys will allow us to test whether observed trends in the
composition of planet-hosting FGK stars, like enhanced α-element abundance, also
hold for lower mass stars and smaller planets.
Another exciting application of this work is the potential to use alpha-
enhancement to constrain ages of field M dwarfs. The age of an individual field
M dwarf is difficult to measure reliably because its radius and effective temperature
change imperceptibly once on the main sequence (Laughlin et al. 1997). However,
surveys of nearby stars find an empirical relation between [α/Fe] and age (Haywood
et al. 2013; Bensby et al. 2014; Feuillet et al. 2016) due to delayed Fe enrichment of the
ISM by type Ia supernovae. Measuring [α/Fe] of an M dwarf can be combined with
priors based on kinematics (e.g., Burgasser & Mamajek 2017) to provide a powerful
age diagnostic. The ability to measure ages of field M dwarfs has many applications
including constraining the age-rotation-activity relation of M dwarfs (e.g., Newton
et al. 2016, 2017).
87
Chapter 4
Chemo-kinematic ages of
eccentric-planet-hosting M dwarf stars
In this chapter, I address question 3 of my dissertation: Based on chemo-
kinematic ages, are close-in planets on eccentric orbits around M dwarfs found ex-
clusively around young M dwarfs? I apply the method developed in the previous
chapter to measure [Ti/Fe] of M dwarf stars that host eccentric exoplanets. I formu-
late an empirical chemo-kinematic likelihood function to estimate the ages of the host
stars. With these ages, I constrain the tidal evolution of the planets’ orbits. I find
that short-period planets around M dwarfs can maintain non-zero eccentricities for
at least 9 Gyr. The contents of this chapter were published by Veyette & Muirhead
(2018).
4.1 Motivation
M dwarf stars enable a variety of investigations into the role of stellar mass
in exoplanet formation. For example, M dwarfs are known to host fewer Jupiter-
mass planets than Sun-like FGK stars (Johnson et al. 2010a), a prediction of the
core-accretion theory of planet formation (Laughlin et al. 2004). Additionally, M
dwarf stars enable tests of exoplanet evolution in the regime of low host-star mass.
M dwarfs are known to be abundant hosts of small, short-period planets (Dressing
& Charbonneau 2013; Swift et al. 2013; Gaidos et al. 2014; Morton & Swift 2014;
Dressing & Charbonneau 2015; Gaidos et al. 2016). Tidal interactions between a host
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star and its planet tend to circularize and reduce the semi-major axis of short-period
orbits over time (Goldreich & Soter 1966). The timescale of this evolution depends
strongly on the semi-major axis of the orbit (Jackson et al. 2008). Planet-hosting M
dwarfs, with their tendency to host small planets on compact orbits, are excellent
targets for investigating the role of tidal migration and circularization.
Planet orbital evolution around M dwarf stars could be investigated with mea-
surements of M dwarf ages; however, as discussed in Chapter 1, measuring ages of M
dwarf stars is challenging. Once on the main-sequence, M dwarfs move imperceptibly
on a Hertzsprung-Russell or color-magnitude diagram, taking tens of billions of years
to change by a significant degree in temperature or luminosity (Laughlin et al. 1997;
Choi et al. 2016).
Gyrochronology, the study of stellar spin-down versus age, holds some promise
for measuring M dwarf ages (e.g., Meibom et al. 2015; Barnes et al. 2016). However,
work by Irwin et al. (2011) and Newton et al. (2016) find that field mid-M dwarfs
exhibit a bimodal distribution in rotation period, similar to what is seen for Sun-like
stars in young clusters (Attridge & Herbst 1992; Barnes 2003). This indicates that
either slow or fast rotation is frozen in during formation, or some rapid process takes
place where stars spin down suddenly from fast to slow rotation. This could be a
result of dramatic reorganizing of magnetic field topology at some specific rotation or
age (Garraffo et al. 2015, 2018). If the transition is stochastic, then gyrochronology
can do little to constrain the ages of young and intermediate-age M dwarfs. The
prospects for applying gyrchronology after such a transition remain to be seen.
As discussed in Section 1.4, the chemical and kinematic evolution of the Galaxy
provides a new way to estimate the ages of M dwarf stars. Work by Haywood
et al. (2013) showed a strong correlation between stellar age, iron abundance, and
α-enhancement for nearby F, G and K-type dwarfs, for which ages were measured
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by comparing spectroscopic parameters to stellar evolution models. Work by Bensby
et al. (2014) shows similarly strong correlations between α-enhancement, specifi-
cally titanium enhancement ([Ti/Fe]), iron abundance, and age, over ages that span
nearly the entire history of the Universe: 1.5 to 13.5 Gyr. The relation between
α-enhancement and stellar age is the result of early ISM enrichment of α elements
by core-collapse supernovae and delayed enrichment of iron by Type Ia supernovae.
The delayed enrichment of iron causes [α/Fe] to decrease and [Fe/H] to increase over
time. This trend has been confirmed by numerous studies of solar-neighborhood
FGK stars (Nissen 2015; Spina et al. 2016; Buder et al. 2018) and red giant stars
(Martig et al. 2015; Hawkins et al. 2016; Feuillet et al. 2016, 2018). Recently, Bedell
et al. (2018) showed that when restricting the stellar sample to only solar twins (stars
with similar temperature, surface gravity, and overall metallicity to the Sun), there
is an exceptionally tight relation between stellar age and the abundance of alpha
elements, including titanium. These age-abundance relations provide a path to sta-
tistically estimate stellar ages, and should apply just as well to nearby M dwarfs as
they do to nearby F, G and K-type stars.
In this chapter, I estimate ages for eccentric-planet-hosting M dwarf stars by
combining galactic kinematics with titanium-enhancement. In Section 4.2, I describe
how the sample of planet-hosts was chosen and the high-resolution NIR spectra used
in this work. In Section 4.3, I describe how I measured [Ti/Fe] of these M dwarfs
from their high-resolution Y -band spectra and how I used a sample of FGK stars
with measured [Ti/Fe] and ages to calibrate an empirical, probabilistic [Ti/Fe]-age-
relation. In Section 4.4, I combine the [Ti/Fe]-age relation with a kinematic prior to
estimate ages for the sample of planet-hosting M dwarfs. In Section 4.5, I use my
age estimates to explore the tidal evolution of the planets and constrain their tidal
Q. Finally, I summarize this work in Section 4.6.
90
4.2 Sample
The Calar Alto high-Resolution search for M dwarfs with Exo-earths with Near-
infrared and optical Échelle Spectrographs (CARMENES) is a high-resolution optical
and NIR spectroscopic survey to search for rocky planets in the habitable zones of
nearby M dwarfs (Quirrenbach et al. 2014). The CARMENES spectrograph covers
0.5 to 1.7 µm at a resolution of 94,600 in the optical and 80,400 in the NIR. Reiners
et al. (2018b, hereafter R18) published one representative CARMENES spectrum for
each of 324 M dwarfs in the survey.
I downloaded the NIR spectra for all 324 CARMENES Guaranteed Time Obser-
vations (GTO) targets from the CARMENES GTO Data Archive1 (Caballero et al.
2016). Many of the spectra exhibit large, spurious features that are likely a result
of the automatic flat-relative extraction pipeline used by CARMENES (Zechmeister
et al. 2014). I checked each spectrum by eye in the Y -band region and excluded from
further analysis any spectrum that contains either large spikes spanning over 100
pixels that are present in multiple orders or large, sharp variations in the continuum
that make it impossible to consistently assess the pseudo-continuum across the full
Y band. Roughly half the spectra did not meet the quality cuts. I also exclude stars
with projected rotational velocity v sin i > 12 km s−1, corresponding to the resolution
of the NIRSPEC spectra used to calibrate the method developed in Chapter 3.
I cross-matched the stars the passed the quality cuts and that had masses >
0.2M with the NASA Exoplanet Archive2. I found 11 M dwarfs that host known
exoplanets: GJ 176 b (Forveille et al. 2009), GJ 179 b (Howard et al. 2010), GJ 436 b
(Butler et al. 2004), GJ 536 b (Suárez Mascareño et al. 2017a), GJ 581 b, c, e (Bonfils
et al. 2005b; Udry et al. 2007; Mayor et al. 2009), HD 147379 b (GJ 617 A, Reiners
1http://carmenes.cab.inta-csic.es/
2https://exoplanetarchive.ipac.caltech.edu/
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Table 4.1. Planet-hosting M dwarf Exoplanet Parameters
Planet Mp sin i [M⊕] a [AU] e Ref.
GJ 176 b 9.06+1.54−0.7 0.066
+0.001
−0.001 0.148
+0.249
−0.036 1
GJ 179 b 260.61+22.25−22.25 2.41
+0.04
−0.04 0.21
+0.08
−0.08 2
GJ 436 b 21.36+0.2−0.21 0.028
+0.001
−0.001 0.152
+0.009
−0.008 1
GJ 536 b 6.52+0.69−0.4 0.067
+0.001
−0.001 0.119
+0.125
−0.032 1
GJ 581 b 15.2+0.22−0.27 0.041
+0.001
−0.001 0.022
+0.027
−0.005 1
GJ 581 c 5.652+0.386−0.239 0.074
+0.001
−0.001 0.087
+0.15
−0.016 1
GJ 581 e 1.657+0.24−0.161 0.029
+0.001
−0.001 0.125
+0.078
−0.015 1
GJ 617A b 24.7+1.8−2.4 0.3193
+0.0002
−0.0002 0.01
+0.12
−0.01 3
GJ 625 b 2.82+0.51−0.51 0.078361
+4.4e−05
−4.6e−05 0.13
+0.12
−0.09 4
GJ 628 b 1.91+0.26−0.25 0.0375
+0.0012
−0.0013 0.15
+0.13
−0.1 5
GJ 628 c 3.41+0.43−0.41 0.089
+0.0029
−0.0031 0.11
+0.1
−0.07 5
GJ 628 d 7.7+1.12−1.06 0.47
+0.015
−0.017 0.55
+0.08
−0.09 5
GJ 649 b 104.244+10.17−10.17 1.135
+0.035
−0.035 0.3
+0.08
−0.08 6
GJ 849 b 289.21 2.32 0.05+0.03−0.03 7
GJ 876 b 760.9+1.0−1.0 0.214
+0.001
−0.001 0.027
+0.002
−0.002 1
GJ 876 c 241.5+0.7−0.6 0.134
+0.001
−0.001 0.25
+0.001
−0.002 1
GJ 876 d 6.91+0.22−0.27 0.021
+0.001
−0.001 0.082
+0.043
−0.025 1
GJ 876 e 15.43+1.29−1.27 0.345
+0.001
−0.002 0.04
+0.021
−0.004 1
Note. — Mp is used when i is known. References: (1) Trifonov
et al. (2018), (2) Howard et al. (2010), (3) Reiners et al. (2018a), (4)
Suárez Mascareño et al. (2017b), (5) Astudillo-Defru et al. (2017),
(6) Johnson et al. (2010a), (7) Bonfils et al. (2013)
et al. 2018a), GJ 625 b (Suárez Mascareño et al. 2017b), Wolf 1061 b, c, d (GJ 628,
Wright et al. 2016), GJ 649 b (Johnson et al. 2010b), GJ 849 b (Butler et al. 2006),
and GJ 876 b, c, d, e (Marcy et al. 1998, 2001; Rivera et al. 2005, 2010). Table 4.1
lists the exoplanets analyzed in this study and their relevant parameters.
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4.3 Chemical-kinematic ages
4.3.1 Measuring [Ti/Fe]
I employed the method developed in Chapter 3 to measure the Teff , [Fe/H], and
[Ti/Fe] of the M dwarfs in the sample from the Y -band region of their high-resolution
CARMENES spectra. The method utilizes strong, relatively isolated Fe and Ti lines
in Y band to directly estimate Fe and Ti abundances. The method is physically
motivated, using a custom grid of PHOENIX BT-Settl models (Allard et al. 2012a;
Baraffe et al. 2015; Allard 2016) to provide the nonlinear relations for how M dwarf
spectra change as a function of temperature and composition. It is also empirically
calibrated by using observations of widely separated FGK and M type binary stars
to derive corrections to the model relations, ensuring agreement between abundance
analyses of solar-type stars and M dwarfs.
The method presented in Chapter 3 was originally calibrated on NIRSPEC
spectra at a resolution of 25000. Due to blending with neighboring molecular lines,
the calibration is only valid when applied to spectra at the same resolution. I took
the following steps to prepare the CARMENES spectra and closely match the format
of the NIRSPEC spectra used in the original calibration. First, I masked out pixels
300-370 in the 3rd and 4th orders of the NIR spectra. Most spectra had broad peaks
at these pixel locations which I assume are an artifact of the reduction process. Next
to remove a number of large narrow spikes that appear at random pixel locations
throughout many of the spectra, I masked out pixels with flux values that were more
than five median absolute deviations greater than the median flux value of the 200
surrounding pixels. I then interpolated the spectra to a finer grid with uniform log-
spacing in wavelength and convolved them down to a resolution of 25000. Finally, to
remove edge effects from the discrete convolution, I masked out pixels within ±2.5
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Table 4.2. Planet-hosting M dwarf Stellar Parameters
Name U [km/s] V [km/s] W [km/s] Teff [K] [Fe/H] [Ti/Fe] Age [Gyr]
GJ 176 −22.6 −56.7 −14.8 3538 +0.05 +0.04 8.8+2.5−2.8
GJ 179 +13.3 −17.2 +0.9 3350 +0.12 +0.06 4.6+3.5−2.4
GJ 436 +52.0 −19.2 +19.5 3466 −0.08 +0.07 8.9+2.3−2.1
GJ 536 −54.6 +2.3 +2.9 3653 −0.12 +0.06 6.9+2.5−2.3
GJ 581 −25.0 −25.4 +11.6 3377 +0.06 +0.04 6.6+2.9−2.5
GJ 617A −9.9 −30.1 +4.0 3966 +0.13 −0.00 5.1+3.2−2.4
GJ 625 +7.8 −2.6 −17.6 3433 −0.37 +0.12 7.0+2.7−4.1 a
GJ 628 −13.0 −21.1 −20.6 3456 −0.25 −0.02 4.3+3.1−2.0
GJ 649 +21.3 −14.3 +1.2 3595 +0.03 −0.02 4.5+3.0−2.0
GJ 849 −44.6 −17.6 −17.6 3469 +0.28 −0.01 4.9+3.0−2.1
GJ 876 +1.3 −2.2 −49.9 3295 +0.18 +0.02 8.4+2.2−2.0
Note. — Ages are posterior medians and ±1 σ values corresponding to 16th and 84th
percentiles.
aSee discussion in Section 4.5
times the convolution kernel FWHM of the edge of each order or the chip gap at the
2040th pixel location.
I followed the same procedure outlined in Chapter 3 to correct the shape of
each order and set the pseudo-continuum level. I excluded the 1.05343–1.05360 µm
Fe line and the 1.07285–1.07300 µm Ti line from the analysis as they fall too close
to the chip gap and were masked out in some spectra. I also changed the FeH index
defined in Chapter 3 to be the ratio of the flux in the 0.988–0.9895µm and 0.990–
0.992 µm regions. The original definition of the FeH index covered the chip gap and
a transition from one order to the next. I used the calibration sample from Chapter 3
to recalculate the empirical corrections for this modified feature list. The accuracy of
the calibration is similar to that achieved with the original feature list. The RMSE of
the inferred parameters of the calibration sample are 56 K in Teff , 0.12 dex in [Fe/H],
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and 0.05 dex in [Ti/Fe]. Using this new calibration and the cleaned CARMENES
spectra, I measure the Teff , [Fe/H], and [Ti/Fe] of the M dwarfs in the planet-hosting
sample. The results are listed in Table 4.2.
4.3.2 A Bayesian estimate of stellar ages
Starting with Bayes’ Theorem, the posterior probability distribution of a star’s
age, τ , given its titanium enhancement, [Ti/Fe], and the prior information, I, can be
written as
p (τ |[Ti/Fe], I ) ∝ p (τ |I ) p ([Ti/Fe] |τ , I ) . (4.1)
Here, the prior information includes three propositions: (1) a prior probability dis-
tribution for τ based on previous information, which in this case, will be the star’s
peculiar velocities, (2) a model for the likelihood of a given [Ti/Fe] measurement as
a function of age, and (3) the measurement uncertainty in [Ti/Fe] can be described
by a Gaussian with standard deviation σ[Ti/Fe] = 0.05 dex.
FGK calibration sample
In the following sections I describe a data-driven approach to estimate the kine-
matic prior and [Ti/Fe] likelihood. For this approach, I require an unbiased sample of
stars with known age, kinematics, and [Ti/Fe]. The method developed in Chapter 3
to measure [Ti/Fe] was calibrated to match the Brewer et al. (2016, hereafter B16)
catalog of detailed abundances for 1,617 FGK stars. Therefore, to ensure consistency
and reduce systematic errors, I used this same catalog to develop the kinematic–
[Ti/Fe]–age model. To estimate ages of the B16 stars, I used the isochrones pack-
age (Morton 2015) with the MIST stellar evolution models (Dotter 2016; Choi et al.
2016). I describe this process in detail in Appendix A.
B16 fit for and removed from their abundance estimates any systematic trends
with temperature; however, this trend was only assessed over a limited range of Teff
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Fig. 4.1: Brewer et al. (2016) [Ti/Fe] measurements of solar neighborhood FGK
stars versus stellar age. Large orange circles denote the mean [Ti/Fe] in 25 age bins
spaced so that each bin contains approximately the same number of stars. Error bars
indicate the standard deviation in each bin.
and log g. I found that systematic trends in [Ti/Fe] still existed for stars with Teff
> 6100 K and log g < 3.6 and so I excluded those stars from further analysis. I
also excluded stars with best fit AV values > 0.1. All stars in this sample are solar
neighborhood stars and I do not expect significant extinction. These cuts, combined
with the initial requirement that stars have a parallax measurement available in the
literature and convergence criteria as described in Appendix A, leaves 672 FGK stars
for which I have reliable [Ti/Fe] and age estimates. Figure 4.1 shows the general trend
of increasing [Ti/Fe] with increasing age.
Of these 672 stars, 658 have radial velocities and full 5-parameter astrometric
solutions in Gaia DR2 (Brown et al. 2018; Lindegren et al. 2018), which I used to
calculate the U , V , andW peculiar velocities of each star (calculations based on code
adapted from Rodriguez 2016).
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Kinematic Prior
Almeida-Fernandes & Rocha-Pinto (2018, hereafter A18) introduced a method
for estimating the age of a star based on its peculiar velocities alone. They mod-
eled the components of the velocity ellipsoid of field stars as Gaussian distributions
with age-dependent dispersion. They used the Geneva-Copenhagen Survey (GCS,
Nordström et al. 2004; Casagrande et al. 2011) to fit for the dispersion of these distri-
butions as functions of age as well as the V component of the Solar motion, V ′, and
the vertex deviation, `v. Evaluating the product of the three distributions at a given
age produces the likelihood function for measured U , V , and W velocities. I employ
a prior probability distribution for a star’s age based on the posterior probability
distribution given by Equation 10 of A18 (method UVW ),
p (τ |U, V,W ) ∝
∏
i=1,2,3
1√
2piσi(τ)
exp
(
− v
2
i
2σi(τ)2
)
, (4.2)
where v1, v2, and v3 are the star’s velocities in terms of the components of the velocity
ellipsoid as defined by Equations 4a–c of A18 and σ1(τ), σ2(τ), and σ3(τ) are power
laws with parameters from Table 1 of A18.
A18 made various cuts to the Casagrande et al. (2011) GCS catalog to ensure
high-quality kinematic data and age estimates. The age distribution of their subsam-
ple is similar to the full, magnitude-limited GCS which is known to be biased toward
bright F-type stars (Nordström et al. 2004). Since the main-sequence lifetime of a
1.1 M star is roughly half the age of the Universe (Choi et al. 2016), using the full
GCS significantly biases kinematic ages estimates toward younger ages. In figure 4.2
I show age cumulative distributions for the A18 sample compared to a volume-limited
sample of the GCS (d < 40 pc). The volume-limited sample is significantly shifted
toward older ages.
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Fig. 4.2: Cumulative distributions of ages in the GCS sample used by A18, a volume-
limited sample of the GCS, an “unbiased” sample of the GCS, and my sample of B16
stars. See Section 4.3.2 for more information on each sample.
This volume-limited sample still contains a number of F dwarfs with main-
sequence lifetimes much shorter than the age of the Universe, which biases the sample
against older stars. In an attempt to create a sample of stars that better matches the
true age-distribution of low-mass stars in the solar neighborhood, I further restrict the
volume-limited sample to stars with 0.9M < M? < 1M. This restricts the sample
to mainly G dwarfs whose lifetimes are not significantly shorter than the age of the
Universe and for which the GCS is mostly complete out to 40 pc. The lower limit in
mass excludes stars for which the ages are not well constrained. Figure 4.2 also shows
the age distributions for this “unbiased” sample of the GCS and my sample of B16
stars. Although, I note that it is extremely difficult to assemble a truly unbiased and
complete sample of stars. The B16 sample is comprised of stars originally observed
as part of the California Planet Survey (Howard et al. 2010), an RV exoplanet survey.
As such, it is biased against stars with excessive velocity jitter and faint stars. The
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log g and Teff cuts along with the requirement that each star have Tycho-2 and
2MASS magnitudes as described in Appendix A introduce additional biases. Overall,
however, these biases do not result in any significant age bias for the final sample
as evidenced by the similarity between the age distributions for my B16 sample and
the volume-limited “unbiased” GCS sample. This is largely a result of the fact that
both samples have been limited to solar-neighborhood Sun-like stars. As these stars
have lifetimes on the order of the age of the Universe, their age distribution should
be very similar to the age distribution of solar-neighborhood M dwarfs.
For consistency, I used my sample of B16 stars to recalibrate the A18 kinematic
likelihood. I find the following best fit relations for the vertex deviation, V component
of the Solar motion, and dispersion in the three components of the velocity ellipsoid
as functions of time.
`v = 0.406e
−0.163τ (4.3)
V ′ = 0.314τ
2 − 1.28τ + 17.0 (4.4)
σ1 = 13.6τ
0.484 (4.5)
σ2 = 7.32τ
0.493 (4.6)
σ3 = 4.20τ
0.703, (4.7)
where all velocities are in km s−1. I also calculate the U and W components of the
solar motion to be 9.33 km s−1 and 7.95 km s−1, respectively.
I used proper motions and parallaxes from Gaidos et al. (2014) along with radial
velocities from R18 to calculate the U , V , and W peculiar velocities for each M
dwarf in the exoplanet-host sample. The velocities for each star are list in Table 4.2.
I used these velocities and Equations 4.3–4.7 to calculate the posterior probability
distributions of the kinematic ages given by Equation 4.2. I used these posteriors as
the prior probability in Equation 4.1.
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Fig. 4.3: Means, variances, and weights of the two components (blue and orange)
of the Gaussian mixture model as functions of age. Errors are from bootstrap re-
sampling within each age bin. Solid lines are fits to the model parameters based on
Equation 4.8 with best fit parameters from Table 4.3.
A data-driven [Ti/Fe] likelihood
Following the approach of Almeida-Fernandes & Rocha-Pinto (2018) for con-
structing a data-driven likelihood function, I used the B16 sample of FGK stars with
measured [Ti/Fe] and stellar ages to calculate the likelihood of a star’s measured
[Ti/Fe] given an assumed age.
I first divided the FGK sample into 25 age bins spaced so that each bin con-
tains roughly an equal number of stars (∼27 per bin). Motivated by the existence
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Table 4.3. Best fit constants for Equation 4.8
a b c
Comp. 1 mean −0.0160 1.65×10−7 4.99
variance 3.19×10−4 1.12×10−11 7.51
weight 0.982 −6.78×10−4 2.73
Comp. 2 mean −0.0116 8.55×10−4 2.31
variance 3.44×10−4 7.00×10−12 8.13
weight 0.018 6.78×10−4 2.73
of two chemically distinct populations in the solar neighborhood (e.g., Fuhrmann
1998), I modeled the [Ti/Fe] distribution within a bin as Gaussian mixture model
with two components. I fit for the means, variances, and weights of each compo-
nent via expectation-maximization3. I assessed the uncertainty in the mixture model
parameters by bootstrap resampling the [Ti/Fe] distribution within an age bin and
refitting the mixture model, repeating this 10000 times. In order to create a contin-
uous likelihood as a function of age, I fit an offset power law of the form
θi(τ) = a+ bτ
c (4.8)
to each mixture model parameter, θi. Here, τ is the average age of the stars in the
bin in Gyr. I determined the best fit parameters via χ2 minimization and list them
in Table 4.3. Figure 4.3 shows the mixture model parameters as a function of age,
their uncertainties, and the power law fits. Note that since the weights of the two
components must sum to unity, I only fit to the weights of one component.
Figure 4.4 shows the Gaussian mixture distributions with means, variances, and
weights given by Equation 4.8 with best fit parameters from Table 4.3. In order to
3Specifically, I used the Scikit-learn GaussianMixture package (Pedregosa et al. 2011).
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use these distributions as likelihood functions for the planet-hosting M dwarf sample,
I incorporate the uncertainty in the M dwarf [Ti/Fe] measurements by convolving
the Gaussian mixture distributions with a Gaussian kernel with a standard deviation
of 0.05 dex4. These distributions represent the empirical probability of measuring
a given [Ti/Fe] for given stellar age, incorporating both the intrinsic scatter in the
[Ti/Fe]-age relation and the uncertainty in the M dwarf [Ti/Fe] measurements. The
uncertainty in the B16 [Ti/Fe] measurements is much smaller than the intrinsic
scatter within an age bin and is inherently included in this scatter. For qualitative
comparison I also show kernel density estimation distributions from 100 bootstrap
resamplings of the B16 [Ti/Fe] distribution within each age bin. I used a Gaussian
kernel with a standard deviation of 0.05 dex. Evaluating the Gaussian mixture model
at a measured [Ti/Fe] gives the likelihood as a function of age.
Figure 4.5 shows the prior probability distribution, likelihoods, and poste-
rior probability distribution for the age of each planet-hosting M dwarf in the
CARMENES sample. Table 4.2 lists the median of the posterior and ±1 sigma
uncertainties corresponding to 16th and 84th percentiles of the posterior.
This approach preserves the astrophysical scatter in the relation between [Ti/Fe]
and age, whereas fitting a parametric model directly to the [Ti/Fe]-age relation would
assume all scatter is due to measurement uncertainty and would underestimate the
uncertainty in predicted ages. However, this also means the age uncertainties may
be overestimated as all scatter is taken to be astrophysical even though there is
certainly measurement error (and likely systematic error) in both the [Ti/Fe] and
age estimates. Nevertheless, I take the conservative approach of assuming all scatter
is astrophysical and carry it through to the final age posteriors.
4Thanks to the distributive property of convolution and the fact that all distributions are
Gaussian, this is equivalent to simply adding 0.0025 dex of additional variance to each Gaussian
component
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Fig. 4.4: Comparison of the [Ti/Fe] distribution of the B16 sample within each age
bin to the Gaussian mixture model. Average age of the bin is shown in the top
right corner of each subplot. Semitransparent blue lines represent kernel density
estimation (KDE) distributions from 100 bootstrap samplings of the B16 [Ti/Fe]
distribution within each age bin. Orange lines represent the empirical likelihood
function derived from Gaussian mixture models with parameters from the power law
fits (Equation 4.8 with best fit parameters from Table 4.3). Note, they are not direct
fits to the distributions in blue. To incorporate the uncertainty in the M dwarf [Ti/Fe]
measurements, I’ve convolved the empirical likelihoods with a Gaussian kernel with a
standard deviation of 0.05 dex. I also use a Gaussian kernel with a standard deviation
of 0.05 dex in the KDEs.
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Fig. 4.5: Prior probability distribution, likelihoods, and posterior probability dis-
tribution for the age of each planet-hosting M dwarf in the CARMENES sample.
Median and ±1 sigma age estimates are listed in Table 4.2.
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Fig. 4.6: Planet eccentricity as a function of stellar age, colored by semi-major axis.
Planets in multi-planet systems are denoted as stars.
4.4 Tidal migration and circularization
Taken as an ensemble, I find that exoplanets orbit M dwarfs with a range of ages
typical for the solar neighborhood. The median age estimates range from 4 to 9 Gyr.
Figure 4.6 shows the eccentricities of all planets in the sample compared with the
age of the host star. The sample is too small to draw any significant conclusions
about the eccentricity distribution as a function of age. However, I do find that
there are a number of single planets on short-period orbits with low, but non-zero,
eccentricities (e ∼ 0.1–0.3) at all ages. I also find that, on average, the sample is
slightly Ti-enhanced. The mean [Ti/Fe] is 0.033 ± 0.015 dex and most M dwarfs
in the sample have [Ti/Fe] > 0. However, most are within their measurement error
(0.05 dex) of the solar value and only one, GJ 625, has the distinct chemical signature
of the metal-poor, alpha-rich thick disk.
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In the absence of interactions with a third body, tides raised on both the planet
and star are expected to damp out eccentricities and reduce the semi-major axis
for planets orbiting within ∼0.2 AU of their host star (Goldreich & Soter 1966).
Tidal circularization likely explains the observed lack of highly eccentric (e > 0.5)
planets on close-in orbits noted in numerous studies (e.g., Rasio & Ford 1996; Kane
et al. 2012; Kipping 2013). One way to determine whether or not a planet is cur-
rently undergoing tidal damping and migration is to estimate its tidal circularization
timescale, τcirc (Eq. 4 of Jackson et al. 2008). However, as Jackson et al. (2008)
point out, tidal effects fall off rapidly with increasing semi-major axis. Therefore, it
is important to model the coupled evolution of both eccentricity and semi-major axis
to calculate the true time it takes to circularize an orbit.
4.4.1 Simplified tidal circularization timescales
For illustrative purposes, I used Eq. 4 in Jackson et al. (2008) (including the
corrected numerical coefficient from Jackson et al. 2009) to calculate the simplified
tidal circularization timescales for the planets in the sample. Calculating the tidal
circularization timescale requires assuming a value for the tidal dissipation parameter
Q, a unitless quality factor that is inversely proportional to tidal dissipation—smaller
Q results in stronger dissipation. I assumed a tidal dissipation parameter for the star
of Q? = 105.5 and for the planet of Qp = 106.5 as suggested by Jackson et al. (2008),
although I note the tidal Qp is no doubt different for each planet and likely depends
on each planet’s mass and structure. In my calculations, I used the planetary masses,
semi-major axes, and eccentricities in Table 4.1. For planetary radii I used the em-
pirical mass-radius-incident flux relation of Weiss et al. (2013, Eqs. 8 & 9). In one
case, GJ 436 b, I had an estimate of the planetary radius from transit observations
(Maciejewski et al. 2014). I estimated stellar masses and radii from the empirical
absolute K-band magnitude relations of Benedict et al. (2016, Eq. 11 with coefficients
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Fig. 4.7: Age divided by the simplified tidal circulation timescale, assuming
Qp=106.5, versus eccentricity. A green line indicates where age = τcirc. Most plan-
ets in the sample have very long tidal circulation timescales such that tides are not
expected to play a large role in the evolution of the planet even over the lifetime of
the universe. Only two planets (labeled) have ages longer than their circularization
timescales.
from Tbl. 13) and Mann et al. (2015, Eq. 5 with coefficients from Tbl. 1)5, respec-
tively. For both relations, I used K-band magnitudes from 2MASS (Skrutskie et al.
2006) and parallaxes from Gaia DR1 (Gaia Collaboration et al. 2016b,a; Lindegren
et al. 2016). I accounted for the Gaia zero-point offset, however, it has little effect
as the stars are all nearby with parallaxes of order 100 mas.
Figure 4.7 shows the eccentricities of the planets in the sample versus the host
star age divided by the tidal circularization timescale. Most planets in the sample
have very long timescales, such that it is unlikely they underwent recent tidal evo-
lution. Two planets, GJ 436 b and GJ 876 d, have tidal circularization timescales
shorter than the age of their host star. It has been suggested that GJ 436 b has a
massive, unseen companion that maintains its moderate eccentricity via Kozai inter-
actions (Beust et al. 2012), so its short tidal circularization timescale may not be so
5I used the values from Table 1 of the erratum (Mann et al. 2016).
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surprising. GJ 876 d has three outer companions which are in a Laplace resonance
(Rivera et al. 2010). GJ 876 d, the innermost planet in the system, is not expected
to interact with the outer three planets (Trifonov et al. 2018), so its non-zero eccen-
tricity is surprising given its short circularization timescale. I discuss GJ 436 b and
GJ 876 d further in Section 4.5.
4.4.2 Minimum Qp
As pointed out by Jackson et al. (2008), the simplified tidal circularization
timescale ignores the coupled evolution of eccentricity and semi-major axis and can
underestimate the true time to circularize. An alternative approach is to numerically
integrate back the tidal evolution equations for both eccentricity and semi-major axis
(Eqs. 1 & 2 of Jackson et al. 2009) from the current age of the star to its formation.
Doing so results in the initial eccentricity and semi-major axis of the planet’s orbit,
just after the protoplanetary disk dissipated, assuming no interactions with other
bodies in the system. Since I have a posterior for the age of the star, I can determine
the probability distribution for the initial eccentricity and semi-major axis of a planet
if I assume a Qp and Q?. To do so, I integrate back the tidal evolution equations
10,000 times, each time drawing a random age from the age posteriors. I show an
example of this for GJ 876 d in Figures 4.8 & 4.9 where I assume Q? = 105.5 and
Qp = 106.5 and 105.5, respectively. Assuming a Qp of 106.5 results in a median initial
eccentricity and semi-major axis of ei = 0.7 and ai = 0.035 AU. However, if I assume
a Qp of only 105.5, the median initial eccentricity exceeds 1. Therefore, I can constrain
the Qp of GJ 876 d to be greater than ∼105.5.
Following this approach, I can use the host star ages to estimate the minimum
Qp possible for each planet by stepping through possible Qp values until the initial
eccentricity exceeds one. For each planet, I estimate the initial eccentricity proba-
bility distribution for 100 Qp values space logarithmically from 10 to 107. I take the
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Fig. 4.8: Probability distributions for the initial eccentricity and semi-major axis of
GJ 876 d based on integrating back the tidal evolution equations of Jackson et al.
(2009) with current ages drawn from the age posterior. Here I assume Q? = 105.5
and Qp = 106.5.
Fig. 4.9: Same as Figure 4.8 but with Q? = 105.5 and Qp = 105.5.
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Fig. 4.10: Minimum Qp versus planet mass, colored by orbital period. Stars indicate
planets in multi-planet systems. Lower error bars are calculated by assuming the
planet radius and eccentricity are overestimated by 1σ. Planets known to be gravita-
tionally interacting with other planets in the system have been excluded (GJ 581 b,c,e
and GJ 876 b,c,e).
maximum Qp at which the median initial eccentricity is greater than one as the min-
imum possible Qp for the planet. I hold the stellar tidal dissipation parameter fixed
at 105.5. For planets that are susceptible to tidal effects around M dwarfs (i.e. on
close-in orbits), the effect of the stellar tide is negligible. The minimum Qp values are
shown in Figure 4.10. Again, this assumes only tidal interactions with the host star
so the results are not necessarily meaningful for dynamically interacting multi-planet
systems. I’ve excluded from the figure planets known to be gravitationally interact-
ing with a companion (GJ 581 b,c,e and GJ 876 b,c,e). To assess the sensitivity of
my minimum Qp estimates to measurement uncertainties, I redid the analysis using
planet radii and eccentricities that were smaller by 1σ. For radii, I used the RMSE
of the mass-radius relation (1.41 R⊕ for M < 150M⊕, 1.15 R⊕ for M ≥ 150M⊕,
Weiss et al. 2013), except for GJ 436 b where I used the radius uncertainty quoted
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by Maciejewski et al. (2014). For eccentricities, I used the lower uncertainties listed
in Table 4.1.
The tidal dissipation parameter Qp is poorly constrained even for the planets
in the Solar System. Gas giants like Jupiter and Saturn have Qp values somewhere
around 105–106 (Goldreich & Soter 1966; Ioannou & Lindzen 1993; Ogilvie & Lin
2004). Although, Lainey et al. (2009, 2012, 2017) suggest Jupiter and Saturn’s tidal
Qp are much lower, around 35000 and 2500, respectively. Neptune and Uranus both
have Qp values around 104 (Goldreich & Soter 1966; Zhang & Hamilton 2008). Rocky
planets have low Qp values around 10-200 (Goldreich & Soter 1966; Murray & Der-
mott 2000; Lainey et al. 2007; Henning et al. 2009). Because of the large separation
between gas giant and terrestrial Qp values, they can be used to differentiate between
rocky and gaseous planets (Barnes 2015). Since I can only provide a lower bound
on Qp, I cannot place strict constraints on the composition of these planets, though
a high minimum Qp might suggest the planet is more like a gas-giant than a rocky
planet. It is also important to note that tidal evolution is strongly dependent on the
radius of the planet (1/τcirc ∝ R5p). For all but one planet I assume a radius based on
mass and incident flux. Therefore, a high minimum Qp does not necessarily rule out
a rocky composition. Rather, a high minimum Qp indicates that a planet could be
affected by tidal interactions, if its true Qp is not well above the lower limit and its
true radius is not much less than that inferred from empirical mass-radius relations,
which are know to have significant scatter (Wolfgang & Lopez 2015; Wolfgang et al.
2016). A small minimum Qp simply means the planet is insensitive to tidal effects
on timescales of the stellar lifetime, e.g., if it obits at a large semi-major axis.
It is also important to note that the tidal evolution equations are only valid
under the assumption that the planet’s orbital period is shorter than the star’s rota-
tional period. While this may not be valid for all systems in this study, it is valid for
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the most interesting systems, those with short-period planets (P < 10 days) around
old stars. Field early-to-mid-M dwarfs typically have rotation periods > 10 days
(McQuillan et al. 2013) and kinematically old mid-M dwarfs typically rotate with
periods > 70 days (Irwin et al. 2011; Newton et al. 2016).
4.5 Discussion
In the following sections I discuss individual systems in more detail.
GJ 176
GJ 176 hosts a super-Earth in an 8.8 day orbit originally discovered by Forveille
et al. (2009). Trifonov et al. (2018) published updated parameters for GJ 176 b,
incorporating 23 new CARMENES observations and confirming a M sin i ≈ 9M⊕
planet in a ∼8.8 day orbit. They report a mildly eccentric orbit with e = 0.148+0.249−0.036.
Eggen (1998) proposed that GJ 176 is a member of the moving group HR 1614
based on its kinematics. Feltzing & Holmberg (2000) estimated HR 1614 to be about
2 Gyr old. However, my analysis suggests GJ 176 is an older star with an age of
8.8+2.5−2.8 Gyr and rules out ages less than 2 Gyr at the 3σ level. Furthermore, De
Silva et al. (2007) spectroscopically analyzed 18 proposed members of HR 1614 and
found the cluster to be metal rich with log εFe = 7.77 ± 0.033 dex. De Silva et al.
(2007) also found that 4 out of the 18 stars they studied had lower metallicities
with log εFe = 7.44–7.55 dex and deviated from the cluster mean abundances in all
elements except the n-capture elements, suggesting they are not members of HR
1614. I measure an iron abundance for GJ 176 of only log εFe = 7.5±0.1 dex, further
suggesting it is not a member of HR 1614.
GJ 176 b has the second highest minimum Qp (∼103) of all single-planet systems
in the sample. At a minimum mass of ∼9M⊕ GJ 176 b is likely more similar to
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Uranus and Neptune than to a massive, rocky super-Earth. This is supported by my
minimum Qp estimate for GJ 176 b which is close to the Qp of Uranus and Neptune.
Orbiting at only 0.066 AU, GJ 176 b has likely undergone some tidal evolution.
Assuming a radius of 3.5 R⊕ and a Qp of 104, I estimate GJ 176 b started with a
high initial eccentricity of ei ≈ 0.7 and migrated in from an initial semi-major axis
of ai ≈ 0.1 AU.
GJ 179
GJ 179 is one of the few M dwarfs known to host a Jupiter-analog. GJ 179 b is
a Jupiter-mass planet (M sin i = 0.82MJup) in a slightly eccentric (e = 0.21 ± 0.08)
6.3 year orbit Howard et al. (2010). Despite a slight Ti-enhancement, the kinematics
of GJ 179 suggest a moderate age of 4.6+3.5−2.4 Gyr, but with a long tail of probability
up to older ages.
Orbiting at such a large distance from its host star, GJ 179 b is not expected
to be affected by tidal interactions with the host star.
GJ 436
GJ 436 was the second M dwarf found to host an exoplanet (Butler et al.
2004). GJ 436 b has roughly the same radius, mass, and density of Neptune, but
orbits with a period of only 2.6 days (Maciejewski et al. 2014). Butler et al. (2004)
originally estimated that GJ 436 is more than 3 Gyr old based in its kinematics and
chromospheric activity. By combining kinematics with Ti-enhancement, I constrain
the age to be 8.9+2.3−2.1 Gyr, making GJ 436 the oldest planet host in the sample (with
the potential exception of GJ 625, see Section 4.5).
The old age of GJ 436 is surprising considering that it hosts a short-period
planet in an eccentric orbit (e = 0.152± 0.009, Trifonov et al. 2018). Bourrier et al.
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(2018) recently reported that the orbit of GJ 436 b is not only eccentric, but also
nearly perpendicular with the spin axis of the star.
One scenario that has been proposed to explain the eccentricity of GJ 346 b
is interaction with a third body (Maness et al. 2007; Demory et al. 2007; Mardling
2008; Ribas et al. 2008). Tong & Zhou (2009) investigated the possible locations of
a dynamical companion in either a resonant and non-resonant orbit and argued that
the eccentricity of GJ 436 b can not be maintained by either a nearby or distant
companion. Batygin et al. (2009) confirmed that, for most scenarios, the presence of
a second planet does not keep GJ 436 b from rapidly circularizing. However, they
found that under certain initial conditions where the eccentricities of the two planets
are locked at a quasi-stationary point, the eccentricity damping of GJ 436 b can be
extended to ∼8 Gyr.
Beust et al. (2012) put forward another hypothesis, suggesting that GJ 436 b
originally orbited at a larger semi-major axis and migrated to its current orbit via
Kozai migration induced by a distant perturber. In this scenario, the eccentricity
damping of GJ 436 b can be delayed by several Gyr. Bourrier et al. (2018) estimated
the age of GJ 436 to be ∼5 Gyr based on its rotation period of 44 days and found
that Kozai migration could explain both the eccentricity and obliquity of GJ 436 b.
Morley et al. (2017) found that additional interior heat from tidal dissipation
is required to explain the observed thermal emission of GJ 436 b. They were able to
constrain the tidal Qp of GJ 436 b to 2×105–106. This agrees well with my minimum
Qp estimate of ∼105. With a Qp > 105, the tidal dissipation is weak enough that an
unseen third body is not required to explain the non-zero eccentricity. However, it
does mean that the orbit of GJ 436 b has been significantly altered by tidal effects
over its lifetime. Assuming a Qp = 106, GJ 436 b would have initially orbited with
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an eccentricity around ∼0.8 at a distance of ∼0.05 AU. However, this scenario does
not explain the high obliquity of the current orbit reported by Bourrier et al. (2018).
GJ 536
GJ 536 hosts a super-Earth planet in a 8.7 day orbit (Suárez Mascareño et al.
2017a). Using additional RV data from the CARMENES survey, Trifonov et al.
(2018) refined GJ 536 b’s mass estimate toM sin i = 6.52+0.69−0.40M⊕ and the eccentricity
of the orbit to e = 0.119+0.125−0.032. I estimate the age of GJ 536 to be 6.9
+2.5
−2.3 Gyr.
GJ 536 b is very similar to GJ 176 b. Both orbit at ∼0.066 AU with sim-
ilar eccentricities, 0.15 and 0.12. GJ 176 b has a slightly higher minimum mass
than GJ 536 b, 9 M⊕ versus 6.5 M⊕. I estimate the minimum Qp of both planets
to be ∼103. In the absence of interactions with other unseen planets in the sys-
tem, GJ 176 b and GJ 536 b are likely similar mini-Neptune planets with extensive
gaseous atmospheres. Both are also likely to have undergone tidal circularization and
migration. Assuming a Qp of 104, I estimate GJ 536 b initially orbited at ∼0.08 AU
with an eccentricity of ∼0.5.
GJ 581
GJ 581 hosts three bona fide planets: GJ 581 b (Bonfils et al. 2005b), GJ 581 c
(Udry et al. 2007), and GJ 581 e (Mayor et al. 2009). The three planets orbit in a very
compact configuration with semi-major axes between 0.029 and 0.074 AU. Trifonov
et al. (2018) used an N -body model to show that all three planets are dynamically
interacting and are in a stable configuration where each planet’s semi-major axis is
constant, but their eccentricities oscillate on timescales of 50 and 500 years. Since all
three planets are interacting, the minimum Qp estimates are invalid. Trifonov et al.
(2018) showed that this configuration is stable for at least 10 Myr. My age estimate
for GJ 581 of 6.6+2.9−2.5 Gyr suggests that these compact, interacting systems can be
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stable for several Gyr. This is further supported by the apparent ubiquity of these
“compact multiples” (Muirhead et al. 2015).
GJ 617 A
HD 147379 (GJ 617 A) was the first star discovered to host a planet by the
CARMENES survey (Reiners et al. 2018a). GJ 617A b has a minimum mass of
Mp sin i ∼ 25M⊕ and orbits in a nearly circular ∼0.3 AU orbit. As such, GJ 617A b
is unlikely to be strongly affected by tidal interactions with its host star.
Vican (2012) estimated the age of GJ 617 A to be ∼1 Gyr based on chromo-
spheric activity and X-ray flux. However, they used the activity-age relations of
Mamajek & Hillenbrand (2008) which were only calibrated down to early K dwarfs
(B−V < 0.9 mag) and GJ 617 A is a late-K/early-M with B−V = 1.34. I estimate
a slightly older chemo-kinematic age for GJ 617 A of 5.1+3.2−2.4 Gyr.
Reiners et al. (2018a) found an additional peak in the periodogram of GJ 617 A
corresponding to a period of 21 days which they attribute to the roation period of
the star. Pepper (2018) confirmed a 22 day rotation period based on 3304 KELT
observations (Pepper et al. 2007). Agüeros et al. (2018) recently measured rotation
periods for 12 K and M dwarfs in the 1.34 Gyr old cluster NGC 752. They found
that late-K dwarfs similar in mass to GJ 617 A rotate with a rotation period of
∼15 days. Assuming a simple Skumanich-like evolution (τ ∝ p2rot), a rotation period
of 22 days for GJ 617 A would suggest an age of ∼3 Gyr, in rough agreement with
my chemo-kinematic estimate.
GJ 625
GJ 625 was only recently discovered to host a super-Earth orbiting at the inner
edge of the habitable zone (Suárez Mascareño et al. 2017b). A rocky planet orbiting
at such a close distance to its host star is expected to circularized on very short
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timescales. Indeed, the eccentricity of GJ 625 b is consistent with zero; e = 0.13+0.12−0.09.
GJ 625 b is not likely to be currently undergoing tidal migration, although it may
have in the past.
GJ 625 is a peculiar case where its kinematics strongly favor a young age,
however, its low [Fe/H] and high [Ti/Fe] abundances are similar to older thick disk
members. This leads to a combined age posterior that is bimodal and has significant
probability at essentially all ages. The median and ±1σ values of the posterior are
7.0+2.7−4.1 Gyr. Estimating the age from the kinematic prior alone yields 3.9
+3.3
−1.9 Gyr.
Whereas ignoring the kinematic prior and assuming a flat prior results in an age
estimated from [Ti/Fe] alone of 9.5+2.5−3.0 Gyr.
I can turn to other indications of an M dwarf’s age to argue in favor of either the
young or old interpretation of the age of GJ 625. A common indicator for the rough
age of an M dwarf is its rotation period. Suárez Mascareño et al. (2017b) estimate
the rotation period of GJ 625 to be P = 77.8 ± 5.5 days. The relation between
rotation period and age for M dwarfs is not well understood. However, studies of
young open clusters and field M dwarfs suggest M dwarfs, like solar-type stars, spin
down over time as magnetized stellar winds carry away angular momentum (Irwin
et al. 2007, 2011; McQuillan et al. 2013; Newton et al. 2016; Rebull et al. 2017;
Douglas et al. 2017). Newton et al. (2016) found that field mid-M dwarfs like GJ 625
show a bimodal distribution in rotation period with peaks at ∼1 and ∼100 days.
The evolutionary link between these two populations is not clear, however, Newton
et al. (2016) found that M dwarfs with rotation periods >70 days are kinematically
consistent with an old population with an average age of 5 Gyr. GJ 625’s slow ∼80
day rotation is similar to that of the slowest rotating (and presumably oldest) stars
in the field of similar mass (Newton et al. 2017), and is therefore more consistent
with the older peak of the age posterior.
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Montes et al. (2001) lists GJ 625 as a possible member of the young Ursa Major
moving group which would imply and age of only ∼0.5 Gyr (although Montes et al.
2001 do list it with the caveat that it fails both their peculiar velocity and radial
velocity criteria). I can rule out membership based on GJ 625’s long rotation period,
low activity (log10(R′HK) = −5.5±0.2, Suárez Mascareño et al. 2017b), and chemical
dissimilarity (Tabernero et al. 2017). I also note that the BANYAN Σ web tool6
lists a 0% probability that GJ 625 is a member of the Ursa Major moving group and
99.9% probability it is a field star (Gagné et al. 2018).
GJ 628
Wright et al. (2016) used archival HARPS spectra to discover three potentially
rocky planets around GJ 628 (Wolf 1061), with one planet, GJ 628 c, orbiting within
the habitable zone. Astudillo-Defru et al. (2017) rule out a third planet orbiting at
67 days as originally proposed by Wright et al. (2016), but find significant evidence
for a third planet orbiting at 217 days.
GJ 628 is one of a couple cases where a solar [Ti/Fe] estimate results in very
broad likelihood and the posterior is dominated by the kinematic prior which favors
younger ages. Based on this, I estimate an age for GJ 628 of 4.3+3.1−2.0 Gyr. However,
Astudillo-Defru et al. (2017) claim a rotation period of 95 days for GJ 628, which
is supported by the photometric monitoring presented in Kane et al. (2017). Such a
long rotation period suggests an age > 5 Gyr, as discussed in the previous section. If
a strict gyrochronological relation does exists for M dwarfs, this long rotation period
is inconsistent with my chemo-kinematic age estimate.
I estimate a minimum Qp ∼ 103 for the inner most planet, GJ 628 b. Such a
high minimum Qp would suggest the Mp sin i ∼ 2M⊕ planet is not rocky, but in fact
6http://www.exoplanetes.umontreal.ca/banyan/banyansigma.php
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has a large gaseous envelope. However, GJ 628 b and GJ 628 c have eccentricities
that are consistent with zero within measurement error. If I assume their radii and
eccentricities are overestimated by 1σ, I can no longer constrain the minimum Qp to
be greater than 10. Therefore, given that they are both likely rocky and orbit within
0.1 AU of their host star, they likely were tidally circularized not long after their
primordial disk dissipated.
Montes et al. (2001) lists GJ 628 as a member of the young (125 Myr, Stauffer
et al. 1998) Pleiades moving group. However, the BANYAN Σ web tool lists a
0% probability that GJ 628 is a member of the Pleiades moving group and 99.9%
probability it is a field star.
GJ 649
GJ 649 hosts one known planet with a minimum mass similar to Saturn,
Mp sin i ∼ 100M⊕ (Johnson et al. 2010b). With a semi-major axis of 1.1 AU, the
orbit of GJ 649 b is not expected to be influenced by tidal effects.
GJ 649 is another case where a near solar [Ti/Fe] does little to constrain the age
of the star—other than ruling out the oldest ages—and the kinematics favor younger
ages. I estimate an age of 4.5+3.0−2.0 Gyr for GJ 649.
GJ 849
GJ 849 hosts a roughly Jupiter mass planet in a nearly circular, ∼5-year orbit
(Butler et al. 2006). Orbiting at over 2 AU, GJ 849 b is not expected undergo any
tidal circularization or migration. Butler et al. (2006) noted a linear trend in their
RV time series data, suggesting a possible second planet in the system on an even
longer orbit. With RV measurements spanning 17 years, Feng et al. (2015) find
strong evidence for a second planet with M sin i ≈ MJ orbiting with a period of
15.1± 1.1 years.
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Like GJ 628 and GJ 649, GJ 849 has nearly solar [Ti/Fe] and kinematics that
skew the age posterior to younger ages. Based on this, I estimate the age of GJ 849
to be 4.9+3.0−2.1 Gyr.
GJ 876
The planetary system around GJ 876 is a benchmark system for studying the
formation and migration of planets in compact systems. GJ 876 hosts a total of four
know planets, three of which are in a Laplace 1:2:4 mean-motion resonance (Rivera
et al. 2010). The resonance is chaotic, but expected to be stable on timescales of at
least 1 Gyr (Rivera et al. 2010; Martí et al. 2013). The old age I infer for GJ 876
(8.4+2.2−2.0 Gyr) suggests such chaotic resonances can be stable for several Gyr, assuming
the planets migrated into this configuration soon after their formation (Batygin et al.
2015).
Even though the innermost planet, GJ 876 d, is not in the resonant chain with
the other three planets, the old age of GJ 876 has some interesting implications
for its past migration. Originally, Rivera et al. (2010) estimated planet d orbited
with an unusually high eccentricity (e = 0.207 ± 0.055) for a planet that orbits at
only 0.02 AU with a period of about 2 days. Recently, Trifonov et al. (2018) and
Millholland et al. (2018) reanalyzed the system by fitting dynamical N -body models
to existing and new RV data. Both analyses revised the eccentricity of planet d down
to values more consistent with a circular orbit. Trifonov et al. (2018) report a best
fit eccentricity of e = 0.082+0.043−0.025 while Millholland et al. (2018) report a best fit
eccentricity of e = 0.057 ± 0.039. Using the Trifonov et al. (2018) estimate for the
eccentricity, I constrain the minimum Qp of GJ 876 d to be > 5× 105. Such a high
Qp is surprising for a ∼ 7M⊕ planet. My minimum Qp for GJ 876 d is an order of
magnitude higher than the Qp of Uranus and Neptune and three orders of magnitude
greater than the Qp of terrestrial bodies.
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A few scenarios could explain the non-zero eccentricity of GJ 876 d. One expla-
nation is that the planet has a peculiar structure that is very inefficient at dissipating
tidal energy. Another explanation is that GJ 876 d originally orbited with a larger
semi-major axis where it gravitationally interacted with the outer three planets and,
at some point in its history, fell out of a chaotic resonance with the outer planets and
migrated in. A third scenario is that there is another, unseen planet in the system
that is gravitationally interacting with GJ 876 d.
I note that the eccentricity of GJ 876 d has undergone downward revision re-
cently. If additional observations in future studies lead to the further downward
revision and the conclusion that the orbit is essentially circular, it may not be nec-
essary to invoke one of the above scenarios to explain the orbit of GJ 876 d. In that
case, the minimum Qp will be overestimated. However, given its proximity its host
star and my age estimate of 8.4+2.2−2.0 Gyr for the system, GJ 876 d likely has undergone
significant tidal circularization and migration in its lifetime.
Montes et al. (2001) list GJ 876 as a member of the young Pleiades moving
group which is inconsistent with the old age estimate for the star. The BANYAN Σ
web tool gives a 0% probability that GJ 876 is a member of the Pleiades moving
group and a 81.7% probability it is a field star. Interestingly, it also gives a 18.3%
probability that GJ 876 is a member of the Beta Pictoris moving group.
4.6 Summary
I used a sample of well-studied FGK stars to develop a data-driven approach
to estimate the ages of field stars from their composition and kinematics within a
Bayesian framework. My method relies on astrophysical trends between stellar ages,
UVW space velocities, and titanium enhancement [Ti/Fe]. I applied the method to
11 exoplanet-hosting M dwarfs. I list the exoplanet host ages in Table 4.2.
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Tidal effects are expected to circularize the orbits of short-period planets around
M dwarfs. However, I find a number of close-in planets (a < 0.1 AU) with mildly
eccentric orbits (e ∼ 0.1) orbit relatively old stars with ages around 8 Gyr. For these
stars, I can constrain the minimum tidal Qp possible that can explain the current
eccentricity, semi-major axis, and age of the system.
I find that GJ 176 b and GJ 536 b, two short-period mini-Neptune planets on
similar orbits, have similar minimum Qp values of ∼103, suggesting mini-Neptune
planets have Qp values closer to those of the ice giants than the terrestrial planets in
our Solar System. I estimate the ages of the host stars of these systems to be 8.8+2.5−2.8
and 6.9+2.5−2.3 Gyr and find both planets likely have undergone tidal migration and
circularization and initially orbited farther from their host star with eccentricities >
0.5.
I estimate an age of 8.9+2.3−2.1 Gyr and a minimum Qp of ∼105 for GJ 436 b.
The Qp limit agrees well with Morley et al. (2017) who used the observed thermal
emission of GJ 436 b to constrain its tidal heating and Qp. With such a high Qp,
a gravitationally interacting third body in the system is not required to explain the
non-zero eccentricity of GJ 436 b, as suggested by numerous authors. However, this
scenario does not explain the high obliquity of the orbit reported by Bourrier et al.
(2018).
I estimate an old age of 8.4+2.2−2.0 Gyr for GJ 876, which hosts three outer planets
in a Laplace resonance and a fourth inner planet that is not expected to interact with
the resonance. This old age is surprising given that the innermost planet, GJ 876 d,
orbits at only 0.02 AU and has a nonzero eccentricity. I estimate a very high minimum
Qp of 5 × 105 for the ∼7 M⊕ planet which suggests either that (1) GJ 876 d has
a peculiar structure that is very inefficient at dissipating tidal energy, (2) GJ 876 d
originally orbited farther out where it interacted with the resonant chain and at some
122
point fell out of resonance and migrated in, or (3) there is another unseen companion
that is interacting with GJ 876 d and maintaining its nonzero eccentricity.
123
Chapter 5
Instrumentation for large surveys of M
dwarf abundances
In the preceding chapters, I developed and applied a new method for measuring
the detailed composition of M dwarfs. So far, the application of this method is limited
to small samples of stars due to the expensive observational requirements. For Sun-
like stars, modern spectroscopic surveys are able to provide the detailed compositions
of millions of stars (Steinmetz et al. 2006; Eisenstein et al. 2011; Gilmore et al. 2012;
Cui et al. 2012; De Silva et al. 2015). These large surveys enable investigations of the
formation and evolution of the Galaxy on an unprecedented scale. Enabling similar
large scale analysis of solar-neighborhood M dwarfs requires new instrumentation and
dedicated surveys. However, some headway can be made by making serendipitous
use of current and planned NIR spectroscopic surveys not originally designed for M
dwarf chemical analysis, such as exoplanet RV surveys.
In this chapter, I address question 4 of my dissertation: What are the technical
requirements for next-generation instrumentation to enable detailed chemical analysis
of M dwarfs? I discuss the prospects for carrying out detailed chemical analysis of M
dwarfs on large scales. I first present an overview of current and future spectroscopic
surveys that are amenable to M dwarf abundance analysis and the instrumenta-
tion that enables that analysis. Next, I discuss technical requirements and design
considerations for next-generation instrumentation to enable dedicated surveys of M
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dwarfs and present the case study design of a compact spectrometer for 5-meter class
telescopes. Portions of this chapter were published by Veyette et al. (2016a).
5.1 Current and future surveys amenable to elemental abun-
dance analysis
As discussed in the preceding chapters, detailed chemical analysis of M dwarfs
has largely been hindered by a lack of NIR spectroscopic facilities. In the optical,
large molecular bands in M dwarf spectra obscure most of the atomic lines typically
used to characterize Sun-like stars. In the NIR, starting around 0.8 µm, the molecular
veiling is less severe and individual atomic lines can be identified. Nearly all of the
current approaches to measuring the metallicities of M dwarfs are based on NIR
spectra in the Y , J , H, and K bands (see Section 1.2). Below I list the atomic and
molecular lines present in M dwarf spectra in each of these bands and the elemental
abundances that have been (or could be) measured from them.
I showed in Chapters 3 & 4 that Y band (0.9–1.1 µm) is a favorable spectral
region for detailed chemical abundance work due to the strong, isolated Fe I and Ti I
lines there and the utility of the FeH bandhead as a temperature indicator. Y band
remains the optimal region for measuring Fe and Ti abundances in M dwarfs.
Önehag et al. (2012) showed that J band (1.1–1.4 µm) contains a number of
strong atomic lines, namely those of Mg I, Si I, Ti I, K I, Ca I, Fe I, and Cr I.
Lindgren et al. (2016); Lindgren & Heiter (2017) showed these lines can be used to
derive model-dependent average metallicity measurements for M dwarfs that are in
good agreement with empirically-calibrated methods. Future work may show their
utility for measuring the abundances of individual elements in M dwarfs.
The H band (1.5–1.8 µm) is strongly depressed by H2O lines in later M dwarfs,
however, Souto et al. (2017) showed that high-resolution H-band spectra can be
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used to measure model-dependent abundances for 13 elements (C, O, Na, Mg, Al,
Si, K, Ca, Ti, V, Cr, Mn, and Fe) in early-M dwarfs (Teff ∼ 3800 K) based on the
spectral synthesis method. Souto et al. (2018) showed that the same method can be
applied to later M dwarfs (Teff ∼ 3200 K) to measure abundances for eight elements
(C, O, Mg, Al, K, Ca, Ti, and Fe). There is some tension between metallicities
measured by Souto et al. (2017) and by empirically-calibrated methods; however,
only three M dwarfs have been analyzed in this way. Additional observations in the
H-band region will allow for a more robust comparison of empirically-calibrated and
model-dependent metallicities. The H band is potentially very rich with abundance
information, but that richness comes at the cost of heavy blending of molecular
and atomic features. Blended lines complicate abundance analysis of even the Sun
(Caffau et al. 2015) and heavy blending necessitates spectral synthesis analysis as
individual EWs become impossible to measure. The accuracy of model-dependent M
dwarf abundance analysis in H band and the prospects for empirically calibrating
spectral synthesis techniques remain to be seen.
The K band (2–2.4 µm) is also strongly depressed by H2O lines in later M
dwarfs; however, it does contain a few strong atomic lines that have been used as
empirical metallicity tracers in M dwarfs (e.g., the Na I doublet and the Ca I triplet,
Rojas-Ayala et al. 2010). Additionally, the K band contains the CO 2–0 bandhead.
Tsuji & Nakajima (2014) showed that the strong CO lines in K band make excellent
tracers of carbon abundance. Tsuji et al. (2015) showed that H2O lines in K band
can also be used along with CO lines to measure model-dependent C/O in M dwarfs.
The wealth of CO and H2O lines in K band may someday allow M dwarf C and O
abundances to be measured at a higher precision than achievable for Sun-like stars,
for which C and O abundances are notoriously difficult to measure due to the lack
of suitable atomic lines (Fortney 2012; Caffau et al. 2015).
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Table 5.1. NIR Spectroscopic Surveys of M dwarfs
Survey Resolution [λ/∆λ] Wavelength [µm] Number of Targets Survey Start
CARMENES 80,000–100,000 0.5–1.7 324 2016
APOGEE 22,500 1.5–1.7 1200 2011
HPF 50,000 0.8–1.4a 300 2018 (expected)
SPIRou 70,000 0.98–2.35 100 2018 (expected)
NIRPS 100,000 0.98–1.8 ? 2019 (expected)
aPartial coverage
Clearly, the NIR is a valuable spectral region for M dwarf abundance analysis.
For similar reasons, the NIR has become the preferred spectral region for RV moni-
toring of potential planet-hosting M dwarfs. Exoplanet-hunting RV surveys provide
a great resource for stellar chemical characterization. Both require high-resolution
spectroscopic observations. Furthermore, RV exoplanet detection requires numerous
epochs of observations. Repeat observations can be combined to create very high
S/N spectra for precise abundance determination. Optical exoplanet RV surveys of
Sun-like stars have already proved a valuable resource for abundance analysis (e.g.,
Valenti & Fischer 2005; Brewer et al. 2016). In Chapter 4, I make use of publicly
available spectra from the CARMENES survey to measure Fe and Ti abundances
of 11 planet-hosting M dwarfs. Now, a number of ongoing and planned NIR spec-
troscopic surveys will enable similar investigations on a much larger scale. In the
following sections, I discuss current and future surveys amenable to detailed chemi-
cal analysis of M dwarfs. All the surveys discussed and their general properties are
listed in Table 5.1.
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CARMENES
The Calar Alto high-Resolution search for M dwarfs with Exoearths with Near-
infrared and optical Échelle Spectrographs (CARMENES) is an RV survey to detect
exoplanets around M dwarfs (Quirrenbach et al. 2010). CARMENES has the broad-
est wavelength coverage of all the surveys discussed here. The CARMENES spectro-
graph is equipped with a dichroic mirror to split the incoming beam into two chan-
nels: the visible-light spectrograph and the near-infrared channel. The near-infrared
channel covers the full Y , J , and H bands at a resolution of R ∼ 80,000. Covering
nearly the full NIR region, CARMENES has access to a large number atomic and
molecular lines useful for abundance analysis. In Chapter 4, I used publicly available
CARMENES spectra to measure Teff , [Fe/H], and [Ti/Fe] of 11 planet-hosting M
dwarfs.
APOGEE
The Apache Point Observatory Galactic Evolution Experiment (APOGEE) is
part of the Sloan Digital Sky Survey (SDSS). It was originally designed to mea-
sure abundances for 100,000 giant stars across the Milky Way (Allende Prieto et al.
2008). The APOGEE spectrograph uses a fiber-plate design that allows it to si-
multaneously obtain spectra for 300 targets over a 3 degree FOV, making it ideal
for surveys. APOGEE covers the full H band at a resolution of R ∼ 22, 500. The
APOGEE M dwarf survey is an ancillary program to observe over 1200 M dwarfs
with the APOGEE spectrograph and measure their rotational velocities, radial ve-
locities, and physical stellar properties (Deshpande et al. 2013). So far, composition
analysis has only been carried out for three M dwarfs (Souto et al. 2017, 2018). As
discussed above, H band is rich in molecular and atomic features, but heavy blending
complicates abundance analysis.
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HPF
The Habitable Zone Planet Finder (HPF) recently acquired first light in Novem-
ber 2017 and will soon begin an RV survey of roughly 300 mid-to-late M dwarfs to
search for exoplanets (Mahadevan et al. 2012). HPF operates at a resolution of
R ∼ 50,000 and offers near complete coverage of z band, but only partial coverage of
Y and J band (75% in Y down to 55% in J). With access to most of Y band, HPF is
well suited for measuring Ti and Fe abundances of the mid-M dwarfs in the survey.
Unlike similar M dwarf RV surveys (e.g., CARMENES and SPIRou), the HPF sur-
vey targets mid-to-late M dwarfs, with the majority of survey targets being M4/M5.
Due to increased molecular veiling in later M dwarfs, detailed chemical analysis of M
dwarfs has so far been limited earlier M dwarfs (M0–M4, see Chapter 3). Additional
effort will be required to expand these methods down to later spectral types.
SPIRou
Un Spectro-Polarimètre Infra-Rouge (SPIRou) is a NIR spectro-polarimeter
that recently acquired first light in April 2018 and will soon begin the SPIRou Legacy
Survey-Planet Search, an RV exoplanet survey targeting 100 M dwarfs (Artigau et al.
2011). SPIRou covers nearly the entire NIR range at a resolution of R ∼ 70,000 in a
single shot thanks to its large 4k × 4k H4RG detector. SPIRou’s broad wavelength
coverage makes it ideal for M dwarf abundance work. With full coverage of the Y ,
J , H, and K bands in a single shot, SPIRou has access to absorption features from
nearly all the atoms and molecules of interest.
NIRPS
The Near Infrared Planet Searcher (NIRPS) is a planned NIR extension of
the optical High Accuracy Radial velocity Planet Searcher (HARPS) spectrograph
(Wildi et al. 2017). NIRPS is expected to achieve first light in 2019. NIRPS has
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700 nights of Guaranteed Time Observations over 5 years to survey nearby M dwarfs
for RV planets and TESS follow-up. NIRPS will cover the Y , J , and H bands at a
resolution of R ∼ 100,000. As with CARMENES, HPF, and SPIRou, its coverage
of Y band will allow for direct measurement of Ti and Fe abundances and future
work to calibrate features in J and H band may allow for other abundances to be
measured.
5.2 Design considerations for next-generation instrumenta-
tion
Beyond exoplant RV surveys and M dwarf abundance analysis, high-resolution
NIR spectroscopy enables an enormously broad range of scientific studies (see Muir-
head et al. 2014a and references therein). However, relatively few facility-class, high-
resolution, NIR spectrometers currently exist. Most are only available on large,
heavily subscribed 8-to-10 meter class telescopes, such as NIRSPEC on the 10-meter
Keck II Telescope (McLean et al. 1998), CRIRES on the 8.2-meter VLT UT 1 Tele-
scope (Kaeufl et al. 2004), and IRCS on the 8.2-meter Subaru Telescope (Tokunaga
et al. 1998; Kobayashi et al. 2000). Exoplanet RV surveys that target M dwarfs with
high-resolution NIR spectrographs will prove a valuable resource for M dwarf abun-
dance work in the future. However, these spectrographs are optimized for stability,
often requiring fiber injection and large bench-mounted cryostats. These features
are costly and unnecessary for stellar abundance work. Compact and low-cost high-
resolution NIR spectrometers for 3–5-meter class telescopes would provide greater
accessibility for this powerful yet under-utilized tool for astronomy, and specifically,
detailed chemical analysis of M dwarfs. Accessible high-resolution NIR spectroscopy
will enable more targeted studies of M dwarfs beyond those serendipitously included
in RV surveys, such as using chemical tagging to constrain membership in moving
130
groups (e.g., Freeman & Bland-Hawthorn 2002; Tabernero et al. 2012) or piecing
together the chemical evolution of the Galaxy.
Like exoplanet RV surveys, stellar abundance analysis benefits from broad wave-
length coverage (see Section 5.1). Offering continuous, wide-band coverage has been
an obstacle for high-resolution, NIR spectrometers. The number of resolution ele-
ments (∆λ) within the free spectral range (FSR) of a single order of a grating-based
spectrometer is given by
FSR
∆λ
=
λN
φD
, (5.1)
where λ is the wavelength at the center of the order, N is the number of illuminated
grooves, φ is the angular width of the slit, and D is the diameter of the telescope.
Traditionally, higher resolution is achieved by increasing N by using a larger grating
or a grating with more closely spaced grooves. In the IR, the number of resolution
elements per order quickly becomes too large to fit a full order across a single detector
with at least two pixels per resolution element to fully sample the spectrum. To
maintain broad wavelength coverage at high-resolution some RV survey instruments
incorporate multiple spectrographs that cover different portions of the spectrum (e.g.,
CARMENES) or large-format detectors (e.g., SPIRou), further increasing size and
cost.
Immersion gratings provide one path to high resolution while maintaining small
free spectral ranges. Spectral resolution increases linearly with the index of refrac-
tion of the medium the grating is immersed in. IGRINS (Yuk et al. 2010) and
iSHELL (Rayner et al. 2012) both achieve high-resolution (R > 40,000) across the
NIR through the use of a silicon (n = 3.4) immersion grating. However, silicon is not
transmissive below 1.2 µm. At constant resolution, the 0.8 to 1.2 µm range accounts
for over 35% of the information content in the 0.8 to 2.5 µm range. As discussed
above in Section 5.1, Y band is important for measuring Fe and Ti abundances.
131
Resolution also increases linearly with tan(δ), the tangent of the blaze angle.
With a high-blaze Echelle grating, high resolution can be achieved in a format that
can be imaged by a single 2k × 2k detector. In the following section, I present a case
study optical design for a compact, high-resolution, NIR spectrograph. The design
is based on a high-blaze R6 (tan(δ) = 6) Echelle grating and achieves a resolution of
60,000 over the full 0.8–2.5 µm range.
5.2.1 A case study design of a compact spectrometer for 5-meter class
telescopes
As discussed in Section 5.1, an M dwarf’s spectrum is rich in molecular and
atomic features throughout the full NIR range (0.8–2.5 µm). Y band remains the
best region for measuring Ti and Fe abundances, and K band contains strong CO
and H2O lines that may allow for M dwarf C and O abundances to be measured at a
greater precision than for Sun-like stars. Robust elemental abundance measurements
for M dwarfs will require measuring abundances from multiple species, such as O
abundance estimated from H2O and CO lines in K band as well as from OH lines in
H band. Furthermore, even for the same species it is best to utilize multiple lines
resulting from transitions with different excitation potentials to reduce the correla-
tion between effective temperature and elemental abundance. A high-resolution NIR
spectrometer for detailed chemical analysis should achieve high resolution and cover
the full NIR region. A resolving power of R = 60,000 provides a good balance be-
tween isolating lines in M dwarf spectra and still allowing broadband observations in
a single exposure. The photometric z, Y , J , H, and K bands should be observable in
their entirety. The design must also offer high throughput (> 10%) in order to achieve
high enough signal-to-noise to measure small changes in the EWs of atomic lines in
M dwarf spectra. This requirement can be facilitated by the use a slit-fed design
mounted directly to the telescope as opposed to a bench-mounted, fiber-fed design
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which can be limited by modal noise (e.g., GIANO Origlia et al. 2014). Finally, the
design should be compact, lightweight, and low-cost so that it can be implemented
at nearly any 3–5 meter class telescope. The following sections describe the optical
design and performance of such an instrument.
Optical Design
I designed the spectrograph to mount at the Cassegrain focus of the Discovery
Channel Telescope (DCT, Levine et al. 2012). First, I give an end-to-end description
of the design, then I discuss each component in more detail. I show the full optical
layout in Figure 5.1 and list the key properties of the design in Table 5.2.
The converging f/6.1 beam delivered from the telescope enters the cryostat
through a fused silica window. The beam comes to a focus at one of six slits accessible
by a slit wheel before passing through one of five order-selecting filters accessible by
a filter wheel. The beam is then folded onto an Offner relay that serves as a cold
pupil stop. After exiting the Offner relay, the beam goes through a second focus and
expands to a diameter of 4 cm before being collimated by a parabolic mirror used
off-axis. The collimated beam is reflected by an R6 Echelle grating that is tilted
from Littrow by an in-plane angle of θ = 2◦ and by an off-plane angle of γ = 1.5◦.
The dispersed beam is refocused by the same parabolic mirror and is folded by a
Mangin mirror to remove aberrations introduced by dispersing onto the parabolic
mirror and direct the beam to the conjugate point of the same parabolic mirror.
The re-collimated beam is cross-dispersed by a grating before being focused by an
8-element, all-spherical camera onto a Hawaii 2-RG detector.
The design makes use of a motorized wheel to cycle through six different slit
options. The width options for the slits are either 0.′′5, 1.′′0, or 1.′′5 in the dispersion
direction to enable observations during nights with poor seeing at reduced resolution.
The silts are either 5′′ or 9′′ long. In order to fully separate adjacent orders, only the
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Fig. 5.1: CAD rendering of the optical layout.
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5′′ slit can be used with the 6th and 7th orders of the cross-disperser (corresponding
to z and Y band). Slits can be laser-cut into 2-inch diameter gold-coated silicon
wafers. Tilted slit substrates could direct a ∼6 arcmin2 field back out of the cryostat
where a slit-viewing camera could image it onto an InGaAs detector.
A monolithic parabolic mirror collimates the beam for both the Echelle and
cross-disperser. The design employs a Mangin mirror to remove aberrations intro-
duced by dispersing onto the parabolic mirror and to steer the beam returned by
the Echelle to the conjugate point of the paraboloid for collimation onto the cross-
disperser. The Mangin reflector is a spherical CaF2 lens with curvature on both sides
and a reflective coating on one side.
I designed the spectrograph around a new R6 Echelle recently developed
by Richardson Gratings with a coarse groove spacing and high blaze angle (13.3
grooves/mm, blazed at 80.5◦). The high blaze angle and coarse grooves enable high
spectral resolution with a manageable number of resolution elements per order so
that the entire echellogram can be imaged by a single square detector with sufficient
sampling. The Echelle is tilted in-plane by θ = 2◦ in order return the full 0.8–2.5
µm range without gaps. The in-plane tilt reduces the peak efficiency by ∼30%. Th
Echelle is also titled off-plane by γ = 1.5◦ to separate the incoming and outgoing
beams at the intermediate focus.
For cross-dispersion, I utilize the same grating that is used as the primary
dispersive grating in TripleSpec (Herter et al. 2008) and GNIRS (Elias et al. 1998).
The grating has 110.5 groves/mm and is blazed at 22◦. Orders 7, 6, 5, 4, and 3
of the cross-disperser correspond roughly to the z, Y , J , H, and K atmospheric
windows, respectively. Only a single cross-dispersion order is accessible at a time
and is selected by order-blocking filters.
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Fig. 5.2: Camera Optical layout.
I designed an 8-element, all-spherical f/2.6 camera to image the spectrum onto
a 2k × 2k Teledyne Hawaii 2-RG detector with a 2.5 µm cutoff. The camera consists
of two CaF2, one Infrasil, one Fused Silica, and 4 ZnSe lenses. Figure 5.2 shows the
optical layout of the camera.
Optical Performance
I optimized the camera lenses and Mangin fold mirror to minimize the RMS spot
size across the detector. The largest source of aberration is wavelength-dependent
field curvature introduced by dispersing onto the paraboloid, much of which is re-
moved by the Mangin mirror. As a result, tolerances on the optical surfaces are quite
large (∼ 10 µm). In Figure 5.3, I show the full simulated echellogram and corner
spot diagrams. RMS spot sizes are on the order of one 18 µm square pixel.
5.2.2 Mechanical Design
Optomechanical design
Figure 5.4 shows the full optomechanical design which was designed by myself
and summer 2015 BU REU student Jimmy Ye. To simplify mounting and maintain
a compact design, I designed all the optical components to lie in a single plane.
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X-Order 3
Echelle Order 61
Echelle Order 78
2.446
2.406
2.160 2.129
1.909 1.885
X-Order 4
Echelle Order 79
Echelle Order 104
1.885 1.861
1.635 1.617
1.430 1.416
X-Order 5
Echelle Order 100
Echelle Order 131
1.487 1.472
1.292 1.281
1.134 1.125
X-Order 6
Echelle Order 120
Echelle Order 156
1.238 1.228
1.076 1.068
0.952 0.946
X-Order 7
Echelle Order 140
Echelle Order 183
1.061 1.053
0.922 0.916
0.811 0.806
Fig. 5.3: Ray-traced echellograms and corner spot diagrams for each observing mode,
selectable entirely by filter wheel. The filter selects an order of the cross-dispersing
grating (orders 3 through 7), resulting in wavelength coverage from 0.8 to 2.5 µm.
The large boxes represent the size of the full Hawaii-2RG detector (36.9 × 36.9 mm)
and the small boxes represent the size of each pixel (18 × 18 µm). By using a
Mangin reflector in combination with a conjugate paraboloid, aberrations introduced
by the collimating paraboloid are reduced to roughly a pixel. The aberrations from
the paraboloid dominate the RMS spot sizes so that the tolerances on the optical
surfaces are large (typically 10 µm), except for the Offner relay (1 µm).
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Design Fundamental Properties
Resolution (λ/∆λ) 60,000 for 0.′′5 slit width, 30,000 for 1.′′0 slit width
Wavelength coverage 5 bands: Either 0.80–1.0 µm (z), 1.00–1.20 µm (Y ), 1.20–1.45
µm (J), 1.45–1.85 µm (H) or 1.85–2.5 µm (K)
Slit sizes on sky 6 unique sizes: either 0.′′5, 1.′′0 or 1.′′5 wide (dispersion direc-
tions), and either 9.′′0 or 5.′′0 long.
Beam size on Echelle 1.57 inches (4 cm)
Cold stop Offner relay (identical to NIHTS Bida et al. 2014)
Echelle Newport/Richardson 53-*-182E 13.33 l/mm, 80.54◦Blaze
Cross-disperser Newport/Richardson 53-*-138R 110.5 l/mm, 22◦Blaze. Iden-
tical to TSPEC (Herter et al. 2008) and GNIRS (Elias et al.
1998).
Spec. Camera 8-element, all spherical, f/2.6, CaF2, ZnSe, Infrasil, and fused
silica lenses
Spec. Detector 2.5-µm-cutoff Teledyne Hawaii-2RG (2048x2048 18-µm pixels)
Sampling 2.0 pixels per 0.′′5 resolution element (at R=60,000)
Optical Bench 39× 25× 12 in (99× 64× 30 cm) custom honeycomb light-
weighted aluminum bench
Total weight <200 kg
Table 5.2: Design Fundamental Properties
Fig. 5.4: CAD rendering of the full optomechanical design. The optical bench and
all mounts are designed to be custom machined from 6061-T6 Al.
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Fig. 5.5: CAD rendering of the custom honeycomb optical bench (the bottom
side as shown in Figure 5.4). An inset on the left shows a cross section of one of
the honeycomb hexagons. The hexagons are 1 inch on a side (inner) with 0.3 inch
thick walls and are 2 inches deep, leaving 1 inch of solid aluminum for the mounting
surface.
The mounts for each optical component all attach directly to a monolithic optical
bench milled from a single block of 6061-T6 aluminum. To minimize weight, but
maintain rigidity, the optical bench is light-weighted with a honeycomb structure.
The hexagons of the honeycomb are milled 2 inches deep with 1 inch sides (inner),
leaving 0.3 inch thick walls and 1 inch of solid aluminum for the mounting surface.
Figure 5.5 shows the light-weighted honeycomb structure. The optical bench can be
surrounded by a low-emissivity radiation shield and mounted to an enclosing cryostat
via G10 tabs.
Jimmy Ye applied finite element analysis on the optical bench to ensure it meets
mechanical tolerances (< 10µm flex) under under the weight of the optical elements
subject to varied gravity vectors.
The design is lightweight (<200 kg) and compact. It easily fits within the
interference-free volume of the DCT Cassegrain instrument cube.
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Fig. 5.6: CAD rendering of of the mechanical design as it would be positioned on
the DCT instrument cube. A cryostat containing the instrument would be mounted
directly to one of the large ports on the instrument cube. The interference-free
volume for the instrument cube is shown in transparent red. The design fits within
the size constraints of mounting to the DCT. A six-foot-tall human figure is shown
for scale.
5.3 Summary
High resolution NIR spectroscopy enables a broad range of scientific studies,
but its wide application is hindered by a lack of accessible instrumentation. Specif-
ically for M dwarfs, high resolution spectroscopy across the NIR enables abundance
measurements of numerous elements. Individual Ti I and Fe I lines in Y band can be
used to measure Ti and Fe abundances (see Chapter 3). CO and H2O lines in K band
have been used to measure model-dependent C and O abundances (Tsuji et al. 2015).
Exoplanet RV surveys that specifically target M dwarfs will provide a rich dataset of
high-resolution, high-SNR NIR spectra of M dwarfs over a broad wavelength range,
which will enable detailed chemical analysis of hundreds of M dwarfs.
Accessible high-resolution, NIR spectrographs on 3–5 meter class telescopes will
also extend the application detailed chemical analysis to M dwarf beyond just those
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included in exoplanet RV surveys. In this chapter, I present a case study design of a
compact, high-resolution, NIR spectrograph. The design is based off a high-blaze R6
Echelle grating to reduce the number of resolution elements per order. It achieves
a resolution of R ∼ 60,000 and offers continuous coverage within each of its five
observing modes corresponding to the photometric z, Y , J , H, and K bands. The
full spectrum in each band can be imaged by a single 2k × 2k detector. The design
is compact and lightweight to allow direct mounting to the telescope, avoiding the
need for a fiber-fed design.
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Chapter 6
Summary and Conclusions
This dissertation aimed to advance the field of detailed chemical analysis of M
dwarfs. Specifically, the overarching goal of this dissertation was to develop new semi-
empirical methods for measuring the detailed composition of M dwarfs. In Section 6.1
of this chapter, I summarize each study in this dissertation and its findings. In
Section 6.2, I address the specific question this dissertation set out to answer in
Chapter 1.
6.1 Summary of Conclusions
In Chapter 2, I investigated the effect of C and O abundances on widely-used M
dwarf metallicity indicators. I generated a custom grid of PHOENIX BT-Settl models
and applied multiple calibrated methods for determining M dwarf metallicity to them.
I found that variations in C and O abundances have a large effect on the pseudo-
continuum in M dwarf spectra across the entire visible and NIR region. At higher
O abundance relative to C, more O can bind with H to form H2O. Increased H2O
opacity depresses the continuum level throughout the NIR and affects the apparent
strength of metal lines. This effect is stronger in later M dwarfs. The relative
difference in O and C abundance, [(O−C)/Fe], is a better metric for determining the
magnitude of this effect than the more common carbon-to-oxygen ratio, C/O. I also
found that varying O and C abundances strongly affects the metallicity inferred from
NIR metal lines and that the dependence of the inferred metallicity on [(O−C)/Fe]
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is stronger for lower Teff and high [M/H] models. Surveys of solar neighborhood
FGK stars show a tight correlation between [Fe/H] and [(O − C)/Fe]. I argue that
this astrophysical abundance trend is the reason why [Fe/H] calibrations can achieve
∼0.1 dex precision, despite being indirect tracers of iron. I further supported this
finding by demonstrating that when assuming solar [C/Fe] and [O/Fe], the inferred
metallicity shows no correlation with the true metallicity of the model. However,
when using C and O abundances that are realistic in the context of galactic chemical
evolution, the models do a much better job of reproducing observed trends between
[Fe/H] and the EWs of M dwarf metallicity tracers. Finally, I showed that models
that include realistic C and O abundances for metal-rich M dwarfs provide a much
better fit to the observed spectra of NLTT 37349 than those that assume solar C/O.
The investigation described in Chapter 2 identified the importance of using ap-
propriate C and O abundances when modeling M dwarf spectra. This discovery
enabled a new approach to measuring elemental abundances in M dwarfs. In Chap-
ter 3, I constructed a new grid of synthetic M dwarf spectra, making use of empirical
relations to determine the radius, log g, [C/M], and [O/M] used in the models. I used
the NIRSPEC spectrograph on Keck II to obtain high-resolution (R ∼ 25, 000) Y -
band spectra of a calibration sample consisting of 29 M dwarfs in FGK+M systems.
I showed that my new model grid predicted Fe I and Ti I line EWs that were close
to those measured from the calibration sample, but that systematic differences re-
mained. I derived empirical corrections to the line EWs that brought the models and
observations into agreement. I used these corrections to develop the first calibrated
method to directly measure the abundances of Fe and Ti from M dwarf spectra.
I showed that my method predicts the Teff , [Fe/H], and [Ti/Fe] of the calibration
sample with RMSEs of 60 K, 0.1 dex, and 0.05 dex, respectively.
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In Chapter 4, I applied the method I developed in Chapter 3 to measure the
Teff , [Fe/H], and [Ti/Fe] of a sample of 11 M dwarfs that host exoplanets in eccentric
orbits. I used empirical trends in the chemical and kinematic evolution of the solar
neighborhood to develop a method for estimating the ages of field stars within a
Bayesian framework. With this method, I estimated the ages for the exoplanet
host sample. Tidal interactions between host stars and their planets are expected
to circularize and reduce the semi-major axes of close-in planets (a <∼0.2 AU).
However, I found that a number of mildly eccentric (e ∼ 0.1), close-in planets (a <
0.1 AU) orbit relatively old (∼8 Gyr) stars. For these systems, I model the tidal
evolution of the planet’s orbit to constrain the tidal dissipation parameter of the
planets, Qp. For two mini-Neptune planets, GJ 176 b and GJ 536 b, I measure their
ages to be 8.8+2.5−2.8 Gyr and 6.9
+2.5
−2.3 Gyr, respectively. I find they have Qp values around
∼103 and suggest they are more similar to the ice giants than the terrestrial planets
in our Solar System. I find that both planets likely underwent tidal migration and
circularization, initially orbiting with eccentricities up to ei ∼ 0.5. Some authors
have argued that GJ 436 b’s high eccentricity is evidence that it has an unseen
companion. I estimate the age of GJ 436 to be 8.9+2.3−2.1 Gyr and find that if the Qp of
GJ 436 b is larger than 105, no unseen companion is necessary to explain its current
eccentricity. This limit is in good agreement with constrains from the inferred tidal
heating of GJ 436 b (Morley et al. 2017). Finally, I estimate an age of GJ 876 to
be 8.4+2.2−2.0 Gyr. I find that the innermost planet, GJ 876 d, has likely undergone
significant orbital evolution, potentially influenced by its three outer companions
which orbit in a Laplace resonance. This study is just one example of the new
investigations enabled by new methods to measure the detailed composition of M
dwarfs developed in this dissertation.
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Detailed chemical analysis of M dwarfs enables a broad range of scientific stud-
ies; however, the instrumentation required for this analysis, high-resolution NIR
spectrographs, are not nearly as widely accessible as their optical counterparts. In
Chapter 5, I discuss the prospects for carrying out detailed chemical analysis of M
dwarfs on large scale, and present a study of the current and future instrumentation
that enables it. I find that there are spectral regions throughout the NIR that are
amenable to detailed abundance analysis. I argue that NIR spectrographs for M
dwarf abundances should offer broad wavelength coverage to leverage the rich in-
formation content of the full NIR (0.8–2.5 µm). Exoplanet surveys that specifically
target M dwarfs are a great resource for high-resolution spectra with broad coverage
in the NIR. I show that the CARMENES, HPF, SPIRou, and NIRPS surveys all
enable new studies based on detailed chemical analysis of M dwarfs. Chapter 4 is
an example of utilizing CARMENES spectra to studying the compositions and ages
of exoplanet-hosting M dwarfs. Finally, I present a case study design of a high-
resolution NIR spectrograph for detailed chemical analysis of M dwarfs. My design
is compact and lightweight, enabling integration at nearly any 3–5 meter class tele-
scope. My design offer a resolution of R ∼ 60, 000 and continuous coverage of the
full NIR from 0.8–2.5 µm.
6.2 Answers of Overarching Questions
Chapter 1 outlines the explicit goals of this dissertation as four open questions.
Here, I restate those questions and provide answers based on the results of this
dissertation.
1. Are M dwarf metallicity indicators direct tracers of metallicity?
No. In Chapter 2, I showed that C and O abundances have a large effect
on the inferred metallicities of M dwarfs. The success of calibrated M dwarf
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metallicity indicators is due to astrophysical abundance correlations in the solar
neighborhood which are evident in surveys of FGK stars.
2. Can stellar atmosphere models be calibrated to accurately measure individual
elemental abundances in M dwarfs?
Yes. In Chapter 3, I developed a new grid of M dwarf stellar atmosphere models
and used observations of M dwarfs in FGK+M systems to calibrate them for
detailed chemical analysis. When calibrated, synthetic M dwarf spectra can be
used to measure Teff , [Fe/H], and [Ti/Fe] to precisions of 60 K, 0.1 dex, and
0.05 dex, respectively.
3. Based on chemo-kinematic ages, are close-in planets on eccentric orbits around
M dwarfs found exclusively around young M dwarfs?
No. In Chapter 4, I showed that close-in planets (a < 0.1 AU) with eccentrici-
ties > 0.1 can orbit M dwarfs as old as ∼9 Gyr.
4. What are the technical requirements for next-generation instrumentation to en-
able detailed chemical analysis of M dwarfs?
As discussed in Chapter 5, high-resolution and full coverage of the NIR (0.8–
2.5 µm). are required to perform detailed chemical analysis of M dwarfs on a
similar scale to and to a similar precision of what is achieved with FGK stars.
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Appendix A
Ages of the B16 stars
The isochrones package takes a number of observables along with estimates
of their Gaussian uncertainties and compares them to interpolated stellar evolution
models to estimate stellar parameters. In an attempt to reduce the effects of system-
atic differences between the stellar evolution models and spectroscopically derived
parameters, I opted to include as many observables as possible with realistic ab-
solute errors. The observables I used are Teff , [M/H], parallax, BT magnitude, VT
magnitude, J magnitude, H magnitude, and KS magnitude.
For Teff , I adopted the values from B16 but included a −39 K offset. The off-
set corresponds to the mean difference between the spectroscopic Teff from B16 and
the Teff from optical interferometry (Boyajian et al. 2013) for stars with both mea-
surements. Spectroscopic temperatures are not necessarily equivalent to the effec-
tive temperatures used by stellar evolution models—defined as Teff = (L/4piR2σ)
1/4,
where L is the luminosity and R is the radius of star. I also found that when ex-
cluding the spectroscopic parameters and only fitting to the parallax distance and
observed magnitudes, the best fit model Teff values were on average 40 K cooler than
the spectroscopic temperatures. This combined with the comparison to interferomet-
ric Teff measurements suggest that the spectroscopic Teff are slightly overestimated.
The quoted statistical uncertainty from B16 is ±25 K. We, however, used a conser-
vative estimate of ±80 K uncertainty in Teff which corresponds to the RMS scatter
between spectroscopic and interferometric Teff measurements.
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For metallicity, I used the [M/H] values from B16. The MIST models assume
scaled solar abundances, parameterized by a single metallicity parameter. The [M/H]
values of B16 represent the best-fitting solar-scaled abundances, before tuning indi-
vidual abundances, which is more akin to how metallicity is treated in the MIST
models compared to assuming [Fe/H] as the metallicity. The B16 quoted statistical
uncertainty on [M/H] is 0.01 dex. I adopt an uncertainty of 0.1 dex in order to
account for various systematic errors such as differences in the assumed solar abun-
dances of B16 (Grevesse et al. 2007) and the MIST models (Asplund et al. 2009) and
systematic error from the simple assumption of scaled solar abundances.
I cross-matched the B16 sample with the HIPPARCOS (ESA 1997) and Gaia
DR1 TGAS (Gaia Collaboration et al. 2016b,a; Lindegren et al. 2016) catalogs. When
available, I used Gaia parallaxes and quoted uncertainties. If Gaia data was not
available, I used HIPPARCOS parallaxes with quoted uncertainties.
I included five magnitudes with their quoted uncertainties. I included BT and VT
magnitudes from the Tycho-2 catalog (Høg et al. 2000) and J , H, andKS magnitudes
from 2MASS (Skrutskie et al. 2006).
I made two changes to isochrones package. First, I implemented a Jefferys
prior for AV within the bounds 0.001<AV < 1. Second, I implemented an Isochrone
class for the MIST models as opposed to the default FastIsochrone class. I found
that the interpolation scheme used in the FastIsochrone class produced strange
artifacts such as striations in 2D marginalized posteriors. The Isochrone class uses
the scipy.interpolate.LinearNDInterpolator function to interpolate the models.
To speed up computing, I calculate the Delaunay triangulation only for age > 0.1
Gyr, [M/H] > −1, and 0.5 <M/M < 1.5 which encompasses the entire FGK sample
after making the cuts described in Section 4.3.2.
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For each star, I used the emcee python module (Foreman-Mackey et al. 2013) to
sample the posterior with an affine-invariant ensemble sampler (Goodman & Weare
2010). I used 100 walkers with 2000 burn-in steps and 5000 sampling steps. I
initialized the walkers based on parameter estimates that maximized the posterior.
I remove chains with an acceptance fraction < 0.1 and exclude from further analysis
any star whose maximum integrate autocorrelation time is greater than 1/3 the
number of sampling steps. Figures A.1 & A.2 show corner plots for the modeled
observables and model parameters, respectively, for one representative star, HD 105.
The input observables are well reproduced by the models to within measurement
uncertainties. I take the median of the marginalized age posterior as the best fit age.
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Fig. A.1: Corner plot showing distributions of modeled observables from sampling
the posterior for HD 105. Blue crosshairs indicate measured values. The uncertainties
on the observables are 80 K in Teff , 0.1 dex in [M/H], 0.015 mag in BT, 0.001 mag in
VT, 0.02 mag in J , 0.023 mag in H, and 0.02 mag in KS. The observables are well
reproduced by the model to within measurement uncertainties.
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Fig. A.2: Corner plot showing marginalized posterior probability distributions for
HD 105. Orange lines indicate the priors. Note, radius is not a model parameter.
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