Evans et al. [1] proved the subadditivity of the mutual information in the broadcasting on tree model with binary vertex labels and symmetric edge channels. They raised the question of whether such subadditivity extends to loopy graphs in some appropriate way. We propose here such a generalization for general graphs and binary vertex labels. With enough channel symmetry, the generalization applies to arbitrary graphs, and with partial symmetry, it applies to series-parallel graphs. The results are obtained using the Chi-squared mutual information rather than the classical KL-mutual information (for which some of our bounds do not hold). Various properties of the Chi-squared mutual information are discussed.
I. INTRODUCTION A. Background
We consider a generalization of the broadcasting on trees (BOT) problem of [1] . In the BOT model, a random variable is broadcast from the root down the edges of a tree, with each edge flipping the variable with some probability. The goal is to reconstruct the root variable by observing of the variables of some of its descendants. Formally, each vertex v ∈ V (T ) of a tree T has a binary hidden label σ v . The hidden labels are assigned by letting the root ρ have spin σ ρ ∼ Rad(1/2), and by defining edge labels {η e } i.i.d.
∼ Rad(ε), and letting
where the product is over the edges in the path from ρ to v.
In [1] , the following information subadditivity inequality is proved, for any finite set of vertices W ⊂ V (T ):
where I KL denotes the standard KL-based mutual information. This suffices to show that if T is infinite and has percolation threshold p c (T ), then, when (1−2ε) 2 < p c (T ), it is impossible to reconstruct σ ρ from observations of the leaf variables at infinite depth. Notably, [1] poses the question of whether (1) can be generalized to natural settings beyond broadcasting on trees. This paper provides an affirmative answer.
B. Our model
A natural generalization of BOT is the problem of reconstructing n independent, uniform (±1)-valued spins X 1 , . . . , X n i.i.d.
∼ Rad(1/2) living on the vertices of an nvertex graph G, by observing their interactions Y e on the edges of the graph. For each e = (i, j) ∈ E(G), the interaction Y e = Y ij depends only on X i · X j , and maybe on some independent randomness. Formally, we have the following Markov relationship:
That is, Y ij is the output of X i · X j through a channel Q ij .
Definition I.1. We refer to (X, Y ) as a spin reconstruction model on a graph G with edge channels Q.
The goal is to reconstruct the spin X u , given Y and X W for some W ⊂ V (G). So the quantity of interest is the mutual information I KL (X u ; X W , Y ). This spin reconstruction model has previously appeared in [4] , for example, although in that work the alphabets were not restricted to be binary.
Connection to BOT: The BOT setting (σ, η) is equivalent to the spin reconstruction setting (X, Y ) when the underlying graph is the tree T , the vertex labels are X v i.i.d ∼ Rad(1/2), and the edge channels Q ij are binary symmetric channels (Y ij = X i · X j · Z ij , where Z ij is independent Rad(ε) noise). By equivalent, we mean:
Proposition I.2. In the reconstruction setting just described, for all W ⊂ V (T ),
Proof. First, define σ ρ = X ρ and σ w = X w · e Y e for all w ∈ W , where the product is over the edges on the path from ρ to w. By data-processing and because σ W ∪{ρ}
By data-processing and equality of distributions,
By changing the underlying graph and the edge observation channels of the spin reconstruction model, one can recover a variety of other well-known models besides BOT, some of which are mentioned in Section I-D.
Connection to Ising Model: The spin reconstruction model is also related to the Ising model in statistical physics; conditioned on the edge observations Y , the posterior distribution of the vertex spins X is given by an Ising model. However, we will interested here in the average-case behavior over the edge observations in the model, so naively applying correlation decay results on Ising models (e.g., Dobrushin conditions [5] ) would yield weaker bounds than those we will obtain.
C. Main results
Theorems I.4 and I.6, provide two upper bounds on the information for the spin reconstruction model. The main feature of Theorem I.4 is that it applies to any graph -not just trees -but the edge observation channels have to be symmetric. The main feature of Theorem I.6 is that applies to any edge observation channels, but only if the underlying graph is series-parallel.
In a concurrent work [6] , Y. Polyanskiy and Y. Wu derive bounds similar to Theorem I.4 and various extensions. The proof technique bears similarity at a high level, but differs in the induction step by capitalizing on prior results for strong data-processing inequalities [7] . Our Theorem I.6 provides tighter bounds than Theorem I.4 and [6] for certain spin reconstruction models on series-parallel graphs, e.g., when the edge channels are Q Y |+1 ∼ Ber(a) and Q Y |−1 ∼ Ber(b) for small a = b. If a and b are sufficiently small, then our upper bound corresponds to the connection probability on a percolation with edge open probability ≈ (a − b) 2 /(2(a + b)), while the bound of [6] uses edge open probability ≈ ( √ a − √ b) 2 , which is larger. Details of the comparison with [6] may be found in [3] .
In both theorems we work with the Chi-squared mutual information, I 2 , instead of the KL mutual information, I KL . In particular, Theorem I.4 is false if I KL is used instead of I 2 . Also, I 2 has properties that are convenient to prove Theorem I.6. The definition of I 2 and some basic properties are available in Appendix A. For example, we have the following proposition for spin reconstruction models, (X, Y ):
We provide a proof of the following result in Section II.
Theorem I.4 (in [2] ). Let (X, Y ) be a spin reconstruction model on a graph G, such that the edge channels Q are symmetric: meaning that for each e ∈ E(G), there is a measurable transformation T e = T −1 e such that Q e (·|+1) = T e Q e (·|−1).
(T e denotes the push-forward operation.)
Then for all u ∈ V (G), W ⊂ V (G), This gives in turn a subadditivity property for the Chisquared mutual information, and thus a first extension of (1) (see below for the reduction):
Corollary I. 5 . Let (X, Y ) be as in Theorem I. 4 . Then for all u ∈ V (G), W ⊂ V (G), I 2 is subadditive over paths:
where P G (u, W ) is the set of paths (i.e., self-avoiding walks) from u to W in G.
In Section I-D, we will see some common edge channels satisfy the symmetry requirement of Theorem I. 4 .
We now provide a result that further extends the subadditivity to a more general class of channels, while giving up some generality on the base graph. This result is obtained by establishing (i) a multiplicative property of the Chi-squared mutual information on paths (see Proposition A.4), and (ii) a subadditivity property of the Chi-squared mutual information on depth-1 trees (see Lemma A.5). Interestingly, (i) does not hold for the classical mutual information, making the Chisquared mutual information a natural choice for this proof:
Theorem I.6 (in [3] ). Let (X, Y ) be a spin reconstruction model on a series-parallel graph G with terminals u and v. Then
Subadditivity for BOT: To see how Corollary I.5 implies (1), the subadditivity property of BOT, let (X, Y ) be the spin reconstruction version of a BOT model (σ, η) on a tree T , constructed as in Proposition I.2. Proposition I.2 also holds for I 2 (since the Chi-squared mutual information also has a data-processing inequality). Hence, one obtains
where the first and last lines are by Proposition I.2 and the uniqueness of paths in a tree, the second line is by Corollary I.5 (applicable since the BSC channels are symmetric), and the third line is by the independence of
Similarly, one may derive (1) from Theorem I. 6 . For this, one constructs a series-parallel graph G with terminals ρ, v by adding to T a vertex v adjacent to all w ∈ W (without loss of generality, the W is the set of leaves of T ). Assigning noiseless channels to the new edges,
). Finally, the paths from ρ to v in G correspond to the paths from ρ to the leaves in T .
D. Applications
Depending on the choices of the graph and the edge interaction channels, the spin reconstruction model captures models such as (a) broadcasting on trees [1] , (b) censored block models [8] , [9] , (c) synchronization on grids [4] , and (d) spiked Wigner models [10] . Thus, several informationtheoretic reconstruction thresholds for these models can be obtained as a consequence of Theorem I.4 (see [2] for details).
Tables I and II give several examples. In Table I , the edge channels are binary symmetric (BSC), while in Table II , the edge channels are additive white Gaussian noise (AWGN). We note that our theorems also apply when some edge channels are AWGN and some are BSC. For both tables, our bounds either match or improve the previously-known bounds. 1 The BSC and AWGN channels satisfy the symmetry property of Theorem I.4, because we can take T e : R → R, T (x) = −x as the edge-observation transformation. 
Erdős-Rényi(n, c/n) [11] , [12] ( 
Complete Kn λ ≤ c/n for c < 1 Spiked Wigner [10] λ ≤ c/n for c < 1
One can also bound the BOT recovery threshold (and the recovery threshold for a generalized version of BOT) using Theorem I. 6 . We provide details in [3] .
II. PROOF OF THEOREM I.4 AND COROLLARY I.5
Proof (of Theorem I.4).
(Step 1) Reduce to case |W | = 1: Construct the graph G by adding a new vertex v adjacent to all w ∈ W , letting
and (X, Y ) is a symmetric spin reconstruction instance on G . So it 1 Note that [4] does not attempt to obtain the tightest bound, but rather the existence of a positive lower-bound on the threshold. 2 Where f (λ) = I 2 (X 1 ; X 2 | Y (λ) ) for Y (λ) = √ λX 1 X 2 + Z, and X 1 , X 2 i.i.d.
∼ Rad(1/2), Z ∼ N (0, 1). As calculated in [13] 
suffices to prove the bound I 2 (X u ; X W |Y ) ≤ conn G,γ (u, W ) in the case |W | = 1.
(Step 2) Reduce to BSC case: For each edge channel Q e (·|± 1), let T e be the symmetry transformation and define Z e = {Y e , T e (Y e )}. By the symmetry property of the edge channels, X ⊥ ⊥ Z. So L(X, Y |Z), the law of (X, Y ) conditioned on Z, is almost surely the law of a spin reconstruction model (X , Y ) on G, where each of the channels Q e is binary-valued (either Y e or T e (Y e )). Explicitly, for z ∈ Z e , Q e (z| + 1) = dQ e (z| + 1) d(Q e (z| + 1) + Q e (T e (z)| + 1)) , and by the symmetry property this equals
So Q e is a binary symmetric channel. Hence, proving Theorem I.4 when the edge channels are BSC yields the general bound:
Here, γ Z ((i, j)) = I 2 (X i , X j |Y ij , Z ij ), and for the last equality we use the fact that γ((i, j)) =
Step 3) Prove BSC case: Now it only remains to prove I 2 (X u ; X v |Y ) ≤ conn G,γ (u, v) when all edge channels Q e are BSC. Let the flip probability of Q e be ε(e), and define δ(e) = (1 − 2ε(e)). We can assume that δ(e) ∈ [0, 1], because we lose no information by flipping edge labels deterministically. Also, by direct calculation γ(e) = δ(e) 2 .
The proof goes by induction on |S δ |, where
In the base case, |S δ | = 0, so all edge observations are completely noiseless or completely noisy. Hence, I 2 (X u , X v |Y ) = 1 if there is a path P from u to v whose edges are all noiseless. If there is no such path, then I 2 (X u , X v |Y ) = 0. This is exactly the statement
For the inductive step, assume the theorem when the BSC channels are given by δ :
Pick an arbitrary edge f ∈ S δ . We will now interpolate between the case in which δ(f ) = 0, and the case in which δ(f ) = 1, with the other edge channels held fixed. For any t ∈ [0, 1], let δ t : E(G) → [0, 1] be given by δ t (e) = δ(e) for e = f , and δ t (f ) = t. Define corresponding spin reconstruction models (X t , Y t ), and also γ t = δ 2 t . Write I(t) := I 2 (X t,u ; X t,v |Y t ), and C(t) := conn G,γt (u, v).
In order to prove that I(t) ≤ C(t) for all t ∈ [0, 1], we need the following claim:
Claim II.1. There is non-decreasing h : [0, 1] → R such that
Assume the claim is true. Then, h(1) = 1, and since h(t) is non-decreasing, h(t) ≤ 1. Hence,
The inequality of the last line follows because I(0) ≤ C(0) and I(1) ≤ C(1) by the inductive hypothesis. The equality of the last line follows by the linearity of the connection probability in the parameter γ t (f ) = t 2 .
It only remains to prove the claim. Write E = E(G) \ f . Also write f = (i, j), A t = X t,u · X t,v , and B t = X t,i · X t,j . By Proposition A.2, and because Y t,E is a subset of Y t ,
Since the only edge channel to change with t is Q f , we can couple X 0 = X t , and Y 0,E = Y t,E . So it suffices to prove that the following function is non-decreasing in t
Plugging this in and simplifying, if b = d = 0 or a = c = 0, then h(t; σ) = 0, which is non-decreasing. Otherwise h(t; σ) = 16(ad−bc) 2
Proof. Proof (of Theorem I.6). In the following, we implicitly use
The proof is by induction on |E(G)|. The base case, |E(G)| = 1, is trivial. For the inductive step, G one of two cases holds: (we omit the multiplication sign " · " for brevity) (Case 1) G is the series composition of H 1 which is seriesparallel with terminals u, w, and H 2 , which is series-parallel with terminals w, v.
The inequality is by the inductive hypothesis. (Case 2) G is the parallel composition of H 1 and H 2 both series-parallel, with terminals u, v. Then,
The inductive step follows by the inductive hypothesis, since P G (u, v) = P H1 (u, v) P H2 (u, v).
IV. FUTURE DIRECTIONS
As mentioned in the introduction, fixing the edge observations and applying Ising model correlation decay conditions yields bounds that are not as strong as those we proved in this paper, because the techniques in our paper allow us to deal with the average-case edge observations, while fixing the edge observations and applying the Dobrushin conditions requires us to work with the worst-case edge observations. It would nonetheless be interesting to elaborate on this connection.
Given the relationship between BOT and spin reconstruction captured by Proposition I.2, we could hope for the inequality
in general, and in fact we conjecture that (2) A; B) is the f -mutual information I f (A; B) := D f (ν A,B ||ν A × ν B ) for the choice f (t) = (t − 1) 2 . Here, D f (µ||ν) := f dµ dν dν is the fdivergence introduced in [14] , which is well-defined and has desirable properties such as nonnegativity and monotonicity when µ ν, f is convex, f is strictly convex at 1, and f (1) = 0. In particular, I 2 has a data-processing inequality. Proof. By data-processing and X u X v , Y ⊥ ⊥ X v , 
