Recently, ghost imaging has been attracting attentions because its mechanism would lead to many applications inaccessible to conventional imaging methods. However, it is challenging for high contrast and high resolution imaging, due to its low signal-to-noise ratio (SNR) and the demand of high sampling rate in detection. To circumvent these challenges, we here propose a ghost imaging scheme that exploits Haar wavelets as illuminating patterns with a bi-frequency light projecting system and frequency-selecting single-pixel detectors. This method provides a theoretically 100% image contrast and high detection SNR, which reduces the requirement of high dynamic range of detectors, enabling high resolution ghost imaging. Moreover, it can highly reduce the sampling rate (far below Nyquist limit) for a sparse object by adaptively abandoning unnecessary patterns during the measurement. These characteristics are experimentally verified with a resolution of 512 × 512 and a sampling rate lower than 5%. A high-resolution (1000 × 1000 × 1000) 3D reconstruction of an object is also achieved from multi-angle images.
Introduction
Ghost imaging (GI) has been attracted more and more attentions owing to its unique imaging technique [1, 2, 3] . Compared with traditional optical imaging techniques, GI illuminates a scene with a sequence of optical patterns and uses a bucket detector to collect the total reflected or transmitted light from the object. The correlation between the bucket signal and the patterns reveals the image of the object. Computational ghost imaging (CGI) was later proposed [4] and experimentally demonstrated soon after [5] , providing a practical scheme for the applications of GI.
Without recourse to imaging lenses or spatial resolving detectors, GI possesses many advantages, such as lensless imaging capability [6] , high detection sensitivity [7] , and being applicable to scenarios lacking array detectors [8, 9, 10] . GI therefore has a lot potential applications in different fields from optical imaging [11] , X-ray imaging [12, 13, 14] , biological diagnostics [15] to atomic sensing [16, 17] .
However, GI is still challenging for high-resolution imaging and high SNR detection. The imaging resolution is subject to the size of speckles projected onto a scene. A smaller size of the speckles yields a higher resolution, causing more speckles emerging within the scene. Consequently, the mean value of the bucket signal will increase and its variation becomes relatively small. As the resolution increases, the variance of the bucket signal is harder and harder to be detected, demanding a very high dynamic range of single-pixel detectors. Moreover, for an N -pixel image (the average number of speckles on the scene is N ), GI requires at least N samples to recover the image, so called the Nyquist limit of the measurement. Especially, GI with the random speckles usually needs much more samples than N . Thus, for high-resolution imaging, a large samples will cause low imaging speed, standing in the way of the application of ghost imaging.
To overcome these challenges, we introduce the wavelet transform (WT) [18, 19] into the light source modulation of the CGI system. The speckle patterns are designed based on a modified 2D Haar wavelets [20] , which are projected onto an object with a bi-frequency illuminating source. The reflected light from the object is measured with two frequency-selecting single-pixel detectors. The image is recovered based on the theory of inverse wavelet transform (IWT). We term this method "Bifrequency Wavelet Ghost Imaging (BiWave-GI)", which has the following three advantages. (1) It provides a principally 100% image contrast. Experimentally, we can easily acquired a contrast more than 90% under a resolution of 512 × 512. (2) BiWave-GI detects an object from a low resolution to a high resolution. On each resolution level, it performs a block (the size is determined by the resolution) scanning on the object. This results in a very high detection SNR, which dramatically reduces the requirement of high dynamic range of detectors. Even with 1-bit detectors (only differentiate on or off), BiWave-GI can still provide high-contract and high-resolution results. (3) On each resolution level, we adaptively abandon unnecessary samples based on the detection of the previous lower resolution level. Thus, BiWave-GI can measure a spare object far below the Nyquist limit without any prior knowledge of the object or any iterative reconstruction algorithm, which is quite different than the methods using compressive sensing [21] . We experimentally demonstrate a high-resolution imaging with a sampling rate lower than 5%. These advantages enables us easily and efficiently obtain high-contrast and high-resolution images with CGI, which also paves a way for 3D ghost imaging with high-resolution. Experimentally, we combine BiWave-GI and space carving algorithm [22, 23, 24] together and reconstruct a 3D imaging with 1000 × 1000 × 1000 resolution.
Recently, wavelet analysis has been considered as an important tool for ghost imaging and single-pixel imaging [25, 26, 27, 28] . Some researches focused on using wavelet analysis to post-process images rather than using wavelet bases as 2D illuminating patterns [25, 26, 27] , which did not take the advantage of high detection SNR as we acquired in our experiments. There is a work that used 1D Haar wavelet patterns to illuminate a moving object and obtained fast imaging [28] . This previous work [28] could not implement low sampling rate detection, because it lacks 2D wavelet analysis during the measurement. Our method provides a comprehensive solution to the challenges including high-contrast, high-resolution and adaptive low sampling rate, which would make a big step to the application of ghost imaging.
Principle
Wavelets basis functions are mathematical functions that maps data onto different frequency components, and then study each component with a resolution matched to its scale. They have advantages over traditional Fourier methods in analyzing physical situations where the signal contains discontinuities and sharp spikes [29] . We here select Haar wavelets [30] (one of the simplest wavelets), whose mother wavelet function is a binary function:
The Haar wavelet basis functions (daughter wavelets) is constructed from the mother wavelet by scaling and shifting operation. For a N -pixel Haar transform, the j-th daughter wavelet is written as:
where q = log 2 N . s = 0, 1, 2, ..., q − 1, denoting the scaling level. k = 0, 1, ..., 2 j − 1, representing the shifting factor. j = 2 s+1 − 1 + k, indicating the j-th basis. We then reshape each daughter wavelet to a n × n (n = √ N ) 2D matrix. There are many different type of 2D transformations. Here, we choose the simplest one that is directly dividing a basis into n segments, each of which becomes a row of the 2D matrix. It can be formulated as below:
In the subsection of "Low Sampling Rate", we will show another type of 2D matrices, whose transformation is a little complicated, but which has a lower sampling rate and is more suitable for 2D images . The schematic of the experimental setup. The light sources is a DMD. F1 and F2 are red and green filters; D1 and D2 are bucket detectors. We tested the imager with a 3D object (a Baymax model) and a sparse object (letters of "XJTU").
A schematic of the experimental setup is shown in Fig. 1 . A sequence of the 2D matrices are projected onto an object with a DMD (digital micro-mirror device). The resolution is 512 × 512 pixels. Since the Haar wavelets consist of +1, 0 and −1 in mathematics. We therefore use two frequencies of light to represent +1 and −1, respectively. In the experiments, we use DMD's embedded red and green light sources to implement the bi-frequency configuration. Correspondingly, the reflected light from the objects are measured with two single-pixel detectors. Red and green band-pass filters are placed in front of the two detectors respectively, making frequency-selecting detectors. When the object is illuminated with M j , the two detectors respectively measure the intensities from two different-frequencies light, and gives two bucket signals denoting as I After projecting all set of Modified Haar 2D matrices onto the object, we obtain a set of bucket signals:
The image is then reconstructed by inverse wavelet transform:
Theoretically, the reconstruction has zero background, which is different than the ghost imaging with random speckle patterns.
Multi-resolution (or multi-scale) analysis is an important characteristics of Haar wavelets. As described by Eq. (3), in each scaling level, 2D Haar wavelets acts as using two light strips (1 and -1) to scan (by the shifting operation) an object, and reconstruct an image at this resolution level. This scanning operation causes a high detection SNR for each scaling level. Thus, it dramatically reduces the requirement of the high dynamic range of detectors for ghost imaging.
In the following, we will experimentally show that this imager provides an almost background-free image with a high resolution and very low dynamic range of detectors, as well as a low sampling rate for a sparse object.
Experiment Results and Discussions
In the experiment, we image the Baymax model shown in Fig. 2(a) using the modified Haar wavelet patterns {M j } with a 512 × 512 resolution. The experimental results are shown in Fig. 2 . As predicted by the above theory, the background of the images are almost zeros. Note that, we did not use any imaging enhancement process to remove the background. Since we are able to capture high-contrast and high-resolution images with different angles, a 3D image can be acquired with active passive 3D methods such as space carving algorithm [22, 23, 24] .
We first generated a big cube with a scale of 2048 × 2048 × 2048 and divided it into 1000 × 1000 × 1000 small cubes, each small cube with a resolution of 2.048. A total of 72 images with different angles (5 degrees apart) were obtained experimentally. Then, the image result in a certain angle is binarized, and the silhouette of the object is extracted. Based on the silhouette result, the big cube is engraved along the direction, the small cubes without object are removed. The images of each angle are processed according to this method, and the results of the big cube engraving at each angle are intersected to obtain the 3D reconstruction result with 1000 × 1000 × 1000 resolution shown in Fig. 3 Figure 3: The 3D imaging result of the Baymax with space carving algorithm. The resolution is 1000 × 1000 × 1000.
Low Dynamic Range Requirements for Detectors
In a traditional ghost imaging using random patterns, if the detectors has an infinity high dynamic range, background can be removed by post processing. However, every detector has a finite dynamic range. When the required resolution (number of pixels) gets higher, the background of the bucket signal increases. Then, the detector's dynamic range rapidly becomes insufficient to distinguish the variance of the signal. For example, if the signal of the bucket detector has a mean value of 100 (i.e.B = 100) with a standard deviation of ∆B = 10, a detector with a dynamic range worse than 10 is unable to distinguish the variance of the signal, which will result in the failure of ghost imaging. The more accuracy is required to detect the variance of the bucket signal, the better reconstruction of the image, and the higher dynamic range is demanded. Moreover, the required dynamic range increases along with the growth ofB that is proportional to the number of the speckles transmitted through or reflected from the object. Therefore, this instinctive scheme prevents ghost imaging from high-resolution.
In contrast, as analyzed in last section, Biwave-GI can dramatically reduce the requirement of the dynamic range. Even when the dynamic range is only 2, Biwave-GI can still recover a clear image. For a comparison purpose, we carry out computational ghost imaging experiments with random speckles (RCGI) and Hardamard Speckle (HCGI) respectively, and process the data at different dynamic ranges. The qualities of the recovered images are evaluated by the Structural Similarity Index (SSIM),defined as:
Where µ x , µ y , σ x ,σ y , and σ xy are the local means, standard deviations, and cross-covariance for images x, y. And
; where L is the specified dynamic range value. To ensure a fair comparison, we reconstructed the image with the same resolution and the same number of speckles for the three methods: for a resolution of 512 × 512, the maximum number of speckles illuminating the scene is 512 × 512 = 262144. For a more quantitative comparison, a plot of dynamic ranges versus SSIM for each method was shown in Fig. 5 , where each curve corresponds to one result shown in Fig. 4 . One can see that Biwave-GI has high SSIM with relatively low dynamic ranges.
Biwave-GI requires far less dynamic ranges than the other two imaging methods.
Low Sampling Rate
Another challenge of ghost imaging is that the number of the required illuminating patterns increases along with the increasing of the required resolution. For orthogonal patterns such as Hadamard speckles, the number of the patterns is equal to the resolution. For example, the resolution of 512 × 512 requires 262144 patterns (the sampling rate is 100%). If random speckles are used, much more patterns are needed (the sampling rate 100%). This would result in very long time to project a large number of patterns, limiting the application of ghost imaging with high resolutions. Although the methods using compressed sensing can reduce the sampling rate, they require prior knowledge of spare 
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H C G I B i w a v e -G I Figure 5 : SSIM value curves of Biwave-GI and HCGI under different detector dynamic ranges (1 to 16 bits), respectively. objects and time-consuming calculations. We here demonstrate that Biwave-GI can highly reduce the sampling rate for a spare object without any prior knowledge or complicated calculations. Because Haar wavelet can analyze signals from low to high scaling level (resolution) gradually, we design a self-adaptive projecting scheme that reduces the number of patterns for the next higher resolution based on the last reconstruction of the lower resolution.
In the experiment, we group the wavelet bases at the same scaling level as a cluster. For a 512 × 512 resolution, there are 19 clusters, and their corresponding resolutions are getting higher and higher. We project patterns on an object cluster by cluster. On each scaling level, we recover an image at this resolution level, from which we can tell which bases of the next scaling level would result in zero or very small bucket signal. We then remove those bases from the next cluster, reducing the number of the projected patterns. Figure 6 (b) shows the experiment results of Biwave-GI that only uses 12614 patterns (the sampling rate is 4.8%) for a spare object with letters of "XJTU". Note that, the duty ration (object's area/scene's area) is 1.5%, which directly affects the sampling rate. The smaller is the duty ratio, the lower would be the sampling rate. In practical, a target in the sky has a very small duty ratio, which would be a feasible scenario for applying this imaging method. Furthermore, different transformation from 1D Harr wavelets to 2D matrices would affect the sampling rate. We here test a quadratic blocking transformation: at lowest scaling level, the 2D scene is divided into four blocks (top-left,topright,bottom-left,bottom-right); at the next level, each block is divided into four sub-blocks; this dividing is repeated until the highest scaling is reached. To represent this type of 2D wavelets, its daughter wavelet can be formulated as 
A n × n 2D wavelet basis function can be constructed from the daughter wavelet:
where L = log 2 n. s = 0, 1, 2, ..., L − 1, denoting the scaling level. α = 0, 1, ..., 2 j − 1 and β = 0, 1, ..., 2 j+1 − 1, representing the shifting factors along x and y axes respectively. j = (4 s+1 − 1)/3 + 2 α + β, indicating the j-th base. After Q j (x, y) are used as illuminating patterns, the sampling rate to recover the same object can be reduced to 2.4%, as shown in Fig.6(c) .
