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In this paper, we propose a discrete version of the following semilinear heat equation with
absorption ut = u−uq with q > 1, which is said to be the ω-heat equation with absorption
on a network. Using the discrete Laplacian operator ω on a weighted graph, we deﬁne
the ω-heat equations with absorption on networks and give their physical interpretations.
The main concern is to investigate the large time behaviors of nontrivial solutions of the
equations whose initial data are nonnegative and the boundary data vanish. It is proved
that the asymptotic behaviors of the solutions u(x, t) as t tends to +∞ strongly depend on
the sign of q − 1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A network represents a structure in which pairs of nodes may be connected by some kind of meaningful link, and so
may be naturally represented by a connected graph whose vertices and edges represent nodes and links respectively. In
recent years, the study of network structures has attracted attention from many researchers in various ﬁelds. In particular,
the study of properties of the discrete weighted Laplacian operators ω , and the resolution of various boundary value
problems and related inverse problems for ωu(x) = f (x) have been investigated by many authors (see, for example, [5,6,8,
9,18,21]) due to a wide range of applications including recovery of conductivity on links of electrical networks and locating
perturbations of damaged electrical networks. We also recommend [1,2] for the readers who are interested in alternative
schemes such as equilibrium measure technique and so on.
In [7], by means of the operator ∂t − ω , the ω-diffusion equations (or ω-heat equations) on networks were introduced
as mathematical models of ﬂowing heat (or energy etc.) through networks. See also [20] for the initial value problems for
parabolic operators including the operator ∂t − ω . In this paper, we discuss a certain type of the ω-heat equations with
nonlinear source terms, called the ω-heat equations with absorption on networks. The equations are mathematical models of
diffusion of heat (or energy) through networks whose ﬂows are inﬂuenced by the reactive forces proportional to the power
of their potentials. The main concern of this paper is to observe the asymptotic behaviors, as t tends to ∞, of the nontrivial
solutions u(x, t) of the ω-heat equations whose boundary data vanish and initial data are nonnegative.
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boundary value problem for the semilinear heat equation on continuum⎧⎨
⎩
ut = u − uq, in Ω × (0,∞),
u ≡ 0, on ∂Ω × (0,∞),
u(·,0) = u0  0, on Ω
(1.1)
where Ω is a bounded domain in Rn . This problem has been extensively studied and it is well known that the behaviors of
the solutions of (1.1) strongly depend on the sign of q − 1. More precisely, a nontrivial solution of (1.1) becomes extinct in
ﬁnite time if 0< q < 1, while it remains strictly positive for q 1. Since the ﬁrst result by Kalashnikov [16], the extinction of
solutions has been considered by several authors, such as [12,13,15,19]. We refer to [4,14,17] for the positivity of solutions.
We note here that when q is even, the positivity of solution can be regarded as the strong maximum principle (see, for
example, Sections 2.3 and 7.1 of [11]). The main result of this paper shows that, in common with the solutions of (1.1), the
solutions of the equation ut = ω − uq on networks, whose boundary data vanish and initial data are nonnegative, become
extinct in ﬁnite time for 0< q < 1 and are positive for q 1.
2. Preliminaries
A graph is a representation of a set of objects, called vertices, where some pairs of vertices are connected by links, which
is called edges and is denoted by G = G(V , E) where V is the set of vertices and E is the set of edges. For a notational
convenience, the fact that x is a vertex in G(V , E) is denoted by either x ∈ G or x ∈ V . Two vertices x and y are said to be
adjacent if they are connected directly by an edge. We write x ∼ y to indicate that x and y are adjacent.
A graph G(V , E) is said to be simple if it has neither multiple edges nor loops. When a graph G(V , E) is simple, the
set E of edges can be regarded as a subset of V × V . Here, (x, y) ∈ E means x ∼ y.
A weighted (undirected) graph G(V , E;ω) is a graph G(V , E) with a weight function ω : V × V → [0,∞) satisfying
(i) ω(x, y) = ω(y, x) > 0 if (x, y) ∈ E,
(ii) ω(x, y) = 0 if and only if (x, y) /∈ E.
Since the set of edge is uniquely determined by the weight, in what follows, the simple weighted graph (G, E;ω) is simply
denoted by G(V ;ω) and is said to be the network. A network G(V ;ω) is said to be connected if for every pair of vertices
x and y there exists a set {x0, x1, . . . , xn} of vertices such that x = x0 ∼ x1 ∼ · · · ∼ xn−1 ∼ xn = y. Throughout this paper, all
networks are assumed to be connected.
A function on a network is understood as a function deﬁned on the set of its vertices. For a network G(V ;ω), the
integration of a real valued function f on a network G is deﬁned as∫
G
f :=
∑
x∈V
f (x).
For the directional derivative of a function f on G , we mean
Dω,y f (x) :=
[
f (y) − f (x)]√ω(x, y), x, y ∈ V
and the gradient ∇ω of a function f on G is deﬁned as the vector
∇ω f (x) :=
(
Dω,y f (x)
)
y∈V ,
which is indexed by the vertices y ∈ V .
The ω-Laplacian ω of a function f : V → R on G is deﬁned as
ω f (x) := −
∑
y∈V
Dω,y
[
Dω,y f (x)
]
=
∑
y∈V
[
f (y) − f (x)] ·ω(x, y), x ∈ V .
We sometimes split the set of nodes V into two disjoint subsets S and ∂ S so that V = S ∪ ∂ S . The subsets S and ∂ S
of V are said to be the interior and the boundary of V , respectively. In what follows, we use the notation S , instead of V ,
to denote the set of nodes if it is partitioned into the interior S and the boundary ∂ S 
= ∅.
For more details about the notations, we refer to [6] or [10].
The proof of the following theorem can be found in [6], see also [3].
Theorem 2.1. (See [6].) Let G be a graph. For any pair of functions f : V → R and h : V → R, we have
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∫
G
h(−ω f ) =
∫
G
∇ωh · ∇ω f .
(ii) 2
∫
G
f (−ω f ) =
∫
G
|∇ω f |2.
3. ω-Heat equations with absorption on networks
The function u given by
∂tu(x, t) = ωu(x, t) − uq(x, t) (3.1)
for (x, t) ∈ V × (0,∞) is said to be a solution of ω-heat equation with absorption on G × (0,∞).
In [7], the ω-diffusion equation
∂tu(x, t) − ωu(x, t) = H(x, t) (3.2)
for (x, t) ∈ V × (0,∞) was discussed as a mathematical model of ﬂowing heat (or energy etc.) through the network G(V ;ω)
with an external force H(x, t). But if one considers a physical phenomenon that the ﬂow is inﬂuenced by a reactive force
proportional to the power of its potential, then one needs a nonlinear source term λuq(x, t), λ ∈ R instead of H(x, t) in
Eq. (3.2), which, for λ = 1, is Eq. (3.1).
For a weighted graph G(V , E), the set C1(G × (0,∞)) consists of all functions u deﬁned on V × (0,∞) which satisfy
u(x, ·) ∈ C1(0,∞) for each x ∈ V .
Deﬁne
ST := S × (0, T ), ST := S × [0, T ),
ΓT := ST − ST = S × {t = 0} ∪ ∂ S × [0, T ).
Here, T is a ﬁxed positive real number or ∞.
Theorem 3.1 (Uniqueness for BVP). Let ψ be a continuous and increasing function. The following initial–boundary value problem⎧⎨
⎩
ut − ωu + ψ(u) = f (x, t), (x, t) ∈ S × (0, T ),
u(x,0) = g(x), x ∈ S,
u(z, t) = h(z, t), (z, t) ∈ ∂ S × [0, T )
(3.3)
has at most one solution in C1(ST ).
Proof. Suppose that u˜ is another solution of (3.3) and let v := u − u˜. We now consider the energy functional deﬁned as
E(t) :=
∫
S
v2(x, t)
for all 0 t < T . From Theorem 2.1 we have
E˙(t) = 2
∫
S
vvt
= 2
∫
S
v
[
ωv −
(
ψ(u) − ψ(u˜))]
= −
∫
S
|∇ωv|2 − 2
∫
S
(u − u˜)(ψ(u) − ψ(u˜)) 0
which implies E(t) E(0) = 0 for all 0 t < T . Therefore v ≡ 0 in S × [0, T ). 
From the above uniqueness theorem, we see that the following initial–boundary value problem⎧⎨
⎩
ut − ωu + |u|q−1u = 0, (x, t) ∈ S × (0, T ),
u(x,0) = u0(x), x ∈ S,
u(z, t) = 0, (z, t) ∈ ∂ S × [0, T )
has at most one solution in C1(ST ).
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initial value problem{
ut − ωu + ψ(u) = f (x, t), (x, t) ∈ V × (0, T ),
u(x,0) = g(x), x ∈ V
holds.
Since differential equations usually cannot be solved explicitly, it is useful to consider a method of placing bounds on
the solution of a given equation by comparing it with solutions of a related equation that is simpler to solve.
Theorem 3.3 (Comparison principle). Let ψ be a continuous and increasing function. Suppose that u and u˜ ∈ C1(ST ) satisfy⎧⎨
⎩
ut − ωu + ψ(u) u˜t − ωu˜ + ψ(u˜), (x, t) ∈ S × (0, T ),
u(x,0) u˜(x,0), x ∈ S,
u(z, t) u˜(z, t), (z, t) ∈ ∂ S × [0, T ).
Then, u  u˜ in S × (0, T ).
Proof. Deﬁne v := u − u˜. Then
vt ωv −
(
ψ(u) − ψ(u˜))
in ST . Let v+ := max{v,0}. Multiplying v+ and integrating on both sides, we have
1
2
v2+(x, t)
t∫
0
v+
[
ωv −
(
ψ(u) − ψ(u˜))]dt (3.4)
for all (x, t) ∈ S × [0, T ), due to the fact that v+ = 0 on ΓT . Now set
J (t) = {x ∈ S: u(x, t) > u˜(x, t)}.
We shall assume that J (t) 
= ∅ for each t ∈ (0, T ), and establish a contradiction. Integrating (3.4) over J (t) gives
1
2
∫
J (t)
v2+(x, t)
t∫
0
[ ∫
J (t)
v(ωv) − (u − u˜)
(
ψ(u) − ψ(u˜))]dt. (3.5)
Observe∫
J (t)
v(ωv) =
∑
x∈ J (t)
∑
y∈S
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y)
=
∑
x∈ J (t)
∑
y∈ J (t)
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y)
+
∑
x∈ J (t)
∑
y∈S\ J (t)
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y).
We note that if x ∈ J (t) and y ∈ S\ J (t), then v(x, t) > 0 and v(y, t) − v(x, t) < 0. Thus, we see that∑
x∈ J (t)
∑
y∈S\ J (t)
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y) < 0.
From this estimate we verify that∫
J (t)
v(ωv) <
∑
x∈ J (t)
∑
y∈ J (t)
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y)
= 1
2
∑
x∈ J (t)
∑
y∈ J (t)
v(x, t)
[
v(y, t) − v(x, t)]ω(x, y)
+ 1
2
∑
x∈ J (t)
∑
y∈ J (t)
v(y, t)
[
v(x, t) − v(y, t)]ω(x, y)
= −1
2
∑ ∑ [
v(y, t) − v(x, t)]2ω(x, y) 0.x∈ J (t) y∈ J (t)
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J (t)
(u − u˜)(ψ(u) − ψ(u˜)) 0.
Therefore, the right hand side of (3.5) is negative, which is a contradiction. 
From the above theorem, we easily obtain the following corollary.
Corollary 3.4. Suppose that u ∈ C1(ST ) satisﬁes⎧⎨
⎩
ut = ωu − |u|q−1u, (x, t) ∈ S × (0, T ),
u(x,0) = u0(x) 0, x ∈ S,
u(z, t) = 0, (z, t) ∈ ∂ S × [0, T ).
(3.6)
Then, u  0 in S × (0, T ).
Remark 3.5. It follows from the above corollary that Eq. (3.6) is equivalent to the equation⎧⎨
⎩
ut = ωu − uq, (x, t) ∈ S × (0, T ),
u(x,0) = u0(x) 0, x ∈ S,
u(z, t) = 0, (z, t) ∈ ∂ S × [0, T ).
4. Extinction and positivity of the solution
In this section we discuss the extinction and the positivity of solutions of ω-heat equation with absorption on networks
with boundary. Here, it will be assumed that the boundary data vanishes and the initial data is nonnegative.
Remark 4.1. In what follows, it is always assumed that the function u0 is nonzero and nonnegative function deﬁned in S .
We ﬁrst discuss a lemma which is useful to prove the main result of this paper.
Lemma 4.2. Let q > 0. Suppose that u ∈ C1(S × [0,∞)) satisﬁes⎧⎨
⎩
ut = ωu − uq, (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞),
u(x,0) = u0(x) 0, x ∈ S.
Either
u(x, t) > 0, (x, t) ∈ S × (0,∞)
or
u(x, t) = 0, (x, t) ∈ S × [T ,∞)
for some T > 0.
Proof. Assume that there exist x0 ∈ S and T > 0 such that u(x0, T ) = 0. Since u belongs to C1(S × [0,∞)) and is nonnega-
tive, we have ut(x0, t0) = 0. Thus, we have
ωu(x0, t0) =
∑
y∈S
u(y, t0)ω(x0, y) = 0
which implies u(y, t0) = 0 for all y ∼ x0. Take any x ∈ S and let x1, x2, . . . , xn be vertices satisfying x0 ∼ x1 ∼ x2 ∼ · · · ∼
xn−1 ∼ xn = x. The existence of the path is guaranteed by the assumption that S is connected. Applying the above argument
inductively, it is easy to see that u(x, T ) = 0 for all x ∈ S . From the uniqueness theorem, with the starting time t = 0
replaced by t = T we have u(x, t) = 0 for all (x, t) ∈ S × [T ,∞). 
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Using the Comparison principle discussed in the previous section (Theorem 3.3) we prove the extinction of the solution
of the equation when 0< q < 1.
Theorem 4.3 (Extinction). Let 0< q < 1. Suppose that u ∈ C1(S × [0,∞)) satisﬁes⎧⎨
⎩
ut = ωu − uq, (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞),
u(x,0) = u0(x) 0, x ∈ S.
There exists a time T > 0 such that u(x, t) = 0 for all (x, t) ∈ S × [T ,∞).
Proof. We deﬁne a comparison function v : S × [0,∞) → R as
v(x, t) = [‖u0‖1−q − (1− q)t] 11−q+ , (4.1)
where
‖u0‖ = max
x∈S
u0(x).
Then v satisﬁes⎧⎨
⎩
vt(x, t) = ωv(x, t) − vq(x, t), (x, t) ∈ S × (0,∞),
v(x,0) = ‖u0‖ u0(x), x ∈ S,
v(z, t) 0 = u(z, t), (z, t) ∈ ∂ S × [0,∞).
By Theorem 3.3, we have
v(x, t) u(x, t)
for all (x, t) ∈ S × [0,∞). This completes the proof. 
4.2. Positivity of the solution when q 1
We begin with the case q = 1. Since the operator ω is linear, it can be regarded as a matrix. It is easy to see that the
matrix −ω is a symmetric, nonnegative deﬁnite matrix whose component is given by
−ω(x, y) =
{∑
z∈S ω(x, z) if x = y,−ω(x, y) otherwise
for any x, y ∈ S . For its eigenvalues
0 λ0  λ1  · · · λN−1,
where N denotes the number of vertices of the graph S , it is known (see [5]) that λ0 = 0 and λ1 > 0. We deﬁne the
submatrix ω,S of ω with rows and columns restricted to those indexed by vertices in S . It is well known (see, for
example, Section 8.4 of [5]) that −ω,S is a positive deﬁnite symmetric matrix such that it has the eigenvalues
0< ν1  ν2  · · · νn
with their corresponding eigenvectors φ1, φ2, . . . , φn which are orthonormal in the sense that∫
S
φiφ j = 0, 1 i 
= j  n
and ∫
S
|φi|2 = 1, 1 i  n.
The next lemma is also a well-known result. Although its proof can be found in numerous literatures, we provide it for
the reader’s convenience.
Lemma 4.4. Let ν1 be the smallest eigenvalue of −S,ω . There exists an eigenvector φ corresponding to ν1 such that φ > 0 in S.
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ψ0(x) :=
∣∣φ0(x)∣∣, x ∈ S.
It will be shown that ψ0 is a positive eigenvector corresponding to ν1. By virtue of Rayleigh quotient and Green’s formula,
we have
ν1 
∫
S ψ0(−ω,Sψ0)∫
S ψ0
=
1
2
∫
S |∇ψ0|2∫
S ψ0

1
2
∫
S |∇φ0|2∫
S φ0
=
∫
S φ0(−ω,Sφ0)∫
S φ0
= ν1,
where φ0 (resp. ψ0) is the function satisfying φ0 = φ0 (resp. ψ0 = ψ0) in S and φ0 = 0 (resp. ψ0 = 0) on ∂ S . Thus ψ0 is
an eigenvector corresponding to λ0. Now it remains to show ψ0 > 0 in S . Suppose, to the contrary, that there exists x0 ∈ S
such that ψ0(x0) = 0. Since ψ0  0 in S and
−ωψ0(x0) = −ω,Sψ0(x0) = λ0ψ0(x0) = 0,
we have ψ0(y) = 0, for each y ∈ S with y ∼ x0. By repeating the process, we conclude ψ0 ≡ 0 in S , which is a contradic-
tion. 
Remark 4.5. It can be easily seen from the last sentence of the proof that the above lemma does not hold when the network
is not connected.
Lemma 4.6. Suppose that u ∈ C1(S × [0,∞)) satisﬁes⎧⎨
⎩
ut(x, t) = ωu(x, t) − u(x, t), (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞),
u(x,0) = u0(x) 0, x ∈ S.
Then u is expressed as
u(x, t) =
n∑
j=1
〈u0, φ j〉S e−(ν j+1)tφ j(x)
where 〈 f , g〉X :=∑x∈X f (x)g(x).
Proof. Consider the following expansion
u(x, t) =
n∑
j=1
a j(t)φ j(x),
where a j(t) = 〈u(·, t),φ j〉S for j = 1, . . . ,n. From the fact that u ≡ 0 on ∂ S × [0,∞), we have
−ν ja j(t) =
〈
u(·, t),ω,Sφ j
〉
S
= 〈u(·, t),ωφ j 〉S
= 〈ωu(·, t),φ j 〉S
= 〈ut(·, t) + u(·, t),φ j 〉S
= d
dt
a j(t) + a j(t).
Thus, there exist constants c1, . . . , cn such that
u(x, t) =
n∑
j=1
c je
−(ν j+1)tφ j(x).
From the initial condition u0(x) =∑nj=1 c jφ j(x), we have
c j = 〈u0, φ j〉S . 
Due to the above lemma, we prove the positivity of the solution when q = 1.
Y.-S. Chung et al. / J. Math. Anal. Appl. 380 (2011) 642–652 649Theorem 4.7 (Positivity when q = 1). Suppose that u ∈ C1(S × [0,∞)) satisﬁes⎧⎨
⎩
ut(x, t) = ωu(x, t) − u(x, t), (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞),
u(x,0) = u0(x) 0, x ∈ S.
Then u(x, t) > 0 for all (x, t) ∈ S × (0,∞).
Proof. In view of Lemma 4.6, u is expressed as
u(x, t) =
n∑
j=1
α j(t)φ j(x),
where α j(t) = 〈u0, φ j〉S e−(ν j+1)t . Assume that there exists (x0, t0) ∈ S × (0,∞) such that u(x0, t0) = 0. Then, from the
connectedness, we verify that
0 = u(x, t0) =
n∑
j=1
α j(t0)φ j(x).
Since φ j ’s are linearly independent, we have
α j(t0) = 〈u0, φ j〉S e−(ν j+1)t0 = 0
for all j = 1, . . . ,n. Thus, we see that
〈u0, φ j〉S = 0
for all j = 1, . . . ,n. This shows that α j ≡ 0 for all j = 1, . . . ,n, and hence we have u(x, t) = 0 for all (x, t) ∈ S × [0,∞). This
contradicts the fact that u0 is nonzero. 
Theorem 4.8 (Positivity when q > 1). Let q > 1. Suppose that u ∈ C1(S × [0,∞)) satisﬁes⎧⎨
⎩
ut(x, t) = ωu(x, t) − uq(x, t), (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞),
u(x,0) = u0(x) 0, x ∈ S.
(4.2)
Then u(x, t) > 0 for all (x, t) ∈ S × (0,∞).
Proof. Consider the eigenvalue problem{−ωΦ = λΦ, in S,
Φ = 0, on ∂ S. (4.3)
Note that λ satisﬁes (4.3) if and only if
−ω,Sφ = λφ, in S
where φ is the function in S given by φ(x) = Φ(x), x ∈ S . Thus the smallest eigenvalue λ1 of (4.3) is positive. Moreover,
from Lemma 4.4, one can choose the corresponding eigenvector Φ1 with
Φ1 > 0 in S,
∫
S
Φ1 = 1.
Deﬁne
a(t) :=
∫
S
u(x, t)Φ1(x), 0 t < ∞.
From Theorem 2.1, we have
a˙(t) =
∫
S
utΦ1
=
∫ (
ωu − uq
)
Φ1S
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u(ωΦ1) −
∫
S
uqΦ1
= −λ1
∫
S
uΦ1 −
∫
S
uqΦ1
−λ1a(t) − M(t)
∫
S
uΦ1
= −(λ1 + M(t))a(t), (4.4)
where M(t) = maxx∈S (uq−1). Thus, we have
a(t) a(0)exp
(
−
t∫
0
(
λ1 + M(t)
)
dt
)
and hence obtain a(t) > 0 for all t  0. According to Lemma 4.2, the solution u of (4.2) satisﬁes either u(x, t) > 0 for all
(x, t) ∈ S × (0,∞) or there exists a time T > 0 such that u(x, t) = 0 for all (x, t) ∈ S × [T ,∞). If extinction occurs, then it
contradicts the fact that a(t) > 0 for all t  0. Thus, u(x, t) > 0 for all (x, t) ∈ S × (0,∞). 
4.3. Asymptotic behavior of the solution
Now we discuss asymptotic behavior of the solution u(x, t) as t tends to +∞. When 0< q < 1 we have already seen that
the extinct behavior occurs. When q = 1, we have the explicit solution and so discussing asymptotic behavior is meaningless.
Here, we discuss the case q > 1. The following comparison function
v(x, t) :=
[
1
‖u0‖−(q−1) + (q − 1)t
] 1
q−1
satisﬁes⎧⎨
⎩
vt(x, t) = ωv(x, t) − vq(x, t), (x, t) ∈ S × (0,∞),
v(z, t) = u(z, t) > 0, (z, t) ∈ ∂ S × [0,∞),
v(x,0) = ‖u0‖ u0(x), x ∈ S.
By the Comparison principle, we have
v(x, t) u(x, t)
for all (x, t) ∈ S × [0,∞). Thus, we have limt→∞ u(x, t) = 0 and
lim
t→∞ t
1
q−1 u(x, t)
[
1
q − 1
] 1
q−1
.
More precisely, we prove that the function u(x, t) decays exponentially.
By Hölder’s inequality,
a(t) =
∫
S
uφ1 
[∫
S
uqφ1
] 1
q
[∫
S
φ1
] 1
q′ =
[∫
S
uqφ1
] 1
q
,
where 1/q + 1/q′ = 1. Thus, we have
a˙(t)−λ1a(t) − a(t)q.
Let b(t) := eλ1ta(t). Then,
b˙(t) = eλ1t[a˙(t) + λ1a(t)]−eλ1ta(t)q = −e−(q−1)λ1tb(t)q.
Thus, [
1
b(t)q−1
]′
= −(q − 1) b˙(t)
b(t)q
 (q − 1)e−(q−1)λ1t .
Integrating both sides yields
1
q−1 −
1
q−1 −
1 [
e−(q−1)λ1t − 1],b(t) b(0) λ1
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which implies
1
b(t)q−1
 λ1 + b(0)
q−1[1− e−(q−1)λ1t]
λ1b(0)q−1
.
Therefore we ﬁnally have
a(t)
[
λ1a(0)q−1
(λ1 + a(0)q−1)e(q−1)λ1t − a(0)q−1
] 1
q−1
.
From this estimation, we conclude that u(x, t) decays exponentially as t → ∞.
Example 4.9. Consider the following simple network consisting of two vertices x1 and x2 where x1 is interior and x2 is
boundary.
The ω-heat equation with absorption on the network is written by
ut = −u − uq, u(x1,0) = c > 0, (4.5)
which is the well-known Bernoulli equation. The explicit solution of (4.5) is calculated as follows:
u(x1, t) =
⎧⎪⎪⎨
⎪⎪⎩
ce−2t, q = 1,
[ke(q−1)t − 1] 11−q , q > 1,
[ke(q−1)t − 1]
1
1−q
+ , 0< q < 1,
where k = c1−q + 1.
Example 4.10. Consider a graph S whose vertices S = {x1, x2, x3} and ∂ S = {x4, x5} are linked as the following ﬁgure with
the standard weight.
652 Y.-S. Chung et al. / J. Math. Anal. Appl. 380 (2011) 642–652Let u be a solution of{
ut(x, t) = ωu(x, t) − uq(x, t), (x, t) ∈ S × (0,∞),
u(z, t) = 0, (z, t) ∈ ∂ S × [0,∞)
with the following initial condition
u0(x1) = 4, u0(x2) = 1, u0(x3) = 0.4.
Then, we obtain the following system of ﬁrst order ordinary differential equations in terms of interior nodes:⎧⎨
⎩
ut(x1, t) = u(x2, t) + u(x3, t) − 3u(x1, t) − u(x1, t)q,
ut(x2, t) = u(x1, t) + u(x3, t) − 2u(x2, t) − u(x2, t)q,
ut(x3, t) = u(x1, t) + u(x2, t) − 3u(x3, t) − u(x3, t)q.
Because of nonlinearity, it is hard to handle this system by exact analysis techniques. Instead, we calculate the solution
numerically with the case q = 0.5. Fig. 1 shows that the solution extincts after t = 3.
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