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Abstract
We consider the inpainting problem for noisy images. It is very challenge to suppress noise
when image inpainting is processed. An image patches based nonlocal variational method is
proposed to simultaneously inpainting and denoising in this paper. Our approach is developed
on an assumption that the small image patches should be obeyed a distribution which can be
described by a high dimension Gaussian Mixture Model. By a maximum a posteriori (MAP)
estimation, we formulate a new regularization term according to the log-likelihood function
of the mixture model. To optimize this regularization term efficiently, we adopt the idea
of the Expectation Maximum (EM) algorithm. In which, the expectation step can give an
adaptive weighting function which can be regarded as a nonlocal connections among pixels.
Using this fact, we built a framework for non-local image inpainting under noise. Moreover,
we mathematically prove the existence of minimizer for the proposed inpainting model. By
using a spitting algorithm, the proposed model are able to realize image inpainting and
denoising simultaneously. Numerical results show that the proposed method can produce
impressive reconstructed results when the inpainting region is rather large.
Keywords: Image inpainting, Non-local methods, Patch based methods, EM algorithm,
Statistical methods, Variational methods
1. Introduction
Image inpainting aims to reconstruct the information for the damaged or occluded regions
by using the observed information, which is an active topic in image processing and computer
vision. Image degradation is caused by image damage in the process of acquisition, transmis-
sion, storage or processing. In addition, image inpainting can also remove certain designated
areas in the image according to human purposes, such as text removal and special effects.
Mathematically, image inpainting problem can be described as: suppose that Ω denotes the
image region, O ⊂ Ω is the hole or inpainting region, and Oc := Ω\O stands for the available
information region. u : Ω → R is the latent clear image, and v : Ω → R is the observed
image. The purpose of image inpainting is to restore the original image u from the observed
image v. Actually, it is an interpolation problem from a mathematical viewpoint. But to be
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different from interpolation, the discontinuity such as image edges and textures preserving is
the main difficulty of this problem.
The image inpainting approaches which have been proposed in recent years mainly in-
clude: variational and partial differential equation (PDE) based methods and block based
methods. The basic idea of variational and PDE based methods is to extend the structure
present in the area surrounding the missing region. In [1], Bertalmio et al. first proposed an
image inpainting model based on third-order PDE (known as BSCB). This approach aims to
propagate the information smoothly from the surrounding region into the inpainting region
along the direction of the isophotes (i.e. level lines of equal gray values). In addition, inspired
by the classical total variation (TV) denoising model [2], Chan and Shen [3] proposed the
TV inpainting model. However, it is limited by the size of the inpainting region and does not
satisfy the Connectivity Principle. Furthermore, the Curvature-Driven Diffusions (CDD)
inpainting model was developed by Chan and Shen [4], which overcomes the connectivity
problem by introducing the curvature of the isophotes. In [5], Chan, Kang and Shen studied
a variational inpainting model based on Euler’s elastica energy and analyzed the connections
to BSCB model and CDD model. In addition, some other typical variational and PDE based
methods are the Mumford-Shah-Euler inpainting model [6], the inpainting methods based
on the Cahn-Hilliard equation [7] [8], and inpainting with the TV-stokes equation [9] and
so on. In general, these methods show good performance in geometry images (also known
as cartoon or structure images) with small image gaps. However, they can not address the
texture inpainting when the missing regions in an image are large.
Image patches based methods try to fill in the missing region by copying blocks from
the known regions. When searching for a matching block, the whole image can be scanned.
Thus block based methods are non-local, which can effectively fill in the texture regions and
repetitive structures. In recent years, block based non-local methods have become popular
for image restoration [10, 11, 12, 13, 14, 15, 16]. For image inpainting, Demanet et al. [17]
proposed that block based inpainting methods can be regarded as finding a correspondence
map F : O → Oc. Thus each pixel value x ∈ O can be computed by u(x) := u(F (x)). In [18],
Criminisi et al. developed an exemplar based algorithm by considering inpainting order, i.e.
patch priority, in which texture and structure information are propagated simultaneously. In
[19], Li et al. proposed a universal algorithm framework called iterative decoupled inpainting
(IDI) for image inpainting. Then patch based regularization operator such as BM3D trans-
form can be used in this method. Meanwhile, a block based inpainting model using group
sparsity and TV regularization was considered by Wan et al. [20]. The updated local SVD
operators are effective in promoting the sparse representation and play the role of dictionary
learning. In [21], a variational framework for block based image inpainting was proposed by
Arias et al.. Their proposed energy functional is
E1(u,w) =
∫
O˜
∫
O˜c
w(x, y)ε(uB(x)− uB(y))dydx+ h
∫
O˜
∫
O˜c
w(x, y) lnw(x, y)dydx, (1)
where w : O˜ × O˜c → R is a similarity weight function that measures the similarity between
patches centered in O˜ and O˜c. The patch error function ε is defined as
ε(uB(x)− uB(y)) :=
∫
Br
g(z)[u(x+ z)− u(y + z)]2dz,
2
when the weighted squared L2-norm (i.e. the patch non-local means scheme) is taken and
g is a Gaussian function. The negative of the second term represents the entropy regular-
ization, however, the authors did not give it a mathematical interpretation. In [22], Liu et
al. proposed a block based non-local maximum a posterior estimation (MAP) framework for
image denoising. By utilizing the well-known expectation maximum (EM) algorithm, they
developed a block diffusion based BNLH1 model:
E2(u,w) =
λ
2
∫
Ω
(u(x)− v(x))2dx+ h
∫
Ω
∫
Ω
w(x, y) lnw(x, y)dydx+ (H1)gw(u),
where
(H1)gw(u) =
∫
Ω
∫
Ω
∫
Br
g(z)[u(y + z)− u(x+ z)]2w(x, y)dzdydx.
The first term is the fidelity term used to measure the difference between the noisy image
v and clear image u. The second and third terms can be regarded as regularization terms
derived from EM algorithm. Here we extend our previous block based denoising work [22]
to image inpainting problem and present a new statistical interpretation for the entropy
regularization.
The majority of image inpainting work assumes the original images are not polluted
by noise. In practice, they are usually polluted by noise for various unavoidable reasons.
In this paper, we assume the inpainting image is destroyed with larger missing region and
also polluted by Gaussian white noise. Obviously, this problem is more challenging than
traditional image inpainting. We propose a novel block based non-local inpainting model
which is derived from MAP estimation. By the assumption of the self similarity of small
patches, we construct a nonparametric mixture model to describe their prior probability
density function. In order to optimize this regularization term derived from the mixture
model efficiently, we employ the idea of EM algorithm and give a variational framework for
non-local image inpainting. We mathematically prove the existence of minimizer for the
proposed model. Moreover, this proposed model combines image inpainting and denoising
process into a unified framework. It is a generalization of the traditional block based image
inpainting model (1). By using multiscale technique appeared in [21], the proposed model
are able to produce better results when the inpainting region is rather large. We propose
a decoupling algorithm and experimental results show that it can lead to some impressive
image restoration results.
The rest of the paper is organized as follows. In Section 2, we propose the block based
non-local inpainting model. The existence of minimizer for the proposed model is proved in
Section 3. In Section 4, we present the algorithm and some details about the implementation.
Experimental results are performed in Section 5. Finally, we conclude this work in Section
6.
2. The Proposed Method
2.1. Block Based Maximum a Posteriori (MAP) Estimation
We assume that the original image u is polluted by Gaussian noise, i.e. v(x) = u(x)+η(x),
η(x) ∼ N(0, σ2), x ∈ Oc. Denote Br as a small symmetrical neighborhood centered at (0, 0),
i.e. Br = {x : ‖x‖ ≤ r}. Thus, a small image block of u centered at x is denoted by
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uB(x) = {u(x+ z) : z ∈ Br}. Furthermore, we take the extended inpainting region O˜ as the
set of centers of blocks that intersect the inpainting region O, i.e. O˜ := O + Br = {x ∈ Ω :
(x + Br)
⋂
O 6= ∅}. This will help in transferring available information, which is equivalent
to the boundary condition of PDE.
Figure 1: Inpainting problem.
According to MAP estimation problem, we can get
u∗ = arg max
u
p(uB|vB) = arg max
u
p(vB|uB)p(uB)
p(vB)
.
Once the observed image v is given, p(vB) will be known. Therefore, the MAP problem is
equivalent to
u∗ = arg min
u
{− ln p(vB|uB)− ln p(uB)}. (2)
Since v(x) = u(x) + η(x), η(x) ∼ N(0, σ2), x ∈ Oc, one can easily find
p(vB(x)|uB(x)) ∝ exp
(
−(u(x)− v(x))
2
2σ2
)
,
where σ is the standard deviation of the Gaussian noise. Then according to the independent
identify distribution assumption for η(x), x ∈ O˜c, we have
p(vB|uB) =
∏
x∈O˜c
p(vB(x)|uB(x)) ∝
∏
x∈O˜c
exp
(
−(u(x)− v(x))
2
2σ2
)
.
Next we apply block based approach to compute a priori term of u. Once u is estimated,
the histogram of all the block uB(y), y ∈ O˜c can be calculated by∑
y∈O˜c
δ(z− uB(y)).
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Where δ is a vector-valued function which counts the number of blocks whose structures are
the same as z, i.e.
δ(x) =
{
1, x = 0
0, else
.
For calculation convenience, usually δ can be approximated by a Gaussian function
δh(x) =
1
(pih)
|B|
2
exp
(
−‖x‖
2
h
)
,
where h > 0 is a parameter which controls the precision of this approximation.
Assume that all the clear blocks uB(x), x ∈ O˜c are some realizations of the random vector
z ∈ Rd(d = 2r × 2r) with the probability density function
p(z) =
1
|O˜c|
∑
y∈O˜c
δh(z− uB(y)),
Then, from the independent identify distribution assumption, we have
p(uB) =
∏
x∈Ω
p(uB(x)) =
1
|O˜c||Ω|
∏
x∈Ω
∑
y∈O˜c
δh(uB(x)− uB(y)).
Therefore, ignoring any constant terms, the problem (2) becomes
u∗ = arg min
u
{
E(u) =
1
2σ2
∑
x∈O˜c
(u(x)− v(x))2 −
∑
x∈Ω
ln
∑
y∈O˜c
δh(uB(x)− uB(y))
}
. (3)
2.2. Expectation Maximum (EM) Process and Weighting Function
Since the second regularization term contains the sum in the log function, which is a log-
likelihood function for a Gaussian mixture model, it is not easy to optimize E(u) directly.
For convenience, we write
E1(u) = −
∑
x∈Ω
ln
∑
y∈O˜c
δh(uB(x)− uB(y)).
We observe that E1(u) is a standard parameters estimation problem of mixture model,
thus we can use the well-known expectation maximum (EM) algorithm to solve this problem
efficiently. We assume that all the small image blocks uB(x), x ∈ O˜c can be divided into
|O˜c| class. Now we introduce a latent integer random variable C = {C1, C2, · · · , C|O˜c|} as
the classification. Then, we use a function w(x, y) to represent the probability of each block
uB(x), x ∈ Ω belongs to y-th class. According to the standard EM method, the expectation
step can be written as (see Appendix)
E-Step:
wn(x, y) = P (Ci = y|unB(x)) =
δh(u
n
B(x)− unB(y))∑
y∈O˜c
δh(unB(x)− unB(y))
. (4)
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M-Step:
un+1 = arg min
u
{
−
∑
x∈Ω
∑
y∈O˜c
ln(δh(u
n
B(x)− unB(y)))wn(x, y)
}
. (5)
Therefore, we will get a minimizer of E1(u) by alternatively calculating E-step and M-step
until the stopping criteria are met. Hence, EM algorithm reduces computational complexity
of minimizing E1(u). In addition, we can also minimize E1(u) directly using the following
lemma, which is equivalent to EM algorithm.
Lemma 1. (Commutativity of log-sum operations) Given a function f(x, y) > 0, we have
−
∑
x∈Ω
ln
∑
y∈O˜c
f(x, y) = min
w∈W
{
−
∑
x∈Ω
∑
y∈O˜c
ln f(x, y)w(x, y) +
∑
x∈Ω
∑
y∈O˜c
w(x, y) lnw(x, y)
}
,
where W =
{
w : Ω× O˜c → R : 0 ≤ w(x, y) ≤ 1, ∑
y∈O˜c
w(x, y) = 1,∀x ∈ Ω
}
.
Proof. Set
P(w) = −
∑
x∈Ω
∑
y∈O˜c
ln f(x, y)w(x, y) +
∑
x∈Ω
∑
y∈O˜c
w(x, y) lnw(x, y).
The Lagrangian function of the considered optimization problem is
G(w, λ) = P(w) +
∑
x∈Ω
λ(x)
∑
y∈O˜c
w(x, y)− 1
 .
According to the necessary condition of seeking extreme value point ∂G
∂w
= 0, we deduce that
w∗ = f(x, y) exp(−1− λ(x)). (6)
Then, since
∑
y∈O˜c
w(x, y) = 1, we have
λ(x) + 1 = ln
∑
y∈O˜c
f(x, y). (7)
Using (6) and (7), we calculate that
w∗ =
f(x, y)∑
y∈O˜c
f(x, y)
. (8)
It is easy to check that w∗ is the minimizer of P(w). Therefore taking (8) into P , we conclude
P(w∗) = −
∑
x∈Ω
ln
∑
y∈O˜c
f(x, y).
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We define
H(u,w) := −
∑
x∈Ω
∑
y∈O˜c
ln δh(uB(x)− uB(y))w(x, y) +
∑
x∈Ω
∑
y∈O˜c
w(x, y) lnw(x, y),
and according to Lemma 1, we see that
min
u
E1(u) = min
u
{min
w∈W
H(u,w)}.
Next, we can solve this problem with the alternating direction minimization method as
follows. w
n+1 = arg min
w∈W
H(un, w),
un+1 = arg min
u
H(u,wn+1).
(9)
Obviously, the two problem in (9) are equivalent to the E-step (4) and the M-step (5) in the
usual EM algorithm, respectively.
Thus, based on the above analysis, we propose the following image inpainting functional
(u∗, w∗) = arg min
u,w∈W
{
1
2σ2
∫
O˜c
(u(x)− v(x))2dx+
∫
Ω
∫
O˜c
w(x, y) lnw(x, y)dydx
−
∫
Ω
∫
O˜c
ln δh(uB(x)− uB(y))w(x, y)dydx
}
.
Since δh(x) =
1
(pih)
|B|
2
exp
(
−‖x‖2
h
)
, then we obtain
(u∗, w∗) = arg min
u,w∈W
{
λ
2
∫
O˜c
(u(x)− v(x))2dx+ h
∫
Ω
∫
O˜c
w(x, y) lnw(x, y)dydx
+
∫
Ω
∫
O˜c
‖uB(x)− uB(y)‖2w(x, y)dydx
}
.
2.3. Patch Error Function
Patch error function is defined as
‖uB(x)− uB(y)‖2 :=
∫
Br
g(z)[(ρε ∗ u)(x+ z)− (ρε ∗ u)(y + z)]2dz,
where g : Br → R+, ρε : Bε → R+ are two intra-block weight function with g(z) = g(−z),∫
Br
g(z)dz = 1 and
∫
Bε
ρε(z)dz = 1. The function g(z) is usually chosen as Gaussian function,
which can guarantee that the weight of pixel errors closer to the center of the block is larger,
while the weight of pixel errors closer to both sides of the block is smaller. The symbol ”∗”
stands for the convolution operator, namely, (ρε ∗ u)(x) =
∫
Bε
ρε(y)u(x− y)dy.
Therefore, the previous model can be modified as the following form
(u∗, w∗) = arg min
u,w∈W
{
λ
2
∫
O˜c
(u(x)− v(x))2dx+ h
∫
Ω
∫
O˜c
w(x, y) lnw(x, y)dydx
+
∫
Ω
∫
O˜c
∫
Br
g(z)[(ρ ∗ u)(x+ z)− (ρ ∗ u)(y + z)]2w(x, y)dzdydx
}
,
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where W =
{
w : Ω× O˜c → R : 0 ≤ w(x, y) ≤ 1, and ∫
O˜c
w(x, y)dy = 1,∀x ∈ Ω
}
.
Notice that Ω = O˜
⋃
O˜c, thus
(u∗, w∗) = arg min
u,w∈W
{
λ
2
∫
O˜c
(u(x)− v(x))2dx+ h
∫
O˜c
∫
O˜c
w(x, y) lnw(x, y)dydx
+
∫
O˜c
∫
O˜c
∫
Br
g(z)[(ρ ∗ u)(x+ z)− (ρ ∗ u)(y + z)]2w(x, y)dzdydx
+ h
∫
O˜
∫
O˜c
w(x, y) lnw(x, y)dydx
+
∫
O˜
∫
O˜c
∫
Br
g(z)[(ρ ∗ u)(x+ z)− (ρ ∗ u)(y + z)]2w(x, y)dzdydx
}
:= arg min
u,w∈W
{
F1(u,w) + F2(u,w)
}
.
where W =
{
w : Ω× O˜c → R : 0 ≤ w(x, y) ≤ 1, and ∫
O˜c
w(x, y)dy = 1,∀x ∈ Ω
}
.
The first three terms F1(u,w) in the above energy functional are used for denoising on O
c,
i.e. the BNLH1 denoising model in [22], while the last two terms F2(u,w) is for inpainting
on O, i.e. the patch non-local means inpainting scheme in [21]. Therefore, in the proposed
model, inpainting and denoising process are implemented simultaneously.
3. Existence of Minimizer
In this section, we will prove the existence of minimizer for the proposed model.
J(u,w) =
λ
2
∫
O˜c
(u(x)− v(x))2dx+ h
∫
Ω
∫
O˜c
w(x, y) lnw(x, y)dydx
+
∫
Ω
∫
O˜c
∫
Br
g(z)[(ρ ∗ u)(x+ z)− (ρ ∗ u)(y + z)]2w(x, y)dzdydx.
We will show the existence of minimizer in the following space
X := {(u,w) : u ∈ L2(Ω), w ∈W ⊂ L∞(Ω, O˜c)}.
Proposition 1. There exists a solution of the variational problem
inf
(u,w)∈X
J(u,w). (?)
Proof.
J1(u) =
λ
2
∫
O˜c
(u(x)− v(x))2dx,
J2(w) = h
∫
Ω
∫
O˜c
w(x, y) lnw(x, y)dydx,
J3(u,w) =
∫
Ω
∫
O˜c
∫
Br
g(z)[(ρ ∗ u)(x+ z)− (ρ ∗ u)(y + z)]2w(x, y)dzdydx.
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Observe that J1(u) ≥ 0 and J3(u,w) ≥ 0. Furthermore, since x lnx ≥ −1e whenever
x ≥ 0 and Ω is a bounded domain, we have that J2(w) ≥ −he |O˜c||Ω|. Thus J(u,w) has a
lower bound and inf
(u,w)∈X
J(u,w) exists. Let {(un, wn)} be a minimizing sequence of (?), i.e.
a sequence such that
J(un, wn)→ inf
(u,w)∈X
J(u,w).
It is clear that ‖wn‖L∞ ≤ 1. By the Banach-Alaoglu Theorem, we conclude that there
exists a * weakly convergent subsequence (which we relabel by n) and a * weak limit w ∈
L∞(Ω, O˜c) such that
wn
*
⇀ w in L∞(Ω, O˜c).
Since W is convex, closed subset of L∞(Ω, O˜c), and so, by Mazur’s Theorem, w ∈W. From
w lnw is convex with respect to w, J2(w) is * weakly lower semicontinuous, i.e.
lim inf
n→∞
J2(wn) ≥ J2(w).
Since J(u,w) is coercive, un must be bounded, i.e. there is a constant M > 0 such that
‖un‖L2(Ω) ≤M.
Boundedness of the sequence in a reflexive space implies the existence of a weakly convergent
subsequence, which we still denote by un, thus there exists a weak limit u such that
un ⇀ u in L
2(O˜c).
Since J1 : u 7→ λ2
∫
O˜c
(u(x)− v(x))2dx is continuous and convex, it follows that
lim inf
n→∞
J1(un) ≥ J1(u).
Set bn(x, y) =
∫
Br
g(z)[(ρ ∗ un)(x+ z)− (ρ ∗ un)(y + z)]2dz, it is obviously that bn(x, y)
is bounded. Now let us prove ∂bn
∂x
(x, y) and ∂bn
∂y
(x, y) are bounded. We write
∂bn
∂x
(x, y) = 2
∫
Br
g(z)[(ρ ∗ un)(x+ z)− (ρ ∗ un)(y + z)]
[
(
∂ρ
∂x
∗ un)(x+ z)
]
dz,
∂bn
∂y
(x, y) = −2
∫
Br
g(z)[(ρ ∗ un)(x+ z)− (ρ ∗ un)(y + z)]
[
(
∂ρ
∂y
∗ un)(y + z)
]
dz.
As the boundedness of un, we deduce that bn(x, y) is a bounded sequence in W
1,∞(Ω, O˜c).
By Compactness Embedding Theorem, if necessary, we may assume that bn(x, y) converges
in L1(Ω, O˜c) to some b(x, y). Note that
wn
*
⇀ w in L∞(Ω, O˜c).
Thus ∫
Ω
∫
O˜c
wn(x, y)bn(x, y)dydx→
∫
Ω
∫
O˜c
w(x, y)b(x, y)dydx, n→ +∞,
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i.e.
lim
n→∞
J3(un, wn) = J3(u,w).
Consequently
J(u,w) = J1(u) + J2(w) + J3(u,w) ≤ lim inf
n→∞
J(un, wn),
and
J(u,w) = inf
(u,w)∈X
J(u,w).
4. Algorithms
The symbol ”∼” is denoted as an expansion of a function. For example, w˜(x− z, y) is an
expansion of w(x− z, y) with
w˜(x− z, y) =
{
w(x− z, y), (x, y) ∈ Ω× O˜c
0, else
.
To simplify the computation, we can set ρε to the delta function δ, then ρε ∗ u = δ ∗ u =
u. Furthermore, to minimize the energy J directly, we can use an alternate minimization
algorithm. This process is summarized in Algorithm 1.
Algorithm 1. Given an initial value u0 = v, for n = 1, 2, 3, · · · , do
Step 1. Update Weights:
wn+1(x, y) =
exp
(
−
∫
Br
g(z)[un(x+z)−un(y+z)]2dz
h
)
∫
O˜c
exp
(
−
∫
Br
g(z)[un(x+z)−un(y+z)]2dz
h
)
dy
.
.
Step 2. Update Image:
un+1(x) =
2
∫
Ω
∫
Br
g(z)un(y + z)[w˜n(x− z, y) + w˜n(y, x− z)]dzdy + λ˜v(x)
2
∫
Ω
∫
Br
g(z)[w˜n(x− z, y) + w˜n(y, x− z)]dzdy + λ˜
,
where λ˜ =
{
λ, x ∈ Oc
0, x ∈ O .
Step 3. If the convergence condition ‖u
n+1−un‖2
‖un‖2 less than a tolerant error, then stop.
Otherwise, go to the Step 1.
Notice that this algorithm is a coupling problem of image denoising and inpainting. How-
ever, block based methods are greatly dependent on the size of patch, and different patch
sizes are needed to deal with Gaussian noise and inpainting areas. For inpainting problem,
on the one hand, the results with large patch sizes perform well in restoring the whole of
structure, but fail in keeping details; on the other hand, if small patches are chosen, the com-
putation process will take more time and the whole structure of images will be more difficult
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to reconstruct, especially for large missing regions. Therefore, the multiscale technique is
used in [21] for image inpainting. Based on the above analysis, we naturally propose a two-
stage decoupling process: inside the inpainting domain O, we can apply the patch NL-means
inpainting scheme in [21]; while outside, we employ the BNLH1 denoising model in [22].
5. Experimental results
In this section, we numerically demonstrate the superior performance of our proposed
algorithm on natural image restoration problems. Firstly, we compare the patch non-local
means inpainting method in [21] with several existing inpainting methods: TV based PDE
method, coherence transport method (CTM) and exemplar based method (EBM). Next, we
further test the effectiveness of the proposed algorithm for image inpainting and denoising
simultaneously. All the experiments are run under Windows 7 and MATLAB R2017a with
Intel Core i5-5200U CPU@2.80GHz and 8GB memory.
5.1. Inpainting
In this section, we assume the test images are not polluted by noise and show the su-
periority of the patch non-local inpainting method on missing block completion. Fig.2(a)
and Fig.3(a) display the clean original images: Columbia and Barbara. In order to see more
details, we enlarge the inpainting region in the read rectangle and show it in the left lower
corner of the image. The inpainting regions are represented by white colour, see Fig.2(b)
and Fig.3(b). We recover the contaminated images with different inpainting methods. The
results of TV are shown in Fig.2(c) and Fig.3(c). We can observe that TV is not good at
restoring texture information and large missing regions. CTM can not recover the pillar on
image Columbia in Fig.2(d) and gives somewhat strange results in Fig.3(d). EBM has the
ability to fill in textures, however, brings some artifacts in Fig.2(e) and Fig.3(e). We can
clearly see that the patch non-local inpainting method leads to much better results than all
the other three methods both quantitatively and qualitatively.
5.2. Inpainting and Denoising
In this section, we assume the inpainting images are contaminated by Gaussian white
noise and apply the proposed algorithm on image inpainting and denoising simultaneously.
The test images include Man, Bear and Boat. The first column of Figures 4 5 6 are the
original images and inpainting mask. The white color denotes the missing regions and the
black one denotes the available regions. Our purpose is to carry out image inpainting on the
missing regions and image denoising on the available regions. The second column shows the
noisy images contaminated by Gaussian white noise with standard deviation σ = 10 (top)
and σ = 30 (bottom). In the third column, we display their corresponding reconstruction
results of the patch NL-means method in [21]. We observe that these inpainting results still
contain noise, because this method can not perform image denoising on the available regions.
The experimental results for the proposed algorithm are demonstrated in the last column.
It can be observed that the proposed method can realize image inpainting and denoising at
the same time, and lead to visually perfect results. However, the higher the noise level, the
more artifacts of the reconstructed images, such as the oversmoothing phenomenon on the
soil of image Bear.
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Figure 2: Inpainting results of image Columbia by different inpainting methods. The left lower images are
the enlarged parts of the red rectangle regions.
6. Conclusion
Motivated by the fact that the available regions of the original images are usually contami-
nated with noise, this work presents a general variational framework for block based non-local
image inpainting. In the proposed model, image inpainting and denoising process are carried
out simultaneously. Furthermore, we mathematically prove the existence of minimizer for the
proposed model. To solve the proposed model efficiently, we present a decoupling algorithm.
Experimental results show that it can provide some impressive results in image restoration.
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Figure 3: Inpainting results of image Barbara by different inpainting methods. The right lower images are
the enlarged parts of the red rectangle regions.
Appendix
Under the hypothesis that uB(x), x ∈ Ω are independent identically distributed with
p(uB(x); Θ) =
∑
y∈O˜c
1
|O˜c|δh(uB(x)− uB(y)) =
∑
y∈O˜c
1
|O˜c|p(uB(x);uB(y), h),
we have
p(uB; Θ) =
∏
x∈Ω
∑
y∈O˜c
1
|O˜c|δh(uB(x)− uB(y)) =
∏
x∈Ω
∑
y∈O˜c
1
|O˜c|p(uB(x);uB(y), h),
where Θ = {h}⋃{uB(y), y ∈ O˜c} is an unknown set of pharameters.
Therefore, its negative log-likelihood function is as follows
L(Θ) = − ln p(uB; Θ) = −
∑
x∈Ω
ln
∑
y∈O˜c
1
|O˜c|δh(uB(x)− uB(y)).
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Figure 4: Results of denoising and inpainting simultaneously. Left Column: original image and inpainting
mask. Second column, from top to bottom: images contaminated by Gaussian noise with standard deviation
σ = 10 and σ = 30. The third column shows their corresponding results of the patch NL-means method in
[21]. The last column shows the simultaneous inpainting and denoising results of the proposed method.
According to the full probability formula and the conditional probability formula, we
obtain
L(Θ) = L(Θ)
∑
c
p(c|uB; Θn) = −
∑
c
p(c|uB; Θn) ln p(uB; Θ)
= −
∑
c
p(c|uB; Θn) ln p(uB, c; Θ)
p(c|uB; Θ)
= −
∑
c
p(c|uB; Θn) ln p(uB, c; Θ) +
∑
c
p(c|uB; Θn) ln p(c|uB; Θ)
:= Q(Θ; Θn)−H(Θ; Θn),
where
∑
c
=
N∑
c1=1
N∑
c2=1
· · ·
N∑
cN=1
and N = |O˜c|.
Under the i.i.d assumption of data, we have
p(c|uB; Θn) =
∏
y∈O˜c
p(cj|uB(y); Θn),
p(uB, c; Θ) =
∏
x∈O˜c
p(uB(x), ci; Θ) =
∏
x∈O˜c
p(ci; Θ)p(uB(x)|ci; Θ) =
∏
x∈O˜c
αcip(uB(x)|ci; Θ).
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Figure 5: Results of denoising and inpainting simultaneously. Left Column: original image and inpainting
mask. Second column, from top to bottom: images contaminated by Gaussian noise with standard deviation
σ = 10 and σ = 30. The third column shows their corresponding results of the patch NL-means method in
[21]. The last column shows the simultaneous inpainting and denoising results of the proposed method.
Then
Q(Θ; Θn) = −
∑
c
p(c|uB; Θn) ln p(uB, c; Θ)
= −
N∑
c1=1
N∑
c2=1
· · ·
N∑
cN=1
∑
x∈O˜c
ln(αcip(uB(x)|ci; Θ))
∏
y∈O˜c
p(cj|uB(y); Θn)
= −
N∑
c1=1
N∑
c2=1
· · ·
N∑
cN=1
∑
x∈O˜c
∑
y∈O˜c
δy,ci ln(αyp(uB(x)|y; Θ))
∏
y∈O˜c
p(cj|uB(y); Θn)
= −
∑
x∈O˜c
∑
y∈O˜c
ln(αyp(uB(x)|y; Θ))
N∑
c1=1
N∑
c2=1
· · ·
N∑
cN=1
δy,ci
∏
y∈O˜c
p(cj|uB(y); Θn)︸ ︷︷ ︸
I
.
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Figure 6: Results of denoising and inpainting simultaneously. Left Column: original image and inpainting
mask. Second column, from top to bottom: images contaminated by Gaussian noise with standard deviation
σ = 10 and σ = 30. The third column shows their corresponding results of the patch NL-means method in
[21]. The last column shows the simultaneous inpainting and denoising results of the proposed method.
Notice that
I =
N∑
c1=1
· · ·
N∑
ci−1=1
N∑
ci+1=1
N∑
cN=1
N∑
ci=1
δy,ci
∏
y∈O˜c
p(cj|uB(y); Θn)
=
N∑
c1=1
· · ·
N∑
ci−1=1
N∑
ci+1=1
N∑
cN=1
∏
y∈O˜c,y 6=x
p(cj|uB(y); Θn)p(y|uB(x); Θn)
= p(y|uB(x); Θn)
∏
y∈O˜c,y 6=x
(
N∑
cj=1
p(cj|uB(y); Θn))
= p(y|uB(x); Θn).
According to the Bayesian formula, we have
p(y|uB(x); Θn) = p(uB(x), y; Θ
n)
p(uB(x); Θn)
=
p(y; Θn)p(uB(x)|y; Θn)
p(uB(x); Θn)
=
αyp(uB(x)|y; Θn)∑
y∈O˜c
αyp(uB(x)|y; Θn) .
Therefore,
p(y|uB(x); Θn) = p(uB(x)|y; Θ
n)∑
y∈O˜c
p(uB(x)|y; Θn) .
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Using p(uB(x)|y; Θn) = p(uB(x);uB(y)n, hn), we have
wn(x, y) =
p(uB(x)|y; Θn)∑
y∈O˜c
p(uB(x)|y; Θn) =
p(uB(x);uB(y)
n, hn)∑
y∈O˜c
p(uB(x);uB(y)n, hn)
=
δh(u
n
B(x)− unB(y))∑
y∈O˜c
δh(unB(x)− unB(y))
,
and
Q(Θ; Θn) = −
∑
x∈O˜c
∑
y∈O˜c
ln(αyp(uB(x)|y; Θ))wn(x, y)
= −
∑
x∈O˜c
∑
y∈O˜c
ln(αyp(uB(x);uB(y), h))w
n(x, y)
= −
∑
x∈O˜c
∑
y∈O˜c
ln(αyδh(uB(x)− uB(y)))wn(x, y)
= −
∑
x∈O˜c
∑
y∈O˜c
ln(δh(uB(x)− uB(y)))wn(x, y)−
∑
x∈O˜c
∑
y∈O˜c
lnαyw
n(x, y).
Thus, the M-Step in EM algorithm is
un+1 = arg min
u
−∑
x∈Ω
∑
y∈O˜c
ln(δh(u
n
B(x)− unB(y)))wn(x, y)
 .
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