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Abstract
We propose a localization formula for the chiral de Rham complex generalizing
the well-known localization procedure in topological theories. Our formula takes
into account the contribution due to the massive modes. The key to achieve this is
to view the non-linear βγ system as a gauge theory. For abelian gauge groups we
are in the realm of toric geometry. Including the bc system, the formula reproduces
the known results for the elliptic genus of toric varieties. We compute the partition
function of several models.
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1 Introduction
Some of the recent developments in string theory have been based on the formulation
of topological string theory. This is indeed an important sector of string theory and
it captures some of the geometrical information of Calabi-Yau compactifications to four
dimensions in a physical string theory. Topological string theory is defined by the twisted
version of the N = 2 superconformal algebra generated by the worldsheet fields and
related to the Calabi-Yau geometrical data; this excludes from the Fock space all massive
modes of the physical string spectrum. Of course, the complete spectrum of the theory
on a Calabi-Yau manifold would be a very important achievement since it would allow
a more precise description of low-energy physics. However, since currently there are no
techniques available that permit a complete analysis of this spectrum, the best we can
do is to consider a chiral model on the same Calabi-Yau manifold. This construction
is known as half-twisted (0,2) sigma model [1], [2]. The underlying structure is again a
twisted superconformal algebra, but here the definition of the physical states does not
exclude the infinite tower of massive states for the left-movers. Therefore, it gives new
hints about the spectrum of string theory on Calabi-Yau manifolds and it stands between
the topological and the physical string theory.
The information of the spectrum is encoded in the one-loop twisted partition function
ZX(t, y|q) = TrFX
(
(−y)F0tJ0qL0) ,
where X is the target space manifold, F0 is the zero mode of a fermionic current, J0 is the
zero mode of a bosonic U(1) current and L0 is the zero mode of the Virasoro generator.
FX is the Fock space. The first term Z0X(t, y|q) of the q expansion of ZX(t, y|q) is the
contribution of the zero modes and coincides with the topological string approximation
(except for the worldsheet instantons since they are absent in the large volume limit [3],
[2]). Notice that in the definition of ZX(t, y|q), the fermionic current F enters. This is
related to the presence of fermionic degrees of freedom on the worldsheet. In this case
ZX(t, y|q) is called the elliptic genus of the manifold [4] (see below for a precise definition).
Moreover, the elliptic genus is a topological invariant of the manifold and therefore it
has a geometrical meaning [5]. The contribution of the zero modes encodes some of
the geometrical informations, but the elliptic genus carries the information about the
conformal invariance, the reparametrization invariance in terms of its modular invariance.
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The half-twisted (0,2) model has a beautiful realization in terms of non-linear βγ sys-
tems [2]. By half-twisting the (2,2) model one obtains a supersymmetric non–linear sigma
model written in terms of commuting fields β, γ (and anticommuting fields b, c). To be
more precise, in the case of (0,2) models, the BRST cohomology is equivalent to the space
of vertex operators of the βγ system on each open set on the manifold (in the mathemat-
ical literature [6], [7], [8], [9], [10],[11] this is known as the chiral structure sheaf). In the
case of (2, 2) models the BRST cohomology is equivalent to a βγbc system (see [2], [3]) and
the model is denoted in [6] as chiral de Rham algebra or chiral de Rham complex (which
are sheaves, too). The fields β, γ, b, c are holomorphic free fields on the worldsheet whose
target space is a single patch of the manifold X . The physical information is encoded
in the gluing procedure needed to extend the local vertex operators to globally-defined
ones. In the case of supersymmetric models, there is an identification between the phys-
ical spectrum of (0,2) half-twisted model and the non-linear sigma model, however the
analysis can be performed for a non-linear βγ system even without the supersymmetric
completion. In the supersymmetric case, all anomalies vanish, while in the bosonic case
they vanish if p1(X) = 0 and c1(X)c1(Σ) = 0 where Σ is the Riemann surface, c1(X) and
p1(X) are the first Chern class and the first Pontrjagin class of X , respectively.
In the very interesting paper [12] the structure of the chiral de Rham complex is investi-
gated completely from the BRST point of view. The authors realize that a very convenient
setting to construct specific examples is toric geometry. In this context, Borisov explicitly
shows how to go from the free theory to the theory after the gluing over the complete
set of patches. In further work [13], [14] the elliptic genus for the chiral de Rham theory
has been determined for compact toric varieties, non-compact toric varieties which are
local Calabi–Yau manifolds, and finally compact Calabi–Yau manifolds given as hyper-
surfaces in toric varieties. The elliptic genera are constructed by studying the toric data
and gluing the local information to a globally defined modular invariant quantity. Less
is known about the partition function in the bosonic case of the chiral structure sheaf.
In addition, the formulas and the prescription given in the above papers appear to be
difficult to grasp.
There is another important motivation to study the non-linear βγ systems: the ghost
system of the pure spinor string theory [15], [16], [17] is one instance of such a system and
it is characterized by 11 independent worldsheet fields λα (and their conjugates wα) living
on the quadric λαγmαβλ
β = 0 (or equivalently living on the coset SO(10) × C∗/SU(5), λα
are called pure spinors). The complete pure spinor string theory, in the flat background,
is composed of three sectors 1) 10 free bosonic standard worldsheet fields, 2) 16 free
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fermionic (1, 0) fields and 3) the non-linear sector of the pure spinors. The computation
of the spectrum boils down to compute the spectrum of the pure spinor sector since the
rest is very simple [18, 19, 20].
Here we present a first set of results concerning the application of localization techniques
to the chiral de Rham and structure sheaves of a toric variety X . We formulate a method
to easily compute the partition function and the elliptic genus using an extension of the
localization formula for the zero mode contributions. For that purpose we present in 2.2
a simple example showing how one can translate the information about the space into
an abelian gauge theory. In 2 we develop a general theory to describe these new models.
It turns out that the natural setting are toric varieties. We can say that our gauge
theory realizes the holomorphic quotient of a toric variety. (However, the formalism is
not restricted to this case since it is easy to see how it can be extended to non-abelian
gauge symmetries.) For this reason, we review in Section 2.3 the relevant facts about toric
geometry which will be needed in this work. Section 2.4 concerns the localization formula.
We give some arguments for deriving it from the well-known Hirzebruch-Riemann-Roch
formula. The localization formula is translated into a path integral in the complex plane
and the computation amounts to taking the residues at a certain set of poles.
In the remainder of the text, we provide several examples to explain the computational
technique and give an interpretation of the results. One of the main results is that
the technique can be used for both compact and non-compact toric geometries. The
information about the compactness is encoded only in the weights entering the definition
of the integrand. The first set of examples are related to non-compact toric varieties in
Section 3. We apply our formula to orbifolds, their resolution in terms of a total space
of a certain line bundle in Section 3.1. The latter is a member of a class of line bundles
which we study in Section 3.2. Of course, we also consider the prevailing example of a
non-compact Calabi-Yau manifold, the conifold, in Section 3.3. Compact examples are
discussed in Section 4. In particular, for P1 and P2 we can compare our results with those
obtained by Borisov and Libgober. There are more interesting spaces which can be dealt
with our formula, non-reduced schemes in Section 5 and supermanifolds in Section 6. A
summary and further interesting topics are then given in Section 7.
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2 General theory
2.1 Non-linear βγ systems and the chiral sheaves
In this section we define the chiral algebras that are the objects of our interest. A chiral
algebra is, in physicists’ language, a set of fields Oi(z) depending holomorphically on the
coordinate z, and closed under the operator product expansion:
Oi(z)Oj(z′) =
∑
k
fi,j
k(z − z′)Ok(z′)
where the coefficients fi,j
k are holomorphic functions. As mentioned in the introduction,
chiral algebras arise typically from the quantization of sigma-models in particular limits.
In an ordinary sigma model, if it is conformally invariant, the set of fields will have a
holomorphic and a antiholomorphic sector, and the two sectors can be decoupled by taking
the infinite-volume limit. It is then legitimate to study each sector separately [3]. If the
sigma model has N = 2 supersymmetry in one sector (say in the antiholomorphic), then
one can perform the topological twist; the twisted algebra contains a BRST operator,
and taking the BRST cohomology removes the antiholomorphic dependence from the
spectrum of operators, hence reducing the problem again to a chiral sector. This is the
half-twisted sigma model. The supersymmetric and non-supersymmetric case have very
different features, and in the following we will discuss both.
In [6],[7] the authors showed that to every complex manifold X one can canonically
associate a sheaf of chiral (vertex) algebras, called the chiral de Rham complex ΩchX . This
means that on each open subset U ⊂ X the space of sections ΩchX (U) = Γ(X,ΩchX ) is a
chiral algebra, and when U ⊂ V there are restriction maps Γ(V,ΩchX ) → Γ(U,ΩchX ) that
are algebra morphisms. Since one can always cover the manifold with charts that have
the topology of Cn, it is enough to define the chiral algebra in this case, and then give
the map that allows to identify the sections of Ui and Uj in the overlap Ui ∩ Uj . To
go from the theory defined on each single patch Ui to the globally defined theory we
need to prescribe a gluing procedure. The obstruction to do this is encoded in the Cˇech
cohomology Hˇ2(X,Ω2,cl(X)) of closed 2-forms on X [9], [10], [11].
The chiral algebra for Cn is generated by a set of fields γi, βi, c
i, bi, i = 1, . . . , n. The
fields γ, β are bosonic; the γ’s represent the coordinates xi of Cn and the β are their
conjugate momenta (from mathematical point of view the conjugate momenta are seen as
the pull-back of tangent vectors living on the tangent bundle of the space X .) The fields
c, b are fermionic, and ci are in correspondence with the 1-forms dxi. The OPEs are those
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of free fields:
γi(z)βj(w) =
δij
z − w , c
i(z)bj(w) =
δij
z − w . (2.1)
The chiral algebra contains an N = 2 topological algebra:
T (z) = : βi∂γ
i : (z)− : bi∂ci : (z)
Q(z) = ciβi(z)
G(z) = biγ
i(z) (2.2)
J(z) = : bic
i : (z)
Let us notice that the chiral de Rham complex is bigraded: ΩchX = ⊕i,n(ΩchX ),i(n) where
i ∈ Z is the fermion number and n ∈ Z+ is the conformal weight, measured by the OPE
with the U(1) current J and the stress-energy tensor T , respectively. When a field of
weight h is expanded as a power series in z, φ(z) =
∑
φn/z
n+h, the component φn is an
operator of weight −n. If we restrict the complex to the zero modes (operators of weight
zero), then it reduces to the ordinary de Rham complex Ω∗X , which explains the name.
The crucial observation made in [6] is that, if we define the chiral algebra in a different
patch using another set of fields γ˜, β˜, c˜, b˜, with the OPEs as in (2.1), it is consistent to
identify the fields in the overlap according to the following rule: if x˜i = f i(xj) are the
transition functions for the coordinates in the two patches, with the inverse transformation
xi = gi(x˜), then
γ˜i = f i(γ) ,
β˜i =
∂gj
∂γ˜i
(f(γ))βj +
∂2gk
∂γ˜i∂γ˜l
(f(γ))
∂f l
∂γr
bkc
r ,
c˜i =
∂f i
∂γj
cj ,
b˜i =
∂gj
∂γ˜i
(f(γ)) bj (2.3)
The fields γ, c, b have the same transformation laws as the corresponding geometrical
objects, but the second term in the transformation of β is a quantum effect (in [22] a
complete analysis of this issue is presented and it is shown how this is related to a WZW
action). If it were not for this term, the chiral de Rham sheaf would be the same as the
complex:
ELL(X)(y, q) = ⊗k≥1(Λ•−yqk−1TX ⊗ Λ•−y−1qkT ∗X ⊗ S•qkTX ⊗ S•qkT ∗X) . (2.4)
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Here we use the notation Λ•tV =
∑
i t
iΛiV and S•t V =
∑
i t
iSiV where ΛiV and SiV are
the antisymmetric and symmetric tensor products of the vector bundle V , respectively.
TX is the holomorphic tangent bundle, and T
∗
X its dual. The reason for introducing the
parameters q, y will become apparent shortly. The holomorphic Euler character of this
complex is a topological invariant of X known as the elliptic genus. This is a function of
two variables and can be computed with the Hirzebruch-Riemann-Roch formula
EllX(y, q) =
∫
X
ch(ELL(X)(y, q)) td(X) (2.5)
where ch is the Chern character and td is the Todd class [5]. It is possible to show that
the chiral de Rham complex has a filtration, and the associated graded complex is exactly
the complex (2.4) (see [12], [13]). A consequence of this fact is that the elliptic genus is
also the Euler character of the chiral de Rham complex:
EllX(y, q) = TrFX
(
(−y)F0qL0) = ∑
i,p;n≥0
(−)i+pyiqn dim Hˇp(X, (ΩchX ),i(n)) . (2.6)
We will often call such a sum of graded dimensions a character, denoted Ch. We can then
write
EllX(y, q) =
∑
p
(−)p Ch (Hp(ΩchX )) (2.7)
It is useful to remind the reader that among the spaces Hˇp(X, (ΩchX )
,i
(n)) there are some
relations due to the Poincare´ duality [8] (in the case of compact spaces of total dimension
d) of the form
(Hˇp(X, (ΩchX )
,i
(n)))
∗ = Hˇd−p(X, (ΩchX )
,d−i
(n) ) . (2.8)
This formula is useful for comparing the cohomological result with the partition function
computations.
As will be explained in more details later, if there is some group acting holomorphically
on X , it is possible to substitute the character with the equivariant character, depending
on more variables t associated to the group action. Then
EllX(t, y, q) = TrFX
(
(−y)F0tK0qL0) = ∑
i,p;n,m≥0
(−)i+pyitmqn dim Hˇpm(X, (ΩchX ),i(n)) . (2.9)
which was mentioned in the introduction. Among the operators of the N = 2 algebra, T
and G are invariant under the coordinate transformations and so they are global sections
of the chiral sheaf; the other operators Q and J are not invariant unless the manifold is
Calabi-Yau.
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The discussion can be repeated for the non-supersymmetric version, but only to some
extent. In this case we only have the βγ system. Without the fermions, one cannot write
down the change of coordinate on β as in (2.3). The only possibility is to try an Ansatz
of the form
β˜i =
∂gj
∂γ˜i
(f(γ))βj +Bij(γ)∂γ
j . (2.10)
One has to find a suitable Bij,αβ in each intersection Uα ∩ Uβ; it can be chosen to be
antisymmetric in ij so it can be identified with a two-form B = Bijdγ
i ∧ dγj. But there
is a consistency condition on triple overlaps: Bα,β +Bβ,γ +Bγ,α = 0. There is a potential
obstruction to satisfy this equation, measured by the Cˇech cohomology group Hˇ2(X,Ω2,clX )
of closed 2-forms on X [9], [2], [22]. In terms of de Rham cohomology this is the first
Pontrjagin class of the manifold. Only when p1(X) = 0 it is possible to find a consistent
set of gluing rules and to have a globally well-defined sheaf, which is then called the chiral
structure sheaf OchX . There is also another anomaly that can only be seen when studying
the βγ system on a higher genus Riemann surface Σ. It is proportional to c1(X)c1(Σ),
but in this paper we will work on the torus so we do not need to discuss it (see [2], [22]).
Finally, just as for the chiral de Rham complex, one can define the (equivariant) Euler
character of OchX :
ZX(t, q) =
∑
p
(−1)pCh (Hp(X,OchX )) . (2.11)
This function contains some geometric information about X , but it is not a topological
invariant, in particular it can depend on the complex structure moduli of X . In the rest
of the paper we will be concerned with the computation of EllX and ZX for several classes
of manifolds.
We can also consider the situation in which we have βγ and bc systems that are not
related by supersymmetry. In this case, the chiral algebra is generated by fields γi, βi,
i = 1, . . . , n and ca, ba, a = 1, . . . , r. Since there is no supersymmetry, n and r do not
necessarily need to be the same. Geometrically, this corresponds to having a complex
manifold X of dimension n together with a holomorphic vector bundle E → X of rank
r. An analogous argument as in the case of the chiral structure sheaf shows that the
obstruction to have a globally defined chiral sheaf is that p1(E) = p1(X) [9], [21]. In the
special cases E = Ω1X and E = OX , this reduces to the chiral de Rham complex and the
chiral structure sheaf, respectively.
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2.2 The βγ system as a gauge theory
The main motivation for the next two sections is to illustrate using two very simple
examples how localization can be used to compute the partition function and elliptic
genus. The general formula will be given in 2.4.
2.2.1 The bosonic case
We consider the simple γ = AB model where the field γ : Σ→ X (where Σ is a Riemann
surface, X is a complex manifold which we take for the moment to be C ) is split into two
fields A and B. The γ-model and the AB-model are equivalent if we impose the gauge
symmetry A → ΛA and B → Λ−1B (all fields A,B and Λ are C∞(Σ) ). We introduce
the conjugate momenta β, βA, βB which are elements of Ω
(1,0)
Σ . The action of the model
written in the coordinates γ or A,B is
SAB =
∫
d2zβ∂¯γ =
∫
d2z
(
βA∂¯A+ βB ∂¯B
)
. (2.12)
The equivalence between the two action gives us relations βA = βB and βB = βA. All
fields are chiral and they have the following elementary OPE’s
γ(z)β(w) ∼ 1
z − w , A(z)βA(w) ∼
1
z − w , B(z)βB(w) ∼
1
z − w . (2.13)
Notice that βA(z)βB(w) → 0 as it can be verified by using (2.13) and βA(z)B(w) →
β(z)(AB)(w) = −1/(z − w). Attention must be paid to manipulate with the inverse
relations β = βAB
−1 = βBA
−1.
Performing the variation A → ΛA and B → Λ−1B, we also need that βA → Λ−1βA and
βB → ΛβB and the constraint
Jz =: βAA− βBB := 0 . (2.14)
This constraint directly follows from the definition of βA and βB. It is needed in order to
make the counting of the degree of freedom work: the gauge symmetry removes one degree
of freedom among A and B, the constraint (2.14) fixes one of conjugate momenta in term
of the other. The current Jz is gauge invariant. The action is also invariant under the
rigid symmetry generated by the zero mode of J0 =
∮
dzJz which scales the fields A and
B. However, the action has another rigid symmetry generated by K0 =
∮
dz(βAA+βBB).
Combining the two rigid symmetries JA = J0 +K0 and JB = J0 −K0, we see the action
is invariant under the separate rescaling of the fields A and B.
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We have denoted by J0 a generic charge associated to some rigid symmetry. The definition
of a character or elliptic genus in this context can be traced back to [4], [23]. A convenient
way to formulate a character in quantum field theory is to introduce a gauge field Az¯ to
render the rigid symmetry generated by J0 a local gauge symmetry. Then, after fixing
the gauge Az¯ = (2πiw) where w is the constant vector of the torus (monodromy), we
see that the action reduces to 2πiJ0. Finally, we identify t = e
2πiw. Obviously, a correct
gauge fixing procedure boils down to introducing some ghost fields and they are indeed
necessary to cancel unwanted degrees of freedom. In the introduction we have mentioned
that the the world sheet instantons do not enter the computation we are performing.
We can motivate this further by observing that only one component of the gauge field is
entering the theory, hence there is no kinetic term in the action for the gauge field neither
a θ term.
Now, we would like to show that the system AB is equivalent to the system of a single free
field γ if we correctly implement the gauge symmetry at the level of the partition function.
We can view the free field γ as living on C2/C∗ where the C∗ is the (complexified) gauge
symmetry implemented by Λ. Notice that the gauge parameter is a local holomorphic
parameter and therefore it can be decomposed into modes
Λ(z) =
∞∑
n=−∞
Λnz
n , (2.15)
where the zero mode Λ0 is the overall rescaling of the two field A and B generated by J0.
After the gauge fixing the ghost fields replace the gauge parameters.
Now, the (character) partition function
Zγ(t|q) = TrH
(
tJ0qL0
)
(2.16)
for the field γ (and its conjugate β) is simply given by
Zγ(t|q) = 1
1− t
∞∏
n=1
1
(1− tqn)(1− t−1qn) = −i
√
tq−1/12
η(q)
θ1(t|q) , (2.17)
where t is associated to the rescaling of the field γ. The space H is represented by the Fock
space of the holomorphic polynomials generated by γ and β modes. The definition of η(q)
and θ1(t|q) are the Dedekind function and the first Jacobi modular form with character.
The first factor in the denominator represents the zero mode part, the second and third
represent the non-zero modes of γ and β, respectively (we would like to remind the reader
that a basis for a the chiral algebra on each single patch is given be the operators ∂pγ
and ∂pβ for any p ≥ 0.)
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Note that the partition function is divergent for t = 1. This is due to the presence of
non-normalizable zero modes for the non-compact space C. The presence of t equivari-
antly reduces the space to a single point with on trivial volume and the zero modes are
represented by 1/(1 − t). Using the linearized group action t = e2πiǫ, we see that in the
limit ǫ → 0 we get the regularized volume of a point (see e.g. [24]). The cohomology
corresponds to the equivariant cohomology and the equivariance is measured by t.
We would like to reproduce the same partition function starting from the system AB.
Following [25] we can show that the zero modes Z0AB(t|q) coincide by implementing the
gauge symmetry
Z0AB(tA, tB|q) =
∮
dΛ0
Λ0
1
(1− tAΛ0)(1− tBΛ−10 )
(2.18)
where dΛ0/Λ0 is the measure of the orbit space, Λ0 is the parameter of the gauge symme-
try1 and the two fields A and B are rescaled by tA and tB in the partition function. We
observe that the integrand has a single pole at Λ0 = tB and by the residue computation
we get
Z0AB(tA, tB|q) =
1
(1− tAtB) (2.19)
which concides with the zero mode part of (2.17) if t = tAtB. To extend this result to the
complete partition function (2.17) we need to implement the remaining gauge symmetries
adding the contribution of the gauge modes as a numerator
∏∞
k=1(1− qn)2 (this product
involves only the massive modes and the exponent 2 is due to positive and negative modes
of the expansion (2.15) )
ZAB(tA, tB|q) =
∮
dΛ0
Λ0
1
(1− tAΛ0)(1− tBΛ−10 )
×
∞∏
n=1
(1− qn)2
(1− tAΛ0 qn)(1− 1tAΛ0 qn)(1−
tB
Λ0
qn)(1− Λ0
tB
qn)
=
1
(1− tAtB)
∞∏
n=1
1
(1− tAtBqn)(1− 1tAtB qn)
= Zγ(tAtB|q) , (2.20)
where we have assumed that the only pole that contributes is at Λ0 = tB. Notice that
by inserting the value Λ0 = tB into the integrand, the contribution of B and pB exactly
1To be precise we would have put the measure dh
∏
α∈∆(h
α/2 − h−α/2)/V ol(TH) where h are the
group representative of the maximal torus TG of the Lie group G. ∆ is the set of positive roots. For more
details we refer to [25] and for a complete discussion to [26]. For the moment we have the simplification
that all torus actions are abelian and therefore the measure reduces to
∏n
i=1 dΛi/Λi where Λi are the
gauge parameters of the C∗ actions. The volume is (2πi)n.
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cancels against the gauge symmetry modes
∏
n>0(1 − qn)2. In order to understand how
the gauge symmetry works we notice that gauge parameters Λ0,Λ−1,Λ−2, . . . transform
the modes of the field A as follows
δA0 = Λ0A0 , δ
(
A−1
A0
)
= Λ−1 , δ
(
A−2A0 − 1
2
A2−1
A20
)
= Λ−2 , . . . (2.21)
We see from the first equation that the zero mode of the gauge parameter Λ0 implements
a “true” gauge symmetry rescaling locally the zero mode of A and B. The remaining
equations implement a shift of the massive modes and remove two of each at each level.
Notice furthermore that the shifts are scale invariant and this is reflected in the numerator∏
n>0(1− qn)2 which represent a set of scale invariant fermionic modes.
To complete the discussion, we need to clarify the discussion on which poles have to be
taken into account. Notice that in principle there are two sets of poles Λ0,n = q
n/tA and
Λ0,n = tBq
n. We will argue in the following section how to prescribe the set of poles to be
taken into account from the zero mode part of the partition fuction. After this is done,
we can use the same poles to compute the total partition function by taking the residue
at these poles.
2.2.2 The supersymmetric case
We add fermions to the previous model. It is convenient to introduce a single anticom-
muting field c and its conjugate b such that the action
S =
∫
d2z
(
β∂¯γ + b∂¯c
)
(2.22)
is invariant under the supersymmetry
δγ = c , δc = ∂γ , δb = −β , δβ = ∂b . (2.23)
Decomposing the field γ as above, we also need a decomposition for the fermions:
γ = AB , c = cAB + AcB (2.24)
where we have introduced cA, cB and their conjugate momenta bA, bB. We also have
doubled the anticommuting fields and we need a new gauge symmetry to remove them.
Notice that δ(AB) = cAB + AcB if δA = cA, δcA = ∂A and δB = cB, δcB = ∂B. So,
the supersymmetry for the composing fields cA, cB, A, B is needed in order to reproduce
the supersymmetry of the original theory. In addition, because of the supersymmetry the
12
fields cA and cB have the same scaling behaviour as A and B, respectively. This can be
seen by inserting the decomposition (2.24) into (2.22), and identifying
βA = βA+ bcA , βB = βB + bcB , bA = bB , bB = bA . (2.25)
as the conjugated momenta. From these definitions, one gets the relations
: βAA+ bAcA − βBB − bBcB := 0 , : bAA− bBB := 0 . (2.26)
Only in the first relation, the normal ordering is needed. Note that δ(: bAA − bBB :) =:
βAA+ bAcA − βBB − bBcB :. The second constraint implies the new gauge symmetry
∆A = ∆B = 0 , ∆cA = ǫA , ∆cB = −ǫB ,
∆βA = −ǫbA , ∆βB = −ǫbB , ∆bA = ∆bB = 0 . (2.27)
where ǫ is an anticommuting gauge parameter. The relations (2.24) are invariant under
the new gauge symmetry. This gauge symmetry is needed in order to reduce the number
of the fermionic fields cA, cB to just the original one c. The constraints (2.26) are needed
in order to reduce the number of independent conjugate momenta bA, bB, βA, βB to the
original β, b. Finally, we can define a new gauge invariant charge Q =
∮
(bAcA + bBcB)
which counts the fermion number and we denote its parameter by y.
Repeating the computation of the previous section with fermions yields:
Zγ+c(y, tA, tB|q) =
∮
dΛ0
(1− y)Λ0
(1− Λ0ytA)(1− Λ−10 ytB)
(1− Λ0tA)(1− Λ−10 ytB)
×∏
k≥1
(1− Λ0ytAqk)(1− 1Λ0ytA qk)(1−
ytB
Λ0
qk)(1− Λ0
ytB
qk)
(1− Λ0tAqk)(1− 1Λ0tA qk)(1−
tB
Λ0
qk)(1− Λ0
tB
qk)
×
∏
k≥1
(1− qk)2
(1− yqk)(1− y−1qk)
=
(1− ytAtB)
(1− tAtB)
∏
k≥1
(1− ytAtB qk)(1− 1ytAtB qk)
(1− tAtB qk)(1− 1tAtB qk)
=
√
y
θ1(y tAtB|q)
θ1(tAtB|q) . (2.28)
The last expression coincides with the partition function for a free boson with charge
t = tAtB and for a free fermion with charge ytAtB which is the correct result. Notice that
the denominator 1−y in the integrand represents the contribution of the zero mode of the
supergauge symmetry (2.27), namely the ghost field associated to the gauge parameter ǫ.
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2.3 Toric Geometry
What we have done in the previous section from the geometrical point of view is to view
C as a toric variety C2/C∗. This suggests that we can generalize the result to arbitary
toric varieties. In this section, we therefore summarize some of the basic facts about toric
geometry. For a very nice short introduction see e.g. [27] while further details can be found
in e.g. [28]. Then we discuss how toric varieties appear in the context of localization.
An intuitive way to describe a toric variety is to say that it is a variety that contains an
algebraic torus T = (C∗)n as a dense open subset such that the natural action of T on
itself extends to an action of T on X .
In more practical terms, an n–dimensional toric variety takes the form
XΣ =
(
C
d \ FΣ
)
/ (C∗)r , (2.29)
where n = d − r. The group (C∗)r acts by coordinatewise multiplication. FΣ is a subset
that is being fixed under the action of a continuous subgroup of (C∗)r and will be described
in detail below. The action of (C∗)r is encoded in a structure, called the fan Σ. This is a
finite collection of strongly convex rational polyhedral cones in a lattice with the property
that each face of a cone in Σ is itself a cone in Σ and the intersection of two cones in Σ
is a face of each.
The space in which Σ lives can be obtained as follows: Consider the algebraic torus T =
(C∗)n with coordinates (t1, . . . , tn). There are two natural lattices associated to T. The
first one is the character group M = {χ : T→ C∗} which can be identified with a lattice
M ∼= Zn, where m ∈ M corresponds to the character χm(t1, . . . , tn) = tm11 . . . tmnn ≡ tm.
The second one can be identified with the group of algebraic one–parameter subgroups
N ∼= {λ : C∗ → T} where v ∈ N corresponds to the group homomorphism λu(τ) =
(τ v1 , . . . , τ vn) ∈ T for τ ∈ C∗ 2. These two lattices are dual to each other in the following
way: The composition (χ◦λ)(τ) = τ 〈χ,λ〉 defines a canonical pairing 〈χm, λv〉 = m ·v. The
characters χm for m ∈ M can be regarded as holomorphic functions on T and hence as
rational functions on the toric variety X . This duality has a counterpart in the localization
as we will see later on.
Once we have the lattice N , we can describe the fan Σ by its generators, i.e. by its
1–dimensional cones which are lattice vectors vi ∈ N, i = 1, . . . , d. It can be shown that
they are in 1–to–1 correspondence with the T–invariant divisors Di on XΣ. If we locally
2In order to avoid confusion with the dimension n, we write in this section vi instead of ni for vectors
in the lattice N . In the remaining sections, we will write ni.
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write the equation of the divisor as Di = {zi = 0}, with zi being a section of some line
bundle, we can regard the {zj} as global homogeneous coordinates. In terms of these
coordinates we can define the set FΣ in (2.29). A subset of the coordinates {zi} is allowed
to vanish simultaneously if and only if there is a cone σ ∈ Σ containing all of the vectors
vi. The set FΣ is therefore the union of the sets FI = {(z1, . . . , zd)|zi = 0 ∀i ∈ I} for
which there is no cone σ ∈ Σ such that vi ⊆ σ for all i ∈ I. Minimal index sets I with
this property are called primitive collections [29].
Having d generators vi in a lattice of dimensions n = d− r obviously means that we have
r linear relations of the form
d∑
i=1
Qa,ivi = 0, a = 1, . . . , r . (2.30)
In terms of the gauge theory of the previous section, the Qa,i are the charges of the
composing fields Ai of γ under the compact part of the ath factor of gauge group (C
∗)r.
It is convenient to collect these data in a matrix of the form v1 Q1. . . . . .
vd Qd
 . (2.31)
The charges Qa,i in (2.30) are only defined up to linear combinations and scalings of
linear relations. To fix this ambiguity recall the notion of a primitive collection above.
To each primitive collection I there is an associated linear relation labeled by a(I). A
convenient set of basis vectors for the lattice of linear relations consists of a subset of r of
the primitive relations. We will use this basis to define our examples. Furthermore, this
notion allows us to decompose the index set I into I = I+ ∪ I0 ∪ I− with [29]
I+ = {i ∈ I |Qa(I),i > 0} , I0 = {i ∈ I |Qa(I),i = 0} , I− = {i ∈ I |Qa(I),i < 0} . (2.32)
In fact, the minimality condition translates to Qa(I+),i = 1. While these subsets are related
to coherent triangulations of the fan Σ classified by the secondary polytope, here they
will be relevant for the localization in the next subsection.
An alternative approach to define a toric variety XΣ is by taking a covering of XΣ by
open affine patches Uσ for maximal cones σ ∈ Σ. One way to define them is by taking
the intersection of all complements XΣ \ Di for vi 6∈ σ. Another way is to define Uσ by
taking the spectrum of maximal ideals of the ring C[σ∨ ∩M ]. Here σ∨ ∈ M is the cone
dual to the cone σ ∈ N . In either case, XΣ is constructed by gluing the affine patches
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Uσ, Uτ along their intersection Uσ ∩Uτ = Uσ∩τ . The cone σ ∩ τ has dimension n− 1. We
can continue intersecting more patches and express the overlap of k + 1 affine patches in
terms of a cone of dimension n− k, until we end up with U{0} = T.
Before we proceed with the localization we would like to remind the reader of two of the
most important facts about toric varieties: First, a toric variety XΣ is compact if and
only if the fan Σ is complete, i.e. if the set of all cones covers N ⊗ R. Second, a toric
variety is non–singular if and only if all cones are simplicial and basic, i.e. if all cones
σ ∈ Σ are generated by a subset of a lattice basis of N .
2.4 Localization
Our goal is to compute the partition function ZXΣ(t, y|q) for toric varieties XΣ. There are
two ways to do this which are in some sense dual to each other. One way is to view XΣ
as being cut out by some equations in a higher dimensional space, i.e. a CK in the non–
compact case, or a PK in the compact case, for some large K. The equations are given in
terms of T–invariant monomials, i.e. by the characters χm, m ∈M . Physically, this means
that we impose a set of constraints on the theory. Constraints are notoriously difficult to
deal with. For the zero mode part of the partition function for toric varieties, we can at
least count the monomials by writing down the corresponding Poincare´ polynomial. For
the massive part, however, it is unclear how to proceed.3
The other way is to view XΣ as the quotient of a symplectic reduction. (For subtleties
in the difference between the symplectic quotient and the holomorphic quotient (2.29)
see e.g. [27] and references therein.) Here, we use gauge symmetries to reduce CK or
P
K to obtain XΣ via the moment map. The moment map is determined by the charges
Qa of the gauge group, i.e. by the linear relations between the vectors in the lattice N .
In other words, here we are working with the lattice dual to M . The latter contained
the information in the approach using constraints. It is curious to note that the duality
between constraints and gauge symmetries manifests itself here as the duality between
the lattices M and N , as described in the previous section.
In the set–up of symplectic reduction there is a powerful tool to compute the partition
function, known as localization. For a review and further details see e.g. [30]. Whenever
there is an action by a Lie group G on a manifold X , generated by a vector field V , it is
3There have been a few attempts to pursue the computation of the partition function for the massive
modes by counting directly the states appearing in the cohomology [19]. One of the major problem is
the absence of specific patterns that help reconstructing the counting at each level.
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possible to define the equivariant cohomology; this coincides with the cohomology of the
quotient X/G if the action is free. In the case with fixed points the easiest definition is
by using the Cartan model: one considers the complex Ω•(X)⊗S(g∗), that is differential
forms onX with coefficients polynomials in the dual Lie algebra, and the restricted “basic”
complex ΩG of forms that are G-invariant, where G acts on g
∗ via the coadjoint action.
The differential is modified: dV = d − φιV , where φ is a generator of g∗ and has degree
2, so that the differential is homogeneous of degree 1. It satisfies d2V = LV , and it is a
differential on ΩG. The equivariant cohomology is now defined as
H∗G(X) = H
∗(dV ,Ω
•
G) .
Any closed differential form α can be lifted to an equivariantly closed form α˜ =
∑
i φ
iαi
where α0 = α and the other terms, of lower form-degree, are found by solving dαi =
ιV αi+1. In particular the characteristic classes of vector bundles can be extended to
equivariant characteristic classes.
The most important fact about equivariant cohomology is the localization formula: if the
action of G is not free, it has fixed points. Let us assume for simplicity that XG, the fixed
set of the action, contains only isolated fixed points, as this is always the case for toric
varieties. Then for an equivariant cohomology class α,∫
X
α =
∑
p∈XG
ι∗pα
e(TpX)
(2.33)
where e in the denominator is the equivariant Euler class, and on the r.h.s. one takes the
component of form-degree 0. Combining the Hirzebruch-Riemann-Roch formula with the
localization formula, taking for α the equivariant Chern character of the complex (2.4),
yields a formula for the elliptic genus of a toric variety XΣ in terms of the fixed points of
the torus action.
We propose to extend the localization formula for the zero modes to the massive modes
as follows. We define the following expressions
tvi =
n∏
k=1
t
vi,k
k , z
Qi =
r∏
a=1
zQi,aa , (2.34)
where tk with k = 1, . . . , n are the scaling parameters of the toric variety XΣ, i.e. the
coordinates of the torus T, and za with a = 1, . . . , r are the gauge parameters of the
symmetry (C∗)r. Then, we can write the complete localization formula as follows
EllX(y, t|q) = 1
G(y|q)r
(
r∏
a=1
∮
dza
za
)
∞∏
m=1
d∏
i=1
(
1− y tvi zQi qm−1) (1− y−1 t−vi z−Qi qm)
(1− tvi zQi qm−1) (1− t−vi z−Qk qm)
(2.35)
17
where
G(y|q) =
∞∏
m=1
(1− yqm−1)(1− y−1qm)
(1− qm)2 . (2.36)
This formula has a simple interpretation in terms of the gauge theory in Section 2.2: it
deals with the massive modes of the ghost fields for the bosonic gauge symmetry and
in the denominator we have the modes for the local supersymmetry. In a similar way
it is possible to derive a localization formula for the character of the chiral structure
sheaf (2.11). One simply omits all the fermionic modes, which is done by setting y = 0
in (2.35).
Separating the zero-mode contribution4 from the massive modes, one gets the simplified
expression
Z0X(y, t|q) =
1
(1− y)r
(
r∏
a=1
∮
dza
za
)
d∏
i=1
(
1− y tvi zQi)
(1− tvi zQi) (2.37)
where the prefactor 1/(1 − y)r is needed to cancel the zero mode of the local supersym-
metry. Depending on Qi, we integrate around the poles
1− tvi zQi = 0 (2.38)
with either the positive or negative components of Qi. For example, if there is only one
gauge symmetry, i.e. r = 1, then we collect the poles with non-zero charges Qi into the
two sets
P+ = {set of solutions of (2.38)|i ∈ I+} ,
P− = {set of solutions of (2.38)|i ∈ I−} .
where we defined the index sets I± in (2.32). Then, we take the residues of the integrand
I(y, t, z) in (2.37) only with respect to one set either P+ or P−. We have noticed that if
there are two sets of poles we have that∑
z∗∈P+∪P−
Resz=z∗(I(y, t, z)) = 0 . (2.39)
In other words, we have implicitly compactified the complex z–plane to a P1. In the case
that either P+ or P− is empty, then all poles have to be taken into consideration. For
the general case r > 1, the procedure should be iterated for each single variable za with
4The use of contour integrals in order to express the zero mode contribution in fixed point theorem
has been recently adopted in the literature (see [31, 32, 33]).
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a = 1, . . . , r. We have checked in examples that the decompostion of the set of poles into
P± is independent of the choice of basis in which the charges Qa are defined.
The next step is to compute the integral in (2.35) which contains the complete contribu-
tions of the massive modes. For that integral, we still take the same poles as for the zero
mode part. There is still an infinite number of poles depending on q. It is possible to show
that by choosing a single pole with q the zero mode partition function is not reproduced
and the pole of the zero mode part of the integrand should necessarily be taken. However,
we can restrict the integration domain in the annulus defined by the two poles closest to
the poles given by (2.38)
1− tvi zQiq = 0 , 1− tvi zQiq−1 = 0 , (2.40)
for |q| > 1 since the other poles with qk are automatically excluded from the annulus.
One could have choosen the integration domain centered around the pole 1− tvi zQiq = 0,
but in that case excludes the poles of the zero mode part. This gives a wrong answer
since it does not reproduce the zero mode contribution to the partition function.
2.5 The formula by Borisov and Libgober
We briefly collect here some results of [13, 14] in order to compare with our result. They
find a formula for the elliptic genus using the gluing procedure described in Section 2.3.
Starting from the covering ofXΣ constructed from affine patches Uσ, σ ∈ Σ, they calculate
the Cˇech cohomology of the bundle ELL(XΣ) in (2.4). The elliptic genus EllXΣ is then
the generating function for the dimensions of H0(Uσ, ELL(XΣ)), with Uσ running over
the Cˇech complex. The result is a concise formula in terms of the defining data of the
toric variety XΣ:
EllXΣ(y, q) = y
−n/2
∑
m∈M
∑
σ∈Σ
(−1)codim σ
(
dimσ∏
i=1
1
1− yqvi·m
)
G(y|q)n , (2.41)
where the sum over σ runs over all the cones in the fan Σ. M is again the dual lattice, vi
are the generators of the cone σ of dimension dim σ. The function G(y|q) is defined as
G(y|q) =
∏
k≥1
(1− yqk−1)(1− y−1qk)
(1− qk)2 . (2.42)
The factor 1/(1 − yqvi·m) cannot be expanded around q = 0, but only after multiplying
it by G(y|q). However, in order to regularize the above expressions one can introduce
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a set of parameters t which are precisely the coordinates in the torus T of each single
cone σ. Again, introducing these parameters means working in equivariant cohomology.
The fixed points of the torus action are in 1-1 correspondence with the cones of maximal
dimension, and these are the only ones that contribute in (2.42) after the regularization.
Performing the contour integral in (2.37) also yields a sum over the poles that correspond
to the fixed points 5, and so our formula is consistent with the results of Borisov-Libgober.
An explicit verification in some examples will be given in section 4.
3 Non–compact examples
3.1 The orbifolds
The orbifold C2/Z2 is a singular non-compact Calabi-Yau manifold and we use this ex-
ample to perform cross-checks of the localization formula and to understand the structure
of the physical spectrum. In the first section, we will consider the singular space C2/Z2
and we compute the partition function by projecting out the contributions of the non-
invariant operators. In this way, we can easily write the partition function and describe
the corresponding vertex operators. In the second section, we consider the blow-up of the
singular space, namely the total space of the bundle O(−2) → P1, and we compute the
partition function using the localization technique and we describe the physical states in
terms of the Cˇech cohomology. Finally, we view the same space as an hypersurface in C3
and we compute the physical vertex operators in terms of the Cˇech cohomology and of
the BRST symmetry.
3.1.1 The singular space C2/Z2
The orbifold as the singular space C2/Z2, is written in terms of variables u, v. The discrete
symmetry Z2 acts as follows
(u, v)→ (−u,−v) . (3.1)
The invariant combinations x = u2, y = v2, z = uv. satisfy the constraint xy = z2. The
action
S =
∫
d2z(wu∂¯u+ wv∂¯v) , (3.2)
5This statement would need more qualifications in case the variety is not Calabi-Yau
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is invariant under the discrete symmetry if the latter is extended on the conjugate mo-
menta wu, wv:
wu → −wu , wv → −wv . (3.3)
The action is invariant under rigid symmetry generated by the Z2 invariant currents
J1 =: wuu : , J2 =: wvv : , J3 = wuv , J4 = wvu . (3.4)
Using these currents it is rather easy to compute the affine algebra ŝl(2,C)k=−1×ĝl(1,C)k=−2.
In terms of the variables u, v, we compute the untwisted partition function ZC2/Z2(tu, tv|q)
where tu and tv correspond to scaling the fields u, v and the conjugates wu, wv (the sym-
metry is generated by J1,0 =
∮
dzJ1 and J2,0 =
∮
dzJ2). If we set
Z+ =
1
(1− tu)(1− tv)
∞∏
n=1
1
(1− tuqn)(1− t−1u qn)(1− tvqn)(1− t−1v qn)
, (3.5)
we have
ZC2/Z2 =
1
2
(Z+(tu, tv|q) + Z+(−tu,−tv|q)) (3.6)
=
1 + tutv
(1− t2u)(1− t2v)
+ q
(tu + tv)
2(1 + tutv)
tutv(1− t2u)(1− t2v)
+O(q2)
=
1 + t2
(1− t2)2 + q
4(1 + t2)
(1− t2)2 + q
2 1 + t
2
(1− t2)2
( 3
t2
+ 8 + 3t2
)
+O(q3)
where we have set tu = tv = t in the last line. It is interesting to identify each single
operator of the vertex algebra to see how the counting works. At the zero mode level we
have all combinations of up and vq that are invariant under the Z2 symmetry. At the first
massive level we have the operators
(∂u, ∂v)→ 2t , (wu, wv)→ 2/t , (3.7)
multiplied by the zero modes upvq. Since the new operators appear linearly, and they
transform under the Z2 symmetry we need to multiply them by the non-invariant sector
of the zero modes 2t/(1 − t2)2. At the second massive level we have the new vertex
operators
(wu∂u, wu∂v, wv∂u, wv∂v)× (∂u, ∂v)→ 4
((∂u)2, (∂v)2, ∂u∂v)→ 3t2 ,
(w2u, wvwu, w
2
v)→ 3/t2 , (3.8)
(∂2u, ∂2v)→ 2t ,
(∂wu, ∂wv)→ 2/t ,
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and they have to be multiplied by the zero modes. The first three sets on new operators,
being Z2 invariant, have to be paired with invariant zero modes (1 + t
2)/(1 − t2)2, while
the last two lines have to be multiplied by the non-invariant zero modes 2t/(1− t2)2. In
the forthcoming section, we identify these operators with those in other descriptions of
the orbifold.
3.1.2 The resolved orbifold O(−2)→ P1
The resolved orbifold is identified by the toric diagram construct with the vectors of the
lattice Z2
n1 = (1, 1) , n2 = (−1, 1) , n3 = (0, 1) . (3.9)
The corresponding (P |Q) matrix (2.31) is easily constructed by noting the relation n1 +
n2−2n3 = 0 between these vectors, which implies that the charges of the gauge symmetry
are (1, 1,−2). The total charge ∑iQi = 0 since it is a Calabi-Yau manifold.
The orbifold described in this way is seen as a toric variety X = (C3 \ F ) /C∗ and we can
use the global homogeneous coordinates ai with i = 1, 2, 3 with the C
∗-action (1, 1,−2):
a1 → Λa1 , a2 → Λa2 , a3 → Λ−2a3 . (3.10)
where Λ is the local gauge parameter and F = {a1 = a2 = 0}. We also add the conju-
gate momenta pi which scale with the charges (−1,−1, 2). In order that the free action
S =
∫
d2z
∑3
i=1 pi∂¯ai is invariant under the gauge symmetry, the fields must solve the
constraint
: p1a1 : + : p2a2 : −2 : p3a3 := 0 . (3.11)
In terms of ai coordinates, we construct the T-invariants monomials (known as characters
and denoted by χm in Section 2.3)
x = a21a3 , y = a
2
2a3 , z = a1a2a3 , (3.12)
which satisfy the constraint xy = z2. In addition, using the map (3.12) we can easily
compute the pull-back on the conjugate momenta wx, wy, wz
p1 = 2wxa1a3 + wza2a3 , p2 = 2wya2a3 + wza1a3 , p3 = wxa
2
1 + wya
2
2 + wza1a2 . (3.13)
to find the relation with the momenta. In the same way as above, the action is invariant
under the independent rescaling of the three fields ai. To compare with (3.6) we use the
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assignments given by the vectors namely t1 for the first column of the (P |Q) matrix, t2
for the second column and z for the gauge symmetry and we changed the variables as
follows
t1
√
t2 = tu ,
√
t2/t1 = tv , z
√
t2 = Λ0 . (3.14)
Let us compute the partition function using the localization formula (2.35). Notice that
the computation in (3.6) can be viewed as a localization on the two fixed points of the
orbifold action, but here we would like to implement the full C∗ symmetry. Following (3.6)
we have
ZX(tu, tv|q) =
∮
dΛ0
Λ0
1
(1− tuΛ0)(1− tvΛ0)(1− Λ−20 )
× (3.15)∏
n≥1
(1− qn)2
(1− tuΛ0qn)(1− 1tuΛ0 qn)(1− tvΛ0qn)(1− 1tvΛ0 qn)(1− Λ−20 qn)(1− Λ20qn)
=
1
(1− tu)(1− tv)
∏
n≥1
1
(1− tuqn)(1− 1tu qn)(1− tvqn)(1− 1tv qn)
+(tu → −tu, tv → −tv) . (3.16)
which coincides with (3.6). Notice that we have taken only the two poles Λ0 = ±1
associated to the vectors n1, n2 with positive Qi as in the prescription in Section 2.4. The
numerator
∏
k≥1(1− qn)2 represents the contribution of ghost fields.
We can repeat the computation by adding the fermions (we denote by EllX(tu, tv, y|q) the
quantities evaluated in the context of the chiral-de Rham theory). We skip the details
and we provide the final result
EllX(tu, tv, y|q) = y
(
θ1(y tu|q)θ1(y tv|q)
θ1(tu|q)θ1(tv|q) +
θ1(−y tu|q)θ1(−y tv|q)
θ1(−tu|q)θ1(−tv|q)
)
. (3.17)
whose zero modes contribution is
Ell0X(tu, tv, y) =
1 + tu tv − (tu + tv)2 y + tu tv (1 + tu tv) y2
(1− tu2) (1− tv2) (3.18)
which vanishes for y = 1 since it is supersymmetric.6 (We recall that the point y = 1 is
the supersymmetric point since there the contribution of the bosonic and fermionic modes
cancel).
6The partition function in (3.18) has a nice interpretation as a two dimensional quantum field theory
living in C2/Z2. Let us take the point with tu = tv =
√
t and multiplying the new expression by (1− t2)2,
it yields (1 + t)(1 − 4 t y/(1 + t) + t y2). The first term is just a single scalar, the last term is the 2d
auxiliary field for a 2d chiral superfield. The term 4ty/(1+ t) denotes a Majorana 2d field. So we have a
chiral superfield and the denominator (1− t)2 are just 2d derivatives on the superfield.
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To compare the above result with a direct computation of the cohomology, we proceed to
define the resolved orbifold in terms of a covering [2].7
The space can be covered with two patches U1 and U2. In U1 = {a1 6= 0},
γ0 =
a2
a1
, γ1 = a21a3 ,
In U2 = {a2 6= 0},
γ˜0 =
a1
a2
, γ˜1 = a22a3 ,
On the intersection U1 ∩ U2, the variables are related by γ˜0 = 1/γ0 and γ˜1 = (γ0)2 γ1.
We have a pair of systems (βi, γ
i), i = 0, 1 for the base and fibre respectively. We will be
a little more general and assume that X is the line bundle O(−k) with k > 0. This is
Calabi-Yau only for k = 2. Then the transition functions are
γ˜0 =
1
γ0
γ˜1 =
(
γ0
)k
γ1 . (3.19)
We can easily find the classical part of β˜0, β˜1, and let’s assume the general form
β˜0 =− β0
(
γ0
)2
+ kγ0γ1β1 + A(γ
1, γ0)∂γ0 +B(γ1, γ0)∂γ1 , (3.20)
β˜1 =
1
(γ0)k
β1 + C(γ
1, γ0)∂γ0 +D(γ1, γ0)∂γ1 .
The requirement of the absence of singularities in the OPEs yields the following conditions:
A =2 +
k2
2
+ k
γ1
γ0
B , C =
1
(γ0)k+2
B D =0 (3.21)
and B is left undetermined, which should correspond to a symmetry in the system – in
fact, the indeterminacy is of the form
β˜0 →β˜0 + B
(γ0)k
∂γ˜1 , β˜1 →β˜1 − B
(γ0)k
∂γ˜0 . (3.22)
The symmetry is generated by the holomorphic 2-form F = B (γ˜0)
k
dγ˜0 ∧ dγ˜1. This is
well-defined on both patches only if k = 2, when it becomes the holomorphic form of the
CY. Then assuming B = 0 we get
β˜0 =− : β0
(
γ0
)2
: +kγ0 : γ1β1 : +(2 +
k2
2
)∂γ0 , β˜1 =
1
(γ0)k
β1 . (3.23)
7A similar analysis has been performed for P1/Z2 in [34].
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Let us consider operators that are globally defined sections of the sheaf. At dimension
zero, they are generated by(
γ˜0
)a (
γ˜1
)b
, b ≥ 0 , 0 ≤ a ≤ kb ;
Zl=0 =
1 + (k − 1)t
(1− t)2 (3.24)
For k = 2, we get agreement with (3.6). For instance one can check the 3 operators with
scaling 1: x = (γ˜0)
2
γ˜1, y = γ˜1, z = γ˜0γ˜1. At dimension 1, (we list the operators and
their contribution to the character for k = 2)
(
γ˜0
)a (
γ˜1
)b
∂γ˜0 , b ≥ 0 , 0 ≤ a ≤ kb− 2 , t+ t
2
(1− t)2(
γ˜0
)c (
γ˜1
)d
∂γ˜1 , d ≥ 0 , 0 ≤ c ≤ k(d+ 1)− 1 , 2t
(1− t)2(
γ˜1
(
γ˜0
)k)d
∂
(
γ˜1
(
γ˜0
)k)
, d ≥ 0 , t− t
2
(1− t)2(
γ˜0
)a (
γ˜1
)b
β˜1 , b ≥ 0, 0 ≤ a ≤ k(b− 1) , 1 + t
(1− t)2(
γ˜0
)c (
γ˜1
)d
β˜0 , d ≥ 0, 0 ≤ c ≤ kd , 1 + t
(1− t)2(
γ˜0
)kd−1 (
γ˜1
)d((
γ˜0
)2
β˜0 + (2 +
k2
2
)∂γ˜0
)
, d ≥ 0 , (1− t)
(1− t)2(
γ1
)d
β0 , d ≥ 0 , (1− t)
(1− t)2
Summing all contributions,
Zl=1 =
4(1 + t)
(1− t)2 (3.25)
the same as (3.6). This is in agreement with the general statement that the elliptic
genus of an orbifold coincides with that of a crepant resolution (that is, a resolution that
preserves the canonical bundle. In present example, this amounts to preserving the CY
condition) [14].
3.1.3 xy − z2 = 0 in C3
We consider the chiral theory described by the fields x, y, z and their conjugates wx, wy, wz,
the action is
S =
∫
d2z
(
wx∂¯x+ wy∂¯y + wz∂¯z
)
, (3.26)
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which is defined up to the constraint xy = z2 and it is invariant under the gauge symmetry
δwx = ηy , δwy = ηx , δwz = −2ηz , (3.27)
where η is a commuting gauge parameter. This is also true for the energy-momentum
tensor T = wx∂x+ wy∂y + wz∂z and for the gauge invariant operators
J1 = wxx+
1
2
wzz , J2 = wyy +
1
2
wzz , J3 = wxz +
1
2
wzy , J4 = wyz +
1
2
wzx , (3.28)
It is obvious that the four currents form an affine algebra for the non-compact group
SL(2) × C∗. Notice that the action, the energy-momentum tensor, the currents and the
constraint xy = z2 are holomorphic in the coordinates x, y, z. In addition, the constraint
is homogeneous.
It is instructive to study the cohomology in the present setting. We obtain this by
translating the operators obtained in Section (3.1.1) into the new variables. In terms of
the coordinates x = u2, y = v2, z = uv in the action (3.26), we have that
S =
∫
d2z
(
(2wxu+ wzv)∂¯u+ (2wyv + wzu)∂¯v
)
, (3.29)
and therefore it yields
wu ≡ (2wxu+ wzv) , wv ≡ (2wyv + wzu) ,
which are gauge invariant under (3.27) using the identifications of the old coordinates.
We have used the gauge symmetry (3.27) to get rid of one of the conjugates wx, wy and
wz.
The counting of zero modes is very simple and it can be done following [19] by observing
that the possible monomials are of the form xmyn or of the form zxmyn we can count
them obtaining 1 + t2/(1− t2)2. Let us consider the first massive operators
(wuu, wvv, wuv, wvu) −→ Ji , i = 1, . . . , 4
(u∂u, u∂v, v∂u, v∂v) −→
(
∂x, ∂y, ∂z,
z
2
∂ ln
(
x
y
))
(3.30)
multiplied by the zero modes. The last vertex operator ω ≡ z/2∂ ln(x/y) appears in
the translation from u, v variables to x, y, z variable and it seems singular. However, we
will show that it is well defined globally on the space. Notice that if we had used the
coordinates ai of the previous section we would have got the form ω = (a1a3∂a2−a2a3∂a1)
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which is a smooth holomorphic one-form. It is interesting to see that computing the
external differential of ω we get
Ω = dω = −dx ∧ dy
z
, (3.31)
which is the holomorphic two-form of the Calabi-Yau space.8 The Calabi-Yau form is
nowhere vanishing and it is globally defined away from the singularity.
In order to study if the operators in (3.30) form the complete set of operators at the
massive level, we decompose the space into two patches:
U1 = {x 6= 0, y = z2/x} , U2 = {y 6= 0, x = z2/y} (3.34)
(in order to decompose the singular space into patches the singularity at x = y = z = 0
is removed). On these patches the form ω becomes
ω(1) = z
∂x
x
− ∂z , ω(2) = −z∂y
y
+ ∂z , (3.35)
and therefore it is globally defined. In order to see if we can construct further globally
defined forms we write the most general forms in the two patches
ω(1) = f1(x, z)∂x + g1(x, z)∂z , ω(2) = f2(y, z)∂y + g2(y, z)∂z , (3.36)
and we get the equations for the coefficients
f1(x, z) = −z
2
x2
f2
(
z2
x
, z
)
, g1(x, z) = −2 z
x
f2
(
z2
x
, z
)
+ g2
(
z2
x
, z
)
. (3.37)
The functions f1, g1 can be singular in x, but not in z. Vice versa f2 and g2 have to be
defined in z and they can be singular in y. It easy to see that there is only one non-
polynomial solution which is given by ω. The presence of the operator ω in the spectrum
8To compute this form we use a simple technique [36]: denote xµ = (x, y, z). The hypersurface
xy − z2 = 0 can be written as xµgµνxν = 0 where the matrix gµν is symmetric and has only the
non-vanishing entries g01 = g10 = 1, g22 = −1. We define the measure by saying
dxµ ∧ dxν = [Dx]F[µν](x) , (3.32)
where F[µν](x) is an antisymmetric tensor which satisfies xρg
ρµF[µν](x) = 0. This has a solution (modulo
reparametrizations) F[µν](x) = ǫµνσg
στxτ and finally we have
[Dx] = x¯
ρ(g−1)ρµǫ
µνσdxµ ∧ dxnu
x¯µxµ
(3.33)
where x¯µ is an auxiliary vector and [Dx] is independent of it. By choosing x¯µ = (0, 0, 1), [Dx] reduces to
(3.31).
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is rather unexpected since it is not of a conventional form for vertex operators and it
does not belong to the cohomology computed on polynomials of the fields x, y, z and their
conjugates.
We move on to the second level. Here, we have the set of operators (3.8). Some of them
can be easily expressed in terms of the currents Ji and in terms of derivative of the first
massive operators (3.30). However, there are new quantities
(w2u, w
2
v, wuwv) −→
(
: 4w2xx+ w
2
zy + 4wxwzz : , . . .
)
((∂u)2, (∂v)2, ∂u∂v) −→
(
1
4x
(∂x)2 , 1
4y
(∂y)2 , 1
4z
(∂x)(∂y)
)
. (3.38)
The first operators have negative powers of the scaling parameters. They indeed con-
tribute to the partition functions (3.6) the terms 3/t2. More importantly, these vertex
operators are not constructed in terms of the currents Ji. The second set of operators are
two-forms and they have to be understood again in term of the patches. Let us take the
first example (∂u)2(1) on the first patch and we use the mapping to go to second patch to
get
(∂u)2(2) =
1
4y
(∂z)2 +
z2
4y3
(∂y)2 − z
2y
∂z∂y . (3.39)
which is smooth and therefore it is globally defined. In the same way as above, we can
study whether these are the only globally defined vertex operators.9
3.1.4 The orbifold C2/Z3
It is useful to consider another example of orbifold where the toric description is obtained
by introducing a double C∗ action. Let us consider the general case for the moment of
C
2/Zn described by the action of Zn on C
2 as
(u, v)→ (e u, en−1 v) , e = e2πi/n (3.40)
whose generators are n1 = (n−1, 1) and n2 = (−1, 1) which are related by the conditions
n1 + (n− 1)n2 = 0 modn for each component.
We can compute the partition function by using the above construction, namely by com-
puting the partition functions for free fields u, v and then applying the orbifold projection.
9We have referred several times to the analogy of the present models with the ghost sector of pure
spinor string theory. We would like to point out here that the complete analysis of gauge invariant
operators is not yet performed and it would be very interesting to see whether operators of the form
(3.30) and (3.38) appear also in that framework. The invariance under the Poincare´ symmetry might
constrain the system in such a way that there are no problems as works for the anomalies [22].
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However, since it is clear that this method works, we use this example to discuss multiple
actions of C∗. For that we follow the construction in [35] and we derive the n − 1 new
vectors as follows
wi =
i
n
n1 +
n− i
n
n2 = (i− 1, 1) , i = 1, . . . , n− 1 . (3.41)
The blown-up geometry is XΣ = (C
n+1 \ FΣ) / (C∗)n−1 (the case discussed above is C2/Z2
which is the blow-up to (C3 \ FΣ) /C∗ with a single C∗ action).
The general formula is not very illuminating, here we discuss the example C2/Z3 in order
to explain our prescription of choosing the poles in the case of a gauge group with several
factors. The elliptic genus can be computed to be
EllC2/Z3(t1, t2, y|q) = y2G(y|q)−2
∫
dΛ0
Λ0
dΓ0
Γ0
×
θ1(y Λ0t1|q)θ1(y Γ0t2|q)θ1(y Λ0/(Γ0)2|q)θ1(y Γ0/(Λ0)2|q)
θ1(Λ0t1|q)θ1(Γ0t2|q)θ1(Λ0/(Γ0)2|q)θ1(Γ0/(Λ0)2|q) (3.42)
where Γ0 and Λ0 are the zero modes of the two gauge symmetries. To compute the integral
(3.42) we can proceed as follows: one first performs the integral over Γ0 and for that one
can choose either the positive or the negative poles. The after the computation of the
residues is done, the resulting integrand depends on the new poles and then, one can
choose the most convenient set of residues. It can be checked that the choices of the set
of the poles as well as of the order of integration all lead to the same result.
3.2 The bundles OP1(n)
The next simplest toric spaces that can be studied are the bundles OP1(n). For those we
construct the chiral algebra starting from free theory on a single patch and by gluing the
vertex operators on the patches intersections. The simplest example with n = −2 has
already appeared in the previous section as the resolution of the singularity C2/Z2.
We again denote by γ0 and β0 the coordinate on P
1 and its momentum and with γ1 and
β1 the coordinate and the momentum on the fiber. We define the currents (see (3.23)
with n = −k)
J+ = β˜0 , J− = β0 , J3 = −β0γ0 − n
2
β1γ
1 , Km = (γ
0)mβ1 . (3.43)
The currents Km behaves under change of coordinate patch as
K˜m = Kn−m . (3.44)
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They satisfy the following algebra
J+(z)J+(w) = reg , J−(z)J−(w) = reg ,
J+(z)J−(w) = −
2 + n
2
2
(z − w)2 +
2J3(w)
z − w , Km1(z)Km2(w) = reg ,
J+(z)Km(w) = (m− n)Km+1(w)
z − w , J−(z)Km(w) = −m
Km−1(w)
z − w ,
J3(z)Km(w) =
(
m− n
2
) Km(w)
z − w , J3(z)J3(w) = −
2
(z − w)2 ,
J3(z)J+(w) =
J+(w)
z − w , J3(z)J−(w) = −
J−
z − w . (3.45)
We have to distinguish two cases: n ≥ 0 and n < 0. For n ≥ 0 we see that the occuring
values for m are m = 0, . . . , n. Furthermore, from (3.44) we see that the n + 1 currents
Km are globally defined. Therefore they define sections in H
0(P1,Och
P1
(n)) and are in
one-to-one correspondence with their zero modes in H0(P1,OP1(n)). For n < 0, on the
other hand, the currents Km are not globally defined, hence there are no sections.
We immediately recognize the ŝl(2) subalgebra generated by J±, J3 which was already
present for P1 [2]. For n ≥ 0 the underlying Lie algebra of zero modes of (3.45) is the
semidirect product of ŝl(2) and its representation of spin n. Note that a similar extension
of the algebra of ŝl(2) has already been studied in [37], cf. (2.10) there. The currents
J±, J3 correspond to the currents E, F,H there if we identify the fields a(z), a
∗(z), b(z)
with β0(z), β˜0(z), β1γ
1(z), respectively, and set ν = n, χ = 0.
Note that the currents in (3.43) can be multiplied by arbitrary powers of γ1. The in-
clusion of these additional currents will yield a much bigger algebra which however does
not contain further information about the geometry. It would interesting to understand
whether this algebra is related to a W algebra.
Next, we count the number of operators with fixed mass level. Here, we assume n ≥ 0.
The unique massless current is 1. At level 1, we have the n+4 currents in (3.43) with J3
charge n
2
, n−1
2
, . . . ,−n
2
and +1, 0, −1. At level 2 they satisfy the non–trivial relations:
J+Km−1 − J−Km+1 = 2J3Km , m = 1, . . . , n− 1 . (3.46)
(If we include currents obtained by multiplying by powers of γ1, there are further relations
at this level.) Therefore we have the following currents at level 2:
(J+)
2 , (J−)
2 , (J3)
2 , Km1Km2 ,
J+Km, J3J+, J+J−, J3J−, J−Km
∂J+, ∂J3, ∂J−, ∂Km. (3.47)
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and in addition, for n = 0, 1, J3Km.
The bundles O(n)→ P1 are also interesting for the question which poles have to be taken
into account. They are not Calabi-Yau spaces (only in the case n = −2 the first Chern
class vanishes). Their total spaces are toric varieties characterized by the vectors
n1 = (1,−n) , (3.48)
n2 = (−1, 0) , (3.49)
n3 = (0, 1) , (3.50)
satisfying the relation n1 + n2 + nn3 = 0 with the charges (1, 1, n). These spaces are
non-singular and noncompact.
The corresponding partition function for the zero modes is given by
Z0O(−n) =
∮
dΛ0
Λ0
1
(1− t1t2Λ0)(1− Λ0/t1)(1− t2/Λn0)
. (3.51)
The integrand has two types of poles: the positive poles Λ0 = t1 and Λ0 = 1/t1t2 and
the negative ones Λn0 = t2. The number of negative poles depends upon n, but it can
be shown that the result is opposite to the result with the positive poles. For exampe of
O(−3) → P1, we have the poles {t1, 1/t1t2} and {t2)1/3, (t2)1/3e2πi/3, t2)1/3e4πi/3} and the
contribution of the zero modes is
Z0O(−3) =
1 + q1q2(q1 + q2)
(1− q31)(1− q32)
(3.52)
where the change of variables t1 → q1/112 /q10/111 , t2 → q3/112 q3/111 have been used. Notice
that the result describes an infinite number of vertex operators by expanding (3.52) and
this is due to fact the space is non-compact. It is straightforward also to compute the
elliptic genus given by the integral
EllO(−n)(y, t1, t2|q) = G−1(y|q)
∮
dΛ0
Λ0
[
(1− yt1t2Λ0)(1− yΛ0/t1)(1− yt2/Λn0)
(1− t1t2Λ0)(1− Λ0/t1)(1− t2/Λn0)
×
∞∏
k=1
(1− yt1t2Λ0qk)(1− yΛ0/t1qk)(1− yt2/Λn0qk)(1− (yt1t2Λ0)−1qk)(1− (yΛ0/t1)−1qk)(1− (yt2/Λn0)−1qk)
(1− t1t2Λ0qk)(1− Λ0/t1qk)(1− t2/Λn0qk)(1− (t1t2Λ0)−1qk)(1− (Λ0/t1)−1qk)(1− (t2/Λn0 )−1qk)
]
.
The factorG(y|q) implements the gauge symmetry and it removes the unwanted operators.
It would be nice to find an interpretation for the higher order contribution of the power
series in q from quantum field theory.
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3.3 The conifold
Another interesting model is the conifold. It admits two toric descriptions, which are dual
to each other [27]: the first is from the point of view of the lattice M . Take coordinates
x, y, z, t of C4 and impose the constraint
xy − tz = 0 . (3.53)
We also introduce the conjugate momenta wx.wy, wz and wt with the gauge symmetry
δwx = y , δwy = x , δwz = −t , δwt = −z , (3.54)
The action is again a free action which is gauge invariant and the equations of motion
imply that all fields are holomorphic. The action is invariant under the rigid symmetry
generated by the rescaling of the fields. The second way is from the point of view of
the lattice N . We view the conifold as the singular toric variety X0 = C
4/C∗ with
homogeneous coordinates wi (i = 1, 2, 3, 4) (and their conjugate momenta pi) with the
gauge invariances
w1 → Λw1 , w2 → Λw2 , w3 → Λ−1w3 , w4 → Λ−1w4 . (3.55)
The conjugate momenta pi have to satisfy the constraint
∑4
i=1 ri(piwi) = 0 with ri =
(1, 1,−1,−1). One choice for the vectors in the lattice N is
n1 = (0, 0, 1) , n2 = (1, 1, 1) , n3 = (0, 1, 1) , n4 = (1, 0, 1) , (3.56)
and they satisfy the relation n1+n2−n3−n4 = 0 and therefore the associated charge vector
is Q = (1, 1,−1,−1). The space is Calabi-Yau and it is singular. The singularity can
be resolved by blow-ing it up in two different ways since the fan Σ admits two different
triangulations. The resulting two maximal cones correspond to the two fixed points
of the torus action (see [25]). After the blow-up the toric variety can be described as
X = (C4 \ F ) /C∗ where F = {w1 = w2 = 0} for one resolution and F = {w3 = w4 = 0}
for the other. The localization computation done with the two different triangulations
leads to the same result (this has been noticed also in [31]; here we extend their conclusions
for each massive mode). For the elliptic genus this is a manifestation of the fact that the
elliptic genus is invariant under crepant resolutions [14].
We assign the coordinates t1, t2, t3 to the action of the torus T and we find that the
partition function is
ZX(t1, t2, t3|q) =
∮
dΛ0
Λ0
1
(1− t1Λ0)(1− t2Λ0)(1− t3Λ−10 )(1− Λ−10 )
×
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∏
n≥1
(1− qn)2
(1− t1Λ0qn)(1− t2Λ0qn)(1− t3Λ−10 qn)(1− Λ−10 qn)
×
1
(1− 1
t1Λ0
qn)(1− 1
t2Λ0
qn)(1− t−13 Λ0qn)(1− Λ0qn)
(3.57)
We compute the integral by taking into account the two poles associated to the positive
charges, Λ0 = 1 and Λ0 = t3, and the residues give
=
∏
n≥1
1
(1− t3qn)(1− t−13 qn)
×(
t3
(t3 − 1)
1
(1− t1)(1− t2)
∏
n≥1
1
(1− t1qn)(1− t2qn)(1− t−11 qn)(1− t−12 qn)
+ (3.58)
1
(1− t3)
1
(1− t1t3)(1− t2t3)
∏
n≥1
1
(1− t1t3qn)(1− t2t3qn)(1− 1t1t3 qn)(1− 1t2t3 qn)
)
and using the relation (2.17) it yields
ZX(t1, t2, t3|q) = −i
√
t3
t1t2
q−
1
4
η3(q)
θ1(t3|q)
(
1
t23θ1(t1t3|q)θ2(t2t3|q)
− 1
θ1(t1|q)θ2(t2|q)
)
(3.59)
One interesting limit is t1 → t, t2 → t and t3 → 1. Notice that each term is singular in
that limit, but ZX(t1, t2, t3|q) has a finite limit. The first term of the q-expansion contains
the information about zero modes and it leads to the known result [25]:
Z0X(t1, t2, t3) =
(1− t1t2t3)
(1− t1)(1− t2)(1− t1t3)(1− t2t3) . (3.60)
The computation for the chiral de Rham complex can be done analogously and the zero
mode part yields in the above limit
Ell0X(t, t, 1) =
(1− t) (1− t y) (1 + t+ y + (−6 + t) t y + t (1 + t) y2)
(1− t)4 . (3.61)
In the limit y → 1 it leads to the finite result +2. This means that the model is not
supersymmetric, however by first taking the limit t → 1 one can see the restoration of
the supersymmetry since the polynomial becomes (1−3y+3y2−y3) times the zero mode
contribution (1− t2)/(1− t)4.
As in the orbifold case, we can study the cohomology of the space in a different way. This
amounts to choose a set of patches of the space. Since the space is singular we have to
remove the tip of the cone and then we can cover the space with two patches x 6= 0 and
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z 6= 0. Following the analysis performed in Section 3.1.3 one finds several forms with
singular behaviour at the tip of the cone as for instance:
ω =
z
x
dx ∧ dt− t
x
dx ∧ dz (3.62)
whose differential gives the top form of the space Ω = dω = dx∧dt∧dz
x
. In the same we can
compute 1-forms:
ω′ = ln(x)d(z t), , (3.63)
whose differential is Ω′ = z
x
dx ∧ dt+ t
x
dx ∧ dz.
4 Compact examples
4.1 P1
Further interesting examples are compact toric varieties. The prototype is P1 and has
been studied in [2]. In the present section we consider the chiral algebra constructed on
that space and compute the partition function and the elliptic genus.
The action is again
S =
∫
d2zβ∂¯γ . (4.1)
γ is the coordinate on north-pole patch U+ of the P
1. It is related to the coordinate γ˜ on
the south-pole patch U− by γ˜ = 1/γ. The conjugate momenta β˜ are related to the β by
a γ-dependent transformation: β˜ = −γ2β + 2∂γ. The second term is needed to guaratee
that β˜(z)β˜(w) ∼ 0. The energy momentum tensor is simply given by T = β∂γ on the
patch U+. On a single patch the theory is free. However, going from one patch to another
one has to check which quantities are globally defined.
As a toric variety P1 can be written in the form (C2 \ F ) /C∗ with F = {x0 = x1 = 0}.
The defining vectors are n1 = 1 and n2 = −1 and therefore the partition function can
be computed as in the non-compact cases. The symmetry C∗ acts on the homogeneous
coordinates by (x0, x1)→ (Λx0,Λx1). Thus, we can compute
ZP1(t|q) =
∮
dΛ0
Λ0
1
(1− tΛ0)(1− Λ0t )
∏
k≥1
(1− qk)2
(1− tΛ0qk)(1− 1tΛ0 qk)(1− Λ0tqk)(1− tΛ0qk)
=
1
(1− t2)
∏
k≥1
1(1− t2qk)(1− 1
t2
qk) +
1
(1− 1
t2
)
∏
k≥1
1
(1− t2qk)(1− 1
t2
qk)
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=
∏
k≥1
1
(1− t2qk)(1− 1
t2
qk)
(4.2)
where the integral is computed as the residue at the two poles z = t and z = 1/t. Notice
that the numerator takes into account the gauge degrees of freedom coming from the
gauge symmetry Λ. The zero mode of the gauge transformation is removed by integrating
over Λ0. The result coincides with the character computed in sec. 5.8 of [6]
ZP1(1|q) = Ch(P1;OchP1) =
∑
n≥0
χ(P1;Och
P1
)(n))q
n , (4.3)
where Ch(X ;OchX ) is the Euler character of OchX and OchX is the sheaf of chiral vertex
operators on X . χ(X ;OchX )(n) counts the number of states at the n-th level.
In the case X = P1, there are only two cohomology groups: H0(P1,Och
P1
) and H1(P1,Och
P1
).
We have H0(P1,Och
P1
)∗ ≃ H1(P1,Och
P1
) and it can be checked that the isomorphism is
obtained by multiplying H0(P1,Och
P1
) by θ ≡ ∂γ/γ. This means that
Ch(H0(P1,Och
P1
) =
1
1− qCh(P
1;Och
P1
) =
1
1− q
∏
k≥1
1
(1− t2qk)(1− 1
t2
qk)
, (4.4)
which concides with what Malikov has found in the study of the reducible Verma module
of affine sl(2) algebra at the critical value k = −2 [38]. The computation is based on the
work of Feigin and Frenkel [37].
Before considering a new space, we discuss the supersymmetric case. We add the su-
persymmetric partners of γ and we have to impose the local gauge (super)symmetry to
have a single boson and a single fermion. The best way to do it is to observe that the
equivalence (x0, x1) ∼ (Λx0,Λx1) can be extended to the fermions (ψ0, ψ1) (see section
2.2.2). They are the supersymmetric variation of the bosonic variables and we add also
the supersymmetry variation of the gauge parameter Λ. This means that we have to add
to the partition function the contribution coming from the fermions (weighted with t and
1/t for the gauge symmetry and y for the fermion number). So, the partition function for
the zero modes is
Z0
P1
(t, y) =
∮
dΛ0
Λ0
(1− tyΛ0)(1− yΛ0/t)
(1− y)(1− tΛ0)(1− Λ0/t) = 1 + y . (4.5)
Here we have taken into account the two poles Λ0 = t, 1/t. The factor 1−y is coming from
the zero modes of the ghost field for the local supersymmetry obtained by the variation
of the gauge parameter Λ0. Notice that the ghost field of the supersymmetry gauge
parameter is homogeneous it has zero degree and it carries only the fermion degree.
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In the same way we can compute the complete elliptic genus by adding the non-zero
modes
EllP1(y, t|q) =
∮
dΛ0
Λ0
(1− tyΛ0)(1− yΛ0/t)
(1− tΛ0)(1− Λ0/t) × (4.6)∏
k
(1− tyΛ0 qk)(1− 1tyΛ0 qk)(1− Λ0ty qk)(1−
ty
Λ0
qk)
(1− tΛ0 qk)(1− 1tΛ0 qk)(1− Λ0t qk)(1− tΛ0 qk)
1
1− y
∏
l
(1− ql)2
(1− y ql)(1− 1/y ql)
=
(1− yt2)
(1− t2)
∏
k
(1− yt2 qk)(1− y−1t−2 qk)
(1− t2 qk)(1− t−2 qk) +
(1− yt−2)
(1− t−2)
∏
k
(1− yt−2 qk)(1− y−1t2 qk)
(1− t2 qk)(1− t−2 qk) .
Separating the non-zero modes from the zero modes, we get back to (4.5). The last factor
of the second line is the contribution coming from the ghost fields (both the fermionic
and the bosonic ones). We want to compare our result with the Borisov-Libgober formula
(2.41). In the case of P1 it yields
EllP1(y, t|q) =
∑
m∈Z
[
tm + t−m
(1− yqm)
]
G(y|q) (4.7)
=
(1− yt)
(1− t)
∏
k
(1− yt qk)(1− y−1t−1 qk)
(1− t qk)(1− t−1 qk) +
(1− yt−1)
(1− t−1)
∏
k
(1− yt−1 qk)(1− y−1t qk)
(1− t qk)(1− t−1 qk) .
which coincides with (4.6) provided that t→ t2. Passing from the first to the second line
we have used the identity∏
i=1,...,d
∏
k≥1
(1− ytmiqk−1)(1− y−1t−miqk)
(1− tmiqk−1)(1− t−miqk) =
∑
m∈M
tm
∏
i=1,...,d
1
(1− yqm·ni) G(y|q)
d (4.8)
where ni are the generators of the cone σ of dimension d. This formula has been proven
by Borisov and Libgober in [13]. One interesting observation is how to extract the zero
mode part from the first line of (4.6). Notice that at each positive m there is a factor in
the infinite product that cancels the denominator 1 − yqk and this gives a contribution
to the zero mode part. In the first line of the equality in (4.7), the expression for the
summation over Z is a generalization of the Borisov-Libgober (2.41) where the equivariant
parameter t has been introduced.
We still need to prove the equivalence in the limit t → 1. For that purpose we need to
take carefully the limit in (4.6) and we find the result
EllP1(y|q) = y−1/2(1− y2)
∑
m∈Z
1∏2
i=1(1− yqm·ni)
G(y|q) (4.9)
which coincides with formula (2.41) if we chose the fan generated by n1 = 1, n2 = −1.
The fan Σ contains three cones, the two generated by n1 and n2 and the zero dimensional
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one of the origin. Again the product m ·ni uses the usual definition of the pairing between
the lattice NR and its dual MR.
In order to compare with the direct computation of the cohomology we need Poincare´
duality (2.8) yielding the isomorphism between H0(P1,Ωch
P1
)∗ and H1(P1,Ωch
P1
). By com-
puting the relation between a single operator of H0 and one of H1, we see that we have
to multiplying an operator of H0 by c. This means that for t = 1
Ch(H1(P1; Ωch
P1
))(y|q) = −yCh(H0(P1; Ωch
P1
))(y−1|q)
EllP1(y|q) = ChH0(P1; ΩchP1)(y|q) + yChH1(P1; ΩchP1)(y−1|q)
=
∏
k
(1− y qk)(1− y−1 qk)
(1− qk)2 . (4.10)
By computing the first two levels we have Ch(H0)(y|q) = 1+ q(2− y− 1/y) +O(q). The
first term coincides with the only dimension zero section globally defined on P1 which is
the constant. The second term can be better be written as q(3− y − 1 − 1/y) where we
recognize the six currents at dimension 1 which are globally defined. Notice that three of
them are bosonic and the others are fermionic. They indeed coincides with the superaffine
sl(2) found in [21].
4.2 P2
Let us consider the space P2. This is the toric variety (C3 \ F ) /C∗ with a C∗ action
with weights (1, 1, 1) and F = {z1 = z2 = z3 = 0}. In this space we have two charges ti
with i = 1, 2 and the coordinates are weighted with the vectors n1 = (1, 0), n2 = (0, 1)
and n3 = (−1,−1). Then, we can easily compute the zero mode partition function by a
localization formula
Z0
P2
=
∮
dΛ0
Λ0
1
(1− t1Λ0)(1− t2Λ0)(1− t−11 t−12 Λ0)
= 1 (4.11)
which is the correct value. However, to see a more interesting partition function, we need
to add the fermions on the worldsheet and to implement the gauge symmetry then we
have
Ell0
P2
=
∮
dΛ0
Λ0(1− y)
(1− y t1Λ0)(1− y t2Λ0)(1− y t−11 t−12 Λ0)
(1− t1Λ0)(1− t2Λ0)(1− t−11 t−12 Λ0)
= 1 + y + y2 . (4.12)
The factor 1/(1 − y) is the contribution of the zero modes of the supersymmetry trans-
formations. Again, this coincides with the classical computation of the Euler character
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of the space P2. For Pn the structure sheaf for n ≥ 2 is not defined since the p1(Pn) 6= 0
and the corresponding partition function is not modular invariant.
Now, we are in position to compute the full elliptic genus
EllP2 = −i√yq− 16
∮
dΛ0
Λ0
θ1(y t1Λ0|q)θ1(y t2Λ0|q)θ1(y t−11 t−12 Λ0|q)
θ1(t1Λ0|q)θ1(t2Λ0|q)θ(t−11 t−12 Λ0|q)
η3(q)
θ1(y|q) . (4.13)
The contour integral is evaluated at the poles Λ0 = ti for i = 1, 2 and Λ0 = 1/t1t2. That
gives the contribution of the massive states to the Euler character.
Let us now compute the same quantity using the Borisov-Libgober technique. We recall
that the generators of the maximal cones are n1 = (1, 0), n2 = (0, 1) and n3 = (−1,−1).
Then from the formula we have
ZP2 =
∑
m1,m2∈Z2
(
tm11 t
m2
2 + t
m1−m2
1 t
−m2
2 + t
−m1
1 t
m2−m1
2
(1− yqm1)(1− yqm2)
)
G(y|q)2 (4.14)
and using again the Borisov-Libgober identity (4.8), one can see that (4.14) coincides
with (4.13). Notice that again only the maximal cones contribute to the partition function.
We have to compare it again with formula (2.41) in the case of P2 in the limit t1, t2 → 1.
With a careful treatment of the various limits, we found the result
EllP2(y|q) = y−1(1− y3)
∑
m∈Z2
1∏3
i=1(1− yqm·ni)
G(y|q)2 (4.15)
which is the explicit version of (2.41).
5 Non–reduced schemes
Let us consider a very simple model described by a single field γ and its conjugate β with
the chiral free action
S =
∫
d2zβ∂¯γ . (5.1)
In addition, we impose the quadratic constraint and the gauge invariance
γ2 = 0 , δβ = 2ργ , (5.2)
Notice that we can form the gauge invariant current J =: βγ : and the stress energy
tensor T =: β∂γ :. To prove the gauge invariance of J , we use the constraint γ2 = 0.
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Notice that from the classical point of view the theory has no propagating degrees
of freedom since the constraint implies γ = 0 and the gauge invariance removes β.
The classical space is an algebraic variety defined as the spectrum of maximal ideals
SpecmC[γ]/〈γ2 = 0〉 (see [28]).10
Computing the Fock space and imposing the constraint on that space, one can see that
there is a non-trivial set of states. (We use here the Fock space of states for simplicity
of exposition, but the same results can be expressed in terms of vertex operators). The
massless states for this quadric are |0〉 and γ0|0〉 where γ0 are the zero modes of the
expansion γ1(z) =
∑
k∈Z γkz
k with the condition that γ−k|0〉 = 0 for k > 0. Therefore
assigning the charge +1 to γ and −1 to β, one gets zero mode partition function
Z0γ(t) = (1 + t) . (5.3)
This resembles the character formula for a worldsheet spinor. 11
The same technique can be used to compute the massive level. We expand the constraint
γ2 = 0 in modes∑
n∈Z
γnγ−n = 0 ,
∑
n∈Z
γn+1γ−n = 0 ,
∑
n∈Z
γn+2γ−n = 0 , . . . (5.6)
At each level, we find a new constraint. Acting on the vacuum |0〉 selects only the negative
modes and we are left with
γ0γ0|0〉 = 0 , γ0γ−1|0〉 = 0 , 2γ0γ−2 + γ21 |0〉 = 0 , . . . (5.7)
10Note that this is a simple example of pure spinor constraints emerging in [15] and analyzed in several
dimensions in [39], [40], [41], [42].
11 As a simple application of the present analysis, we can consider the quadric proposed in [43] written
in terms of four γ’s as follows γ1γ2 = 0 , γ2γ3 = 0 , γ3γ4 = 0 , γ
2
1 = 0 , γ
2
4 = 0 . Then we can compute
the character for each subquadrics with each condition λi = 0, then we subtract the results for the case
λi = λj = 0 and so on. The final result is given by the function
ZLosevγ (t) = (1 + 3t− t3)/1− t . (5.4)
By adding also the fermionic zero modes θi (with i = 1, . . . , 4) in oder to have a complete physical model
and the total contribution is
ZLosevγ (t) = (1− t)4(1 + 3t− t3)/(1− t) = 1− 5t2 + 4t3 + 3t4 − 4t5 + t6 . (5.5)
This coincides exactly with the table provided in [43] and the counting of the states reflects their nature
as commuting and anticommuting fields. The next step is to analyze the massive states to see if they
have physical meaning.
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At each level, we have a quadratic constraint to implement. Now, we consider the modes
γ−n as independent fields and we solve the constraints as before. For example, we can
compute the zero mode constribution as follows: setting γ0 = 0, we have the contribution
1/(1− tq) (notice that the fields γ−1 carry the parameter t and the conformal weight +1),
then we select γ−1 = 0 and we have the contribution (1 + t); finally, we setγ0 = γ−1 = 0
and we get the contribution −1. This implies that the total contribution is
Z1γ(t) = ∂q
(
1 + t− t2q
(1− t)(1− tq)
)
|q=0 (5.8)
where only the coefficient of the power q is taken into account. We can push this further
by taking into account also the next level. However, first we add also the contributions
due to β’s. This is done by adding the denominator (1 − t−1q) since there is no other
constraint
Z1γ(t) =
1− t2 − t2q + t3q − (t−1 − 1)q
(1− t)(1− tq)(1− t−1q) = (1 + t) + (1 + t)q +O(q
2) . (5.9)
We can read off the constraints from the numerator: t2 corresponds to the zero modes
constraints γ20 . The term t
2q corresponds to the constraint γ0γ−1 = 0. However, we have
overcounted the constraint γ20γ−1 which is obtained by acting with γ0 on γ0γ−1 or with
γ−1 on the first constraint. The next term subtracts the gauge invariance δβ−1 = Λ−1γ0
where Λ−1 has conformal weight +1 and we have to subtract the overcounting because
γ0δβ−1 = 0 due to the first constraint. In this way, we have a complete understanding of
the formula (5.9). The states that give the q contributions are γ−1|0〉 and β−1γ0|0〉.
Now, we follow a different path: we solve the constraint γ2 = 0 using a pair of fermions and
we then we implement a localization formula similar to (2.20) for their gauge invariance.
We introduce two fermions ξ and η and set γ = ξη. Of course, this factorization is defined
up to the gauge symmetry:
ξ → Λξ , η → Λ−1η (5.10)
It is obvious that the description in terms of two fermionic fields automatically implies
that γn = 0 ∀n > 1. Using the solution and plugging it into the action (5.1), we have
S =
∫
d2z(βξ∂¯η − βη∂¯ξ) =
∫
d2z(pξ ∂¯ξ + pη∂¯η) (5.11)
where pξ = −βη and pη = βξ and satisfy: p2ξ = p2η = pξpη + pηpξ = 0. Notice that the
two conjugate momenta pξ and pχ are gauge invariant δpξ = −δβη = −2ρ(ξη)η = 0 and
analogously for δpη. Notice also that the OPE’s of the original theory imply the OPE’s
of the fermionic model
pξ(z)ξ(w) = −(βη)(z)ξ(w) = −β(z) (η(w) + (z − w)∂η(w)) ξ(w)
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= −β(z) (ηξ(w) + (z − w)∂ηξ(w)) = −β(z)γ(w)
∼ 1
(z − w) , (5.12)
and in addition, we have that pξ(z)η(w) ∼ 0 since η2 = 0. Finally, we observe that
pξ(z)pη(w) = −β(z)η(z)ξ(w)β(w)
= −β(z)1
2
(ηξ(w) + η(z)ξ(z) + (z − w)(∂ηξ(w)− η∂ξ)) β(w)
∼ − 1
(z − w)β(w) +
1
(z − w)β(w) = 0 . (5.13)
The gauge invariant current J =: βγ :=: βξη :=: pηη :=: pξξ :. This implies that there
should be a constraint on the conjugate momenta. Indeed, in order that the action be
gauge invariant under (5.10), we need that
: pξξ : − : pηη := 0 .
Let us now discuss the implication of the gauge symmetry (5.10). We want to show that all
gauge invariant combinations are indeed the operators which satisfy the constraint (5.2).
For example γ = ξη and γ2 = 0. The next level is to consider the first derivative of
the constraint γ∂γ = 0. At the first level we have the following type of vertex operators
∂ξ, ∂η, ξ∂ξ, η∂η, η∂ξ, ξ∂η, ξη∂ξ, ξη∂η. However, the only gauge invariant combination (as
can be easily checked) is ∂(ξη). In the same way we have
l = 1 , ∂(ξη) ,
l = 2 , ∂2(ξη), ∂2(ξη)ξη ,
l = 3 , ∂3(ξη), ∂3(ξη)ξη ,
l = 4 , ∂4(ξη), ∂4(ξη)ξη , ∂3(ξη)∂(ξη) (5.14)
The action is invariant under the separate rescaling of ξ and of η and we parametrize this
rescaling by tξ and tη. So, we can write the partition function by imposing for the moment
only zero mode part of the gauge symmetry (5.10) (notice that the gauge parameter Λ is
local and therefore it has a zero mode part plus the higher modes). The zero mode part
of the gauge symmetry rescales the fields as follows ξ → Λ0ξ and η → Λ−10 η. Thus,
Zˆξη(tξ, tη|q) =
∮
dΛ0
Λ0
∞∏
n=0
(1−tξΛ0qn)(1−t−1ξ Λ−10 qn+1)(1−tηΛ−10 qn)(1−t−1η Λ0qn+1) (5.15)
Let us take only the zero mode part of Zˆξη(tξ, tη|q), which gives
Zˆ0ξη(tξ, tη|q) =
∮
dΛ0
Λ0
(1− tξΛ0)(1− tηΛ−10 ) = 1 + tξtη , (5.16)
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which is the correct answer since it can be easily reproduced by the two vertex operators
1, (ξη) = γ. In order to implement the complete gauge symmetry, we need to add also
the non zero mode part of the gauge symmetry and finally we have
Zξη(tξ, tη|q) =
∮
dΛ0
Λ0
∞∏
n=0
(1−qn+1)(1−tξΛ0qn)(1−t−1ξ Λ−10 qn+1)(1−tηΛ−10 qn)(1−t−1η Λ0qn+1)
(5.17)
leading to the expansion
Zξη(tξ, tη|q) = (1 + tξtη) + (1 + tξtη)q + (t−1ξ t−1η + 2 + 2tξtη + t2ξt2η)q2 +O(q3) (5.18)
which is the correct expansion to the third order. The appearance of negative powers
of tξ and tη is due to the gauge invariant operators β
nγ. For a precise comparison of
the above formula with the operators of the chiral algebra one has to study the complete
set of operators written in terms of the fermions, but the best way to do it is using the
bosonization formulas for a 2d system. In order to compare with the first level computed
by hand we see that we need to set t = tηtξ in the partition function (5.9).
We reported the present example, but one can generalize it to other schemes such as
γn = 0 where n > 2. In that case a decomposition in terms of fermions can be done
by setting γ =
∑
I ξ
IηI where I = 1, . . . , n − 1. Again there is a gauge symmetry, but
the situation is more complicated and will be discussed in a forthcoming paper on the
generalization of the present work to nonabelian gauge groups.
Finally, we point out that the present example has a very interesting aspect: the fields
are fermionic and therefore enter the numerator of the localization formula, and the
gauge symmetry is bosonic, so it is realized with anticommuting ghosts which appear
again in the numerator of the integrand. So, the integration over Λ0 projects out the
fermionic contributions leaving only the even power combintions of fields and the ghost
fields expressed by the contribution
∏
n(1 − qn+1) are needed to remove the unwanted
fermion contributions at the massive level.
6 Supermanifolds
6.1 The super-Calabi–Yau P(1|2) ≡ Π(O(1)⊕O(1))→ P1
We consider here the supermanifold P(1|2). It is characterized by the fact that the space is
a super-Ka¨lher, and it is super Calabi-Yau. This can be viewed by computing the Chern
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class or computing the super-Ricci tensor from the metric derived from the potential
K = ln(1 + |γ|2 + θ¯iθi) , (6.1)
It is parametrized by one bosonic complex coordinate γ and two fermionic complex coor-
dinates θi (i = 1, 2). The bosonic submanifold of P
(1|2) is P1 and we use the following two
patches
U1 = {γ, θi} , U2 = {γ˜, θ˜i} ,
and on the intersection U1 ∩ U2, we have the identifications
γ˜ =
1
γ
, θ˜i =
θi
γ
, (6.2)
Using the fact that the action (modulo contact terms) should be equivalent on the two
patches, we conclude that the relations between the conjugate momenta on the two patches
are
β˜ = −γ2β − γ piθi , p˜i = γpi . (6.3)
It is easy to show that in order to satisfy all commutation relations between the conjugate
momenta and the fields γ˜ and θ˜i, we need to replace β˜ with
β˜ = −γ2β − γ piθi + ∂γ , (6.4)
Now, we can compute the chiral algebra from the sheaf of operators. The result is
J++ = −γ2β − γ piθi + ∂γ , J3 = −2γβ − piθi , J−− = β , (6.5)
Q+,i = γ pi , Q−,i = pi , K
j
i = piθ
j − δji p · θ ,
The first three generators are bosonic, while the others are fermionic. They have the
following non-vanishing commutation relations
[J++, Q+,i] = 0 , [J++, J3] = −2J++ , [J++, J−−] = 2J3 , (6.6)
[J++, Q−,i] = −Q+,i , [Q+,i, J3] = −Q+,i , [Q+,i, J−−] = Q−,i
{Q+,i, Q−,j} = 0 , [J3, Q−,i] = −Q−,i , [J3, J−−] = −2J−− , [Q−,i, J−−] = 0 .
Again (as in the bosonic case) we can see that the algebra is not semisimple. In the present
case the algebra is a super-Lie algebra which has sl(2,R) as a bosonic subalgebra. The
other two pairs fermionic generators Q+,i and Q−,i are in the fundamental representation
of sl(2,R). The algebra is then a semidirect product of sl(2,R) with a ΠT 2 where T 2 is
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a (super)-abelian ideal carrying the representation and the parity of generators of T 2 is
inverted. Adding the generators Kji we get that the full algebra becomes psl(2|2), the
superalgebra which is the simplest generalization of the bosonic result [44].
There are some quadratic relations between these generators
Q+,iQ−,j +Q+,jQ− = 0 , (6.7)
which can be easily verified. The level of the Kac-Moody algebra is k = −1.
Using again the localization procedure, we can determine the partition function. The
contribution of the θ’s appear in the numerator since they are fermionic and in addition
we scale them as
θ1 → y1θ1 , θ2 → y2θ2 . (6.8)
The Ka¨hler potential is invariant under this scaling since the conjugate variable θ¯i and γ¯
scale in the opposite way. The gauge symmetry is the same as for P1 (there is no gauge
symmetry for the fermions since the model is supersymmetric only in the target space)
and therefore we have
ZP(1|2)(yi, t1|q) =
∮
dΛ0
Λ0
(1− y1Λ0)(1− y2Λ0)
(1− t1Λ0)(1− Λ0/t1) × (6.9)∏
k>1
(1− y1qkΛ0)(1− y2Λ0qk)(1− qky1Λ0 )(1−
qk
y2Λ0
)
(1− t1Λ0qk)(1− t1 qkΛ0 )
.
It is rather instructive to compute explicitly the zero mode part. After the integration
performed we get
Z0
P(1|2)
(yi, t1) = 1− y1y2 . (6.10)
The interpretation of the result is interesting. The space P(1|2) has essentially the same
cohomology as P1. The contribution of the fermions has to be studied using the technique
of superforms [45], and it can be argued that only the cohomology groups H(0|0)(Ω) and
H(1|0)(Ω) are different from zero. The second index in (p|q) denotes the picture number
which is a second grading for the superforms. Using the differential operators Y, Z which
raise and lower the picture, it can be shown that other cohomology groups are either empty
or isomorphic to the above two. It turns out that theH(0|0)(Ω0) = 1 andH
(1|0)(Ω0) = θ1θ2.
The latter is a 1-cochain and it can not be written as difference between two coboundaries.
In addition, it can be shown that all derivatives of θ1θ2 are coboundaries.
In the more interesting case, P(3|4), we get the zero mode partition function
Z0
P(3|4)
(yi, t1) = (1− y1y2y3y4) . (6.11)
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where we have added four fermions θi. Notice that second term has the same interpretation
as above.
6.2 Π(O(−1)⊕O(−1))→ P1
The last example we consider is a again a supermanifold, but not Calabi-Yau. The
interest for this space stems from the fact that it has non trivial sections and the zero
mode contribution is more interesting than the superprojective space studied above.
In particular, the space is formed by a basis P1 with two patches Ui and transforming
from one patch to the other the fibers transform as follows
θ˜i = γθi , (6.12)
This differs from the previous section and it allows new operators at each level.
Following the construction of the previous sections, at the massless level we have the
following global states (they belong to the Cˇech cohomology):
1, (θ˜i, γ˜θ˜i), (θ˜iθ˜j , γ˜θ˜iθ˜i, γ˜
2θ˜iθ˜j) . (6.13)
Assigning the charge +1 to the fermionic fibers, we get the following character
Z0Π(O(−1)⊕O(−1))→P1 = (1− (1 + t2)y1 − (1 + t2)y2 + (1 + t2 + t4)y1y2 . (6.14)
Notice that for t = 1 the espression vanishes and this implies that the states are organized
into a supermultiplet. In particular, there are four bosonic states and four fermionic states.
In addition, we have to notice that in the previous example of Π(O(−1)⊕O(−1))→ P1,
we have only a single massless operator in H(0|0) and therefore there is no supersymmetry
in the target space.
7 Conclusions and Outlook
We first summarize some of the results that we have obtained in the present work. We have
found a generalization of the localization formula for topological theories (i.e. restricting
to the zero modes) to chiral theories, in particular including massive states They appear
in the spectrum of the chiral models based on half-twisted (0, 2) supersymmetric models.
These models can be nicely formulated in terms of nonlinear βγ (and bc) systems. We
have explored two versions of this formula: the bosonic version for the chiral structure
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sheaf and the supersymmetric version for the chiral de Rham complex. In order to achieve
this, we have expressed the βγ system in terms of an abelian gauge theory. It turns out
that toric geometry provides a natural framework. In some sense we have found a gauge
theory realization of the holomorphic quotient of a toric variety. This is to be contrasted
with the gauge theory realization of the symplectic quotient of a toric variety in terms
of the gauged linear sigma-model [46]. We checked the formula for several toric varieties,
both compact and non-compact, and we compared this with the direct computation of
the cohomology whenever this was possible. For other models we compare with known
results always finding agreement.
There are many open questions and further directions to be studied. Here we list a few
of them.
• Localization: A full derivation of our localization formula from first principles clar-
ifying the origin of our prescription for the choice of poles is definitely highly desir-
able.
• Hypersurfaces and divisors (in toric varieties): In a future publication we plan
to extend our localization formula to hypersurfaces in compact toric varieties, in
particular, to Calabi-Yau hypersurfaces. For the latter, Borisov and Libgober have
already found in [13] a formula for the elliptic genus of Calabi-Yau spaces in terms
of the data defining the toric ambient space. We already have extended the present
analysis to compute the character of divisors in non–compact toric varieties.
• Non-perturbative effects: These effects become important, once we go away from the
large volume limit. The results of the present work only apply to this limit. Away
from the large volume limit, worldsheet instantons will contribute and destroy the
chiral algebra. It will be necessary to go beyond the chiral approximation and to
consider the full conformal field theory. First steps in this direction have been taken
in [47], [48]. In the first of these references, the authors also worked into realm of
toric geometry.
• Counting BPS states in N = 1 theories in D = 4: recently some interesting work
related to the localization formula appeared in [31, 32, 33]. Here again, non-compact
toric varieties such as Y p,q, del Pezzo surfaces, Lp,q,r play an important role, serving
as building elements for the construction of Sasaki-Einstein spaces on the gravity
side. It has been argued that the partition function computed in this way reproduces
the counting of a certain set of BPS states in the dual gauge theory. With the
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results of the present work applied to divisors in these toric varieties and taking
the zero mode part, we are able to reproduce these partition functions. It would
be very interesting to see whether the higher modes of the partition function of the
structure sheaf (or of the chiral de Rham complex) can be interpreted as counting
other operators in the dual gauge theory.
• Koszul resolution: An open problem is the relation to the quantum Koszul resolution
studied in [20], in particular how the partition function can be obtained in that
context.
• Non-abelian gauge groups: An obvious direction is the extension of our formulism
to non-abelian gauge groups. This will be the subject of a forthcoming publication.
The class of target spaces can then be extended to include homogeneous spaces.
• Pure spinors: as we have already mentioned in the introduction and several times
in the main text, the present work provides a first step to compute the partition
function for the full-fledged superstring in the pure spinor formalism. In precedent
work [18, 19] only the zero modes and the first massive levels have been studied.
This is certainly the most challenging and most important problem to be studied in
the future.
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