Recently it has been discovered that some nonlinear evolution equations in 2+1 dimensions, which are integrable by the use of the Spectral Transform, admit localized (in the space) soliton solutions. This article brie y reviews some of the main results obtained in the last ve years thanks to the renewed interest in soliton theory due to this discovery. The theoretical tools needed to understand the unexpected richness of behaviour of multidimensional localized solitons during their mutual scattering are furnished. Analogies and especially discrepancies with the unidimensional case are stressed.
Introduction

Special features of solitons in two dimensions
Since the discovery of the soliton in 1965 by Zabusky and Kruskal a large new domain of mathematical physics developed and is believed to have reached maturity. It is generically called the soliton theory. Its principal mathematical tool is the so called Spectral (or Scattering) Transform that is used to solve a large class of nonlinear evolution equations in 1+1 (one spatial and one temporal) dimensions.
Some of these equations, in particular the nonlinear Schr odinger (NLS) equation and its generalizations, can be obtained in an appropriate multiscale limit from a very large class of nonlinear dispersive equations. Therefore, it is not astonishing that applications of soliton theory are percolating through the whole of physics, especially quantum eld theory, solid state physics, nonlinear optics, plasma physics and hydrodynamics, and other natural sciences.
The most impressive phenomenon in the theory and in the applications is the existence of solitons, i.e. (localized) coherent structures that mutually interact preserving their individuality.
In the last decade many e orts have been made to extend the soliton theory to nonlinear evolution equations in 2+1 (two spatial and one temporal) dimensions. In fact the Spectral Transform was extended to dispersive nonlinear evolution equations in 2+1 dimensions but it was generally admitted the lack of two dimensional localized solitons. Only recently, in 1988, it has been discovered (by Boiti, Leon, Martina and Pempinelli) that all the equations in the hierarchy related to the Zakharov{Shabat hyperbolic spectral problem in the plane have (exponentially) localized soliton solutions. The most representative equation in the hierarchy is the Davey{Stewartson I equation (DSI), which provides a two dimensional generalization of the NLS equation.
This discovery has stimulated a renewed interest in soliton theory. The rst results are very promising. In particular soliton solutions display a richer phenomenology than in 1+1 dimensions. This opens the way to applications in multidimensions, which, hopefully, are expected to be even more interesting than in one space dimension.
In contrast with the 1+1 dimensional case the time evolution of the solution of the Davey{Stewartson equation is not uniquely determined by the initial data. In addition one has to give, at all times, boundary data. If they are chosen to be identically zero solitons cannot be present. For a convenient choice the solution can contain solitons but not necessarily does. In the a rmative case the boundary data x the kinematics of the incoming and outgoing scattering solitons, i.e. their velocities and locations in the plane in the far past and in the far future. The initial data x the dynamics of the interaction.
The scattering of the solitons can be inelastic and they can change shape and also exchange mass (energy or charge according to the speci c physical interpretation). In fact, while the total mass of solitons is conserved, the mass of the single soliton, in general, is not preserved by the interaction and solitons can also simulate inelastic scattering processes of quantum particles as creation and annihilation, fusion and ssion, and interaction with virtual particles.
Guidelines for additional reading
One main feature of the nonlinear dynamical systems is that di erent non equivalent approaches are possible and each one is useful and clarifying from a special point of view.
Also multidimensional solitons can and, e ectively, have been studied by using different tools. In this article, mainly for lack of space, we made the (questionable) choice of using only the B acklund transformations and a special version of the Spectral Transform. In fact, we collected, reorganized and simpli ed the results that the reader can nd scattered, with some minor additional details, in references 1]{ 8]. In the rst article of the list the localized solitons in the plane have been discovered and in the second one a preliminary analysis of the properties of the new Spectral Transform needed to describe them is performed. These two papers opened the way to a deeper understanding of integrable nonlinear evolution equations in multidimensions and to the search and discovery of other dynamical systems admitting localized coherent structures.
Another special version of the Spectral Transform theory di erent from that one presented in this paper has been developed in 9]{ 11]. This alternative theory is relevant because it has been used to clarify the role played by the boundaries and to show that multidimensional solitons, in contrast with the one dimensional solitons, can interact inelastically. These authors suggested to call these solitons dromions in order to stress the fact that they can be driven everywhere in the plane along tracks (dromos in greek) by choosing a suitable motion of the boundaries.
In both versions the Spectral Transform for the nonstationary Schr odinger equation (with a potential vanishing at large distances in every direction except a nite number) plays a fundamental role. To extend the theory, originally developed for potentials vanishing at large distances 12] , to this case it has been necessary to introduce a new mathematical entity resembling the resolvent of the linear operator theory. For lack of space this topic has been skipped in this article. The interested reader can consult 13, 14] . The multi{soliton solution of the Kadomtsev{Petviashvili I (KPI) equation, that is needed in order to build the multi{soliton solution of the DSI and DSIII systems, has been derived in 15] and in its most general form in 16] .
Also other methods have been used to get the multidimensional solitons, the bilinear approach 17], the quantum machinery of creation and annihilation operators 18, 19] , the Grammian determinants 20], the Darboux transformations 21] and the dressing method 22] . The most general form of the multi{soliton solution together with the remark that the number of solitons is not necessarily conserved were rst given in 17].
The search of multidimensional solitons has been extended by di erent authors to other nonlinear evolution equations in 2 + 1 dimensions 23]{ 26]. Some interesting attempts using the @{method and a direct method have been done also in higher dimensions, precisely in 27] and 28]{ 30].
In 31]{ 35] it has been shown that the DSI and, successively in 36] , that also the DSIII system can be obtained by using a multiscale limit starting from a very large class of dispersive nonlinear equations. In particular the DSI equation with boundaries compatible with solitons can be embedded into the KPI equation 37] . These results open the way to the search of physical applications other than hydrodynamics, studied in 38, 39, and references quoted therein]. In this respect a more discouraging analysis is made in 40]. This last paper, mainly dedicated to the consequences of the lack of conserved quantities for DSI, contains also an interesting examination of the literature dealing with the discovery of the DSI system and with the early attempts to build the corresponding Spectral Transform.
For the Hamiltonian version of the DSI system and its quantum extension Finally, between the di erent excellent existing books on solitons let us suggest to the reader 57] and 58], as the most accurate and complete for the nonlinear evolution equations associated to the Schr odinger and to the Zakharov{Shabat spectral equation in 1+1 dimensions, respectively, and 59] as the most updated and comprehensive. In particular for those who want to have a general overlooking on the subject and a rich bibliography to pick over this book is particularly recommended. A new book on multidimensional soliton has been just announced 60]. For the B acklund and Darboux transformations see 61] and 62]. Special attention to the algebraic and geometric approach to the soliton equations has been dedicated in 63] and to the multidimensional case in 64] .
In all these books the reader can nd many useful references for the problems considered in this paper and for related problems. Here we want to quote only some references more relevant historically or more close to our speci c approach. Precisely 65, 66] for the discovery of the one dimensional solitons, 67, 68] By o ering these guidelines for recovering interesting references we hope to redress the omissions due to oversight that have certainly occurred. Anyway, we apologize for this to the reader as well to the authors who may have unjusti ably excluded.
The Davey{Stewartson I equation
The Davey{Stewartson (DS) systems model the evolution of weakly nonlinear water waves that travel predominantly in one direction, are nearly monochromatic and are slowly modulated in the two horizontal directions. We are interested in the special DS system (DSI equation) that one gets in the shallow water limit when the e ects of the surface tension are important. In characteristic coordinates and dimensionless form the DSI equation is a system of two coupled equations iq t + q uu + q vv ? (' u + ' v ? 0 jqj 2 )q = 0 (1.1) 2' uv = 0 (jqj 2 ) u + 0 (jqj 2 ) v ; 0 = 1 where q(u; v; t) is the (complex) envelope of the free surface of the water wave we are considering and '(u; v; t) is the (real) velocity potential of the mean motion generated by the surface wave.
It is worth to stress that the DSI system is not necessarily placed in the context of water waves. Indeed, it has been shown that a very large class of nonlinear dispersive equations in 2+1 dimensions reduces in an appropriate asymptotic limit to the DSI equation and therefore we expect it to arise in many di erent physical applications.
To exhibit explicitly the boundary value of ' at large distance in the (u; v) plane allowed by the second equation in (1.1) it is convenient to introduce the two elds A (1) 
The Davey{Stewartson III equation
There is another nonlinear evolution equation that can be associated to the Zakharov{ Shabat hyperbolic spectral operator in the plane and that admits localized soliton solutions.
To get it we need to introduce a weaker form of the Lax representation ( 
Solitons via B acklund Transformations
The B acklund transformations have their origin in work by B acklund in the late nineteenth century and are, therefore, the oldest tool used in exploring nonlinear integrable systems. Much more recently many di erent sophisticated and powerful methods have been developed, in particular the Spectral Transform and the dressing method. However, in our opinion, the B acklund transformations remain the simplest way for getting the soliton solutions. Moreover, because, under appropriate circumstances, a reiterated application of the B acklund transformations generate a sequence of solutions by a purely algebraic superposition principle they can be used to study the interaction properties of the solitons.
The simplest way to generate a B acklund transformation is to use the gauge invariance of the linear spectral problem associated to the nonlinear evolution equation one is considering. The gauge that generates the B acklund transformation is called B acklund gauge. The localized soliton solutions of the DSI equation, with boundaries of the form in (1.8), were for the rst time derived by using these special gauge transformations. Successively they have been rederived by using the techniques of the Spectral Transform. But, in the case of the Hamiltonian DSI equation, we have not, presently, at our disposal the Spectral Transform or the dressing method and, consequently, in order to get explicit solutions we are left with the necessity to generalize the B acklund gauges such as to include also the special form of the boundaries in (1.9). To choosing these boundaries corresponds to imposing to the solutions nonlinear constraints, which can be solved only by using the additional freedom at our disposal in the generalized B acklund gauges. We are able to write explicitly in nite wave solutions with constant and periodically modulated amplitudes. 1 and 2 are arbitrary functions. Note that, in contrast with the 1+1 dimensional case, the matrix that plays the role of`constant of integration' in the solution of (2.4) admits also a space dependence. This additional freedom will be used in the following for getting soliton solutions of the Hamiltonian DSI equation.
Generalized B acklund gauge transformation
By inserting B(Q 0 ; Q) in (2.5) we get the time component of the B acklund transformation, which can be shown by use of (2.9) to be equivalent to the DSI for Q 0 , and two additional partial di erential equations 
Localized soliton solutions
The most natural choice for the parameters entering (2.16) and (2.17) is of course to take and constants, say (v; t) = i ; (u; t) = i ; (2.21) where and are complex constants. Then we choose the starting solution Q of (1.5) to be zero together with its related auxiliary eld A (note, however, that the vanishing of Q does not imply the vanishing of A). In these variables, the reduction condition (1.10) takes the following form A (2) I (u; t) ( The ordinary di erential equations (2.93) and (2.98) for 0 and 0 can be explicitly integrated in terms of elementary or classical transcendental functions and, consequently, it is easy to verify the consistency conditions (2.100) and (2.101).
For the sake of de niteness we consider two cases The spectral parameter k is introduced by requiring that (x; y; k)e ikx?ik 2 y = 1 + O 1 k ; k ! 1:
We consider, rst, the case in which u is going su ciently fast to zero at large distances in the (x; y) plane. Then, the eigenfunction can be chosen to be bounded in the (x; y) plane and sectionally holomorphic in the complex k{plane. More is the so called @-derivative.
The main quantity to study in order to get complete information on the Spectral Transform of the KPI equation is the scalar product is the kernel of the product R (y)R 0 y (y). By di erentiating the scalar product (3.8)
with respect to y and by using (3.2) for and 0 one proves that it is y independent.
For exploiting this information it is convenient to introduce R (k; p) = lim y! 1 R (y; k; p): (3.11) They are kernels of the triangular integral operators R whose explicit expressions In view of the relevant role played by R it is convenient, by using again the identity (3.14) and the de nition (3.11), to recast the integral equation (3.4) in the form (x; y; k) = Z dp e ?ipx+ip 2 In the following section we are interested also in potentials u describing N interacting wave solitons. Then, u goes to a constant along N directions in the (x; y) plane and the Green function in the integral equation (3.4) has to be corrected in order to avoid divergences. The theory of the Spectral Transform does not result to be substantially di erent from the theory in the case of u vanishing at large distances. However, there are many subtle technical di culties to handle which are out of the scope of the present paper. Therefore, we restrict the discussion to the main points and we refer for details to the published papers by two of the authors of this paper (M. B. and F. (3.36) where the integrations must be done in the order indicated from the right to the left. For a potential u going su ciently fast to zero for large x 2 + y 2 the order is unessential and one can explicitly perform, rst, the integration over q recovering the integral equation (3.4 In the general bidimensional case, as in the previous case (u vanishing at in nity), the main quantities to study are the scalar products of the Jost solutions. They result to be still y independent and, therefore, formula (3.15) remains valid. The most di cult point is the computation of the limits R and of the characterization equations. It results that formula (3.12) must be changed as follows R (k; p) = (k ? p) ? 1 + Z (k) ( (k ? p))r (k; p) (3.41) by adding to the coe cient of the distribution a function Z (k) to be determined.
The Jost solutions and ? are still orthogonal and this is the main property we will use in the following section. The potential u(x; y) is going to a constant at large distance along the directions x ? 2Re n y = const and describes N intersecting waves of in nite length.
The Spectral Transform of the Davey-Stewartson I equation
We consider the DSI equation (1.5) with boundary conditions de ned as in (1.8). The real boundaries a (1) 0 (v; t) and a (2) 0 (u; t) are assumed to go to zero at large distances in the (v; t) and (u; t) plane, respectively, with the possible exception of a nite number of directions along which they are going to some constants.
According to the usual scheme, in order to linearize the DSI equation, we have to de ne the Spectral Transform for the Zakharov{Shabat spectral problem in the plane (hyperbolic case) T 1 (@ x + 3 @ y + Q) = 0 In contrast with the one dimensional case, once chosen the Green operator, the asymptotic requirement (3.55) does not x 01 and 02 which are arbitrary functions of v and u, respectively (see (3.59) ). Therefore, for di erent choices of 0 we get di erent and consequently via the de nition (3.61) di erent Spectral Transforms R(k; l).
We search for a Spectral Transform that satis es the following two fundamental properties: i) its time evolution can be explicitly integrated; ii) the discrete part of the spectrum corresponds to solitons and the continuous part to radiation.
In order to satisfy the requirement i), in analogy with the one dimensional case, we x the time evolution of by requiring that
where T 2 is the second Lax operator in (1.13) and (k) = ? 3 k 2 is the dispersive function of the DSI equation. In fact, by applying to both sides of (3.62) the operator @ @k and by using the de nition of the Spectral Transform in (3.61) we get the linear time evolution equation for the Spectral Transform iR t (k; l; t) = R(k; l; t) (k) ? (l)R(k; l; t) (3.63) which is easily explicitly solved getting R(k; l; t) = e i (l)t R(k; l; 0)e ?i (k)t (3.64) By taking the limit (u ! ?1, v xed) for the ( ) 11 matrix element of (3.62) and the limit (v ! ?1, u xed) for the ( ) 22 (2) 0 are wave solitons in the plane (v; t) and (u; t) the eigenfunction 0 and consequently have simple poles in k. The existence and the location of poles are uniquely determined by the boundary values a (1) 0 and a (2) 0 . However, we will see that the boundaries do not characterize completely the discrete spectrum and one is left with an unexpected freedom in choosing other independent parameters. and we note that from (3.54), for r = 0 q, it easily follows that
By integrating it in the (u; v) plane and by using (3.78) we get S 2 (k; l) = 0 S 1 (l; k): (3.80) From (3.64) we derive that the spectral data evolve in time as follows S 1 (k; l; t) = e i(k 2 +l 2 )t S 1 (k; l; 0) In order to distinguish between parameters that are xed by the choice of the boundaries, i.e. the external data given at all times, and parameters that are solely connected to the initial data at time t = 0 it is convenient to parameterize the spectral data in where the time dependence is explicitly given, ? mn = m ? n ? mn = m ? n ; (3.90) and are arbitrary complex constant matrices, v on and u on are arbitrary real constants. We shall show that the choice of the boundaries a (1) 0 and a (2) 0 determines uniquely the complex matrices C and D, together with the and the , and that the other parameters are left free. For de niteness we choose Im n < 0; Im n > 0:
By computing the residua at the poles k = n and k = n of both sides of the integral equations (3.56) we get
Res ( If we consider the KPI equation associated, for instance, to the time dependent
Schr odinger equation for a (1) 0 (v; t) by taking into account that (v; t) are to be considered as \space" variables of the KPI equation while its \time" variable has to be considered as an additional parameter of the potential a (1) 0 (v; t), it results that the obtained boundary value a (1) 0 (v; t) coincides with an N wave soliton solution of the KPI equation in the (v; t) plane at some xed \time". Analogously, a (2) 0 (u; t) can be considered as an N wave soliton solution of a KPI equation in the (u; t) \plane" at some xed \time". The real parameters v on and u on x the position of the n th wave soliton in the corresponding \plane".
If we require a (1) 0 and a (2) It is worth noting that the chosen parameterization of the spectral data in (3.89) allows us to discriminate between the parameters n , n , u on , v on , C mn , D mn which are xed by the choice of the boundary values a (1) 0 and a (2) 0 and parameters mn , mn which are left free and are expected to govern the speci c nonlinear dynamic of the DSI equation.
In analogy with the one dimensional case we call mn and mn the normalization matrix coe cients.
In the reduced case r = 0 q from equation (3.80) In solving the inverse problem we shall prove that this condition is also su cient for having r = 0 q.
We are left with the solution of the inverse problem, i.e. we have to reduce the reconstruction of the matrix Q and the auxiliary eld A from given spectral data R(k; l)
to the solution of a linear problem.
The @{equation (3.61) together with the asymptotic requirement in (3.55) de nes a non{local Riemann{Hilbert problem for the matrix function Q 2 = 2i 3 (@ x + 3 @ y ) diag (1) :
When only the discrete part of the spectrum is present one can derive explicit algebraic formulae for Q and A. The requirement that has simple poles at k = n and at k = n and that goes to 1l in the large k limit xes a k dependence of the form
' n1 e n k ? n ; ' n2 e n k ? n (3.122) where, for convenience, in the residua an explicit exponential factor has been introduced with n = i n (u ? u on ) ? i 2 n t mn . However, the mass of the single soliton is not conserved and in particular it can be zero at t = +1 or at t = ?1. For a special choice of the parameters the mass of the (m; n) soliton can be zero at t = 1 also when the coe cients mn and nm are not both equal to zero. We call these solitons with zero mass virtual solitons and they generate peculiar e ects as in gure 1 of 8] where a virtual soliton collides with a soliton forcing it to change velocity.
On the other hand, the total momentum of q P = (P 1 ; P 2 ); P 1 
Asymptotic bifurcation of multidimensional solitons
The degeneracy of the solution when two discrete spectral data are chosen to be equal is worth of a deeper analysis.
This phenomenon is well known in one dimension, but, while in one dimension by taking two eigenvalues equal in the N{soliton solution we recover the (N?1){soliton solution, in 2+1 dimensions, as shown by the previous example, we get a new solution.
To understand the underlaying mechanism it is convenient to consider the simplest case in which the e ect takes place. Precisely, we choose N = 2, the matrices and diagonal = diag( 1 ; 2 ); = diag( 1 ; 2 ) (3.167) and D = 1l; C = 1l: (3.168) In the reduced case 0 = ?1 (we are considering) the two matrices and are related by the constraint n ? nn = ? n ? nn : (3. 169) The set of these solutions describes a family of geometrical objects evolving in time in the (x; y) plane; each object E (p;t) of the family is parameterized by a point p in a P space of 16 real parameters and by the time and therefore corresponds to a point in a 17{ dimensional space S = fp; tg. We call generically stable or generic those objects E s0 of the family that depend in a di erentiable way on the 17 parameters in a neighborhood of a point s 0 . According to the usual de nition in catastrophe theory we call the complement of this open set fs 0 g the set of bifurcation points.
The generic solution describes two solitons mutually interacting without changing shape and velocity. The only e ect of the interaction is a shift in the position and in the overall phase.
The only bifurcation points are (p; ?1) and (p; +1) with a special choice of the parameters p. Precisely, when any couple of discrete eigenvalues n , m or n , m have the same real part, i.e. when the parameters belong to the hyperplanes n< = m< or n< = m< in P, the two{soliton solution is not stable at large times. For this special choice of the parameters one gets solitons that, as a result of their mutual interaction, exhibit a two dimensional shift and also a change of form. If we require, in addition, to the representative point p of the two-soliton solution to belong to the hyperplanes of lower dimensions n = m or n = m the two solitons, because of their mutual interaction, not only are shifted in the plane and change their form but also exchange mass. Surprisingly enough, in both cases the relevance of the bifurcation e ect depends on the relative initial position of the two solitons.
In order to describe a generic soliton with parameters , and = 1 4 we introduce, in agreement with the notation for the one soliton solution, the two variables To any of these variables and functions we add a label (n) when we are using the parameters n , n and n = 1 4 n n of the nth soliton.
Then the two{soliton solution can be written as q = ?2i N (3.173 We consider the discrete values n xed, with for instance 2< > 1< , and we study the bifurcations of the solution at large time with respect to the parameters n . There is a bifurcation at 1< = 2< and at 1 = 2 . We need therefore to compute separately the asymptotic behaviour of the two{soliton solution in the two cases. In particular we study the asymptotic behaviour q ( ) (2) (u; v) of the second soliton at t = 1. Therefore the soliton during the interaction shifts its position, changes shape and exchanges mass with the other soliton, while the total mass of the two solitons is conserved. It is worth noting that the shape and the energy of each soliton depend on the relative initial position of the two solitons. Drawings describing the peculiar behaviours of solitons described in this section can be found in 6].
Finally let us remark that also the boundary a (2) (u; t) bifurcates. In fact, while in the generic case a (2) (u; t) describes in the (u; t) plane two in nite waves crossing at one point, for 1< = 2< it describes two parallel in nite waves and for 1 = 2 only one in nite wave.
