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If R is a commutative ring then the polynomial ring R[x] is semihereditary if and only
if R[x] is a Bezout ring, if and only if R is von Neumann regular. A good characterization
of rings such that the polynomial ring is either semihereditary or Bezout is not known
in the non-commutative setting. Goursaud and Valette proved in [9] that R[x] right
semihereditary implies R von Neumann regular but the converse fails to be true; for any
field k, R =∏n∈NMn(k) is a counterexample. Interesting results around this problem can
be found in works by Goursaud and Valette [9], Menal [15], Moncasi and Goodearl [8],
and Dicks and Schofield [5].
The characterization of semihereditary rings of power series over commutative rings
was done by Brewer, Rutter and Watkins in [4]; they proved that R❏x❑ is Bezout if and
only if R is an ℵ0-injective von Neumann regular ring. Their motivation was to study the
behavior of the weak dimension under the power series construction, characterizing non-
zero Bezout power series rings as the ones of weak dimension 1. Moreover, they showed
that R❏x❑ is semihereditary if and only if R is an ℵ0-injective, ℵ0-complete von Neumann
regular ring. These results are collected in the book by Brewer [3].
In this paper we study Bezout and semihereditary power series rings in the non-
commutative setting. In Theorem 1.8 we show that the power series ring over a left
ℵ0-injective von Neumann regular rings is right Bezout. We stress that this result makes a
difference with the polynomial case, since it shows that for power series rings the results
in the commutative case can be, at least, partially extended. The main ingredient in the
proof is to find a special type of generators for principal ideals, cf. Proposition 1.5 and
Corollary 1.7. In Corollary 1.9 we use this description of principal ideals to show that
power series rings over non-zero left ℵ0-injective von Neumann regular rings have weak
dimension 1.
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ring and the power series ring are Bezout without any additional hypothesis. Thus to study
power series rings that are Bezout we must assume some finiteness condition on the ring;
as Menal did in [15], we assume that R is directly finite. Under this hypothesis, we prove
that if the power series ring is right Bezout then R is von Neumann regular (Lemma 2.2),
however we are not able to prove that R is ℵ0-injective unless we assume an additional
hypothesis related with projections of countably generated ideals (cf. Proposition 2.6). This
hypothesis is always satisfied in the commutative case or, more generally, in the case of von
Neumann regular rings with central idempotents. The latter are known as strongly regular
rings or as abelian regular rings (cf. [6, Theorem 3.5]). When R is left ℵ0-continuous we
also can ensure that if R❏x❑ is a directly finite right Bezout power series ring then R is left
ℵ0-injective (cf. Corollary 2.8).
With these results in mind we proceed to study when the power series ring is
semihereditary. In Lemma 3.1 we use standard arguments, that go back to Goursaud and
Valette [9], to show that if R❏x❑ is right hereditary then R is von Neumann regular and
left upper ℵ0-complete. In Proposition 3.2 we prove that the power series ring over a left
ℵ0-injective and left upper ℵ0-complete von Neumann regular ring is right semihereditary.
Thus extending again the commutative result. The difficulties appear in the converse, in this
direction we prove in Theorem 3.4 that R❏x❑ is semihereditary (two-sided), directly finite,
Bezout ring if and only if R is an ℵ0-injective, ℵ0-complete von Neumann regular ring.
The results contained in this paper were part of the author’s PhD thesis [11], and they
were announced in [12]. In the mean time Karamzadeh and Koochakpoor published the
paper [14] in which they also extend part of the results by Brewer, Rutter and Watkins to
strongly regular rings.
1. Power series over ℵ0-injective von Neumann regular rings
Throughout this paper rings are associative ring with 1.
Let R be a ring. Let R❏x❑ denote the ring of power series on one commuting variable x
and with coefficients in R. If N is a submodule of a right R-module M , N e M means
that M is an essential extension of N . If S ⊆M we denote by rR(S) = {r ∈ R | Sr = 0}
the right annihilator in R of S, and if K is a left R-module and S ⊆K we denote by lR(S)
the left annihilator in R of S.
Recall that a ring R is said to be von Neumann regular (or just regular for short) if for
any x ∈ R there exists y ∈ R such that xyx = x . An standard reference for the basics on
the theory of von Neumann regular rings is the book by Goodearl [6].
In a von Neumann regular ring any right or left countably generated ideal can be
generated by a set of orthogonal idempotents, cf. [6, Proposition 2.14]. We shall use this
fact freely throughout the paper.
A ring R is said to be left (right) ℵ0-injective provided any homomorphism from
a countably generated left (right) ideals of R into R extends to a left (right) R-module
endomorphism of R. By an ℵ0-injective ring we mean a right and left ℵ0-injective ring.
A ring R is said to be right ℵ0-algebraically compact if any finitely solvable countable
system of right linear equations with coefficients in R is solvable. This is to say that if A is
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and B is a column of ℵ0 elements in R, both indexed by N, then the system AX = B is
finitely solvable if and only if it is solvable.
In [3, Theorem 42] it is shown that for commutative von Neumann regular rings
ℵ0-injective and ℵ0-algebraically compact are equivalent concepts. Taking sides into
account, the same proof works in the non-commutative setting, so we get the following
proposition that will be used throughout the paper, sometimes without previous acknowl-
edgement.
Proposition 1.1 (Essentially in [3, Theorem 42]). Let R be a regular ring. Then R is left
ℵ0-injective if and only if R is right ℵ0-algebraically compact.
The regular hypothesis in Proposition 1.1 is necessary because, for any ring S, R =
(
∏
N
S)/
⊕
N
S is an ℵ0-algebraically compact ring (cf. [10, p. 237]) which, in general, is
not ℵ0-injective.
In [4], Brewer, Rutter and Watkins showed that if R is a commutative regular ring,
R❏x❑ is a Bezout ring if and only if R is ℵ0-injective. The proof of this result uses
that if R is a regular ℵ0-injective ring and a(x) is an element in R❏x❑ then the ideal
a(x)R❏x❑= s(x)R❏x❑ for some s(x) ∈ R❏x❑ satisfying that its coefficients form a family
of orthogonal idempotents of R. For a non-commutative R we shall also find special
generators for principal ideals of R❏x❑.
Let E be the set:
E =
{
e(x) ∈ R❏x❑
∣∣∣∣ e(x)= e+
∞∑
n=1
(1− e)anexn,where e= e2 ∈R,
an ∈ R,n= 1,2, . . .
}
.
We emphasize the following facts about E.
Lemma 1.2.
(1) The elements of E are idempotents of R❏x❑.
(2) Let e(x)= e+∑∞n=1(1− e)anexn ∈E. Then rR❏x❑(e(x))= rR(e)R❏x❑.
Proof. Set u = 1 + ∑∞n=1(1 − e)anexn. Note that u is a unit with inverse u−1 =
1−∑∞n=1(1− e)anexn. Then claims (1) and (2) follow easily from the equalities:
e(x)= e+
∞∑
n=1
(1− e)anexn
=
(
1+
∞∑
(1− e)anexn
)
e
(
1−
∞∑
(1− e)anexn
)
= ueu−1 = ue. ✷n=1 n=1
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prove the main theorem in this section.
Lemma 1.3. Let R be a regular ring, and let a(x) ∈ R❏x❑. Then there exist power series
e(x) and a′(x) such that a(x)R❏x❑= e(x)R❏x❑+ xa′(x)R❏x❑ and
(i) e(x) ∈E,
(ii) e(x)a′(x)= 0,
(iii) lR(a(x))⊆ lR(e(x))∩ lR(a′(x)).
Proof. If the zero degree term of a(x) is zero then the statement is trivial. Assume that
a(x)= a0 + xa¯(x)
with a0 = 0 and a¯(x) ∈ R❏x❑.
Since R is regular there exists an element t ∈ R such that a0ta0 = a0. Hence a0t = e
and ta0 = f are idempotents of R. Then
a(x)R❏x❑= a(x)fR❏x❑+ a(x)(1− f )R❏x❑
= a(x)fR❏x❑+ xa¯(x)(1− f )R❏x❑.
Moreover,
a(x)fR❏x❑= (ea(x)f + (1− e)a¯(x)f x)R❏x❑
= (ea(x)f + (1− e)a¯(x)f x)teR❏x❑.
Since ea0f te = e, ea(x)f te + 1 − e is a unit of R❏x❑. Let u(x) be its inverse, and note
that u(x)= eu(x)e+ 1− e. Thus ea(x)f te= (eu(x)e)−1 is a unit of eR❏x❑e. Hence
a(x)fR❏x❑= e(x)R❏x❑,
where
e(x)= (ea(x)f + (1− e)a(x)f )te(eu(x)e+ (1− e))= e+ ∞∑
n=1
(1− e)bnexn,
for suitable bn ∈R. By definition, e(x) is an element of E.
Now
a(x)R❏x❑= e(x)R❏x❑+ xa¯(x)(1− f )R❏x❑
= e(x)R❏x❑+ x(1− e(x))a¯(x)(1− f )R❏x❑.
Set a′(x) = (1 − e(x))a¯(x)(1 − f ). We claim this is a decomposition of a(x)R❏x❑ of
the type we were looking for. It is clear that it satisfies the properties (i) and (ii). By
154 D. Herbera / Journal of Algebra 270 (2003) 150–168the definition of a′(x), to finish the proof it suffices to show that lR(a(x)) ⊆ lR(e(x)).
If r ∈ lR(a(x)) then re = 0 and, as a consequence, r(1 − e) = r . As e(x) = (ea(x)f +
(1− e)a(x)f )te(eu(x)e+ (1− e)), it follows that re(x)= 0. ✷
Lemma 1.4. Let R be a regular ring, and let a(x) ∈ R❏x❑. Then there exists a sequence
of idempotents of E, say (ei(x))i0, such that, for any n  0, there exists a′n(x) ∈ R❏x❑
satisfying the equality
a(x)R❏x❑=
(
n∑
i=0
ei(x)x
i
)
R❏x❑+ a′n(x)xn+1R❏x❑.
Moreover, these elements can be constructed such that
(i) ei(x)ej (x)= 0 for any j > i  0, and
(ii) for every 0 i  n, ei(x)a′n(x)= 0.
Proof. We will do the proof by induction on n. Lemma 1.3 is the case n = 0. Assume
n 1 and that the statement is proven for n− 1. Then
a(x)R❏x❑=
(
n−1∑
i=0
ei(x)x
i
)
R❏x❑+ a′n−1(x)xnR❏x❑,
and this decomposition satisfies the conditions (i) and (ii). By applying the previous lemma
to a′n−1(x) we have that:
a′n−1(x)xnR❏x❑= en(x)xnR❏x❑+ a′n(x)xn+1R❏x❑
with en(x) ∈ E, en(x) · a′n(x) = 0 and lR(a′n−1(x)) ⊆ lR(en(x)) ∩ lR(a′n(x)). Since
ei(x)a
′
n−1(x) = 0, for 0  i  n − 1, by Lemma 1.2 (2), this happens if and only if
eia
′
n−1(x)= 0, where ei = e2i ∈ R is the term of zero degree of ei(x). Thus ei(x)en(x)= 0
and ei(x)a′n(x)= 0, for 0 i  n− 1. ✷
Proposition 1.5. Let R be a left ℵ0-injective regular ring, and let a(x) ∈R❏x❑. Then there
exists a sequence of idempotents of E, say (en(x))n0, such that
a(x)R❏x❑=
( ∞∑
n=0
en(x)x
n
)
R❏x❑
and en(x)em(x)= 0 for 0 n <m.
Proof. Let (en(x))∞n=0 be the sequence of idempotents given by Lemma 1.4. Then
en(x)em(x) = 0 provided n < m. We must show that a(x)R❏x❑ = (∑∞n=0 en(x)xn)R❏x❑.
But proving this equality is equivalent to solve a couple of countable systems of linear
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Proposition 1.1, we can conclude that the systems are solvable. ✷
Remark 1.6. Let S be any ring. Let (en)∞n=1 be a sequence of idempotents in S such that
emen = 0 for any 0  m < n. Set f0 = e0 and fn = en(1 − f0 − · · · − fn−1) for n > 0.
Then as, for any m< n, (1− f0 − · · · − fm)en = en it can be seen that
(i) f 2n = fn for any n 0.
(ii) fnR = enR for any n 0.
(iii) fmfn = 0 if 0m< n.
Checking, by induction on k, that fn+kfn = 0 for any k > 0 one gets that
(iv) (fn)∞n=0 is a sequence of orthogonal idempotents of S.
Moreover, it can be shown that
(v) given n > 0, then for any x ∈ S such that emx = 0 for 0  m < n, (1 − f0 − · · ·
− fn−1)x = x or, equivalently, (f0 + · · · + fn−1)x = 0. ✷
In the next result we shall see that this construction allows us to improve Proposition 1.5
in the case of two-sided ℵ0-injective regular rings.
Corollary 1.7. Let R be an ℵ0-injective regular ring. Then
a(x)R❏x❑= u
( ∞∑
n=0
fnx
n
)
R❏x❑
where u is a unit of R❏x❑, and (fn)∞n=0 is a sequence of orthogonal idempotents of R.
Proof. By Proposition 1.5,
a(x)R❏x❑=
( ∞∑
n=0
en(x)x
n
)
R❏x❑
where en(x) ∈ E and en(x)em(x) = 0 whenever 0  n < m. For every n  0, let
en(x)= en +∑∞i=1(1− en)ani enxi . Since en(x)em(x)= 0 whenever n <m,∑∞n=0 enR =⊕∞
n=0 enR. For i > 0, consider the family of right R-modules homomorphisms
hi :
∞⊕
n=0
enR −→ R
e −→ (1− e )ane .n n i n
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(1− en)ani en for any n 0. Set
u= 1+
∞∑
n=1
bnx
n .
Then u(
∑∞
n=0 enxn)=
∑∞
n=0 en(x)xn.
Consider now the sequence {en}∞n=0, and construct an orthogonal sequence {fn}∞n=0 as
in Remark 1.6. Consider the morphism of countable left ideals
g :
∞⊕
n=0
Ren −→
∞⊕
n=0
Rfn
en −→ en(1− f1 − · · · − fn−1)= fn.
Notice that, since enR = fnR, g is invertible. As R is left ℵ0-injective, g is given by
right multiplication by some element c ∈ R. Hence∑∞n=0 encxn =∑∞n=0 fnxn. Since g is
invertible u(
∑∞
n=0 enxn)R❏x❑= u(
∑∞
n=0 fnxn)R❏x❑. ✷
Theorem 1.8. Let R be a left ℵ0-injective regular ring. Then R❏x❑ is right Bezout.
Proof. Let a(x) and b(x) be elements in R❏x❑. We want to show that the right ideal
a(x)R❏x❑+ b(x)R❏x❑ is principal. By Lemma 1.3
a(x)R❏x❑= e0(x)R❏x❑+ xa¯(x)R❏x❑
with e0(x) ∈ E and e0(x)a¯(x) = 0. Now b(x) = e0(x)b(x) + (1 − e0(x))b(x). Since
e0(x)b(x) ∈ a(x)R❏x❑, we may assume that e0(x)b(x) = 0. But e0(x) = e0 +∑∞
i=1(1 − e0)a0i e0xi , so e0(x)b(x)= 0 if and only if e0b(x) = 0. Applying Lemma 1.3
again, we have that
b(x)R❏x❑= f¯0(x)R❏x❑+ xb¯(x)R❏x❑,
where f¯0(x) ∈ E, f¯0b¯(x) = 0 and e0(x)f¯0(x) = e0(x)b¯(x) = 0. Define f0(x) =
f¯0(x)(1 − e0(x)). Since f¯0(x)R = f0(x)f¯0(x)R, f0(x)R❏x❑ = f¯0(x)R❏x❑. Also
e0(x)f0(x)= f0(x)e0(x)= 0. If a′(x)= (1− f0(x))a¯(x)= (1− f0(x)− e0(x))a¯(x) and
b′(x)= (1− f0(x))b¯(x)= (1− f0(x)− e0(x))b¯(x). Then
a(x)R❏x❑+ b(x)R❏x❑= (e0(x)+ f0(x))R❏x❑+ a′(x)xR❏x❑+ b′(x)xR❏x❑
with
e0(x) · f0(x)= f0(x)e0(x)= 0
and
(
e0(x)+ f0(x)
)
a′(x)= (e0(x)+ f0(x))b′(x)= 0.
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f¯0(x)c(x) = 0. Since e0(x) and f¯0(x) are elements of E we can translate the condition
c(x) being annihilated by e0(x) and f0(x) in terms of lR(c(x)). By the construction of the
elements e0(x), f0(x), a′(x) and b′(x), and by Lemma 1.3
lR
(
a(x)
)∩ lR(b(x))⊆ lR(e0(x)+ f0(x))∩ lR(a′(x))∩ lR(b′(x)).
Repeating this procedure, we will get that for any n 0 we can decompose the ideal in:
a(x)R❏x❑+ b(x)R❏x❑=
∞∑
i=0
(
ei(x)+ fi(x)
)
xiR❏x❑+ xn+1(a′(x)R❏x❑+ b′(x)R❏x❑),
where
(i) ei(x) ∈E and ej (x)ei(x)= 0 for j < i ,
(ii) ei(x)fj (x)= fj (x)ei(x)= 0 for any i, j ,
(iii) fj (x)fi(x)= 0 for j < i ,
(iv) (ei(x)+ fi(x))a′(x)= (ei(x)+ fi(x))b′(x)= 0 for any i  n.
Observe that in the process of finding the new idempotents en(x)+ fn(x) we only use
the terms in a′(x) and b′(x), thus the idempotents already determined do not change when
finding the corresponding idempotents for terms of higher degree. Hence we can consider
the element
d(x)=
∞∑
n=0
(
en(x)+ fn(x)
)
xn.
It follows that a(x)R❏x❑ + b(x)R❏x❑ = d(x)R❏x❑, because this is equivalent to solve a
countable system of right linear equations and we just proved that this system is finitely
solvable, hence solvable by Proposition 1.1. ✷
Corollary 1.9. Let R be a nonzero left ℵ0-injective regular ring. Then R❏x❑ has weak
dimension 1.
Proof. As R is nonzero, R❏x❑ is not regular. Hence the weak dimension of R❏x❑ is greater
or equal to 1. To show that the weak dimension is exactly one we must prove that all finitely
generated right ideals are flat. Since R❏x❑ is right Bezout it is enough to consider principal
ideals.
Let a(x)R❏x❑ be a principal right ideal of R❏x❑. By Proposition 1.5 we can assume that
a(x)=∑∞n=0 en(x)xn, where for every n 0
en(x)= en +
∞∑
(1− en)ani enxn =
(
1+
∞∑
(1− en)ani enxn
)
en = unen ∈E,i=1 i=1
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rR
({en}∞n=0)R❏x❑= rR❏x❑({en}∞n=0)⊆ rR❏x❑(a(x)).
If a(x)s(x)= 0 it can be shown inductively, using the relation em(x)en(x)= 0 for m< n,
that en(x)s(x) = 0 for any n > 0. The latter happens if and only if ens(x) = 0 for any
n > 0, cf. Lemma 1.2. Thus rR❏x❑(a(x))= rR({en}∞n=0)R❏x❑.
Let J be a left ideal of R, and let r ∈ rR❏x❑(a(x)) ∩ J . Then there exist r1, . . . , rt ∈
rR({en}∞n=0) such that r ∈ r1R❏x❑+ · · ·+ rtR❏x❑= eR❏x❑ for some e= e2 ∈ rR({en}∞n=0).
Hence r = er ∈ rR❏x❑(a(x))J . This shows that rR❏x❑(a(x)) ∩ J = rR❏x❑(a(x))J for any
left ideal J of R❏x❑, hence a(x)R❏x❑ is flat, cf. [1, Lemma 19.18]. ✷
We emphasize that there are right ℵ0-injective regular rings that are not left ℵ0-injective.
A ring R is said to be strongly regular if for any x ∈ R there exists y ∈ R such that
x2y = x . Strongly regular rings are precisely those von Neumann regular rings such that all
idempotents are central [6, Theorem 3.5]. Hence, in a strongly regular ring one sided ideals
are two-sided and they are generated by (central) idempotents. In particular, in a strongly
regular ring ℵ0-injectivity is a two-sided condition.
Power series over strongly regular rings were considered in [14] and in [13]. We state
the next corollary to include some results in these papers as well as Brewer, Rutter and
Watkins’ ones.
Corollary 1.10. Let R be a strongly regular ring. The following statements are equivalent,
(1) R is ℵ0-injective.
(2) R❏x❑ is right Bezout.
(3) R❏x❑ is (right and left) Bezout.
(4) R❏x❑ has weak dimension less or equal to one.
In this situation all one sided ideals of R❏x❑ are two sided and generated by central
elements.
Proof. If R is ℵ0-injective and strongly regular it follows from Corollary 1.7 that all one
sided ideals are generated by central elements.
(1) implies (2) and (3) follows from Theorem 1.8. Corollary 1.9 shows that (1)
implies (4). As all idempotents are central, the same proof done in [3, Theorem 42] shows
that (4) implies (2).
We shall show that (2) implies (1). Let I be a countably generated ideal of R. Then there
exist e2n = en ∈ R, n  0, such that I =
⊕∞
n=0 Ren. Let f : I → R be a homomorphism.
Consider the power series a(x)=∑∞n=0 enxn and b(x)=∑∞n=0 f (en)xn. As R❏x❑ is right
Bezout, there exist α, β , d(x), a′ and b′ elements of R❏x❑ such that
a(x)α+ b(x)β = d(x),
d(x)a′ = a(x),
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Multiplying these equalities by each en, and using the orthogonality of the en, it can be
seen that d(x)=∑∞n=0 dnxn can be chosen such that endn = dn. Then we may assume that
α, β , a′ and b′ ∈R.
Since the ring in strongly regular, a′ = ue for some unit u ∈ R and some e2 = e
also in R. Then a(x)e = a(x), which implies that ene = en, for any n  0; thus also
f (en)e = ef (en) = f (en), for any n  0. Then ed(x) = d(x) and a(x) = d(x)u, hence,
b(x) = a(x)u−1b′. The latter equality implies that f is given by right multiplication by
u−1b′. This shows that R is ℵ0-injective. ✷
In the above corollary the equivalence of (1), (2) and (3) is in [14, Theorem 1.10].
However their proof that Bezout implies ℵ0-injective, which is patterned on the one by
Brewer, Rutter and Watkins, is less direct. We thought it was worth to include an alternative
argument in the proof Corollary 1.10, see also Remark 2.3.
Let R ⊂ S be a ring extension. R is said to be right ideally closed in S, if any right
R-ideal I satisfies IS ∩R = I .
Left ℵ0-injective von Neumann regular rings have a characterization in terms of power
series rings and the concept of ideally closed ring. Again, this result is an extension of
the result in the commutative case that can be found in [4]. The strongly regular case is
considered in [14].
One of the statements of the next result is written in terms of the left maximal ring of
quotients of a ring R, which is denoted by Qlmax(R). What is of interest to us about this
ring is that, for a regular ring R, Qlmax(R) is a ring that contains R and it is the injective
hull of RR.
Proposition 1.11. Let R a von Neumann regular ring. Then the following statements are
equivalent:
(1) R is left ℵ0-injective.
(2) For any ring S, containing R, R❏x❑ is right ideally closed in S❏x❑.
(3) R❏x❑ is right ideally closed in Qlmax(R)❏x❑.
Proof. (1) ⇒ (2). Let I be a right ideal of R❏x❑. Then it is always true that IS❏x❑ ∩
R❏x❑ ⊇ I . Assume that a(x) ∈ IS❏x❑ ∩ R❏x❑. Since R❏x❑ is a right Bezout ring
(Theorem 1.8) there exist b(x) ∈ I and s(x) ∈ S❏x❑ such that b(x)s(x)= a(x). Looking
at the coefficients of the equality we get a countable system in R which has a solution
in S. Since R is regular, the extension R ⊆ S is pure, hence the system is finitely solvable
in R. Since R is left ℵ0-injective the system is solvable in R. Thus we can conclude that
a(x) ∈ I .
(3) ⇒ (1). Let I be a countably generated left ideal of R. By [6, Proposition 2.14] we
may assume that I =⊕∞n=0 Ren where {en} is a family of orthogonal idempotents. Let
f : I → R be a morphism of left R-modules. Consider the right ideal (∑∞n=0 enxn)R❏x❑.
Since R❏x❑ is right ideally closed in Qlmax(R)❏x❑, there exist a(x) ∈ R❏x❑ such
that(
∑∞
n=0 enxn)a(x) =
∑∞
i=0 f (ei)xi . Let a0 be the term of zero degree of a(x). Since
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given by right multiplication by a0. Thus R is left ℵ0-injective. ✷
2. Power series rings that are Bezout
In this section we study what can be said on a ring R such that R❏x❑ is right Bezout. If
R is a ring such that R ⊕ R ∼= R as a right R-module, then the power series ring satisfies
the same condition and, in particular, R❏x❑ is a Bezout ring. To get into a more interesting
situation we shall assume some finiteness condition over R.
A ring R is said to be directly finite if for any pair of elements a and b in R the equality
ab= 1 implies ba = 1. R being directly finite is equivalent to R not being isomorphic to a
proper direct summand of itself.
Proposition 2.1. Let R be a directly finite ring such that R❏x❑ is right Bezout. Then the
Laurent power series ring R((x)) is also directly finite.
Proof. We shall see that R((x)) is directly finite proving, by induction on n, that whenever
a(x) and b(x) are elements in R❏x❑ such that a(x)b(x)= xn then b(x)a(x)= xn.
When n= 0 it is clear because R is directly finite. Assume that n > 0 and that we have
proved our claim for n− 1. Suppose a(x)b(x)= xn, where
a(x)=
∞∑
n=0
anx
n and b(x)=
∞∑
n=0
bnx
n.
We may assume that the terms of zero degree a0 and b0, are different from zero, because
otherwise we conclude by the induction hypothesis. From the relation a(x)b(x)= xn we
have that
n∑
i=0
aibn−i = 1. (1)
Consider the ideal b(x)R❏x❑+ xnR❏x❑. Since R❏x❑ is right Bezout there exist α(x), β(x),
d(x), b′(x), and a′(x) elements of R❏x❑ such that
b(x)α(x)+ xnβ(x)= d(x), (2)
d(x)b′(x)= b(x), (3)
d(x)a′(x)= xn. (4)
If we multiply (2) on the left by a(x) we get xnα(x)+ a(x)xnβ(x)= a(x)d(x). Thus if
d(x)=∑∞n=0 dnxn, we obtain the relation
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

d0 . . . dn−1
...
. . .
...
0 . . . d0

= (0, . . . ,0). (5)
If b′(x)=∑∞n=0 b′nxn, the identity (3) yields

d0 . . . dn
...
. . .
...
0 . . . d0




b′n
...
b′0

=


bn
...
b0

 .
Substituting this in (1) we obtain
(a0, . . . , an)


d0 . . . dn
...
. . .
...
0 . . . d0




b′n
...
b′0

= 1.
Applying (5)
(a0, . . . , an)


dnb
′
0
...
d0b′0

= 1.
Thus there exists c ∈ R such that cb′0 = 1. Since R is directly finite we can conclude
that b′0 and, as a consequence, b′(x) are invertible. By using the equalities (3) and (4),
b(x)(b′(x))−1a′(x)= d(x)a′(x)= xn. This shows that inR((x)) the left invertible element
b(x) is invertible. Hence b(x)a(x)= xn, as we wanted to prove. ✷
Lemma 2.2. Let R be a directly finite ring such that R❏x❑ is right Bezout. Then R is von
Neumann regular.
Proof. Let a be an element of R and consider the right ideal of R❏x❑ generated by a and x .
Since R❏x❑ is right Bezout there exist α(x), β(x), d(x), a′(x), and s(x) elements of R❏x❑
such that
aα(x)+ xβ(x)= d(x), (6)
d(x)a′(x)= a, (7)
d(x)s(x)= x. (8)
From the equality (8) and Proposition 2.1 we can conclude that d(x) is a non-zero-
divisor. From the equalities (7) and (8) we have that d(x)(a′(x)x − s(x)a) = 0. Thus
a′(x)x = s(x)a, as a consequence a′(x) ∈ R❏x❑a and, in particular, a′ ∈Ra.0
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term of (7) we have that a = d0a′0 ∈ aRa. Hence we can conclude that R is von Neumann
regular. ✷
Remark 2.3. Let R be a von Neumann regular ring, and let I be a countably generated
left ideal of R. It is well known that I =⊕∞n=0 Ren where {en}∞n=0 is a countable family
of orthogonal idempotents of R, cf. [6, Proposition 2.14]. Let f : I →R be a morphism of
left R-modules. Consider the series
a(x)=
∞∑
n=0
enx
n and b(x)=
∞∑
n=0
f (en)x
n.
Assume that R❏x❑ is right Bezout, then there exist α, β , a′ and b′ ∈R❏x❑ such that
a(x)α+ b(x)β = d(x),
d(x)a′ = a(x),
d(x)b′ = b(x).
Multiplying these equalities by each en, using that {en}n0 is a family of orthogonal
idempotents and that f (en) ∈ enR, it can be seen that d(x)=∑∞n=0 dnxn can be chosen
such that endn = dn. Hence we may assume that α, β , a′ and b′ ∈ R.
Consider the left ideal J = ∑∞n=0 R(enα + f (en)β) and the morphism of left
R-modules
g : I −→ J
en −→ enα + f (en)β.
Then g is a bijective map whose inverse is given by right multiplication by a′. If, in
addition, g is also given by right multiplication by some element r ∈ R, we get that
a(x)rb′ = b(x)
and hence f is given by multiplication by rb′. ✷
This argument proves the following result.
Lemma 2.4. Let R be a von Neumann regular ring such that R❏x❑ is right Bezout. R
is left ℵ0-injective if and only if for any pair of countably generated left ideals I, J and
any isomorphism f : I → J of left R-modules which is given by right multiplication by an
element of R, the inverse is also given by right multiplication by an element of R. ✷
Lemma 2.5 (P. Ara). Let R be a von Neumann regular ring. Let RI and RJ be left ideals
of R, and let f : I → J be a bijection given by right multiplication by a ∈R.
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exists a left principal ideal RK such that I ⊂K and lR(a)∩K = 0.
(ii) Assume R is directly finite. If there exists RK principal such that I ⊂ K and
lR(a) ∩ K = 0, then the inverse of f is given by right multiplication by an element
of R.
Proof. (i) Suppose that there exists an element b in R such that xab = x for any x ∈ I .
Let K = lR(ab− (ab)2)ab. K is a left principal ideal because R is von Neumann regular.
I ⊂K because if x ∈ I then x = xab and thus x(ab− (ab)2)= 0. Also l(a) ∩K = 0,
since if t ∈K ∩ l(a) then t = sab with s ∈ lR(ab− (ab)2); hence 0= ta = saba and, as a
consequence, 0= s(ab)2 = s(ab)= t .
(ii) As R is von Neumann regular the left ideal K + lR(a)=K ⊕ lR(a) is principal and
there exists a left ideal K ′ such that R =K⊕ lR(a)⊕K ′. Let e be an idempotent such that
K =Re and lR(a)⊕K ′ =R(1− e). Then right multiplication by a gives an isomorphism
between Re and Rea. Let g = g2 ∈ R be such that Rea = Rg, and let c ∈ Rg be such
that cea = g. Set h = ace. We observe that h = h2 and Rh ∼= Re. Since Rh ⊆ Re and
R is directly finite, Rh = Re. Thus e = eh = eace. Define b = ce. For any x ∈ I ⊆ Re,
x = xe = xeab, so xab = x . If y ∈ Ia = J then y ∈ Rea = Rg and, as a consequence,
yba = ycea = yg = y . Thus b is the element we were looking for. ✷
Now we can state (and prove) a partial converse to Theorem 1.8.
Proposition 2.6. Let R be a directly finite ring. Then the following statements are
equivalent
(1) R is a left ℵ0-injective von Neumann regular ring.
(2) (i) R❏x❑ is right Bezout.
(ii) If I is a countably generated left ideal of R and e= e2 ∈R is such that I ∩Re = 0,
then the natural projection
p : I ⊕Re→ Re
is given by right multiplication by an element of R.
Proof. Assume (1). Then (ii) holds trivially, and (i) follows from Theorem 1.8.
To prove that (2) ⇒ (1) assume (2) is satisfied. We know that R must be von Neumann
regular by Lemma 2.2. If I is a countably generated left ideal such that right multiplication
by an element a ∈ R is an injective map, then I ∩ l(a) = 0. But l(a) = Re for certain
element e = e2 ∈ R. Then, by hypothesis, there exists c ∈ R such that Ic = 0 and ec= e.
Define K =R(1− ce), it is clear that I ⊂K .
Consider r(1−ce)∈K∩Re, then 0= r(1−ce)a = ra thus r(1−ce)= re(1−ce)= 0.
By using Lemmas 2.4 and 2.5 we can conclude that R is left ℵ0-injective. ✷
We do not know whether condition (ii) can be eliminated from the proposition. It is clear
that if R is a commutative von Neumann regular ring or, more generally, all idempotents
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a directly finite von Neumann regular ring as we show in the following example.
First we recall that a ring R is said to be unit-regular provided that for any element
r ∈ R there exists a unit u ∈R such that rur = r . It is easily seen that a unit regular ring is
directly finite.
Example 2.7. There exists a unit-regular ring R that has a countably generated left ideal I
and an idempotent e ∈R satisfying that I ∩Re = 0 and such that the projection
p : I ⊕Re→ Re
is not given by right multiplication by an element in R. In addition, R is contained in a ring
S such that S❏x❑ is Bezout and still p is not given by right multiplication by an element
of S.
Proof. Let K be any field and V a K-vector space of dimension ℵ0. Consider S =
EndK(V ) and the two-sided ideal of S: M = {f ∈ S | dim(Imf ) <∞}. Let R =K +M .
It is well known and easy to see that R is unit regular.
Fix {vi}∞i=0 a basis of V as a K vector space and choose w a non zero element
of V . Consider the K-linear map e :V → V defined by e(vi) = w, and let ei :V → V
be the projections such that ei(vj ) = δij vi . Define I =⊕Rei . Then I ∩ Re = 0 and the
projection
I ⊕Re→ Re
is not given by right multiplication, since if an element s ∈ S satisfies that eis = 0 then
s = 0. Finally, note that as S ∼= S ⊕ S, S❏x❑ is Bezout. ✷
Let R be a von Neumann regular ring. Then the set of principal left ideals of R is a
lattice, we shall denote it by L(RR). R is left upper (lower) ℵ0-complete provided that the
lattice L(RR) is left upper (lower) ℵ0-complete, that is, if any countable subset of L(RR)
has a least upper (lower) bound in L(RR); R is ℵ0-complete if it is upper and lower
ℵ0-complete. In a von Neumann regular ring the least upper bound and the greatest lower
bound of {Rei}i∈N ⊆ L(RR) are given by∨
i∈N
Rei = lRrR
({eiR}i∈N) and ∧
i∈N
Rei = lR
({(1− ei)R}i∈N),
respectively.
A left upper ℵ0-complete von Neumann regular ring is said to be left ℵ0-continuous if
A∧
(∨
i∈N
Bi
)
=
∨
i∈N
(A∧Bi)
for any A ∈ L(RR) and any ascending chain {Bi}i∈N in L(RR). The left ℵ0-continuous
condition is equivalent to the fact that any countable subset {Rei}i∈N of L(RR) is essential
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are defined in a similar way. By an ℵ0-continuous ring we mean a ring that is ℵ0-continuous
on both sides.
If R is a directly finite left ℵ0-continuous von Neumann regular ring, then condition
(2.ii) of Proposition 2.6 is satisfied, since in a left ℵ0-continuous von Neumann regular
ring countably generated left ideals are essential in its supremum [6, Corollary 14.4]. Thus
we have the following corollary,
Corollary 2.8. Let R be a left ℵ0-continuous directly finite von Neumann regular ring.
Then the following statements are equivalent:
(1) R is left ℵ0-injective.
(2) R❏x❑ is right Bezout.
3. Semihereditary power series rings
Lemma 3.1. Let R be a ring such that R❏x❑ is right semihereditary. Then R is a left upper
ℵ0-complete von Neumann regular ring.
Proof. To prove that the ring is regular we just mimic the proof of the polynomial
case. Let r be an element of R different from zero. Consider the right ideal of R❏x❑,
I = rR❏x❑ + xR❏x❑. Since I is projective there exist f1, f2 ∈ HomR(I,R) such that for
any s in I , s = rf1(s)+ xf2(s). Thus rx = rf1(x)r + x2f2(r). Looking at the degree one
term we see that r ∈ rRr and thus R is von Neumann regular.
Let {en}∞n=0 be a countable family of orthogonal idempotents of R. Consider a(x) =∑∞
n=0 enxn, since R❏x❑ is right semihereditary rR❏x❑(a(x))= e(x)R❏x❑, e(x)= e(x)2 ∈
R❏x❑. Thus the zero degree term of e(x) is an idempotent e ∈ R such that ene= 0 for any
n  0, that is rR(
⊕∞
n=0 Ren) ⊇ eR. But if r ∈ rR(
⊕∞
n=0 Ren), there exists s(x) ∈ R❏x❑
such that e(x)s(x) = r , so r ∈ eR. We have now that ⊕∞n=0Ren ⊆ R(1 − e). We are
going to see that (1 − e) is the supremum of {en}∞n=0. If
⊕∞
n=0Ren ⊆ Rf , then 1 − f ∈
rR(
⊕∞
n=0 Ren)= eR and, as a consequence, e(1−f )= 1−f and (1− e)f = 1− e. Thus
R(1− e)⊆Rf . ✷
Proposition 3.2. Let R be a left ℵ0-injective and a left upper ℵ0-complete von Neumann
regular ring. Then R❏x❑ is right Bezout and right semihereditary.
Proof. If IR❏x❑ is a principal right ideal then, by Proposition 1.5,
I =
( ∞∑
en(x)x
n
)
R❏x❑n=0
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(1+∑∞i=1(1− en)ainenxi)en. Upper ℵ0-completeness implies
rR❏x❑
( ∞∑
n=0
en(x)x
n
)
= rR
({en}∞n=0)R❏x❑= eR❏x❑,
where e= e2 ∈R. Therefore as, by Theorem 1.8, R❏x❑ is a right Bezout ring we conclude
that the finitely generated right ideals of R❏x❑ are projective. ✷
Ara in [2, Lemma 2.1] proved that a left ℵ0-injective and left upper ℵ0-complete
von Neumann regular ring is also left ℵ0-continuous. If one can prove that R❏x❑ right
semihereditary implies that R is left ℵ0-continuous, then by Corollary 2.8 we would have
the converse of the previous proposition provided R is directly finite.
Proposition 3.3. Let R be a directly finite ring such that R❏x❑ is (right and left) Bezout
and right semihereditary. Then R is a left ℵ0-continuous, left ℵ0-injective von Neumann
regular ring.
Proof. By Lemma 3.1 we know that R is regular and left upper ℵ0-complete. To prove it
is left ℵ0-continuous it suffices to show that each non-zero countably generated left ideal
is essential in its supremum [6, Corollary 14.4].
Let RI be a non-zero countably generated left ideal. We may assume that it is generated
by a family of orthogonal idempotents {en}∞n=0, cf. [6, Proposition 2.14]. Let f 2 = f ∈ R
be such that Rf is the supremum of
⊕∞
n=0 Ren. Note that I ⊕R(1− f )e R if and only
if RI e Rf . Hence, without lost of generality, we may assume f = 1.
Suppose e = e2 ∈ R is such that (⊕∞n=0 Ren) ∩ Re = 0. Let a(x) = ∑∞n=0 enxn.
Consider the left ideal of R❏x❑, J = R❏x❑a(x) + R❏x❑e. Since R❏x❑ is left Bezout,
J =R❏x❑d(x) for a suitable d(x) ∈ R❏x❑. Thus there exist α,β, a′, b′ ∈ R❏x❑ such that
αa(x)+ βe= d(x),
a′d(x)= a(x),
b′d(x)= e.
But R❏x❑a(x)∩R❏x❑e= 0, thus
a′αa(x)= a(x), a′βe= 0,
b′αa(x)= 0, b′βe= e.
Let α0 and β0 be the terms of zero degree of α and β , respectively. Using the above
relations and the orthogonality of the family {en}∞n=0, it is not difficult to see that J =
R❏x❑(α0a(x)+ β0e). Hence, we may assume that α, β , a′ and b′ are elements of R.
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( ∞∑
n=0
αenR
)
∩ βeR = 0.
Consider the power series c(x)=∑∞n=0 αenxn. Since R❏x❑ is right Bezout,
c(x)R❏x❑+ βeR❏x❑= d1(x)R❏x❑.
Thus there exist α1(x), β1(x), c′(x), d ′(x) ∈ R❏x❑ such that
c(x)α1(x)+ βeβ1(x)= d1(x),
d1(x)c
′(x)= c(x),
d1(x)d
′(x)= βe.
But (c(x)R❏x❑)∩ βeR❏x❑= 0, thus
c(x)α1(x)c′(x)= c(x), βeβ1(x)c′(x)= 0,
c(x)α1(x)d ′(x)= 0, βeβ1(x)d ′(x)= βe.
From these equalities we get
a′c(x)α1(x)c′(x)=
( ∞∑
n=0
enx
n
)
α1(x)c
′(x)=
∞∑
n=0
enx
n.
Since
∑∞
n=0 enxn has zero annihilator, α1(x)c′(x) = 1, and, because R is directly finite,
also c′(x)α1(x)= 1. But βeβ1(x)c′(x)= 0 thus βeβ1(x)= 0 and then
0= b′βeβ1(x)d ′(x)= b′βe= e.
We have now that R is left ℵ0-continuous, and then, by Proposition 2.6, it is also left
ℵ0-injective. ✷
Handelman proved that an ℵ0-continuous von Neumann regular ring is unit-regular. The
proof of this result was simplified by Goodearl in [7, Corollary 1.6]. In this paper, Goodearl
also proved that if R is a right ℵ0-continuous, left ℵ0-injective regular ring, then R is also
right ℵ0-continuous and, by Handelman’s result, unit-regular. We will use these relations
in the following result.
Theorem 3.4. Let R be a ring. Then the following statements are equivalent:
(1) R is a two-sided ℵ0-injective, left (or right) upper ℵ0-complete von Neumann regular
ring.
168 D. Herbera / Journal of Algebra 270 (2003) 150–168(2) R is directly finite, and R❏x❑ is a semihereditary Bezout ring.
Proof. (1) ⇒ (2). By Theorem 1.8, we know that R❏x❑ is Bezout, and by Proposition 3.2
it is right semihereditary.
By [2, Lemma 2.1], R is left ℵ0-continuous thus, by [7, Theorem 1.8], is also right
ℵ0-continuous. So by [7, Corollary 1.6], R is unit regular and, hence, directly finite. Then,
by Proposition 3.2, R❏x❑ is left semihereditary.
(2) ⇒ (1). Follows from Proposition 3.3. ✷
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