In this paper we propose a new approach, called the matched shrunken subspace 
where f x|H0 (x) and f x|H1 (x) are two conditional pdfs of x under the null hy- 
where ω 0 and ω 1 are unknown parameters of pdf f x|H0 (x; ω 0 ) and pdf f x|H1 (x; ω 1 ),
104
respectively; andω 0 andω 1 are their MLEs. In this paper, "ˆ" denotes the es-
105
timates of unknown parameters.
That is, derived from the binary hypothesis model (2), the MSD model [7] is constructed as
113
H 0 : x = Bβ + n 0 , x is a background pixel,
where T = [t 1 , . . . , t rt ] is a p × r t matrix representing the target subspace, 
and thus the MSD model (4) becomes H 0 : x = Bβ + n 0 , x is a background pixel,
where now the unknown parameters are β, α, and those of n 0 and n 1 .
135
The corresponding estimate of the likelihood ratio is the generalised likeli-
136
hood ratio (GLR) of the MSD, formulated as
The MLEsσ the 2/p power of (7), we have the following GLR of the MSD:
The MLEs of β and α in (8) are given by
and
and thus
and 
and 149
where I is a p × p identity matrix. The final GLRT detector of the MSD model is then given by of the target and background subspaces in the hypothesis models of the MSD.
166
We call this approach the matched shrunken subspace detector (MSSD).
167
It is worth noting that, in the hyperspectral target detection practice, we 
and 185α iso = argmin
where θ 0 and θ 1 are the parameters that control the degree of shrinkage imposed 186 on the size of abundance vectors β and α, respectively. In this sense, the same
187
shrinkage degree is applied to all eigenvectors, as done in (16) and (17), and we 188 call this new method the MSSD with isotropic shrinkage, shortened as MSSD-i.
189
The test likelihood ratio of the MSSD-i is thus given by
and the estimates of β and α in the MSSD-i are readily given as
where I 0 is a r b × r b identity matrix and I 1 is (r t + r b ) × (r t + r b ) identity matrix.
193
Hence the RSS e 0 and e 1 given models H 0 and H 1 are computed as
and 195
As with (15), the detector of the MSSD-i model is finally given by
To be noticed, the MSSD-i also has two tuning parameters, but not the r b 
210
It is known that small eigenvalues correspond to the eigenvectors having 211 small variances, therefore we aim to shrink these directions the most. To this 
and 215α aniso = argmin
where θ 0 and θ 1 are again the parameters for the shrinkage degrees, and Λ V is 216 a concatenated matrix formed as
Compared with (16) and (17) which shrink isotropically over features in 218 MSSD-i, both (24) and (25) shrink anisotropically over features. Hence we call
219
this new method the MSSD with anisotropic shrinkage, shortened as MSSD-a.
220
As with (18), the test likelihood ratio of the MSSD-a is given by
and the estimates of β aniso and α aniso are
The RSS e aniso 0 and e aniso 1 given models H 0 and H 1 are then computed as
and 225
As with (15) and (23), the detector of the MSSD-a model can be written as
Similar to MSSD-i, only two tuning parameters are need to be determined 227 in the proposed MSSD-a: the shrinkage parameters θ 0 and θ 1 . 
Bayesian derivations of MSSD-i and MSSD-a
From the Bayesian perspective, the estimation of parameters β and α in the probability (MAP). Taking β for example, Bayes' theorem [14] says
where f (x|β) is a likelihood function of x and f (β) is a prior distribution of β.
233
Therefore the MAP estimate of β is
As the noise term n 0 is assumed to be a multivariate Gaussian distribution can be formulated as
In the conventional MSD, an improper uniform (non-informative) prior dis- For the MSSD-i, the prior distribution of β is in fact assumed to be
given by
Placing (35) and (37) into (34) and taking logarithm, we have 
249
Similarly, the prior distribution of γ is in fact assumed to be
where I t is a r t × r t identity matrix and therefore it results in a zero mean
Then f (α) is given by
where σ i = σ T for i = 1, . . . , r t and σ i = σ B for i = r t + 1, . . . , r t + r b . When 254 σ B = σ T and we let both of them to be σ α , (41) can be simplified to
Then placing the likelihood function and the prior distribution (42) into the 256 MAP estimate of α we have
where
α is the shrinkage parameter. This is also in the same form of 258 the MSSD-i estimate of α in (17), in particular if we assume σ T = σ B .
259
We can further generalise (43) to a slightly-adaptive shrinkage model:
In (44), when i = 1, . . . , r t , we have θ 1i = σ For MSSD-a, the prior distribution of β is in fact assumed to be
where Λ B is a r b ×r b diagonal matrix with eigenvalues λ 
Placing (35) and (46) into (34) and taking logarithm, we have the MAP esti-269 mator of β in MSSD-a:
where θ 0 = σ 2 0 /θ B . This is the same as the MSSD-a estimate of β in (24).
271
The prior distribution of γ is assumed to be
where Λ T is a r t ×r t diagonal matrix with different eigenvalues λ 
If we let θ T and θ B both be equal to θ v , then the prior distribution of α will
Then the MAP estimate of α becomes 280α aniso = argmin
This is also exactly the same as the MSSD-a estimate of α 281 in (25) .
282
Again, we can generlise (51) to a slightly-adaptive shrinkage model:
In (52), when i = 1, . . . , r t , we have θ 1i = σ 
where a is an N b ×1 coefficient vector, and the ridge regression problem becomes
whereâ iso is the shrunken estimator of a and θ M is the parameter controlling 318 the shrinkage. The solution ofâ iso is
where I b is a N b × N b identity matrix.
320
Following the notation in [14], if we perform the singular value decomposition
321
(SVD) on M B , saying p < N b , we obtain 
where I p is a p × p identity matrix and
. This is indeed the same as 333 the solution of Bβ aniso , whereβ aniso is given by (28) in the MSSD-a method.
334
Similar derivation can also be obtained for model H 1 , which we omit here. 
Experimental studies

336
In the experimental studies, we compare the performances of the MSSD- The Hymap image shown in Figure 1 was captured at the location of a small desired target is assumed to be in the HSI; 2) whereas in [27] , pixels within the
359
ROIs of desired targets are all regarded as target pixels. In the setting 1), no 360 target pixels are available for training. As a consequence, the parameters of the 361 models have to be manually set. While in the setting 2), the target pixels can be 362 randomly split into a training set and a test set and we can tune parameters for 363 models. The setting 2) is believed to be a tougher condition for target detection 364 than the setting 1). In this paper, we adopt the setting 2) in the evaluation of 365 the compared methods for fair comparison.
366
We randomly choose 2-3 labelled target pixels for training and the rest tar-367 get pixels for testing; and randomly choose around 10% background pixels for 368 training and the rest background pixels for testing. Summaries of the numbers 369 of training and test pixels of sub-images, which are used for detecting fabrics 370 and vehicles, are given in Table 1 and Table 2 , respectively. and T all have unit l 2 -norms and are independent of each other.
403
Regarding the variance σ T of γ defined in MSSD-i (39) and the eigenvalue 404 matrix Λ T of γ defined in MSSD-a (48), we set both σ T and Λ T to be ∞, since In the conventional MSD to be evaluated on the Hymap image, there is only 412 one unknown parameter to be tuned, which is the number of preserved leading Table 3 . into MSD can improve the detection performance.
419
429
We shall note that MSD has better performance on detecting F1 than MSSD- We further investigate the effects of parameters on the performances of de-437 tectors.
438
Firstly, the effects of window sizes on the performances of MSD, MSSD-i 439 and MSSD-a for detecting target V3 are illustrated in Figure 7 ; the results for 
In ( to (58) and θ iso0 affects the AUC.
472
As a by-product, the above analysis suggests a guideline on the use of MSSD- 
479
Finally, it is worth discussing why MSSD-a is more favourable than MSSD-i,
480
as indicated by the test results listed in Table 4 
