Abstract-Growing chip integration density and increasing frequencies lead to tremendous leakage power and henceforth to chip heat problems. Power management is one possibility to reduce the power consumption and get the temperature problem under control. Current technology mainly focuses on power-gating techniques on basis of multi-core systems but leaving the network perspective out of scope. We provide a holistic concept, bringing together voltage and frequency scaling techniques for network-on-chips. Following this, network static power consumption could be minimized without affecting the system performance. We present a light-weight power management controller for network-on-chips with online monitoring to optimize the power consumption of network resources. Our work comprises a hardware simulation model for design space exploration of varying technology specific parameters and an FPGA based prototype for verification. The power saving poten-tial heavily depend on the network communication load.
INTRODUCTION
Network-on-chips (NoCs) provide a scalable communication infrastructure for architectures with huge numbers of process-ing elements. To preclude that communication becomes the bottleneck in large multiprocessor designs, powerful network routers with large throughput are necessary. Consequently the proportion of network resources of the overall resource consumption is not negligible any longer.
Since the start of CPU development, processor frequency increased from few Megahertz to around three Gigahertz. However, in the last few years, core frequency growth has slowed. One of the reasons is a highly significant heat emission which comes in conjunction with increasing frequencies. Chip temperature can increase so much that it could cause actual physical damage to the chip. Because of the tremendous generated heat, simple cooling mechanisms are no longer strong enough to carry away the heat. To prevent the hardware from destruction, hardware monitors are included in the chips and switch off the device before it comes to actual damage. For taking corrective actions even before the heat increases too much, dynamic voltage and frequency scaling (DVFS) methods are applied [1] . The majority of DVFS methods focuses on the processor perspective and the communication is not considered. However, there are first developments to extend these methods also to the network layer [2] , [3] , [4] .
With shrinking technology sizes, especially beyond 90nm, the amount of static power dissipation reaches a critical proportion of the total power. Accessory, the increasing static power dissipation causes high temperatures even in idle cir-cuits and hence the static leakage is not negligible any more. The rising complexity of on-chip communication structures, is reaching a state where dedicated power management becomes beneficial. Moreover, with increasing network sizes it will not be possible to have one globally synchronous clock to supply the entire network, due to phase adaptations.
We propose a reduction of static power consumption of network resources without limiting the functionality of com-munication. To keep the balance between energy-saving and performance loss, a power management controlling unit was designed in this work. Therefore the existing network router was extended by a controller unit which evaluates monitoring information and controls the power shutdown mechanisms. In addition the controller gives recommendations about the optimal frequency in case of low network load.
The rest of the paper is organized as follows: In section II some selected previous works related to power-gating and low power networks are briefly discussed. Section III presents the fundamentals of on-chip power consumption and the original network architecture. In section IV the power management concept is described. The following section V provides simu-lation results to support the presented concept. In section VI we conclude the paper.
II.
RELATED WORK There are several methods for power saving for network-on-chip (NoC) systems. They can be divided into two groups, fo-cusing either on dynamic power reduction, or on reducing the static power. Reduction of dynamic power can be achieved by task or thread manipulation [5] . The reduction of static power is always linked with power-or clock-gating mechanisms or DVFS methods and is described in the following section. A general overview of low power designs is given in [6] .
In [7] a power-gating scheme for virtual channels in on-chip networks is described, which uses an adaptive method to dynamically adjust the number of active VCs based on the on-chip traffic characteristics. But the proposed method does not comprise guaranteed service connection within the network. Also, other router resources than buffers will not be power-gated if they are inactive.
The following works are inspired by dark silicon research [8] and propose a different kind of powergating granularity, where multiple physical networks run in parallel and each layer can be powergated [9] , [10] . The sub-networks can be power gated without compromising the connectivity of the primary network. Although the total power consumption of the multi-layer network can be reduced compared to single-layer networks, the resource consumption is not considered at all. Bokhari et al. [11] take the idea of multi-layer networks and describes the delay which is inserted when switching between the different layers. All these works have in common that they suffer a disadvantage in regards of resource overhead due to the design of sub-networks. To keep the resource overhead to a minimum due to power management, is one of the key features of this work.
Another method to achieve power reduction by reducing the dynamic power is DVFS. Lee at al. [12] presented a frequency and voltage scaling method based on the network workload. Another systemlevel DVFS technique is presented in [1] where higher level caches are comprised as well as network resources. Bogdan et al. [2] , [4] present a control approach for NoC designs with multiple voltage and frequency islands. Their approaches focus on an analytical solution of the power management problem, which results in a high resource utilization and long decision times. As opposed to this, our method pursues a minimal size hardware implementation for the power management, with fast response to changing communication load since the complete logic is implemented in hardware. In addition the centralized approach in [2] does not scale well, in contrast to our approach.
Matsutani et al. present run-time power gating for network routers in several publications [13] , [14] . But besides a not negligible resource overhead, additional computation overhead is necessary inside the router to produce the information required to generate a wake-up request signal. Our work in comparison does not require sophisticated routing algorithms and the resource overhead is kept to a minimum.
The number of switches between on and off states should be limited. First since each wake-up process results in power penalty and second because of high wake-up latencies [15] , [16] . Both values highly depend on the applied technology and the depth of the sleep state [17] .
Since there is no real chip available of our NoC architecture, the power measurements for evaluation of the design are based on simulation models. A basic performance and power evaluation model for NoC based interconnection networks is described in [18] .
III. BACKGROUND A. Methodologies for Power Saving
The power consumption of integrated circuits can be divided into static and dynamic power. The dynamic power in turn is subdivided into internal (or leakage) and switching power. There are methods either to reduce the static power or to reduce the dynamic power. This paper addresses both power reduction methods, since it combines clock scaling and power-gating techniques.
The switching power depends on the loading of output pins. Internal power results from the power dissipation of the internal short-circuit current when a signal changes from 0 to 1 or from 1 to 0. The switching activity can be determined from design simulations. If no simulation results are available, worst case values are assumed. In scope of this work we are using a standard-cell library from TSMC for power simulations. The dynamic power of a gate is defined as follows:
The transistor switch speed is proportional to the transistor voltage. If we take into account that the frequency can be raised proportionally to transistor switch speed only, the dy-namic power dissipation is proportional to V 3. For example, if we double the frequency, the dynamic power dissipation will be eight times higher. Thus reducing the frequency can save a huge amount of dynamic power. Therefore we extended the power management controller by the opportunity to reduce the frequency if the routers are sparsely utilized.
The main part of the static power is caused by source/drain leakage current Isd,leak and can be defined as follows:
Starting with the 90nm node and below, the leakage power becomes very significant. The difference between the supply voltage and the threshold voltage is decreasing and due to this the transistor delay increases exponentially. Lowering the threshold voltage results in an increased leakage power.
To gain low power circuits, the parameters of equation 1 and 2 should be minimized. Since the switching activity is given through the communication and the load capacitance is set by the used technology we can only minimize either the frequency or the voltage. These methods are made up of Power Gating, Power Scaling, Clock Gating and, Clock Scaling [7] , [12] . Power gating adds sleep transistors to the design to separate a circuit's power supply. According to that, most of the static leakage is suppressed. In this work the reduction of leakage power of unused network components is the main goal.
In regards of no significant reduction of system performance, it is important that on the one hand the network can be power gated during run time, depending on the actual network workload and on the other hand the frequency can be scaled up or down depending on the load of the router.
B. Top Level Architecture
The underlying NoC architecture we are using for this work is briefly described in the following. A detailed description of the network architecture can be found in [19] . The design is organized in a 2D-array mesh of tiles to increase scalability. Other topologies are also possible, but should not be further discussed in this work. Each router in this design has bidirec-tional connections to its neighbor routers and a connection to a local cluster. A network adapter builds the interface between the router and the local bus of the cluster.
The cluster architecture integrates a variable number of LEON3 cores, all connected to the local bus [20] . Furthermore, each cluster includes a L2 cache and a tile local memory. The distributed memory architecture reduces the network accesses, since tile local memory is sufficient for most of the computations. This arrangement has implications for the degree of network capacity utilization, since network accesses can be reduced. Nevertheless the simulation results in section V are based on synthetic generated network traffic, to prove that the concept is also valid for other network architectures and memory distributions with worst case communication scenarios.
C. The NoC Router
The router design which forms the basis for this work was given by Heisswolf [21] . The router supports both connectionless best effort (BE) communication as well as connection-oriented guaranteed service (GS) communication. Both transmission strategies (BE and GS) share the router resources dynamically. As a routing strategy XY routing is used in this work.
The routers are connected with each other via two unidirectional links which are divided into a parameterizable number of virtual channels (VCs). A single router unit is shown in figure 1 . The router input and output links, which are usually placed in cardinal directions to the neighboring router are grouped together in this figure. 
IV.
IMPLEMENTATION The goal of the power management unit for on-chip net-works is to decide whether it is reasonable to switch off a com-plete router or to scale down the frequency. Therefor a power management unit (PMU), composed of the power management controller (PMC) and the Load Detection Unit (LDU),have been developed. For efficient power gating functionality the PMC needs to observe the current utilization of the on-chip routers. Each router is already supplied with an implemented monitoring unit which is utilized by the PMC. The following section describes the hardware implementation in detail. The design implementation is written in SystemVerilog which offers the possibility to use the same files on the one hand for a field programmable gate array (FPGA) based prototype. On the other hand the design files can be utilized for an applicationspecific integrated circuit (ASIC) synthesis and the associated power estimation.
To come to a fast decision for every router while keeping the design scalable, there is one PMC connected to every router. The resulting resource overhead is proportionally quite small in contrast to the router design and is further evaluated in section V. Figure 2 shows a schematic of a 3x3 mesh NoC based on the architecture described in section III-B, where all routers have connection to their direct neighbors, the local cluster and to one PMC. To improve clarity, the wake-up and sleep signals are only given for the router in the center of figure 2. In the actual implementation all PMC have this two signals to all adjacent routers. The power saving principle described in this paper was designed for a packet switching network with wormhole flow control. But it can be also applied to other networks easily. The router must provide monitoring information about the current link utilization during run-time. In this work the monitoring infrastructure was already included in the basic router design and have been described in [19] .
The power management unit consists of the following three components. First the load detection unit which analyzes the monitoring information. Second the transmission control unit which extends the existing control unit so that no flits are transmitted as long as the following router is power-gated. And third the power management controller which decides whether the corresponding router can be power-gated or if the clock frequency should be scaled. An overview of the router including power management is given in figure 3 . Of course the router includes still the components shown in figure  1 , but for simplification they are not shown here again. In the following, the implementation of the load detection unit and the power management controller is described in detail. 
A. Load Detection Unit (LDU)
The output of the monitoring unit is continuously evaluated by the LDU. While a router is active, the monitoring unit output values are greater than zero. The LDU checks in every single clock cycle if its input value is greater than zero. If it is equal zero for a complete (Tidle_detect), the router is marked as idle and hence the router could be switched off completely. Otherwise the busy_out signal of the detector is set high to signalize a busy router device. The LDU is integrated into the router. The advantage of this approach is that, while the router is shut down the monitoring unit is also powered-off. While the appropriate PMC must be always active even when the router is shut down to watch out for newly arriving flits. Since the power manageme cannot be power gated, the goal is to keep it as small as possible in regards of resource and power consumption.
B. Power Management Controller (PMC)
The applied network provides two different communication types, best effort (BE) and guaranteed service (GS) communication. In case of BE all flits of one package are send right after each other. Hence the reserved channel will be utilized the whole time. In case of GS communication a channel will be reserved for a longer period and might not be util
The PMC has to signal the power state of its router to all adjacent devices to prevent the loss of data packets. The PMC sets a hold signal immediately when it detects an idle router, to block further outgoing transmissions by neighboring routers and its local tile. The hold signal interrupts the reservation process in the transmission control of the out port virtual channels (VC). Hence flits are hold back till the neighboring router is activated again.
On the other hand, as soon as the arbitration module determines a new packet arrival, a transmission request signal is send to the router in the direction the packet should be forwarded, even before the actual arbitration process is finished. Consequently, power gated routers a possible to minimize the performance penalty due to power saving mechanisms. Isolation cells are integrated at the input of the router, to generate a known logic value during shutdown of the supply power.
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monitoring unit is continuously evaluated by the LDU. While a router is active, the monitoring unit output values are greater than zero. The LDU checks in every single clock cycle if its input value is greater than zero. If it is equal zero for a complete given observation time (Tidle_detect), the router is marked as idle and hence the router could be switched off completely. Otherwise the busy_out signal of the detector is set high to signalize a busy router device. The LDU The advantage of this approach is that, while the router is shut down the off. While the appropriate PMC must be always active even when the router is shut down to watch out for newly arriving flits. Since the power manageme cannot be power gated, the goal is to keep it as small as possible in regards of resource and power
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The applied network provides two different communication types, best effort (BE) and guaranteed service (GS) communication. In case of BE all flits of one package are send right after each other. Hence the reserved channel will be utilized the whole time. In case of GS communication a channel will be reserved for a longer period and might not be utilized for any length of time.
The PMC has to signal the power state of its router to all adjacent devices to prevent the loss of data packets. The PMC sets a hold signal immediately when it detects an idle router, to block further neighboring routers and its local tile. The hold signal interrupts the reservation process in the transmission control of the out port virtual channels (VC). Hence flits are hold back till the neighboring router is activated again. soon as the arbitration module determines a new packet arrival, a transmission request signal is send to the router in the direction the packet should be forwarded, even before the finished. Consequently, power gated routers are started with their wake-up process, as early as possible to minimize the performance penalty due to power saving mechanisms. Isolation cells are integrated at the input of the router, to generate a known logic value during shutdown of the supply
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monitoring unit is continuously evaluated by the LDU. While a router is active, the monitoring unit output values are greater than zero. The LDU checks in every single clock cycle if given observation time (Tidle_detect), the router is marked as idle and hence the router could be switched off completely. Otherwise the busy_out signal of the detector is set high to signalize a busy router device. The LDU The advantage of this approach is that, while the router is shut down the off. While the appropriate PMC must be always active even when the router is shut down to watch out for newly arriving flits. Since the power management unit cannot be power gated, the goal is to keep it as small as possible in regards of resource and power
The applied network provides two different communication types, best effort (BE) and guaranteed service (GS) communication. In case of BE all flits of one package are send right after each other. Hence the reserved channel will be utilized the whole time. In case of GS communication a channel
The PMC has to signal the power state of its router to all adjacent devices to prevent the loss of data packets. The PMC sets a hold signal immediately when it detects an idle router, to block further neighboring routers and its local tile. The hold signal interrupts the reservation process in the transmission control of the out port virtual channels (VC). Hence flits are soon as the arbitration module determines a new packet arrival, a transmission request signal is send to the router in the direction the packet should be forwarded, even before the up process, as early as possible to minimize the performance penalty due to power saving mechanisms. Isolation cells are integrated at the input of the router, to generate a known logic value during shutdown of the supply The following describes the three main states of the power management controller.
Power Down: If the Load Detection Unit (LDU) signals that the router is inactive, the power management controller monitors for transmission request signal of adjacent routers, to avoid a false shut down while a transmission is already queued. Also the LDU checks whether there are channels reserved for GS communication. Only if both are cases are false, the PMC can take the next state for isolating the circuits of the router.
Before the router is finally shut down on the next rising clock edge, the PMC checks again for incoming requests. If a request arises at this point in time (Pre request state in figure 4), the shutdown is canceled and the router stays active. Instead of isolating the router from the supply voltage, it is also possible to disconnect the clock source. Consequently, the leakage power will not be reduced, but on the other hand the wake up delay will be much shorter.
Wake-up Process: In case of routing a flit to a power gated router, the device needs to be woken up. So the initiating source router sends a transmission request signal to the sleep-ing routers power management controller (PMC). This causes the PMC to switch the routers sleep transistor and connect it to the systems supply. In the next step the PMC resets the virtual channel reservation table at the output port of the requesting router to release the blocked VCs. Afterwards the transmission is executed as usual. The time a router requires to wake up and to start its usual operation is defined as Twake−up and is crucial for the added latency by the power gating functionality.
Twake−up depends on the used transistor technology. Since the technology is not know at this point in time, the delay time Twake−up can be parametrized for simulation, to test different values against each other.
Frequency Scaling: In case of low loads or if channels are reserved by guaranteed service (GS) connections, the router cannot be power gated. To reduce power also in these cases, the PMC comprises a clock scaling unit.
The observe state is the initial and default state of the power management controller, see figure 4 . Depending on the degree of router utilization, the controller either suggest a frequency scaling factor (scaling the frequency up or down) or power gates the complete router in case of no utilization. The router utilization upper and lower threshold limit value (TLV) can be chosen during design time. Depending on these variables, different scaling factors are calculated.
The realization of multiple clock domains in a design requires a clock domain crossing between the different regions. In our approach the buffers at each input port of the router have been replaced by asynchronous FIFOs. Thus neighboring routers can run in different clock domains without any further design changes. As a result of this, clock synchronization becomes redundant.
V.
RESULTS AND DISCUSSION For performance and power evaluation we utilized the architecture described in section III-B and III-C and extended it by the power management. Figure 5 shows the architecture used for simulation. The detailed parameters of the network architecture utilized for evaluation are given in table I. The proposed router design and the power management unit are implemented in SystemVerilog. The synthesis was done on the one hand for an FPGA based prototype using one Xilinx Virtex7 2000T FPGA. On the other hand the same HDL files are used for an ASIC synthesis and power estimation with Synopsys DesignCompiler. Therefore the TSMC library tcbn45gsbwp_120a is applied. The wake-up delay times for clock and power gated circuits depend on the one hand on the used design library and on the other hand on the depth of the sleep state. To keep flexibility and not to be assigned to one specific library, the wake-up delay time of the routers is implemented as a variable parameter. Hence the designer can test its architecture design with different delay times to assess the impact of the switching delay on the network performance.
A. Resource Consumption
The generated area overhead by adding the power man-agement controller (comprising load detection unit and power management controller) to the router design is only 2.1%. Figure 6 shows the contrasting juxtaposition of resource con-sumption of a single cluster (tile), a network router without power management and the PMC. 
B. Simulation Infrastructure
To evaluate the performance shift of the network by adding the power management, we are using a hardware description language (HDL) based ModelSim simulation of an 8x8 mesh network. The structure of the test architecture is shown in figure 5 . A list of architecture details is given in table I. To reduce the simulation time, the processing elements are represent by simple models, hence only synthetic generated traffic is applied.
The proportion of power-gated routers depends particularly on the application. Having communication intensive applica-tions, the amount of time a router can be power-gated will be much lower, than having computation intensive applications. To evaluate a worst case scenario, we are using synthetic gen-erated uniform random traffic with varying injection rates as well as transpose traffic. Even these worst case consumptions still show that the approach by adding a small amount of resources can save power without major performance loss. The injection rates were measured in flits/node/ns. Table II shows the percentage of power-gated time of each router in a 8x8 mesh network with an injection rate of 0.3 flits/node/ns.
Building the average over all injection rates between 0.1 and 0.6, in as many as 14.2% of the time a router is switched off. Figure 7 compares the throughput and latency of a 8x8 mesh network without power management with a network of equal dimensions including the power management con-troller(PMC), using uniform random traffic. The throughput (see figure 7(a) ) is almost equal in both implementations. Due to the power on delay, packets which should be transmitted to a power gated router, will be delayed. Hence the latency with low injection rates differ much more, since it is more likely that routers can be power gated. If the injection rates increases, it is less likely that routers can be power gated, due to high utilization. Instead of retarding packets if routers are power-gated, it would also be possible to use a different routing scheme than XY routing. For example Heisswolf et al. [22] describe a rerouting mechanism. But the more complex routing algo-rithms come with a resource overhead and increased latency if non minimal routes are used. Besides that, the destination router need to be waked up anyways and hence retarding pack-ets cannot be fully prevented. For this reasons we abandoned the option of a different routing algorithm than XY routing.
C. Power Analysis
There are different methods available to measure the power dissipation of FPGAs. Jevtic at al. [23] describe a methodology to measure separate values of static, clock, interconnect, and logic power in FPGAs. However the power consumption of FPGAs differs considerably from ASIC power consumption [24] . Hence the FPGA prototype is only used for system functionality verification and not for power evaluations.
For power estimations at RTL level, we are using Synopsys PowerCompiler included in the Synopsys tool DesignCompiler. The tool computes the leakage and dynamic power of a router based on a given test bench scenario. For generating the power estimation results, the same test bench as described in section V-B has been used. Table II shows the ASIC area and power consumption of a reference router without power management, compared to a router including the PMC. Thereby, the power consumption is given on the one hand for no communication (Power (Min.) columns) and on the other hand for high communication load (Power (Max.) columns).
Matsutani et al. [13] introduced a look-ahead sleep control to reduce the performance penalty. In contrast, our approach can achieve the same results without additional resources. Compared to the network described in [7] our VC power gating technique covers BE and GS communication and is also capable of switching off complete routers. In case of guaranteed service (GS) connection, the utilization can be zero, but switching off a router is not possible since latency guarantees can be violated otherwise. In this case power will be saved by scaling down the frequency to a minimum. Finally, depending on the actual communication an optimal energy saving measure is applied.
In addition we have a working FPGA prototype of the NoC including power management and processing elements. Al-though the target platform is an ASIC, the FPGA prototype is used to verify the implementation with more realistic communication patterns.
VI. CONCLUSION
In this paper, we presented a power management controller for on chip networks. Each router comprises its own control-ling unit to realize a decentralized power optimization while minimizing the performance loss. Depending on the degree of router utilization, the controller either suggest a frequency scaling factor or power gates the complete router in case of no utilization. The resource overhead of the PMC is kept to a minimum, while saving an average of 14.2% of the network power. A FPGA based implementation of the approach is available for evaluation as well as an ASIC design flow for power simulation.
