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Abstract: Selection of a suitable General Circulation Model (GCM) ensemble is crucial for effective 13 
water resources management and reliable climate studies in developing countries with constraint 14 
in human and computational resources. A careful selection of a GCM subset by excluding those 15 
with limited similarity to the observed climate from the existing pool of GCMs developed by 16 
different modeling centers at various resolutions can ease the task and minimize uncertainties. In 17 
this study, a feature selection method known as symmetrical uncertainty (SU) was employed to 18 
assess the performance of 26 Coupled Model Intercomparison Project Phase 5 (CMIP5) GCM 19 
outputs under Representative Concentration Pathway (RCP) 4.5 and 8.5. The selection was made 20 
according to their capability to simulate observed daily precipitation (prcp), maximum and 21 
minimum temperature (Tmax and Tmin) over the historical period 1980–2005 in the Niger Delta 22 
region which is highly vulnerable to extreme climate events. The ensemble of the four top-ranked 23 
GCMs, namely ACCESS1.3, MIROC-ESM, MIROC-ESM-CHM and NorESM1-M, were selected for 24 
the Spatio-temporal projection of prcp, Tmax and Tmin over the study area. Results from the chosen 25 
ensemble predicted an increase in the mean annual prcp between the range of 0.26% to 3.57% under 26 
RCP 4.5, and 0.7% to 4.94% under RCP 8.5 by the end of the century when compared to the base 27 
period. The study also revealed an increase in Tmax in the range of 0 to 0.4 oC under RCP4.5 and 28 
1.25-1.79 oC under RCP8.5 during the periods 2070 – 2099. Tmin also revealed a significant increase 29 
of 0 to 0.52 ˚C under RCP4.5 and between 1.38-2.02 ˚C under RCP8.5, which shows that extreme 30 
events might threaten the Niger Delta due to climate change. Water resource managers in the region 31 
can use these findings for effective water resources planning, management and adaptation 32 
measures. 33 
For effective planning and management of water resources, selection of a suitable GCMs ensemble 34 
is crucial for any reliable future climate change studies which can be very challenging due to the 35 
existence of many GCMs from different modeling centers at various resolutions and uncertainties. 36 
Thus, they can be minimized by careful selection. The performance of GCMs is generally assessed 37 
according to their capability to simulate observed historical precipitation (pcp), maximum and 38 
minimum temperature (Tmax and Tmin) of a defined region. In this study, a feature selection 39 
method known as symmetrical uncertainty (SU) was used for the assessment and ranking of 26 40 
Coupled Model Intercomparison Project Phase 5 (CMIP5) GCMs based on their ability to simulate 41 
daily precipitation, maximum and minimum temperature over the historical period 1980–2005. The 42 
performance of GCMs in identifying a suitable ensemble was assessed using gridded climate data 43 
obtained from Climatic Research Unit (CRU) as observed datasets. The ensembles of the four top-44 
ranked GCMs was considered for the projection of the region's climate. The biases in raw GCMs 45 
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were correct using Additive correction factor for temperature and multiplicative correction factor 46 
for precipitation. The top four GCMs namely ACCESS1.3, MIROC-ESM, MIROC-ESM-CHM and 47 
NorESM1-M were selected for the Spatio-temporal projection of pcp, Tmax and Tmin over the Niger 48 
Delta. The ensemble chosen for the regions climate projection revealed a decrease in the mean 49 
annual precipitation between 19–23% under RCP4.5 and 13-19 % under RCP8.5 during the period 50 
2070 - 2099 when compared to the base period. The study also reveals an increase in Tmax in the 51 
range of 0.9 oC - 1.95 oC under RCP4.5 and 3.6 oC - 3.8 oC under RCP8.5 during the periods 2070 – 52 
2099. Tmin is also expected to increase significantly by 2.25 oC under RCP4.5 and between 3.6 oC - 53 
3.8 oC under RCP8.5. These findings can be used by water resource managers for effective mitigation 54 
planning and management of water resources over the Niger Delta. 55 
Keywords: Global Climate Models; Niger Delta; Coupled Model Intercomparison Project Phase 5; 56 
Respectively Concentration Pathways; Symmetrical Uncertainty; Temperature; Precipitation; 57 
Gridded Dataset 58 
 59 
1. Introduction 60 
General Circulation Models (GCMs) are numerical mathematical representations of the 61 
atmosphere, ocean, and land surface processes developed based on physical laws and physical-62 
based empirical relationships. GCMs simulations are essential tools for assessing the impact of 63 
climate change for a range of human and natural systems [1]. The simulated GCM outputss 64 
climate isare associated with uncertainties (e.g. due to model resolution, parametrisation, 65 
assumption, or calibration processes e.t.c [2–10] that hinder GCMs outputs from modelling accurately 66 
projecting future climate projections at a regional or local level. To reduce this these 67 
uncertaintyuncertainties, a subset of GCMs may be selected to caveat for a given study area by 68 
excluding those which have ith limited similarity to the observed climate [6,8,11–13]. This subset 69 
selection can, however, be very challenging due to the existence of many GCMs from different 70 
modelling centres at various resolutions and uncertainties. These uncertainties can be minimised by 71 
a careful selection of an ensemble model for climate projection [14]. It is also practically not feasible 72 
to use all the CMIP5 GCMs for climate change projection and impact assessment due to constraint in 73 
human and computational resources [15]. A small ensemble of more appropriate GCMs is selected 74 
for any region of interest by excluding those considered unrealistic and in order to reduce the spread 75 
of uncertainties associated with GCM [11].  76 
The selection of a GCM ensemble subset requires an approach tailored towards the efficacy of 77 
the model dependence or performance in climate projection impact analyses [16]. Existing methods 78 
generally follow two approaches: (i) the ‘past performance approach’, which is based on a GCMs 79 
ability to replicate historical climate but does not take into account the future projection [17], and (ii) 80 
the ‘envelope approach’, which selects GCMs according to their agreement in the future climate 81 
projections but does not consider a GCMs ability to replicate the past climate [18]. The combination 82 
of the past performance approach with the envelope method is referred to as the ‘hybrid approach’. 83 
The past performance approach produces more realisticbetter projections when employed for 84 
identifying an ensemble from a large pool of GCMs, suggesting that the past performance evaluation 85 
is a suitable approach because the ability of a GCM to simulate the past climatic conditions suggests 86 
it may also therefore, therefore, be more likely to predict the future climate with increased accuracy 87 
[8,11,19,20].  88 
A GCM ensemble produced by the past performance approach is usually assessed by comparing 89 
historical observed climatic variables with the simulated GCM variables over a baseline period [19]. 90 
Three algorithms known as ‘filters’, ‘wrappers’ and the ‘hybrid’ of filters and wrappers have been 91 
used by the past performance approach in the selection of the GCMs subset by ranking the GCMs 92 
concerning a climate variable(s) based on their past performance [11,21]. These three algorithms are 93 
also referred to as ‘Feature selection methods’. The filter's algorithm select an ensemble of GCMs 94 
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based on their derived scores from various statistical tests such as correlation coefficient, significance 95 
tests, linear discriminant analysis, and information gain [22–25]; while wrappers algorithm, in 96 
contrast, select an ensemble of GCMs by employing iterative learning algorithms such as forward 97 
selection, recursive variable elimination and greedy search [12,26]. Hybrids of filters and wrappers 98 
are used to identify better performing GCMs from an initially filtered ensemble of GCMs [12,27]. The 99 
major drawback of filters is that they ignore inter-dependencies among GCMs output for a given 100 
variable and therefore, may select inappropriate GCMs for the ensemble. Wrappers are also 101 
computationally intensive and also often found to choose inappropriate the best set of GCMs due to 102 
overfitting of the regression model [11,12]. The hybrids of filters and wrappers are computationally 103 
less intense compared to wrappers but found to perform similarly to wrappers better when used on 104 
a large number of GCMs [11,15,28]. Hybrids of filters and wrappers are more suitable to be used with 105 
a large number of GCMs [11,15]. 106 
Many studies have been conducted to determine the performance of GCM outputs bys 107 
employing various wrappers and filters in respect to gridded data which include; clustering 108 
hierarchy [14], weighted skill score [29], spectral analysis [30], Bayesian weighting [31], and 109 
information entropy [32], have been used for the above purpose. Various statistical indicators such 110 
as correlation coefficients [23] have also been used for GCM evaluation, ranking and selection. The 111 
disadvantages of using these statistical indicators such as correlation coefficients is that their 112 
performance matrices are also mostly evaluated based on the mean climatic condition state of the 113 
climatic condition where temporal variability such as trends or seasonal variability of the climate is 114 
not given full attention [33]. 115 
Several studies have recently used the feature selection methods to in selecting the most suitable 116 
GCMs to form an ensemble subset for climate studies and projection in different areas around the 117 
world. Symmetrical uncertainty (SU) is a feature selection method which measures changes in 118 
entropy based on the concept of information entropy in other to assess the similarity or mutual 119 
information between GCM and observed datasets [34–36].  [8] used SU in the selection of GCMs for 120 
the spatiotemporal forecast of changes in temperature of Iraq. [12,19] recently used SU in selecting, 121 
ranking and assessing the performance of several GCMs in Pakistan. [20] applied a combination of 122 
Entropy Gain (EG), Gain Ratio (GR), and Symmetrical Uncertainty (SU) approach in screening the 123 
past performance and selection of rainfall GCMs in Nigeria. This study explores the use of 124 
Symmetrical UncertaintySU feature selection methods in selecting and ranking the most suitable 125 
GCMs to form an ensemble GCM for temperature and rainfallPcp, Tmax and Tmin projection in the 126 
Niger Delta part of Nigeria. The objective of this study was, therefore, to use the Symmetrical 127 
Uncertainty SU algorithms in identifying the most suitable GCMs ensemble from 26 CMIP5 GCMs 128 
in reconstructing the prcp, Tmax and Tmin precipitation, maximum and minimum temperature over 129 
the Niger Delta for reliable climate projection. The selected GCMs ensemble was then used for reliable 130 
prediction of climate for the Niger Delta, which is highly vulnerable to extreme climate events with 131 
large spatial and seasonal variability.  132 
2. Materials and methods 133 
2.1. Description of the study area 134 
The study area is located in the Niger Delta part of Nigeria and comprises of Bayelsa and Rivers 135 
State . The placements of these states are presented in (Figure 1). The area is area is low lying coastal 136 
area drained by Rivers Kwa-Ibo, Imo, Bonny, Aba, Kwa-Ibo, Bonny, and their respective tributaries. 137 
The region belongs to the equatorial climate towards the southern coast and subequatorial climate 138 
towards the northern tropical rainforest [37]. The topography elevation of the area under the 139 
influence of high coastal tides results in flooding, mostly especially during the rainy season [38]. The 140 
climatic condition in the region belongs to the tropical rainforest within the wet equatorial climatic 141 
region. The area is characterised by typical tropical wet (March to October) and dry seasons 142 
(November to February) with a mean annual rainfall decreasing increasing from 2000 mm around 143 
the northern fringe to about 4500 mm around the coastal margin to about 2000 mm around the 144 
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northern fringe of the study area [39]. A short spell of the dry season, often referred to as the ‘August 145 
break’ caused by the deflection of the moisture-laden current is often experienced in August and 146 
sometimes occurs in July or September [40] due to variations in weather. 147 
The mean monthly temperatures are higher up to 26.67 oC around March / April and as low as 148 
24.44 oC during July/ August giving a small annual range of 2.73 oC. The mean relative humidity of 149 
the area is relatively high often reaching 90%, while the warm, wet southwesterly winds blow inland 150 
most of the year and the dust-laden, warm-dry North-easterly winds occasionally reach the coast for 151 
small periods of the year [36]. Recent trends of increase in temperature, precipitation and flood 152 
frequencies observed over the years in the Niger Delta due to global warming depicts a clear sign of 153 
climate change with a variable future climate over the region [37–40].  154 
2.2. Data and sources 155 
2.2.1. Gridded Dataset 156 
The datasets used in this study are the Climate Research Unit (CRU) daily rainfall and 157 
temperature datasets between the historic years of 1980 to 2005 over the Niger Delta part of Nigeria 158 
due to the scarcity of reliable long records of hydroclimatological stations observations in the area. 159 
The CRU datasets are observation-based gridded precipitation and temperature datasets which are 160 
widely used because of their extensive spatial and temporal coverage extracted from the CRU version 161 
4.01 global climate dataset [41–43]. They were found to be the best-fit datasets that replicate the 162 
distribution patterns, spatial and temporal variability of the Niger Delta’s observed datasets [44]. The 163 
gridded datasets are re-gridded to a common spatial resolution of 0.5°X 0.5° following the agreed 164 
resolution of the GCMs. The daily CRU was downloaded as NetCDF files from 165 
[http://www.cru.uea.ac.uk] resulting in an equal number of grids (22 grids) which were spatially 166 
distributed across the study area. The observed station data had only one observation within the 167 
study area with two other contributing stations outside the study area. The historic daily climate data 168 
(precipitation (pcp), minimum and maximum temperature (Tmin, Tmax)) data within the same grid 169 
locations that house the observed meteorological station were downscaled to the station resolution. 170 
These datasets cover a period of 1980 – 2005 for the historical period as observed climate data and 171 
GCM-simulated dataset covering periods of 1950–2005 for the historical periods and 2006 – 2099 for 172 
the future periods. 173 
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Figure 1. Map of the study area in Nigeria showing the spatial distribution of 0.50 x 0.50 grids. 174 
The mean monthly temperatures are higher up to 26.67 oC around March / April and as low as 175 
24.44 oC during July/ August giving a small annual range of 2.73 oC. The mean relative humidity of 176 
the area is relatively high often reaching 90%, while the warm, wet southwesterly winds blow inland 177 
most of the year and the dust-laden, warm-dry North-easterly winds occasionally reach the coast for 178 
small periods of the year [41]. Recent studies show that during the last 20 years [42], a trend of 179 
increase in prcp, Tmin and Tmax and flood frequencies observed over the years in the Niger Delta 180 
due to global warming depicts a clear sign of climate change with a variable future climate over the 181 
region [43–46].  182 
 183 
2.2.2. Coupled Model Inter-comparison Project Phase 5 (CMIP5) GCM Datasets 184 
Twenty-six GCMs of ISI-MIP (Inter-sectorial impact model inter-comparison project) [45] 185 
models (Table 1) and two carbon emission scenarios (RCP4.5 and RCP8.5) for the years (1980-2099) 186 
were downscaled for the basin in other to be consistent with the CRU datasets observations. The 187 
GCM data was obtained from the CMIP5 data portal website (http://pcmdi9.llnl.gov/). The GCMs 188 
were selected based on the availability of daily simulation for two representative concentration 189 
pathways (RCP), which are RCP4.5 and RCP8.5 scenarios.  190 
The RCP4.5 is an intermediate pathway scenario which shows a good agreement with the latest 191 
policy of lower greenhouse gas emission by the global community while the RCP8.5 is the business-192 
as-usual scenario which provides the possible highest impact on climate change [46]. Therefore, RCP 193 
4.5 and RCP 8.5 were selected as these two scenarios can provide a possible complete range of impact. 194 
As the GCMs are available in different resolutions, all CMIP5 data were, therefore, interpolated 195 
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uniformly to the same spatial scale (0.5o X 0.5o) to reduce biases introduced by different resolution for 196 
fair comparison using inverse distance weight (IDW) interpolation technique. This technique uses 197 
nearby areas to generate point output from each GCM at each grid point and thus provides a smooth 198 
interpolation which is widely used for re-gridding of GCMs [43]. Table 1 gives an overview of GCMs. 199 
Table 1. General Circulation Models (GCMs) Used in the Study at 0.50 Grid. 200 
GCM No GCM Name Institute Resolution 
1 ACCESS1.3 
Commonwealth Scientific and Industrial 
Research Organisation–Bureau of Meteorology, 
Australia 
1.9 × 1.2 
2 CanCM4 Canadian Centre for Climate Modelling and 
Analysis, Canada  
2.8 × 2.8 
3 CanESM2 
4 CCSM4 National Centre for Atmospheric Research USA 0.94 × 1.25 
5 CMCC.CESM Centro Euro-Mediterraneo sui Cambiamenti 
Climatici, Italy 
0.7 × 0.7 
6 CMCC.CMS 1.9 × 1.9 
7 CNRM.CM5 
Centre National de Recherches 
Météorologiques, Centre, France 
1.4 × 1.4 
8 CSIRO.Mk3.6.0 Commonwealth Scientific and Industrial 
Research Organization, Australia 
1.9 × 1.9 
9 CSIRO.Mk3L.1.2   
10 GFDL.CM3 
Geophysical Fluid Dynamics Laboratory, USA 
2.5 × 2.0 
11 GFDL.ESM2M   
12 GISS.E2.H 
NASA/GISS (Goddard Institute for Space 
Studies), USA 
2.5 × 2.0 
13 HadCM3 
Met Office Hadley Centre, UK 1.9 × 1.2 
14 HadGEM2.AO 
15 HadGEM2.CC 
16 HadGEM2.ES 
17 INMCM4 Institute of Numerical Mathematics, Russia 2.0 × 1.5 
18 IPSL.CM45A.LR 
Institut Pierre Simon Laplace, France 
2.5 × 1.3 
19 IPSL.CM5A.MR 3.7 × 1.9 
20 MIROC.ESM The University of Tokyo, National Institute for 
Environmental Studies, and Japan Agency for 
Marine-Earth Science and Technology, Japan 
2.8 × 2.8 
21 MIROC.ESM.CHM 
22 MIROC5 1.4 × 1.4 
23 MPI.ESM.LR 
Max Planck Institute for Meteorology, Germany 1.9 × 1.9 
24 MPI.ESM.MR 
25 MRI.CGCM3 Meteorological Research Institute, Japan 1.1 × 1.1 
26 Noer.ESM1.M Meteorological Institute, Norway 2.5 × 1.9 
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2.2.1. Gridded Dataset 202 
The datasets used in this study are the Climate Research Unit (CRU) daily prcp, Tmax and Tmin 203 
datasets between the historic years of 1980 to 2005 over the Niger Delta part of Nigeria due to the 204 
scarcity of reliable long records of hydroclimatological stations observations in the area. The CRU 205 
datasets are observation-based gridded prcp, Tmin and Tmax datasets which are widely used 206 
because of their extensive spatial and temporal coverage extracted from the CRU version 4.01 global 207 
climate dataset [47–49]. They were found to be the best-fit datasets that replicate the distribution 208 
patterns, spatial and temporal variability of the Niger Delta’s observed datasets [50]. The gridded 209 
datasets are re-gridded to a common spatial resolution of 0.5°X 0.5° following the agreed resolution 210 
of the GCMs. The daily CRU datasets were downloaded from [http://www.cru.uea.ac.uk] resulting 211 
in an equal number of grids (22 grids) which were spatially distributed across the study area. The 212 
observed station data had only one observation within the study area with two other contributing 213 
stations outside the study area. The historic daily climate data (prcp, Tmin and Tmax) data within 214 
the same grid locations that house the observed meteorological station were downscaled to the 215 
station resolution. These datasets cover a period of 1980 – 2005 for the historical period as observed 216 
climate data and GCM-simulated dataset covering periods of 1950–2005 for the historical periods and 217 
2006 – 2099 for the future periods. 218 
2.2.2. Coupled Model Inter-comparison Project Phase 5 (CMIP5) GCM Datasets 219 
Twenty-six GCMs of ISI-MIP (Inter-sectorial impact model inter-comparison project) [51] 220 
models (Table 1) and two carbon and other greenhouse, aerosols, etc. emission scenarios (RCP4.5 and 221 
RCP8.5) for the years (1980-2099) were downscaled for the basin in other to be consistent with the 222 
CRU datasets observations. The GCM data was obtained from the CMIP5 data portal website 223 
(http://pcmdi9.llnl.gov/). The GCMs were selected based on the availability of daily simulation for 224 
two representative concentration pathways (RCP), which are RCP4.5 and RCP8.5 scenarios.  225 
The RCP4.5 is an intermediate pathway scenario which shows a good agreement with the latest 226 
policy of lower greenhouse gas emission by the global community while the RCP8.5 is the business-227 
as-usual scenario which is consistent with future that has no change in climate policy to reduce 228 
emissions [52]. Therefore, RCP 4.5 and RCP 8.5 were selected as these two scenarios can provide a 229 
possible complete range of impact. As the GCMs are available in different resolutions, all CMIP5 data 230 
were, therefore, extracted and downscaled uniformly to the same spatial scale (0.5o X 0.5o) to reduce 231 
biases introduced by different resolution for a fair comparison. This technique uses nearby areas to 232 
generate point output from each GCM at each grid point and thus provides a smooth interpolation 233 
which is widely used for re-gridding of GCMs [49]. Table 1 gives an overview of GCMs. 234 
3. Methodology 235 
The procedure for identification and ranking of a subset of better performing GCMs ensemble 236 
for simulation of the spatial and temporal projection of changes in rainfall and temperature for this 237 
study are outlined as follows: 238 
1. Extracting and re-gridding of the selected 26 GCMs  datasets and CRU gridded datasets to 239 
a spatial resolution of 0.5o × 0.5o was carried out. 240 
2. SU was then applied to evaluate and assess the association between the 26 GCMs and the 241 
CRU gridded observations (prcp, Tmax and Tmin) at each of the 22 grid points of 0.5ox0.5o 242 
resolution covering the study area, (Figure 1) over the reference period study period 1980 – 243 
2005. 244 
3. The GCMs were then ranked based on the computed SU weight obtained at each grid points 245 
using the SU weighting technique, where a higher rank was given to GCMs with more weight 246 
in most of the grid points. A separate list of rank is prepared for each climatic variable (prcp, 247 
Tmax and Tmin) and each gridded dataset (Table 2). 248 
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4. The overall GCMs ranks were then derived (equation 4) considering all their ranks and the 249 
weights obtained at all the 22 grid over the entire study area.  250 
5. The final ranks of all the three datasets were determined using a comprehensive rating metric 251 
based on the frequency of occurrence of each GCM to combine the overall ranks in other to 252 
obtain a single rank for each GCM valid for the entire study. 253 
6. For simplicity, the easiest and yet the most common method of downscaling by bias 254 
correction was carried out for correction of the biases in the best-selected future GCM 255 
ensemble against the CRU gridded observations. The additive correction method was used 256 
for temperature bias correction while the multiplicative correction method was used to 257 
correct the biases in precipitation prcp for GCM simulations under the two RCPs scenarios 258 
for the period 2010 – 2099. 259 
7. The ensemble of the best four performing GCMs was then used for the projection prediction 260 
of spatial, temporal and seasonal changes in rainfall for three future periods (2010 – 2039, 261 
2040 – 2069, and 2070–2099) against the historical period (1980 – 2005).  262 
3.1. Model selection using symmetrical uncertainty 263 
Symmetrical uncertainty (SU) is an information entropy entropy-theory-based filtering 264 
approach based on the concept of information entropy [47] which measures the changes in entropy 265 
based on the concept of information entropy in other to assess the similarity or mutual information 266 
of between GCM with and observed datasets [34,36]. The information entropy estimates the amount 267 
of information common between the two variables. For example, if P(X) and P(Y) are the probability 268 
density functions and P(X, Y) is the joint probability density function of A and B, then the entropy H 269 
between X and Y [48,49] is given in Eq. (1) as below [36,53]: 270 
𝐻(𝑋, 𝑌) =  ∑ 𝑃(𝑋, 𝑌)𝑙𝑜𝑔
𝑃(𝑋, 𝑌)
𝑃(𝑋). 𝑃(𝑌)
         (1) 271 
The relation of entropy and mutual information can then be used to solve the problem in different 272 
ways as follows; if H(X) denote entropy of X, then: 273 
𝐻(𝑋) =  − ∫ 𝑃(𝑋) log(𝑃(𝑋)) 𝑑𝑥             (2) 274 
H estimates The common information between the two variables is estimated by H as the difference 275 
between the sum of the entropies and their joint entropy. The amount by which the entropy of X 276 
decreases reflects additional information about X provided by Y, and is called information gain (IG), 277 
which is given by Eq. (23) [54]. Information gain (IG) measures how much one random variable tells 278 
about another.  279 
𝐼𝐺(𝑋, 𝑌) = 𝐻(𝑋) − 𝐻(𝑋, 𝑌)                     (23) 280 
 281 
where, H(X) and H (X, Y) denotes the entropy of X and the joint entropy of X and Y, respectively.  282 
The H estimated using Equation (1) indicates the amount of mutual information between the 283 
observations and GCMs. If the variables are independent to each other, the IG is 0, while a higher 284 
value of IG indicates the GCMs has higher similarity with the gridded observations. 285 
The IG is biased toward the variable having higher values. These biases are compensated by 286 
dividing the IG value with the sum of the entropies of the random variables, which is referred to as 287 
SU. Therefore, SU provides an unbiased estimation of the degree of similarity or dissimilarity of a 288 
GCM with the corresponding observations regardless of the shape of the underlying distributions. 289 
The SU uses the following steps for GCM selection: 290 
𝑆𝑈(𝑋, 𝑌) =  2
𝐼𝐺(𝑋, 𝑌)
𝐻(𝑋) + 𝐻(𝑌)    
       (34) 291 
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where, H(X) and H(Y) denotes the conditional entropies of X and Y, while H (X, Y) represents the 292 
joint entropy of X and Y, respectively. SU values vary between 0 and 1, where 1 refers to a perfect 293 
agreement between the observations and GCMs, while a value of 0 refers to no agreement between 294 
the observations and GCMs [55].  295 
3.2. Ranking of GCMs using the weighting method 296 
Ranking of GCMs at a single grid point is a relatively simple task. However, assessment and 297 
classification of GCMs from multiple grid points become arduous difficult as the exercise may display 298 
different degrees of accuracies at different grid points. This becomes more difficult when the 299 
underlying preference model, like weights assignable to different attributes for some parameters, are 300 
considered. To overcome this challenges, a technique that aggregates and combines information from 301 
different sources such as the weighting Method [56], frequency of occurrence majority rule [57], 302 
numerical averaging [13] can be employed. In this study, the ranks of the GCMs relating to each grid 303 
point were computed for each climate variable based on the computed SU weights for the 22 grids 304 
points, considering all the 26 GCMs. These are then ranked based on the frequency of occurrence at 305 
different ranks [17].  306 
Then overall weight (Wo) for each variable (i.e. P, Tmax and Tmin) and each GCM was 307 
determined by multiplying the frequency of occurrence of each GCM at a particular rank with the 308 
computed SU weight corresponding to its rank and summing all the values obtained [12] as shown 309 
in Eq. (45) below: 310 
𝑊𝑜 = 𝑋1(𝑤1) + 𝑋2(𝑤2) + 𝑋3(𝑤3) … … … + 𝑋28(𝑤28)       (45) 311 
where X represents the frequency of occurrence (e.g. X1 corresponds to the frequency of occurrence 312 
of GCM at rank 1), w represents the weight corresponding to each rank, and Wo denotes the overall 313 
weight of each GCM.  314 
The ensembles of the four top-ranked GCMs was then considered for the simulation of daily 315 
Prcp, Tmax and Tmin. 316 
3.3. Bias correction 317 
Projected raw GCM typically contains biases when compared with observations [58]. typically. 318 
Bias correction was carried out to correct the projected raw GCM output using the differences in the 319 
mean and variability between GCM and observed datasets. In this study, the biases in the daily time 320 
series of the variables (i.e., prcp, Tmin and TmaxPcp, tasmax, and tasmin) from the four top-ranked 321 
GCM outputs were corrected using the easiest and yet the most common methods which were the 322 
Additive additive method for temperature and multiplicative method for prcp 323 
[49,59,60]precipitation. For temperature, the additive correction factor for each month is used, and 324 
the adjusted formula for modified daily temperature (tTasmax and tTasmin) is expressed in Eq. (56). 325 
𝑇𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑𝑖𝑗 = 𝑇𝐺𝐶𝑀𝑖𝑗 + (?̅?𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑘 − ?̅?𝐺𝐶𝑀𝑗𝑘 )           (56) 326 
where T is the temperature, ?̅?T is the long-term average temperature, and i, j, k are respectively day, 327 
month, and year counters.  For precipitationprcp, a multiplicative correction factor for each month 328 
is used, and the modified daily rainfall is expressed in Eq. (67): 329 
𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑𝑖𝑗 = 𝑃𝐺𝐶𝑀𝑖𝑗 ∗
?̅?𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑗𝑘
?̅?𝐺𝐶𝑀𝑗𝑘
                        (67) 330 
where P is the precipitation (mm day-1), and ?̅?P is the long-term average precipitation. 331 
3.4. Performance assessment 332 
Performance of the ensembles from all the 26 GCMs , and 4 selected SU selected GCMs and the 333 
modified SU GCMs of prcp, Tmax and Tmin were examined using the correlation coefficient (R2) (Eq. 334 
(78)), Nash-Sutcliff efficiency (NSE) (Eq. (89)), and Root mean square error (RMSE) (Eq. (910)), [61]. 335 
The correlation coefficient (R2) is a measure of how the ensemble GCMs are likely to be predicted by 336 
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the model and is equivalent to the sample cross-correlation between ensemble GCMs and observed 337 
datasets, where the overbar denotes mean values.  338 
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where y and o are predicted and observed values, respectively; and Nv is the number of target data 340 
used for testing.  341 
The Nash-Sutcliff efficiency (NSE) indicates the goodness-of-fit of the simulated ensemble 342 
GCMs and observed data in line 1:1 and can range from −∞ to 1. NSE measures the predictive skill of 343 
a model relative to the mean of observations [61]. In this evaluation, the classification suggested by 344 
[62] described as: NSE CNS > 0.75 (model is appropriate and good); 0.36 < NSE CNS < 0.75 (model is 345 
satisfactory); and NSE CNS < 0.36 (model is unsatisfactory) was adopted. 346 
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where Yiobs is the ith observation for the constituent being evaluated, Yisim is the ith simulated value 348 
for the constituent being evaluated, YmeanYmean is the mean of observed data for the constituent being 349 
evaluated, and n is the total number of observations. 350 
The Root mean square error (RMSE) measures the global fitness of a predictive model.  351 
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where y and o are observed and predicted values respectively; and Nv is the number of target data 352 
used for testing. 353 
4. Results and discussion 354 
4.1. Ranking of the GCMM ensemblse 355 
Time series GCM and CRU datasets for the period 1980–2005 were used for theto calculatioen 356 
ofthe SU weights. The GCMs were then ranked according to the weight derived from the SU 357 
technique. The SU weights define the potential advantage of one GCM over the others in simulating 358 
the observations. The higher the coefficients, the better performance of the GCM of interest.  359 
The overall scores attained by the GCMs over the entire study area was estimated using equation 360 
(4), and the estimated scores for each GCMs are shown in Table 4 respectively. In many cases, small 361 
difference in SU weights wereas observed among the GCMs mainly in precipitation prcp with zero 362 
weights in some cases observed in both Tmax and Tmin, which have also been reported in previous 363 
studies [17,63]. The smaller difference in SU values among GCMs indicated that all the GCMs 364 
performed well with a similar degree of accuracy in replicating observations. 365 
4.2. Spatial distribution of top-ranked GCMs 366 
The SU filter was applied individually to the 26 GCM grid points (0.5°×0.5°) for prcp, Tmax and 367 
Tmin with CRU data over the study area. The spatial distribution of the GCM ensemble from the SU 368 
filter, which ranks as best, second-best and third-best 1st, 2nd and 3rd are shown in figures 2 (a, b & c), 369 
represented by different colours based on their SU weights. Results obtained shows that ACCESS1.3 370 
was found to be the best GCM in simulating precipitation prcp in the first rank while no single GCM 371 
was found to dominate the study areas precipitation prcp in the second and third rank. The spatial 372 
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distribution of the SU GCMs shows that CSIRO.Mk3L.1.2 was found to dominate the first rank, 373 
IPSL.CM45A.LR was also found to dominate the second rank while GFDL.ESM2M was found to 374 
dominate the 3rd rank in simulating both Tmax and Tmin GCMs over the entire study area. However, 375 
the distribution of SU GCMs shows that MIROC-ESM simulated both Tmax and Tmin in most of the 376 
study area. 377 
The Noer.ESM1-M was found to be the best in the western part of the area, while MIROC-ESM 378 
was found to be the best in the eastern part of the study area for the Tmax. ACCESS1.3 was also found 379 
to dominate the second rank for both, Tmax and Tmin. No single GCM was found to dominate the 380 
study areas prcp in the third rank. The Tmin was dominated by MIROC-ESM-CHMMIROC-ESM-381 
CHM dominated the Tmin while the CanESM2 was found to perform best in the western part of the 382 
area and MIROC.ESM.CHM was found to be the best in the south-eastern part of the area for the 383 
Tmax in the third rank. 384 
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 386 
Figure 2. The spatial distribution of GCMs ranked best, second-best and third-best 1st, 2nd and 3rd 387 
position using symmetrical uncertainty SU filter at different gird points for PCPrcp, Tmax and Tmin 388 
over the Niger Delta. 389 
4.3. Selection of GCM ensemble 390 
GCMs that can simulate both PCPPrcp, Tmax and Tmin properly are considered more 391 
appropriate desirable for climate change impact analysis [8,19]. Based on these criteria, Twelve GCM 392 
outputs shown in bold ranking from the best performing to the worst as summarised in table 2 met 393 
these criteria. tThe top four GCMs were selected according to their higher SU weight and common 394 
performance. Tables 2 shows the overall GCMs scores ranksstarting as well as their performances 395 
after bias correction in simulating the CRU prcp, Tmax and Tmin obtained from overall weights 396 
derived from SU coefficients. The overall scores from the SU filter show that the top four performing 397 
GCMs are ACCESS1.3, MIROC-ESM, MIROC-ESM-CHM, and NorESM1-M. These result further 398 
verified [16] who suggested that GCMs should be treated independently as separate data points as 399 
each model is a myriad of discrete process representations.  400 
Table 2. Overall SSU weights of GCMs and their performance ranks according to their ability to 401 
simulate CRU prcp, Tmax and Tmin datasets. The selected GCMs are shown in bold fonts. 402 
S/no.Ra
nks 
GCMs 
PrecipitationPrcp Tmax Tmin 
Weight
SUs 
NSCN
SE R2 
Weight
SUs NSEC R2 
Weight
SUs NSEC R2 
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1 
ACCESS1-
3ACCESS1.3 
0.280.20
8 
0.580.
58 
0.810.
81 
0.150.09
4 
0.670.
67 
0.840.
84 
0.090.09
0 
0.86-
0.86 
0.550.
55 
2 
MIROC-
ESMCanCM4 
0.140.00
7 
0.630.
49 
0.840.
74 
0.100.00
8 
0.870.
91 
0.440.
91 
0.120.00
8 
0.620.
65 
0.490.
48 
3 
MIROC-ESM-
CHMCanESM2 
0.150.02
2 
0.690.
52 
0.560.
77 
0.110.01
5 
0.86-
2.18 
0.860.
67 
0.020.01
2 
0.50-
6.48 
0.580.
25 
4 
Noer-ESM1-
MCCSM4 
0.130.09
9 
0.570.
51 
0.820.
76 0.140 
0.82-
0.70 
0.890.
66 0.050 
0.380.
44 
0.480.
46 
5 
MIROC5CMCC.
CESM 
0.080.01
9 
0.620.
61 
0.820.
81 0.150 
-
5.360.
89 
0.880.
89 0.060 
-
1.880.
65 
0.450.
48 
6 
HadGEM2-
ESCMCC.CMS 
0.190.00
4 
0.590.
55 
0.810.
78 
0.030.04
2 
0.880.
63 
0.910.
79 
0.020.04
2 
0.540.
31 
0.530.
45 
7 
CanCM4CNRM.
CM5 
0.070.04
6 
0.490.
44 
0.740.
73 
0.080.01
0 
0.910.
64 
0.910.
81 
0.010.01
0 
0.650.
28 
0.480.
51 
8 
MRI-
CGCM3CSIRO.
Mk3.6.0 
0.060.04
3 
0.550.
44 
0.780.
71 0.110 
0.700.
15 
0.870.
83 0.030 
0.48-
0.06 
0.510.
57 
9 
MPI-ESM-
MRCSIRO.Mk3
L.1.2 
0.060.04
0 
0.350.
31 
0.780.
60 0.050 
0.750.
89 
0.870.
89 0.020 
0.490.
68 
0.510.
53 
10 
CMCC-
CMSGFDL.CM3 
0.080.16
2 
0.55-
0.35 
0.780.
42 0.110 
0.63-
0.62 
0.790.
15 0.040 
0.310.
37 
0.450.
20 
11 
CNRM-
CM5GFDL.ESM
2M 
0.100.17
5 
0.440.
49 
0.730.
74 0.070 
0.640.
79 
0.810.
85 0.010 
0.280.
40 
0.510.
55 
12 
CanESM2GISS.E
2.H 
0.100.06
6 
0.520.
32 
0.770.
62 0.120 
-
2.180.
74 
0.670.
76 0.010 
-
6.480.
56 
0.250.
37 
13 
IPSL-CM45A-
LRHadCM3 
0.150.13
8 
0.630.
58 
0.850.
80 0.030 
0.810.
91 
0.910.
91 00 
0.420.
67 
0.570.
51 
14 
HadGEM2-
CCHadGEM2.A
O 
0.210.13
8 
0.580.
62 
0.820.
83 00 
0.900.
84 
0.900.
81 00 
0.630.
49 
0.450.
29 
15 
HadCM3HadGE
M2.CC 
0.090.00
1 
0.580.
58 
0.800.
82 00.003 
0.910.
90 
0.910.
90 00.004 
0.670.
63 
0.510.
45 
16 
CMCC-
CESMHadGEM2.E
S 
0.080.15
4 
0.610.
59 
0.810.
81 
0.000.02
2 
0.890.
88 
0.890.
91 00.019 
0.650.
54 
0.480.
53 
17 
IPSL-CM5A-
MRINMCM4 
0.110.01
3 
0.470.
42 
0.740.
68 00 
0.840.
60 
0.850.
69 00 
0.64-
0.54 
0.460.
42 
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18 
GFDL-
ESM2MIPSL.CM4
5A.LR 
0.110.13
3 
0.490.
63 
0.740.
85 0.040 
0.790.
81 
0.850.
91 00 
0.400.
42 
0.550.
57 
19 
CSIRO-Mk3L-1-
2IPSL.CM5A.MR 
0.050.00
4 
0.310.
47 
0.600.
74 00 
0.890.
84 
0.890.
85 00 
0.680.
64 
0.530.
46 
20 
HadGEM2-
AOMIROC.ESM 
0.030.28
1 
0.620.
62 
0.830.
82 00.122 
0.840.
87 
0.810.
88 00.121 
0.490.
62 
0.290.
45 
21 
GISS-E2-
HMIROC.ESM.CH
M 
0.140.19
9 
0.320.
63 
0.620.
84 00.024 
0.74-
5.36 
0.760.
44 00.056 
0.56-
1.88 
0.370.
49 
22 
MPI-ESM-
LRMIROC5 
0.060.00
5 
0.550.
69 
0.800.
56 00 
0.000.
86 
0.870.
86 00.025 
0.630.
50 
0.560.
58 
23 
CSIRO-Mk3-6-
0MPI.ESM.LR 
0.130.00
4 
0.440.
55 
0.710.
80 
0.020.01
6 
0.150.
00 
0.830.
87 00 
-
0.060.
63 
0.570.
56 
24 
INMCM4MPI.ES
M.MR 
0.050.00
4 
0.420.
35 
0.680.
78 00.034 
0.600.
75 
0.690.
87 00.017 
-
0.540.
49 
0.420.
51 
25 
CCSM4MRI.CGC
M3 
0.090.02
3 
0.510.
55 
0.760.
78 00.055 
-
0.700.
70 
0.660.
87 00.033 
0.440.
48 
0.460.
51 
26 
GFDL-
CM3Noer.ESM1.
M 
0.210.01
8 
-
0.350.
57 
0.420.
82 00.046 
-
0.620.
82 
0.150.
89 00.047 
0.370.
38 
0.200.
48 
4.4. Ensemble model validation 403 
The performance of the ensemble model at each grid point, for all the 26 GCMs, 4 SU selected 404 
GCMs and CRU datasets were assessed by the coefficient of correlation (R2) and Nash-Sutcliff 405 
efficiency (NSE). As an example, results obtained from the grid point in Port Harcourt is presented 406 
in Table 3, respectively. The results indicated that the ranking of GCMs assisted in identifying a 407 
better-performing GCM ensemble for downscaling of simulations/ projections and can be a possible 408 
way to produce more reliable hydro-climatic information at a finer spatial resolution and with 409 
reduced uncertainties. 410 
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 411 
Figure 3. Monthly averages of CRU and Raw datasets (a) 26 Prcp (b) 4 Prcp SU (c) 26 Tmax (d) 4 Tmax SU 412 
(e) 26 Tmin (f) 4 Tmin SU GCM outputs for the Historical periods 1980 – 2005 at the grid point located in 413 
Port Harcourt. 414 
(a) 26 PCP GCMs (b) 4 PCP SU GCMs (c) 26 Tmax GCMs (d) 4 Tmax SU GCMs (e) 26 Tmin GCMs (f) 4 Tmin SU 415 
GCMs for the Historical periods 1980 – 2005 at the grid located in Port Harcourt. 416 
Comparative plots of mean monthly raw 26 GCMs and the 4 SU selected GCMs shown in figure 3 shows 417 
that the selected GCM outputs matches better with the observed CRU datasets which suggested a better 418 
performance after bias correction as clearly proved by figures 4 respectively. Results of comparative analysis 419 
between the ensemble of all GCMs and the ensemble SU selected GCMs over the selected grid points and as 420 
depicted in Table 3 showed low RMSE with high NSC NSE and R2 values which shows that the SU ensemble 421 
performs better in depicting the CRU datasets. The ensemble of all GCMs consistently underestimated the sum 422 
(2166.91 mm) and the mean (5.94 mm) of CRU prcp (2227.95 mm & 6.19 mm), respectively. However, application 423 
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of the SU filter in ensemble selection improved the results to a sum of 2255.49 mm and a mean of 6.23 mm. This 424 
trend was observed in all the 22 grid points. Comparison of the mean values obtained at all the grid points for 425 
Tmax and Tmin confirms the better performances of the SU model. 426 
The seasonal averages of the bias bias-corrected 26 GCM output s and the four selected models 427 
were compared to that of the CRU datasets in order to assess the performance of the downscaled 428 
model presented in figure 4 below. The figures show that the selected GCMs matched better with the 429 
CRU datasets after correcting the biases which  are assumed to indicate that they produce more 430 
realistic projections.shows is an indicator that they will produce a better ensemble. 431 
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 433 
Figure 4. Monthly averages of CRU and Bias corrected datasets (a) 26 PCPrcp GCMs (b) 4 PCP Prcp SU 434 
GCMs (c) 26 Tmax GCMs (d) 4 Tmax SU GCMs (e) 26 Tmin GCMs (f) 4 Tmin SU GCM outputs for the 435 
Historical periods 1980 – 2005 at the grid  point located in Port Harcourt. 436 
The obtained results were further validated using interval plots of changes in the annual 437 
averages of CRU datasets with the ensemble of all the 26 GCMs and the 4 selected SU GCMs for prcp, 438 
Tmax and Tmin (Figure 5). The changes and the levels of uncertainty were estimated using the RMSE 439 
and 95% confidence band shows the spread of the uncertainties during the future periods. The 440 
obtained results were further validated using the plots of monthly averages of CRU datasets with the 441 
ensembles of all the 26 GCMs, SU selected ensemble as depicted in figure 5. Most of the data were 442 
found to align with the CRU observations for both pcp, Tmax and Tmin. However, a slight variation 443 
can also be seen. The variation is relatively higher during December for Tmax and Tmin and typical 444 
for All and SU ensemble. The results obtainedThese indicated the efficiency of the SU ensemble 445 
models in GCM selection. Overall, the SU filter was found to perform well in improving GCMs 446 
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ensemble selection for simulating the sum and mean, low, and extreme values in the region, as shown 447 
in table 3. 448 
Table 3. Performance assessment of GCM ensembles at the grid located in Port Harcourt. 449 
Mean Annual Observed 
GCM Ensembles 
All  SU  
Precipitation 
Prcp (mm) 
Sum 2227.95 2166.91 2255.49 
Mean 6.19 5.94 6.23 
RMSE - 2.42 2.62 
NSCNSE - 0.58 0.62 
R2 -  0.86 0.83 
Tmax (oC) 
Mean 31.13 31.20 31.06 
RMSE - 0.68 0.71 
NSCNSE - 1.00 1.00 
R2 - 0.92 0.92 
Tmin (oC) 
Mean 22.63 23.12 22.72 
RMSE - 0.88 1.17 
NSCNSE - 1.00 1.00 
R2  - 0.64 0.62 
The results showed proper matching of SU ensemble mean Pcp, Tmax and Tmin with CRU. 450 
Thus, the results indicate that the SU ensemble selection approach can improve the accuracy in the 451 
projection by reducing uncertainties associated with individual GCMs. 452 
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Figure 5. Interval plots for the annual averages of CRU datasets with the ensemble of all the 26 GCMs and the 4 454 
SU selected GCMs for (a) Prcp (Base Periods) (b) Prcp (future Periods) (c) Tmax (Base Periods) (d) Tmax (future 455 
Periods) (e) Tmin (Base Periods) (f) Tmin (future Periods) with 95% confidence interval at the grid located in 456 
Port Harcourt. 457 
Figure 5. Monthly averages of CRU datasets with the ensembles of all the 26 GCMs and the selected SU 458 
GCMs for (a) Precipitation (b) Tmax (c) Tmin at the grid located in Port Harcourt.The results showed a 459 
reproduction of CRU observed datasets by the SU ensemble mean for Prcp, Tmax and Tmin. Thus, indicate that 460 
the SU ensemble selection approach can improve the accuracy in the projection by reducing uncertainties 461 
associated with individual GCMs. 462 
4.5. Spatial changes in mean annual precipitationPrcp, Tmax and Tmin 463 
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The SU selected GCMs ensemble was used in this study to map the generated mean changes in 464 
Prcp, Tmax and Tmin in the Niger Delta. To estimate these percentage changes, the averages of the 465 
CRU prcp, Tmax and Tmin for the base period 1980–2005 at all grid points were subtracted from 466 
those of the projected prcp, Tmax and Tmin for the different future periods, 2040–2069, and 2070–467 
2099 asThe percentage changes in annual precipitation for periods 2040–2069 and 2070–2099 were 468 
estimated considering 1980–2005 as the base period. The spatial patterns of precipitation changes 469 
under RCP4.5 and RCP8.5 scenarios from 2040–2069 and from 2070–2099 is shown in figures 6, 7 and 470 
8 respectively.  471 
472 
 473 
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Figure 6. Spatial distribution of percentage changes in average  average annual precipitationprcp, for 474 
periods (a) 2040–2069 (b) 2070–2099) compared to the base period 1980–2005 for the two scenarios namely, 475 
RCP4.5 and RCP8.5. 476 
A decrease in precipitation in the range of -25 to -15% was noticed over a considerable area. 477 
However, most of the decrease in precipitation was noticed mainly over some parts in the east, while 478 
a small area around the coast showed a lesser decrease in precipitation. The spatial patterns of 479 
precipitation change are found to decrease over a larger area during 2070–2099 compared to 2040–480 
2069 under RCP 4.5 while the percentage precipitation change was found to decrease more during 481 
2040–2069 compared to 2070–2099 under RCP 8.5. The figures show that the mean annual 482 
precipitation in the Niger Delta decreased significantly between the range of 19–23% under RCP4.5 483 
and 13-19% under RCP8.5 across the study area for all future periods. The finding of present study 484 
collaborates with that obtained by [19]. This pattern of decrease in precipitation is also being observed 485 
by [62] at the global scale. 486 
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487 
 488 
Figure 7. Spatial distribution of percentage changes in average annual Maximum Temperature, for 489 
periods (a) 2040–2069 (b) 2070–2099 compared to the base period 1980–2005 for the two scenarios 490 
namely, RCP4.5 and RCP8.5. 491 
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492 
The spatial distribution of the percentage changes in projections of Tmax and Tmin during the last 493 
part of this century (2070–2099) based on selected RCP scenarios (RCP4.5 and RCP8.5) are shown in 494 
Figure 7 and 8 respectively. However, the projected changes in annual Tmax and Tmin shows an 495 
increasing trend across the study area for all future periods and all the RCPs. Tmax is projected to 496 
increase significantly by 3-8% (0.9-1.95oC) under RCP4.5 and between 11-12% (3.6-3.8oC) under 497 
RCP8.5 during the periods 2070–2099. Tmin is also expected to increase significantly by 9-10% 498 
(2.25oC) under RCP4.5 and between 16-17% (3.6-3.8oC) under RCP8.5 during the periods 2070–2099. 499 
This behaviour has also been observed and modelled in other parts of the world [63–66]. 500 
Though a number of studies have been conducted to assess future changes in pcp, Tmax and 501 
Tmin at global scales, only limited studies have been conducted in west Africa and Nigeria at large. 502 
The present study is entirely different from all the previous studies in term of projection of both 503 
precipitation and temperature using a SU ensemble of systematically selected GCMs. [19] assessed 504 
the future changes and selection of suitable sets of precipitation in Nigeria for all the future periods 505 
and all emission scenarios.  506 
This is the first attempt for selection of a suitable set of daily GCMs based on their capability to 507 
simulate both precipitation and temperature together for the spatiotemporal projection changes in 508 
the Niger Delta. Therefore, it is expected that the results obtained in this study will help in impact 509 
assessment and adaptation studies in Niger Delta at local scale as the projection of rainfall along with 510 
temperature is highly essential for climate change impact assessment.  511 
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 512 
Figure 8. Spatial distribution of percentage changes in average annual Minimum Temperature, for 513 
periods (a) 2040–2069 (b) 2070–2099 compared to the base period 1980–2005 for the two scenarios 514 
namely, RCP4.5 and RCP8.5. 515 
Figure 6 shows the variation in pcp changes across the area. The coastal areas are generally 516 
projected to have the highest percentage of changes in pcp for all RCPs and future periods while the 517 
north-western part showed the lowest percentage changes. The changes in pcp range between 0.3% 518 
to 3.78% under RCP 4.5, and 1.62% to 4.74% under RCP 8.5 for the period, 2040–2069. During the 519 
period 2070–2099, a change between 0.26% to 3.57% under RCP 4.5, and 0.7% to 4.94% under RCP 8.5 520 
was also projected across the study area.  521 
The projected changes in annual Tmax and Tmin (Figures 7 and 8) shows an increasing trend across the 522 
study area for both future periods and RCPs. Tmax is projected to increase significantly by 3-8% (0.4 oC) under 523 
RCP4.5 and between 3.89-5.47% (1.25-1.79 oC) under RCP8.5 during the periods 2070–2099. Tmin is also expected 524 
to increase significantly by 0.31-2.52% (0.52 oC) under RCP4.5 and between 5.64-8.22% (1.38-2.02 oC) under 525 
RCP8.5 during the periods 2070–2099 as expected in response to greenhouse gasses forcing which is consistent 526 
with other parts of the world [64–67]. 527 
Based on the projected values of simulated climatic variables over the study area, the projected increase of 528 
this climate variable confirms the report of IPCC, [1] as well as [37,68–70] in this region. These increase will 529 
further aggravate the vulnerability of the water quality, water resources, agricultural land, fisheries and livestock 530 
in the Niger Delta coastal zone to climate change. The region might experience more extreme floods which might 531 
threaten the livelihood and socio-economic growth of the region which might also have a significant impact on 532 
Nigeria's GDP as the primary sources of the country’s revenue is the oil and gas from the study area. 533 
 534 
5. Conclusions 535 
A suitable set of GCM ensemble for simulating the Spatio-temporal changes in both prcp, Tmin 536 
and Tmax were selected based on their performances in simulating the observed CRU datasets using 537 
the symmetrical uncertainty (SU) filter using 26 GCM outputs, under RCP4.5 and RCP8.5 emission 538 
scenarios. The study identified four GCMs, namely ACCESS1.3, MIROC-ESM, MIROC-ESM-CHM, 539 
and NorESM1-M as the most suitable set of GCMs for simulating both prcp, Tmax and Tmin over the 540 
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Niger Delta. Though several studies have been conducted to assess future changes in prcp, Tmax and 541 
Tmin at global scales, only limited studies conducted in West Africa and Nigeria. This study,  542 
therefore, the first attempt to employ a selection of a suitable set of daily GCMs to simulate both prcp, 543 
Tmin and Tmax together for the spatiotemporal projection changes in the Niger Delta.  544 
The findings of this study predicted an increase in both Tmin, Tmax and prcp for both periods 545 
and RCPs. The predicted increase in future pcp and temperature is useful to inform all the 546 
stakeholders of the need to regulate anthropogenic activities such as gas flaring, illegal refining of 547 
crude oil and other petrochemical products which release more CO2 and other greenhouse gases into 548 
the atmosphere in this region. This study will be useful in sustainable environmental management in 549 
the extreme weather driven by emerging climate change in the coastal zones of the Niger Delta, 550 
Nigeria. 551 
The objective of this study was to select the suitable set of GCM ensemble for simulating both 552 
precipitation and temperature together for spatiotemporal projection of changes in the Niger Delta. 553 
The GCMs are selected using state-of-art feature selection method namely SU for better performance. 554 
Twenty-six CMIP5 GCMs which have both precipitation and temperature projections with 2 RCP 555 
scenarios (RCP4.5 and RCP8.5) for Nigeria were used for selection of GCMs ensemble for the Niger 556 
Delta. The study identified four GCMs namely ACCESS1.3, MIROC-ESM, MIROC-ESM-CHM, and 557 
NorESM1-M as most suitable for projection of both pcp, Tmax and Tmin over the Niger Delta. The 558 
study revealed a decrease in precipitation across the area and an increase in both Tmax and Tmin. 559 
These findings collaborate very well with findings in most of the world that shows Tmin will increase 560 
more compared to Tmax and the precipitation decrease in coastal areas across the globe. The gridded 561 
datasets and GCMs are selected in this study solely based on their performances in simulating the 562 
CRU precipitation and temperature datasets.  563 
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