Rather than approach the problem via the Green's function, this article considers the problem as that of a differential operator in a Hubert space, derives the adjoint operator, whose domain specifies the adjoint boundary conditions, and then produces necessary and sufficient conditions for selfad jointness.
To do this we employ a variation of the fundamental lemma of the calculus of variations in the Hubert space setting, and we note our method is applicable even when the Green's function fails to exist.
For convenience we only consider a first order vector equation, although our results are easily extended to n-ϊh order vector systems. Finally, our method is extendable to systems whose boundary conditions are applied at an infinite set of points. We hope to pursue this line in a future paper. I* The problem and its adjoint. Let us consider an interval [α, b] which is subdivided into m subintervals by
We denote by H the Hubert space of n x 1 vectors 
It is evident that D is dense in if, and therefore L has a welldefined adjoint operator L* associated with it. constant on each subinterval (a d , a ί+1 ), i = 0,1, , m -1. If x Φ a 5 for some j, we may differentiate, and Since Y(a s + ) and Y(aj -) may be arbitrary, the result follows. The parameters Φi(Z) seem somewhat artificial in this setting. However, if the boundary conditions also involve an integral, they enter in a very natural way, not only into the adjoint boundary conditions, but also into the form of the adjoint operator. Green's formula takes the form
On the other hand if r^2 /{A) + &2/{B) completes the number of independent boundary forms, then there exist complimentary forms + &3Γ(B) and &%T{A) + <3r%T{B) such that
The coefficients of these forms satisfy 0 which yields the equivalent boundary condition f §f %*(A) + ^%(B) = 0, and the formula Φ(^) = J^;r(^) + i^;r(J5). The following theorem follows in a manner similar to that of Reid [4] . THEOREM 
J^ is self-adjoint in Sίf if and only if
The last result may also be found by substituting the parametric adjoint boundary conditions into those for ^?.
If the number of boundary conditions k in the original problem is equal to nm, and if the homogeneous problem (j*f -λ)g^ = 0 has only the trivial solution in £%f, then the nonhomogeneous problem has a unique solution, which is generated by an in-tegral equation.
The Green's function £2f(X, Ξ) has the form
As a function of X it formally satisfies (=2^-λ)^=0 and the boundary conditions defining £&. As a function of Ξ, &(X, Ξ)* formally satisfies the adjoint equation (^>f* -X)%' -0 and the adjoint boundary conditions. If J^f is self-adjoint in S$f, &(X, Ξ) automatically exhibits the usual symmetric properties associated with self-adjoint boundary value problems which were illustrated by Loud [1] ,
We finally remark that these results can be extended to higher order systems with the standard modifications. In the self-ad joint situations the usual eigenfunction expansions are valid. In the nonself-adjoint situations expansions similar to Birkhoff's are possible.
