Paralelización con CUDA de algoritmos de verificación facial by García Pérez, Alfonso et al.
Proyeto de Sistemas Informátios.
Curso 2008-2009.
Paralelizaión on CUDA de
algoritmos de verifiaión faial.
Componentes del grupo:
Alfonso Garía Pérez
Guillermo Hernández González
Daniel Tabas Madrid
Diretores del proyeto:
Jose Ignaio Gómez Pérez
Christian Tenllado van der Reijden
Faultad de Informátia.
Universidad Complutense de Madrid.
Paralelizaión on CUDA de
algoritmos de veriaión faial.
Memoria de proyeto n de arrera presentada
por Alfonso Garía Pérez, Guillermo Hernández
González y Daniel Tabas Madrid en la Universidad
Complutense de Madrid, realizado bajo la direión
de Jose Ignaio Gómez Pérez y Christian Tenllado
van der Reijden.
Madrid, a 2 de julio de 2009.
Autorizaión
Autorizamos a la Universidad Complutense de Madrid a difundir y utilizar on nes
aadémios, no omeriales, y menionando expresamente a sus autores, tanto la propia
memoria, omo el ódigo, la doumentaión y o el prototipo desarrollado.
Alfonso Garía Pérez
Guillermo Hernández González
Daniel Tabas Madrid
A nuestras familias, novias, amigos, en denitiva,
a toda la gente que nos ha apoyado para que este
proyeto saliera adelante.
Agradeimientos
Queremos dar las graias a Christian y a Naho, por no ltrar nuestros ientos de e-
mails omo spam. También queremos agradeer a todo el equipo de ténios de Artes, en
espeial a Adrián, Ezequiel, Luis y Roberto, por su ayuda inluso fuera de horas de trabajo.
Agradeer también a Hétor por su ayuda on FaVeS, y por omentar tan bien su ódigo.
Resumen
Los delitos y fraudes derivados de la suplantaión de identidad generan pérdidas mi-
llonarias para empresas y naiones. Hoy en día existen diversos métodos biométrios para
la veriaión de identidad. Entre ellos se enuentra la veriaión faial, de gran interés
prátio por su aráter no intrusivo.
Los algoritmos que se aplian para la veriaión faial tienen un alto oste ompu-
taional, diultando su uso en apliaiones de tiempo real. Sin embargo estos algoritmos
presentan un alto grado de paralelismo a nivel de datos que podría explotarse on platafor-
mas multiore.
En la atualidad uno de los prinipales exponentes de las plataformas multiore son las
unidades de proesamiento gráo (GPU). En este proyeto se ha abordado la implemen-
taión de diversos algoritmos de veriaión faial en GPU. Los resultados en términos de
rendimiento han sido altamente satisfatorios, llegando a obtenerse speedups superiores a
200 en omparaión on implementaiones paralelas tradiionales (OpenMP). Asimismo se
ha desarrollado una interfaz gráa que permite realizar la veriaión de la identidad de
una persona a partir de dos fotografías on ualquiera de los métodos implementados.
Palabras lave: CUDA, NMF, reonoimiento faial, paralelizaión, biometría, GPU,
KDA, Gabor, SIMT, stream proessing.
Abstrat
Crime and fraud derived from identity theft produe loss of millions to enterprises and
nations. Nowadays there exist several biometri methods for identity veriation. One of
them is faial reognition, of great pratial interest due to its non-intrusive harater.
The algorithms applied to faial veriation demand high omputational ost, making
it diult to use them in real-time appliations. However, these algorithms show a large
degree of data-level parallelism whih ould be exploited with multi-ore platforms.
One of the main urrent representatives of multi-ore platforms are graphis proes-
sing units (GPUs). This projet deals with the implementation of several fae veriation
algorithms in GPUs. The performane results were highly satisfatory, reahing speedups
of 200 when ompared to traditional parallel implementations (OpenMP). Furthermore, a
graphial interfae that allows performing identity veriation of a person with any of the
implemented methods was developed.
Key words: CUDA, NMF, faial reognition, parallelization, biometris, GPU, KDA,
Gabor, SIMT, stream proessing.
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Capítulo 1
Introduión
En la soiedad atual la veriaión de la identidad es un problema extendido. Delitos
basados en la usurpaión de la identidad se multiplian en las dos últimas déadas: inmigra-
ión ilegal, tratar de mantener la ondenialidad empresarial, et. Tanto las empresas omo
las naiones mantienen diversos métodos de seguridad para mantener a raya estas práti-
as. Existe, por ejemplo, la problemátia del ontrol de fronteras. Diversas malas prátias,
tanto relaionadas on la usurpaión de la identidad omo no, deben ser vigiladas espeial-
mente. Por ello existe el pasaporte, omo un sistema válido para identiar al individuo
entre naiones. El pasaporte ontiene informaión de los datos personales, autentiidad del
mismo pasaporte y, además, una fotografía. Normalmente, en fronteras o aduanas la parte
más usada para la identiaión es la imagen, debido a que es un método rápido y senillo
de veriar la identidad de una persona. Podemos ilustrar la idea pensando, por ejemplo,
que difíilmente se podría parar a todos los viajeros en un aeropuerto para mantener una
serie de preguntas a n de asegurar la identidad.
Desgraiadamente, la mayoría de las medidas resultan ineaes en muhos sentidos.
Pueden ser doumentos falsiables, o que si son robados y perdidos pueden ser usados por
otras personas sin ningún tipo de veriaión, omo por ejemplo, una tarjeta de rédito en
ompras por internet.
1.1. Métodos biométrios
Motivados por todo lo anterior se han desarrollado métodos de identiaión ables
basados en la omplexión no ambiante de los seres humanos omo por ejemplo huellas,
ojos, distania o forma de las partes de la ara. Se onoen omo métodos biométrios.
Podemos enumerar los métodos usados: las huellas datilares, el reonoimiento del iris y
el reonoimiento faial. El iris es un músulo dentro del ojo que regula el tamaño de la
pupila, ontrolando la antidad de luz que entra en el ojo. Es la porión oloreada del ojo,
que basa su olor en la antidad del pigmento melatonina dentro del músulo. Aunque la
oloraión y la estrutura del iris están genétiamente ligadas, los detalles de los patrones no
lo están. Esto hae que el iris de ada persona sea distinto y lo onvierte en un método able
de identiaión. Se trata de obtener una imagen lara del ojo de la persona y ampliarla,
busando el patrón que dene el iris respeto al tamaño de la pupila y la imagen.
La identiaión por huella datilar es uno de los métodos biométrios más onoidos
y publiitados. Lleva siendo usada más de un siglo y ha sido mejorada por organismos
que la han onsiderado de gran importania omo el FBI o la CIA. Para doumentaión
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Figura 1.1: Comparaión de dos iris
oial es fáil de onseguir y es más segura puesto hay diez dedos de los uales se puede
tomar la informaión. La identiaión por huella datilar está basada prinipalmente en
las minuias, o la ubiaión y direión de los nales y bifuraiones de los suros a lo largo
de su trayetoria por el dedo.
Estos métodos, aunque ables, resultan intrusivos ya que requieren la asistenia de la
persona para poder llevar a abo la identiaión. No es fáil tratar de obtener la imagen
lara del iris de una persona sin su olaboraión, y es una prátia digna de detetives el
onseguir huellas datilares de la persona y más aún saber de qué dedo son. Por ello sería
interesante poteniar al terero de los métodos ya que es el más fáilmente implementable.
1.2. Veriaión Faial
La utilizaión del rostro para distinguir a los seres humanos es la prátia más senilla y
natural; sin embargo es también la menos able. La ara de los seres humanos esta llena de
formas y distanias que, en unión, haen el rostro de un ser humano únio, pero que haen
que la veriaión faial sea el más ompliado de los meanismos de identiaión. Pequeños
rasgos, omo por ejemplo la distania de los ojos, se pueden repetir entre personas, pero
entones no tendrán el mismo aro de la nariz. Todo esto requiere un análisis más profundo
y omplejo de las formas de la ara para poder realizar una veriaión able. La abilidad
del resultado es dependiente del método usado.
La veriaión faial se puede lasiar de varias formas. Una posible lasiaión es:
Basada en la geometría: estudia de forma puntual las distanias y formas de lugares
puntuales del rostro para obtener la distinión geométria del individuo respeto de
los demás.
Basada en texturas: analiza las sombras, olores y profundidad de la imagen.
Otra lasiaión es:
Métodos holístios: realizan la identiaión a través del análisis de la imagen en su
onjunto.
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1.3. Demanda omputaional
Métodos loales: sólo usan una serie de puntos de la imagen para realizar la identi-
aión.
¾Por qué usar este método si es menos able y más ompliado? Senillamente porque es
más senillo onseguir los datos neesarios. La ámara fotográa es un objeto omún en
la atualidad y la mayoría de la gente tiene una o inluso puede usar su teléfono móvil
omo tal. Esto hae que onseguir imágenes sea muy senillo on la olaboraión o no del
individuo y por lo tanto es un método óptimo para muhas apliaiones de seguridad.
El reonoimiento faial, lejos de ser perfeto ahora mismo, ha mejorado muho en
los últimos tiempos: métodos automátios de identiaión mejorados, tratamiento más
orreto de las imágenes para su análisis, onoimiento más perfeto sobre ómo organizar
bases de datos de aras, apaidad para onseguir y almaenar oleiones de imágenes de
gran resoluión, et.
Conseguir métodos omputaionales que realien el reonoimiento no es senillo y re-
quiere muho estudio obtener resultados satisfatorios. Por otro lado, se presenta el problema
del rendimiento. La reaión de bases de datos de miles de imágenes o la omparaión de
una imagen on todas las que hay almaenadas en una de ellas, inluso para una CPU
moderna, puede llevar demasiado tiempo omo para que puedan realizarse en tiempo real.
1.3. Demanda omputaional
Debido al uso que se da al reonoimiento faial, es neesario que se pueda haer en
tiempo real. Por ejemplo, en una aduana sería algo impensable y absurdo que hiieran espe-
rar a ada pasajero 3 minutos para poder veriar su identidad y dejarle pasar. Neesitamos
por lo tanto rapidez de tiempo real. ¾Podemos onseguirlo?
Estos algoritmos realizan transformaiones típias de tratamiento de imágenes: multi-
pliaión de matries, búsqueda de autovalores o autovetores, divisiones o multipliaiones
punto a punto, et. Aunque las operaiones de una o dos imágenes puedan pareer asequi-
bles para la apaidad de proesamiento de un omputador atual, no podemos deir lo
mismo de operaiones de ientos o miles de imágenes. Matries de gran tamaño neesitan
una gran antidad de poder omputaional.
Debemos busar una forma de aelerar el álulo. Esto, en teoría, se podría realizar de
dos formas: usar variaiones del método o mejorar la programaión del método para que
sea más eiente. Vamos a optar por la segunda opión dado que en la atualidad se han
desarrollado diversos meanismos para tal propósito. Uno de los estos meanismos es la
paralelizaión, es deir, la división de los álulos en distintas partes on las que se pueda
trabajar a la vez.
Una CPU normal en la atualidad ya no suele poseer un solo proesador, ahora se fa-
brian on dos, uatro o inluso oho; aun así no es apaz de aelerar suientemente el
proeso. Por ejemplo, para realizar la multipliaión de dos matries de 10.000 por 10.000
en tiempo real tendríamos un requisito omputaional de Gops. El rendimiento de ual-
quier CPU queda lejos de tales ifras, por lo ual neesitamos una forma para onseguir
más apaidad de omputaión. Se podría formar un luster de omputadores on el que
onseguir los suientes proesadores para realizar estos álulos en tiempo real, sin em-
bargo, es una alternativa ostosa en varios sentidos: oste naniero, oste espaial, oste
de mantenimiento, oste de distribuión. Esta situaión hae neesaria para el empresario
o usuario normal la búsqueda de alternativas a un luster habitual.
Podemos enontrar en la mayoría de los omputadores de sobremesa justo un elemento
que umple ese diseño: la unidad de proesamiento gráo (o GPU de ahora en adelan-
te) [GPU℄. El diseño moderno de las GPUs se basa en la implementaión de gran antidad
3
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Figura 1.2: Comparaión de apaidad de proesamiento de CPU y GPU
de unidades funionales; estas GPUs suelen ontener unos 256 proesadores de media, para el
tratamiento paralelo de los gráos de omputador. Esta arquitetura oinide exatamente
on lo que busamos, ya que está diseñada para tratar gran antidad de datos similares y
divisibles de forma paralela.
En la gura 1.2 podemos observar la distinta apaidad de álulo que han ido desarro-
llando en el tiempo las CPU y las GPU.
Por lo tanto, para onseguir gran antidad de proesadores y poder paralelizar será
interesante el uso de la GPU. En la atualidad, la mayoría de los fabriantes ponen a
disposiión del programador los manuales y ompiladores, lo que permite programar para
la GPU. Por lo tanto, podemos disponer del útil físio y el método de programaión de
forma senilla y muho más barata que otras alternativas.
1.4. Objetivos
Los objetivos de este proyeto serán prinipalmente:
Implementaión eiente de métodos existentes de veriaión faial. En muhos asos,
nos basaremos diretamente en el método matemátio, pero tampoo se desarta la
transformaión de programas ya existentes al paradigma de programaión basado en
ujos.
Medir el rendimiento de los diversos métodos tras su implementaión y optimizaión.
Observar ómo ambia el rendimiento de los métodos para distintos tamaños de datos
iniiales y matries y busar uál es óptimo en ada momento para las neesidades
que se puedan presentar, omo por ejemplo respeto a la variaión de la base de datos
iniial.
Cuidar la robustez del método, es deir, vigilar ómo es de able; tratar de ver uál
genera más aiertos y se aproxima más a las exigenias.
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Comparativa de los métodos implementados on otras implementaiones paralelas no
relaionadas. Poder observar de esta forma la eienia de ese tipo de paralelizaión
respeto a otros modelos existentes omo Open Multi-Proessing (OpenMP) [Ope℄.
Crear una apliaión que, usando estos métodos, nos permita ilustrarlos de forma
visual. Será una interfaz de uso senillo y visual, para que el usuario pueda fáilmente
omparar dos fotos usando el método que preera.
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Capítulo 2
Veriaión Faial
Existen gran variedad de métodos de veriaión faial a partir de imágenes 2D, que
podemos dividir en diferentes ategorías omo vimos anteriormente.
En nuestro aso, nos hemos entrado en los métodos basados en texturas y holístios
omo son el Gabor-Kernel Disriminant Analysis (también referido omo Gabor-KDA para
abreviar) y Non-negative matrix fatorization (también llamado NMF). Otros dos métodos
de este mismo tipo y que resultan interesantes, dado que son sobre los uales se ha desa-
rrollado Gabor-KDA, son Prinipal omponent analysis (o PCA) y Linear Disriminant
Analysis (abreviado omo LDA).
Todos estos métodos se omponen de dos fases:
Entrenamiento u Oine: En esta fase se busa una base sobre la ual poder realizar
operaiones. Tomando las distintas imágenes y operando sobre ellas, omo veremos
en las siguientes seiones, podemos onseguir una base sobre la ual poder proyetar
nuestras nuevas imágenes.
Comparaión u Online: En esta fase se proyeta la imágenes sobre la base que hemos
onseguido en la fase oine. Se aplian métrias sobre la imagen proyetada: oseno de
los ángulos, distania eulídea, et. Comparando los resultados y teniendo en uenta
un umbral jado, el algoritmo da una respuesta de si la imagen es del mismo individuo
o no.
2.1. Prinipal Component Analysis, PCA
El análisis de omponentes prinipales, o PCA [Jol02℄ [Shl05℄, es una ténia útil para la
reduión de dimensionalidad y para enontrar patrones en datos de grandes dimensiones.
Matemátiamente, PCA onstruye una transformaión lineal que esoge un nuevo sistema
de oordenadas para el onjunto de datos original, en el ual la direión que varía más es
apturada en el primer eje (llamado también el Primer omponente prinipal, denominaio-
nes de las uales PCA obtiene su nombre), la segunda de más variaión en el segundo eje,
et. Si tenemos un grupo de k muestras, ada una de l variables aleatorias Fj PCA permite
enontrar un número de fatores r < l que explian de forma aproximada el valor de las l
variables de ada muestra. De esta forma, enontramos los omponentes prinipales de ada
muestra, que son esos r valores, en los uales podemos proyetar las muestras; además,
hemos obtenido una ompresión desehando los datos de menor varianza.
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PCA asume que el sistema que analizamos es lineal, que la media y la ovarianza re-
sultan importantes para el sistema y que las varianzas mayores son las más representativas
del sistema. Hay dos tipos de apliaiones de PCA, método de la ovarianza y método de
orrelaión. El primero se usa sobre datos homogéneos y el segundo sobre datos no homo-
géneos.
Matemátiamente, nuestro objetivo es transformar un grupo de datos X de dimensión
M en un onjunto alternativo Y de dimensión L on L < M . Supongamos que tenemos
datos omprimiendo un onjunto de observaiones de M variables, y queremos reduirlo
de forma que ada observaión se pueda desribir on tan sólo L variables, on L < M .
Esperamos tener los datos organizados en un onjunto de N vetores de datosX1 · · ·XN on
ada Xn representando una observaión de las M variables. Calulamos la media empíria
para ada dimensión m = 1, · · · ,M . Usamos los valores alulados de la media en un vetor
u de medias de dimensiones Mx1.
u[m] =
1
N
N∑
n=1
X [m,n] (2.1)
Calulamos la desviaión de la media; para ello restamos ada vetor u de la media
empíria de ada olumna de la matriz de datos X y guardamos los datos en una matriz B
de dimensión MxN .
B = X − uh (2.2)
donde h es un vetor 1xN de todo unos.
Busamos la matriz de ovarianza C de MxM formada por la multipliaión exlusiva
de B por sí misma:
C = E[B ⊗B] = E[B ·B∗] =
1
N
∑
B · B∗ (2.3)
donde E es la media. Calulamos la matriz V de autovetores que diagonaliza la matriz
de ovarianza C:
V −1CV = D (2.4)
donde D es la matriz diagonal de autovalores de C.
Reordenamos las olumnas de autovetores de la matriz V y los autovalores de la matriz
D en orden dereiente. Los autovalores representan la distribuión de la energía de los
datos fuente a través de ada uno de los autovetores, donde ada autovetor forma parte
de una base de los datos. Usamos las primeras L olumnas de V en la matriz W de MxL:
W [p, q] = V [p, q] (2.5)
para p = 1, . . . ,M donde 1 ≤ L ≤M omo nueva base de la matriz. Usamos el vetor g
omo una guía para elegir el valor apropiado de L. La meta es determinar el menor valor
posible de L para alanzar un valor razonablemente alto de g, es deir, toma un porentaje
muy alto del valor total de la energía.
Para poder trabajar on imágenes, primero debemos representarlas de forma que po-
damos trabajar sobre ellas. Podemos tomar ada imagen omo un retángulo de tamaño
NxM y representarla omo un vetor de dimensión NxM .
X = (x1x2x3 . . . XNxM ) (2.6)
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Figura 2.1: Ejemplo de desomposiión de un rostro en eigenfaes
Es deir, hemos oloado ada píxel de la imagen uno tras otro para formar una línea
o vetor. Supongamos que teníamos 20 imágenes. Cada una de N píxeles de alto y M de
anho. Para ada imagen podemos rear un vetor ómo hemos desrito arriba. Podemos
unirlas todas para formar una gran matriz de imágenes, de forma que ada imagen es una
la de la matriz. Esto nos da el punto de partida para un análisis usando PCA. Después de
usar PCA, tenemos nuestros datos originales representados por autovetores de la matriz
de ovarianza. ¾Cómo podemos usarlo? En el aso de reonoimiento faial, el aso de este
proyeto, tendríamos imágenes originales de aras de gente. Entones, el problema es, dada
una nueva imagen, ¾esta imagen es similar a otra que tenemos? Lo que haemos es omparar
la diferenia entre imágenes, no según las originales, sino tomando omo ejes de omparaión
los obtenidos en el análisis PCA. Esto funiona muho mejor que omparar las imágenes
según sus ejes originales, dado que PCA nos hae una análisis en términos de diferenias y
similitudes al enontrar los patrones que denen aras.
Para ilustrar el resultado de todo lo anterior, podemos observar en la gura 2.1 las dis-
tintas desomposiiones, llamadas eigenfaes, según diferenias y similitudes que se podrían
obtener al apliar PCA sobre un rostro.
2.2. Linear Disriminant Analysis, LDA
LDA [Fis36℄ [Fri89℄ es una ténia de aprendizaje supervisado para lasiaión de da-
tos. El objetivo on LDA es obtener una proyeión de los datos en un espaio de menor
dimensionalidad que los datos entrantes, on el n de que la separabilidad de las lases sea
la mayor posible. Es supervisada, ya que para poder enontrar una proyeión debemos
entrenar el sistema on patrones etiquetados.
Matemátiamente, existen distintas implementaiones de LDA; una de ellas es Fisher-
LDA, on la ual realizamos el siguiente álulo teório. Queremos enontrar la matriz w
de proyeión, que proyete los datos de un espaio de manera que tengamos la mayor
separabilidad entre sus lases.
Tenemos x1 . . . xn patrones multidimensionales etiquetados en c lases. Cada lase tiene
Nc patrones. Se busa W matriz de autovalores, para obtener yi = w
Txi proyeiones de
los patrones. Con Fisher-LDA se busa maximizar la funión objetivo:
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Figura 2.2: Clasiaiones formadas por PCA y LDA dadas una serie de distribuiones
J(w) =
wTSBW
wTSWW
(2.7)
donde SB es la matriz de dispersión interlase y Sw es la matriz de dispersión intralase.
Preisando más:
SB =
∑
c
Nc(µc − µ)(µc − µ)
T
(2.8)
SW =
∑
c
∑
i∈c
(xi − µc)(xi − µc)
T
(2.9)
Siendo µc la media de ada lase, µ la media de todos los datos, Nc la antidad de
patrones de la lase c.
Busamos enontrar la matriz W de proyeión que maximie el oiente entre la
matriz de dispersión interlase y la matriz de dispersión intralase. Operando se puede
observar que la W que maximiza la funión objetivo debe umplir:
SBW = λSWW (2.10)
Supongamos que haemos una desomposiión de las imágenes análoga a la que se realizó
en PCA para apliar el método LDA. Al igual que en PCA neesitamos usar una base
de imágenes para rear el entrenamiento básio, y, omo dijimos al prinipio, esta vez
también tendremos que darle nosotros los patrones que usará para, por así deirlo, distinguir
rasgos faiales. Nuestro objetivo on LDA es que la ténia enuentre los distintos rasgos
que lasian los individuos y los lleve a distintas lases. Para omparar si dos imágenes
orresponden a la misma persona, busará la oinidenia de sus rasgos en las lases.
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En la gura 2.2 se observan las distintas bases formadas por PCA y LDA respeto a
las mismas distribuiones (írulos y equis). Se observa que PCA no maximiza la distania
entre las lases mientras que LDA sí lo hae. Para esta distribuión en partiular, PCA es
mejor, dado que, en este aso en onreto, LDA inluiría iertas proyeiones de la lase de
los írulos en las equis.
2.3. Gabor-KDA
Gabor-KDA [Liu06℄ (Kernel Disriminant Analysis), desarrollado por Chengjun Liu, es
un nueva ténia de reonoimiento de patrones. Se basa en la representaión de imágenes
de Gabor y el método de KDA. La representaión de imágenes de Gabor, obtenida apliando
el método de Gabor a una representaión de imagen, aptura las propiedades visuales tales
omo loalizaión espaial, orientaión o freuenia espaial. El método KDA es un método
pareido a PCA y LDA que permite enontrar distiniones de lases en espaios no lineales.
La representaión de Gabor se onsigue a partir de los wavelets de Gabor. Estas wavelets
reiben su nombre de Dennis Gabor, quien los propuso en 1946 para el tratamiento de se-
ñales unidimensionales. Están relaionados on los proesos en la orteza visual. Presentan
propiedades interesantes, omo el heho de estar loalizadas tanto en el dominio espaial
omo de freuenias, y minimizar la relaión de inertidumbre entre posiión y freuenia
espaial. Por ésto se propusieron omo método óptimo para desomposiión de señales en
informaión, para su posterior tratamiento. Una wave de Gabor es un onjunto de ondas
gaussiano, es deir, una exponenial ompleja, de freuenia dada, on una envolvente gaus-
siana que la loaliza espaialmente. Por ejemplo, para el aso bidimensional, la expresión
de un wavelet de Gabor sería:
ψµ,ν(~r) =
‖~kµ,ν‖
2
σ2
e−
‖~kµ,ν ·~r‖
2
2σ2
[
ei
~kµ,ν ·~r − e−
σ2
2
]
(2.11)
donde
σx, σy denen la funión bidimensional gaussiana, los omponentes del vetor de ondas
kx, ky denen la onda plana, ~kµ,ν = kν(cosφµ, sinφµ) y ~r = (x, y). Además se impone una
relaión entre el tamaño de la funión gaussiana y la freuenia de la onda planar de forma
que todos los onjuntos de ondas tienen la misma energía σx = σy =
σ
k
.
El muestreo disreto de estas funiones wavelet es llamado el wavelet kernel, y si puede
ver omo un ltro bidimensional del mismo tamaño que las imágenes.
La representaión de Gabor de una imagen es la onvoluión de la imagen on una
familia de kernels de Gabor. Siendo I nuestra imagen, I(x, y) la distribuión en grises de la
imagen y un kernel de Gabor ψµ,ν , tendremos que:
Oµ,ν(x, y) = I(x, y)⊙ ψµ,ν(x, y), (2.12)
Donde ⊙ es el operador de onvoluión y Oµ,ν(x, y) es la onvoluión que orresponde
al kernel de Gabor en la orientaión µ y esala ν. El onjunto S = {Oµ,ν(x, y) : µ ∈
{0, . . . , 7}, ν ∈ {0, . . . , 4}} forma la representaión de la imagen en wavelets de Gabor. Véase
que la representaión tiene valores omplejos y que en su onjunto aumenta la dimensión de
la imagen. Por esto en algunos asos, se suele submuestrear ada Oµ,ν(x, y) por un fator
ρ.
KDA [yKM99℄,Kernel Disriminant Analysis, fue diseñado para extraer las araterísti-
as disriminantes de espaios no lineales. En estos tipos de espaios, es difíil enontrar de
forma direta las araterístias disriminantes de las lases del espaio. El método KDA
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similar a LDA o PCA se basa en el uso del llamado Kernel trik, el ual aplia una funión
de asignaión no lineal del espaio original a un espaio lineal de alta dimensionalidad en
el ual podemos enontrar las araterístias disriminantes de las lases proyetadas en el
nuevo espaio. En el nuevo espaio imágenes de araterístias pareidas perteneerán a la
misma lase e imágenes on araterístias diferentes a una lase distinta.
El paso de imágenes a Gabor-KDA es similar que los métodos usados en PCA y LDA.
Las diferenias observables al nal de los 3 métodos tras su parte oine y online serán que
obtendremos distintas Curvas ROC tras el entrenamiento, distintos umbrales y las imágenes
a proyetar tendrán distintos resultados en ada uno de los métodos. Esto hae que, aunque
tengan un diseño pareido, obtengamos unos resultados distintos para la omparaión de
imágenes en ada uno de los métodos, aunque usemos la misma base de aras para el
entrenamiento.
2.4. Non-negative matrix fatorization
NMF [Gui02℄ [LS99℄ es un algoritmo de fatorizaión de matries propuesto original-
mente por Lee et al para el análisis de imágenes faiales. Esta ténia se puede apliar al
análisis exploratorio de datos omo método de proyeión para reduir la dimensionalidad
de los datos o para desubrir patrones oultos, aunque su apliaión más extendida es pa-
ra failitar la interpretaión de los datos. Mediante NMF podemos reproduir de forma
aproximada una matriz de datos,V ∈ RNxM , omo un produto de dos matries
W ∈ Rnxk (2.13)
H ∈ Rkxm (2.14)
En este ontexto, W representa un onjunto reduido de k fatores (vetores base), mien-
tras que H ontiene los oeientes de la ombinaión lineal de fatores neesaria para la
reonstruión de V. A este onjunto de oeientes se les denomina vetores odiante.
Adiionalmente, se suelen imponer las siguientes restriiones:
k << n (2.15)
V ,W y H no tienen valores negativos. Las olumnas de W están normalizadas (la suma
de los elementos de ada olumna vale 1). Una de las apliaiones que tiene este algoritmo
en bioinformátia es el análisis de expresión de genes, donde V representa una matriz on
la expresión de n genes en m experimentos. En este aso, a las k olumnas de W se les
denomina experimentos base, mientras que ada la de H representa un gen base. La mayor
diferenia entre NMF y otras ténias de fatorizaión que han sido apliadas al análisis de
expresión de genes, tales omo análisis de omponentes prinipales (PCA), desomposiión
de valores singulares (SVD) o análisis de omponentes independientes (ICA), radia en la
restriión impuesta a los vetores base (W) y a los odiantes (H) de no utilizar valores
negativos. Graias a esta restriión se obtiene una representaión de los datos basada en
partes o seiones, ya que sólo se permiten ombinaiones aditivas, nuna sustrativas. De
esta manera, los fatores pueden ser interpretados omo partes de los datos o, diho de
otro modo, omo elementos que tienden a apareer juntos. Por el ontrario, otras ténias
de fatorizaión omo las menionadas anteriormente, permiten que los valores de W y H
tengan ualquier signo, lo que onlleva a anelaiones omplejas de elementos positivos y
negativos durante la reonstruión del onjunto original de datos. En otras palabras, NMF
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Figura 2.3: Desomposiión de 4 rostros en NMF
tiende a produir fatores que permiten una interpretaión ontextual relativamente seni-
lla, mientras que aquellos obtenidos mediante las otras ténias no ontienen un signiado
intuitivo. Ahora proederemos a expliar un ejemplo onreto de la apliaión del método
NMF en el ámbito de la bioinformátia. Para ello utilizaremos la apliaión bioNMF (dis-
ponible en http://bionmf.daya.um.es/). En este aso el ejemplo es de minería de texto.
La matriz de datos original ontiene 24 genes de levadura de erveza que orresponden a
dos grupos funionales difereniados. Si introduimos los datos en el programa, y maramos
grado de fatorizaión k=2 para distinguir ambos grupos funionales, al abo de 10 iteraio-
nes obtenemos el siguiente resultado: Podemos observar los 24 genes en las las, separados
en los dos grupos (uno oloreado de azul y otro de rojo).
Este grupo de algoritmos se usa generalmente en análisis estadístio multivariante de
la siguiente forma: dado un grupo n-dimensional de vetores de datos que se oloan en
olumnas formando una matriz n x m, se desompone en dos matries, W de tamaño n x
r y H de tamaño r x m. El fator r elegido suele ser de varios órdenes de magnitud más
pequeño que n o m, por lo tanto W y H son más pequeñas que la matriz original n x m.
De esta forma se puede omprimir la informaión ontenida en la matriz original. Se puede
deir que v ≈ Wh, donde v y h son las orrespondientes olumnas de V y H, de lo que
se puede extraer que ada vetor de datos de V se aproxima mediante una ombinaión
lineal de olumnas de W multipliadas por unos pesos, que son los omponentes de h. Son
algoritmos basados en atualizaiones iterativas de estas matries, que se multiplian por un
fator dependiendo de la alidad de la aproximaión. Estas atualizaiones garantizan una
onvergenia haia un óptimo loal de la fatorizaión de la matriz. En onreto el método
de atualizaión que hemos utilizado en nuestra implementaión es el que se basa en que la
distania eulídea ||V - WH|| no ree durante las reglas de atualizaión. Estas reglas son:
Haµ ←− Haµ
(
WTV
)
aµ
(WTWH)aµ
(2.16)
Wia ←−]Wia
(
V HT
)
ia
(WHHT )ia
(2.17)
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Figura 2.4: Nmf en la expresión de genes
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GPU
La tarjetas gráas apareen en torno a los años 60, uando se omienzan a utilizar los
monitores omo elementos de visualizaión. Eran dispositivos dediados enargados de rear
las imágenes. En 1995 apareen las primeras tarjetas 2D/3D on hips de gran potenia de
álulo. Desde entones las mejoras se han orientado a obtener más potenia de álulo y
proeso de algoritmos 3D. Atualmente son plataformas programables y masivamente pa-
ralelas, y los propios fabriantes proporionan lenguajes para trabajar sobre ellas.
La arquitetura de la GPU nos ofree un pipeline que podemos observar en la Figura 3.1.
Como se puede apreiar la GPU onsta de múltiples ores. Éstos a su vez están forma-
dos por bloques de proesadores para operaiones en punto otante, una ahé de datos
y una unidad de texturas ada uno. Se omunian a través de un bus on varias unidades
Load/Store que permiten la transferenia de datos on la memoria global de la tarjeta.
Consta además de un gestor de ejeuión de hilos, que se enarga del reparto de trabajo.
Es por tanto neesario que las apliaiones exploten esta distribuión para aprovehar al
máximo los múltiples proesadores de los que se disponen. Denominamos warp al onjunto
de dieiséis proesadores de ada hip, y half-warp a ada bloque de oho proesadores de
los que onsta ada hip.
La lave de la arquitetura de la GPU reside en el uso de múltiples proesadores esalares
sobre un ujo de datos. Se pueden agrupar por proximidad y en gran número para pro-
porionar una apaidad de álulo muy potente. Poseen una lógia de deodiaión y
ejeuión integrada de alta veloidad, y la memoria de ada hip puede ser leída muy rápi-
damente. Las instruiones SIMD (single instrution, multiple data) se pueden implementar
agrupando proesadores de manera eiente, ya que las agrupaiones de proesadores para-
lelos masivos se adaptan muy bien a los ómputos de gráos. Cada proesador esalar es
ompletamente generalizado y desaoplado y soportan preisión de punto otante de IEEE
754. El reloj que rige los proesadores esalares esta separado del reloj que rige el resto del
hip. Si omparamos la arquitetura de 128 proesadores esalares, on otras existentes de
32 proesadores vetoriales de 4 omponentes, los ingenieros de Nvidia han estimado que el
inremento de rendimiento produido es de en torno a 2x.
3.1. Modelo de Programaión
La llegada de las CPUs multiore y las GPUs manyore ha supuesto que los proesadores
ahora puedan funionar omo sistemas paralelos.
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Figura 3.1: Pipeline de la GPU GeFore 8800
Figura 3.2: GFlops Nvida vs Intel
CUDA [℄ es un modelo de programaión paralela y software diseñado para sobreponerse
al reto de mantener una baja diultad de aprendizaje para programadores familiarizados
on el entorno C. En su base podemos enontrar 3 abstraiones: una jerarquía de grupos de
hilos, memoria ompartida y barreras de sinronizaión. Estas abstraiones proveen de un
preiso paralelismo de datos, hilos y tareas. Guían al programador a dividir los problemas en
partiiones independientes sobre las que apliar el paralelismo. Tal desomposiión preserva
la expresividad del lenguaje permitiendo que los hilos ooperen para soluionar ada uno
de los subproblemas, al mismo tiempo que permite una esalabilidad transparente puesto
que ada uno de los subproblemas se puede soluionar en ualquiera de las proesadores
disponibles.
Llevados por las demandas del merado del tiempo real, gráos 3D de alta deniión, la
programaión en GPU, las tarjetas han evoluionado haia proesadores altamente para-
lelos, multihilo, manyore on tremendo poder omputaional y muy alto anho de banda
de memoria. La razón tras esta disrepania entre apaidad de punto otante entre CPU
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Figura 3.3: Comparativa anho de banda GPU vs CPU
y GPU es que la GPU está espeializada en ómputo intensivo, omputaión altamente
paralela, exatamente lo que usa el renderizado de gráos, y por lo tanto diseñada para
tener más transistores destinados al proesamiento de datos más que a ahe de datos y
ontrol del ujo. Más espeíamente, una GPU es esenialmente eiente para soluionar
problemas que pueden expresarse omo omputaión de datos paralelos, el mismo programa
es ejeutado on muhos datos en paralelo, on muha intensidad aritmétia y hay mayor
antidad de operaiones aritmétias que operaiones de memoria.
Debido a que el mismo programa se ejeuta para ada elemento hay un requisito menor de
ontrol de ujo, y omo es ejeutado en muhos elementos de datos y tiene gran intensi-
dad aritmétia la latenia de aeso a memoria queda esondida mientras se realizan otros
álulos, en lugar de haer uso de una ahé de datos.
Muhas apliaiones que usan grandes onjuntos de datos pueden usar un modelo de progra-
Figura 3.4: Estrutura CPU y GPU
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maión de datos paralelos para aelerar la omputaión. El renderizado de grandes onjuntos
de píxeles de imágenes y vérties en 3D son asignados a hilos paralelos.
Similarmente, imágenes y proesamiento multimedia, que usan imágenes de vídeo, odi-
aión o deodiaión de vídeo, esalado de imágenes, et, pueden asignar bloques de
imágenes o píxeles a hilos y haer que sean proesados paralelamente. De heho, muhos
algoritmos fuera del ampo del renderizado y proesamiento de imágenes pueden ser aele-
rados usando proesamiento paralelo de datos.
El modelo de programaión de CUDA está muy bien diseñado para mostrar las apaidad
de paralelizaión de las GPUs.
3.1.1. Compute Unied Devie Arhiteture
Compute Unied Devie Arhiteture [NVIb, NVI℄ (de aquí en adelante lo llamaremos
por sus siglas, CUDA) extiende C permitiendo que el programador dena funiones en C,
llamadas kernels, que son ejeutadas N vees en paralelo para N hilos diferentes, omo
ontraposiión a las funiones normales de C.
Los prinipales términos relaionados on los kernels son:
Grid: es la división iniial que se aplia sobre el objeto. Cada Grid está formada por
bloques. Por ejemplo, en una matriz de 16 por 16 podemos tener una Grid de 16 por
16 que abara toda la matriz o denir 4 grid de 4 por 4.
Bloques: onjuntos de hilos que omponen los grid, se tratan de lanzar paralelamente.
Normalmente el tamaño del bloque es mayor que el número real de hilos que se pueden
ejeutar paralelamente, por lo que la GPU los ejeuta por warps o semiwarps.
Warps: es el número de hilos máximo on el ual se puede trabajar en la GPU. Es
omún usar también semiwarps, los uales son la mitad de hilos que un warp. Es
habitual el uso del semiwarp dado que muhas vees el ujo de los hilos diverge y el
warp saturaría la apaidad de proesamiento.
Hilos: es la unidad de trabajo básia de los kernels. Cada hilo realiza trabajo sobre
uno de los elementos del objeto iniial. Si el objeto iniial es una matriz tendremos
que ada hilo trabaja sobre un elemento an,m de la matriz.
Para obtener el máximo rendimiento a este modelo de programaión debemos de tener
en uenta varios puntos:
Maximizar paralelismo usando los reursos disponibles.
Explotar la loalidad de datos
Uso eiente de la memoria, alineando los aesos a los datos.
Un kernel es denido usando la delaraión espeia _ _ global _ _ y el número de hilos
CUDA para ada llamada se espeian usando una nueva sintaxis:
//Definiión del kernel
__global__ void veAdd(float* A, float* b, float* C){}
//Llamada al kernel
int main(){
veAdd<<<1, N>>>(A, B, C);
}
Cada uno de los hilos que se ejeutan por el kernel tiene una únia ID de hilo que es
aesible desde el kernel por una variable interna llamada.
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3.1.1.1. Jerarquía de Hilos
Cada hilo puede ser identiado usando un índie unidimensional, bidimensional o tri-
dimensional, formando un bloque de hilos unidimensionales, bidimensionales o tridimensio-
nales según queramos representar el espaio del problema.
Esto provee una forma natural de llamar los elementos del dominio del vetor, matriz o
ampo. Como un ejemplo, el siguiente ódigo suma dos matries A y B on tamaños NxN
y guarda el resultado en la matriz C:
__global__ void matAdd(float A[N℄[N℄, float B[N℄[N℄, float C[N℄[N℄){
int i = threadIdx.x;
int j = threadIdx.y;
C[i℄[j℄= A[i℄[j℄+B[i℄[j℄;
}
int main(){
//definimos el tamaño del bloque de hilos
dim3 dimBlok(N,N);
matAdd<<<1, dimBlok>>>(A, B, C);
}
Los hilos dentro de un bloque pueden ooperar entre ellos ompartiendo datos a través
de la memoria ompartida y sinronizándose a través de la ejeuión oordinada de aesos
a memoria.
Para la eienia de la ooperaión, se uenta on que la memoria ompartida es de una
baja latenia era de ada núleo de proesador y se espera que todos los hilos de un bloque
residan en el mismo núleo de proesador. El número de hilos por bloque está por lo tanto
restringido por el reurso limitado de memoria de ada núleo de proesador. En las últimas
arquiteturas tesla de NVIDIA, un bloque de hilos puede ontener hasta 512 hilos.
Cada bloque dentro de la rejilla se puede identiar usando un índie uni o bidimensional
aesible dentro del kernel.
Los bloques de hilos son neesarios para ejeutar independientemente, debe ser posible eje-
utarlos en ualquier orden, en paralelo o en serie. Este requisito de independenia permite
que los bloques de hilos sean organizados de ualquier forma a lo largo del número de nú-
leos de que dispongamos, permitiendo esribir ódigo esalable.
El número de bloques de hilos en una rejilla es típiamente ditado por el tamaño de los
datos que van a ser proesados más que por el número de proesadores en el sistema, el ual
puede exeder ampliamente.
3.1.1.2. Jerarquía de memoria
Los hilos en CUDA pueden aeder a los datos de múltiples espaios de memoria durante
su ejeuión. Cada hilo tiene una memoria loal privada y ada bloque de hilos tiene una
memoria ompartida visible por todos los hilos del mismo bloque y en el mismo tiempo
de ejeuión del bloque. Finalmente, todos los hilos pueden aeder a la misma memoria
global.
Hay dos espaios de memoria de sólo letura adiionales aesibles por todos los hilos: los
espaios de memoria onstante y de texturas. Los espaios de memoria global, onstante
y de texturas están optimizadas para diferentes usos de memoria. La memoria de texturas
además ofree distinto tipo de direionamiento, omo ltro de datos, para algunos tipos de
datos espeíos. Los espaios de memoria global, onstante y de texturas son persistentes
a través de los lanzamientos de kernels de la misma apliaión.
Podemos onsiderar la memoria de la CPU omo un nivel más externo de memoria. Las
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Figura 3.5: Rejilla de bloque de hilos
transferenias CPU-GPU son las más ostosas, por lo que es importante minimizar estas
transaiones. Además hemos de tener en uenta que una vez que se lanza un kernel no es
posible realizar estas omuniaiones.
3.1.1.3. Host y dispositivo
Como se ilustra en la Figura 3.1.1.3, CUDA asume que los hilos se pueden ejeutar en
dispositivos separados físiamente que operan omo oproesador de un host orriendo un
programa C. Este es el aso, por ejemplo, uando los kernels se ejeutan en una GPU y el
resto del programa C en la CPU.
CUDA también asume que tanto el host omo el dispositivo mantienen su propia DRAM
referida omo memoria host y memoria del dispositivo, respetivamente. Por lo tanto, un
programa maneja los espaios de memoria global, onstante y de texturas visibles por los
kernels a través de llamadas al entorno de CUDA. Esto inluye la asignaión y liberaión
de la memoria del dispositivo, tanto omo la transferenia de datos entre host y dispositivo.
3.1.1.4. Pila del software
La pila del software CUDA esta ompuesta por diversas apas omo se ilustra en la
Figura 3.6: un driver de dispositivo, un interfaz de programaión de apliaión (API) y
su entorno (runtime), y dos librerías matemátias de alto nivel de uso omún, CUFFT y
CUBLAS.
3.1.1.5. Capaidad de omputaión
La apaidad de omputaión del dispositivo esta denida por un número mayor de
revisión y un número menor de revisión. Dispositivos on el mismo numero mayor de revisión
20
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Figura 3.6: Arquitetura de la pila de software
tienen la misma arquitetura de base. El número de revisión menor orresponde a la mejora
inremental a la arquitetura base, inluyendo posiblemente nuevas ualidades.
3.1.2. Implementaión en la GPU
La arquitetura Tesla está onstruida alrededor de un array esalable de multiproe-
sadores de ujo multihilo(SMs). Cuando un programa CUDA en la CPU host invoa un
rejilla de kernels, los bloques de la rejilla se enumeran y se distribuyen en multiproesadores
on apaidad de ejeuión disponible. Los hilos de un bloque de hilos se ejeutan onu-
rrentemente en un multiproesador. Cuando los bloques de hilos terminan, nuevos bloques
son lanzados en los multiproesadores libres. Un multiproesador onsiste de oho núleos
de proesador esalables (SP), dos unidades de funión espeial para transendentales, una
unidad de instruión multihilo, y un hip de memoria ompartida. Los multiproesadores
rean, manejan, y ejeutan hilos onurrentes en hardware sin ninguna planiaión ante-
rior.
Se implementa la barrera de sinronizaión intrínsea _ _ synthreads() _ _ on una sim-
ple instruión. proporiona sinronizaión rápida por barrera on baja arga de reaión de
hilos y ninguna planiaión anterior, soportan eientemente el paralelismo de grano no,
permitiendo, por ejemplo, una baja desomposiión granular de los problemas asignando
a ada elemento de un dato un hilo, omo un píxel en una imagen o una elda en una
omputaión basada en rejillas.
Para manejar ientos de hilos orriendo distintos programas, el multiproesador emplea
la arquitetura llamada SIMT (single-instrution, multiple-thread (instruión simple, hilo
múltiple)). El multiproesador asigna ada hilo a un núleo esalar de proesador, y ada
esalar ejeuta un hilo independientemente on sus propias direiones de instruión y re-
gistro de estado. La unidad del multiproesador SIMT rea, maneja, plania, y ejeuta en
grupos de 32 hilos paralelos llamados warps. Hilos individuales omponiendo un SIMT warp
empiezan en la misma direión de programa a la vez pero son libres en todo lo demás de
22
3.1. Modelo de Programaión
bifurarse y ejeutarse libremente.
Cuando un multiproesador reibe uno o más bloques de hilos que ejeutar, los divide en
warps que son planiados por la unidad del SIMT. El modo en que se divide un bloque en
warps es siempre el mismo; ada warp ontiene hilos onseutivos, inrementado las IDs de
hilos on el primer warp onteniendo el Hilo 0.
Cada momento de lanzamiento de instruiones, la unidad SIMT seleiona un warp que
esté listo para ser ejeutado, lanza la siguiente instruión del grupo de hilos del warp a-
tivo y plania la siguiente instruión. Un warp ejeuta una instruión omún a la vez,
así que la eienia total se realiza uando los 32 hilos de un warp onvergen en el amino
de ejeuión. Si los hilos de un warp divergente debido a ramas dependientes de datos, el
warp ejeuta en serie ada rama tomada, deshabilitando hilos que no están en esa rama,
y uando se ompletan todas las ramas, los hilos onvergen de nuevo en el mismo amino
de ejeuión. Las divergenias de amino solo ourren dentro de un warp; diferentes warps
ejeutan independientemente sin importar si están ejeutando ujos de ódigo omunes o
distintos.
La arquitetura SIMT es semejante a la organizaión vetorial SIMD (single instrution,
Multiple Data (instruión simple, datos múltiples)) en una únia instruión que ontrola
múltiples elementos a proesar. La diferenia lave es que la organizaión vetorial SIMD
expone el anho de SIMD al software, mientras que las instruiones SIMT espeian el
omportamiento de ejeuión y ramiaión de un únio hilo. En ontraste on máquinas
vetoriales SIMD, SIMT permite a los programadores esribir ódigo paralelo a nivel de
hilo para hilos independientes, esalares, tanto omo ódigo de datos paralelos para hilos
oordinados.
Con el propósito de la orreión, los programadores pueden esenialmente ignorar el om-
portamiento del SIMT, aunque se pueden dar mejoras substaniales uando se uida que
los hilos de un warp no diverjan en su amino. En la prátia, esto es análogo al papel de
las líneas de ahé en el ódigo tradiional, el tamaño de las líneas de ahé pueden ser
libremente ignoradas uando se diseña por orreión pero deben ser onsideradas en la
estrutura del ódigo uando se diseña para máxima eienia.
Las arquiteturas vetoriales, por otra parte, requieren que el software ontrole la arga
entre vetores y su divergenia manualmente.
Como se ilustra en la Figura 3.7, ada multiproesador tiene un hip integrado de memoria
de uno de los uatro siguientes tipos:
Un set de registros de 32-bits por proesador.
Una ahé de datos paralela o una memoria ompartida que es aedida por todos
los núleos esalares del proesador y que es donde residen los espaios de memoria
ompartida.
Una ahé onstante de sólo letura ompartida por todos los núleos esalares del
proesador y que aelera las leturas del espaio de memoria onstante, la ual es una
región de sólo letura de la memoria del dispositivo.
Una ahé de texturas de sólo letura que es ompartida por todos los núleos esalares
del proesador y que aelera las leturas del espaio de memoria de texturas, la ual es
una región de solo letura de la memoria del dispositivo, ada multiproesador aede
a la ahé de texturas a través de la unidad de texturas que implementa varios modos
de direionamiento y de ltro de datos.
Los espaios de memoria loal y global son regiones de letura-esritura de la memoria
del dispositivo y no están en ahé. Cuantos bloques puede proesar un multiproesador
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Figura 3.7: Un grupo de multiproesadores Single Instrution Multiple Thread
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a la vez depende de uantos registros por hilo y uanta memoria ompartida por bloque
son requeridas por un kernel, dado que los registros de un multiproesador y su memoria
ompartida deben dividirse entre todos los hilos de la tanda de bloques. Si no hay suientes
registros o memoria ompartida disponible por ada multiproesador para proesar al menos
un bloque, el kernel fallará al ser lanzado. Un multiproesador puede ejeutar hasta oho
hilos de bloques de hilos onurrentemente.
Si una instruión no atómia lanzada por un warp esribe en la misma direión global o
de memoria ompartida para más de uno de los hilos de un warp, el número de esrituras en
serie que ourre en esa direión y el orden en el que ourre no está denido, pero al menos
una de las esrituras se garantiza que ourrirá. Si una instruión atómia ejeutada por un
warp trata de leer, modiar, o esribir en la misma direión de memoria global para más
de uno de los hilos del warp, ada letura, modiaión, o esritura a esa direión ourrirá,
y serán en serie, pero el orden en que ourrirán no está denido.
3.1.2.1. Múltiples dispositivos
Se garantiza el funionamiento del uso de múltiples GPUs en dispositivos CUDA por
una misma apliaión orriendo en un sistema multi-GPU solamente si estas GPUs son del
mismo tipo. Sin embargo, si el sistema esta en modo SLI, solo una GPU puede ser usada
omo un dispositivo CUDA dado que todas las GPU's están unidas a bajo nivel en la pila
del driver. El modo SLI neesita ser apagado en el panel de ontrol de CUDA para ser
apaes de ver ada una de las GPUs omo dispositivos independientes.
3.1.2.2. Cambio de modo
Las GPUs dedian algo de la memoria DRAM a la llamada superie primaria, la ual
es usada omo refreso del display del dispositivo uando una salida es vista por el usuario.
Cuando un usuario ambiando la resoluión o profundidad de bits iniia un ambio de modo
del display, la antidad de memoria que neesita la superie primaria ambia. Si un ambio
de modo inrementa la memoria neesitada por la superie primaria, el sistema puede tener
que onsumir la memoria reservada para las apliaiones de CUDA, resultando en un error
de estas apliaiones.
3.1.3. Componente runtime del Host
Varios hilos del host pueden ejeutar ódigo del dispositivo en el mismo dispositivo,
pero por diseño, un hilo de un host solo puede ejeutar ódigo en un dispositivo. Como
onseuenia, múltiples hilos del host son requeridos para ejeutar ódigo de dispositivo en
diversos dispositivos.
3.1.3.1. Memoria
La memoria puede ser asignada omo memoria lineal o omo arrays de CUDA.
La memoria lineal existe en el dispositivo en una espaio de direiones de 32 bits, por
lo que entidades separadas en asignaión pueden refereniarse una a otra por medio de
punteros, por ejemplo, en un árbol binario. Los arrays CUDA son diseños opaos de memoria
optimizados para traer texturas. Son unidimensionales, bidimensionales o tridimensionales y
están ompuestos de elementos, ada uno tiene 1,2 o 4 omponentes que pueden tener enteros
de 8,16 o 32 bits on o sin signo, o oats de 16 o 32 bits. Los arrays CUDA solo pueden ser
leídos por kernels. Tanto la memoria lineal omo los arrays CUDA se pueden leer o esriben
por el host por medio de las funiones de opia de memoria desritas después. El runtime
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del host también provee de funiones para asignar y liberar paginas, memoria bloqueada del
host, en ontraposiión a la memoria normal paginable asignada por mallo(). Una ventaja
de esta páginas de memoria bloqueadas es que el anho de banda entre memoria del host
y del dispositivo es mayor si la memoria se asigna de esa forma, solo para transferenias
de datos realizadas por hilos del host que asignan memoria del host. Sin embargo, esta
memoria es un reurso esaso, así que la asignaión de esta forma empezará a fallar muho
antes de la asignaión en memoria paginable. Además, redue la antidad de memoria físia
disponible para la operaión del sistema para paginaión, asignar muha memoria de páginas
bloqueadas redue el rendimiento general del sistema.
3.1.3.2. Runtime API
Iniializaión No hay una funión expliita de iniializaión para el API runtime.
Iniializa la primera vez que una funión del runtime es llamada.
Administraión del dispositivo udaGetDevieCount() y udaGetDevieProper-
ties() proveen de una forma de enumerar estos dispositivos y adquirir sus propiedades,
udaSetDevie() se usa para seleionar el dispositivo asoiado al hilo del host:
int devieCount;
udaGetDevieCount(&devieCount);
int devie;
for (devie = 0; devie < devieCount; ++devie) {
udaDevieProp devieProp;
udaGetDevieProperties(&devieProp, devie);
}
udaSetDevie(devie);
Un dispositivo debe seleionarse antes de una funión __ global__ o ualquier funión
del API runtime sea llamada. Si esto no se hae on una llamada expliita a udasetDevi-
e(), el dispositivo 0 es seleionado automátiamente y ualquier otra llamada siguiente a
udaSetDevie() no tendrá efeto.
Administraión de Memoria La memoria loal es asignada usando udaMallo() o
udaMalloPith() y liberada usando udaFree(). Los siguientes ogidos de ejemplo asignan
un array de 256 elementos de punto otante en memoria lineal:
float* devPtr;
udaMallo((void**)&devPtr, 256 * sizeof(float));
udaMalloPith() se reomienda para asignaiones de arrays de dos dimensiones ya que
se asegura de que la reserva se realiza de forma adeuada para satisfaer los requisitos de
alineamiento. Los arrays CUDA se asignan usando udaMalloArray() y se liberan usando
udaFreeArray(). udaGetSymbolAddress() se usa para reoger la direión apuntando a la
memoria reservada usando una variable delarada en el espaio global de memoria.
3.1.4. Rendimiento
3.1.4.1. Instruiones matemátias
Para lanzar una instruiones para un warp, un multiproesador neesita:
4 ilos de reloj para:
• Suma, multipliaión o suma múltiple de un punto otante de preisión simple.
• Suma de enteros.
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• Operaión sobre un bit, instruiones de onversión de tipo.
16 ilos de reloj para:
• Elementos opuestos, raíes uadradas opuestas,__ logf(x)
• Multipliaiones de enteros de 32 bit toman 16 ilos de reloj, pero mul24 y _
umul24 dan una multipliaión de enteros on o sin signo de 24 bits en 4 ilos
de reloj.
• Divisiones de enteros y operaiones de módulo son espeialmente ostosas y deben
ser evitadas si es posible o reemplazadas por operaiones sobre bit siempre que
se pueda.
3.1.4.2. Instruiones de ontrol de ujo
Cualquier instruión de ontrol de ujo (if, swith, do, for, while) pueden impatar
signiativamente en el rendimiento de los hilos al ausar que hilos del mismo warp diverjan.
Si esto ourre, los diferentes aminos de ejeuión neesitan ser serializados, inrementando
el número total de instruiones ejeutadas para el warp. Cuando se ejeutan todas las
divergenias, los hilos onvergen en el mismo amino de ejeuión.
Para obtener un mejor rendimiento en algunos asos donde el ontrol de ujo depende de
las ID de los hilos, la ondiión de ontrol debería estar esrita para minimizar el número
de hilos divergentes. Esto es posible debido a que la distribuión de los warps a lo largo del
bloque es determinista. Algunas vees el ompilador puede desenrollar bules del if usando
o un prediado de ramiaión o la diretiva # pragma unroll.
3.1.4.3. Instruiones de Memoria
Las instruiones de memoria inluyen ualquier instruión que lea de o esriba a me-
moria ompartida o global. Los aesos a memoria loal solo ourren para algunas variables
automátias.
Un multiproesador neesita 4 ilos de reloj para lanzar una instruión de memoria para
un warp. Cuando se aede a memoria loal o global, hay además, 400 a 600 ilos de reloj
de latenia de memoria. Como un ejemplo, la operaión de asignaión del siguiente ódigo:
__shared__ float shared[32℄;
__devie__ float devie[32℄;
shared[threadIdx.x℄ = devie[threadIdx.x℄;
toma 4 ilos de reloj para lanzar la letura de memoria global, 4 ilos de reloj para lanzar
la esritura a memoria ompartida, pero sobre todo toma 400 a 600 ilos de reloj para leer
un oat de memoria global. Muha de esta latenia de memoria global se puede esonder
tras el planiador de hilos si hay suientes operaiones aritmétias independientes para
ser lanzadas mientras se espera que se omplete el aeso a memoria global.
3.1.4.4. Instruiones de sinronizaión
__ synthreads__ toma 4 ilos de reloj para lanzar para un warp si no hay hilos que
tengan que esperar a otros hilos.
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3.1.4.5. Anho de banda de Memoria
El tamaño del anho de banda efetivo para ada espaio de memoria depende signi-
ativamente del modelo de aeso a memoria usado. Dado que la memoria del dispositivo
tiene muha mayor latenia y menor anho de banda que la memoria integrada, el aeso
a memoria del dispositivo debería ser minimizado. Un típio modelo de programaión es
organizar los datos que llegan de la memoria del dispositivo en la memoria ompartida, en
otras palabras, para que ada hilo de un bloque tenga disponible:
Cargar datos de la memoria del dispositivo en la memoria ompartida.
Sinronizar on todos los otros hilos del bloque de forma que ada hilo puede leer on
seguridad la memoria ompartida de la loalizaión donde se esribió por distintos
hilos.
Proesar datos en memoria ompartida.
Sinronizar de nuevo si es neesario para asegurarse de que la memoria ompartida se
ha atualizado on el resultado.
Esribir el resultado en la memoria del dispositivo.
Memoria Global El espaio de memoria global no tiene ahé, por lo que es más
importante aun el modelo de aeso orreto para maximizar el uso de anho de banda, es-
paialmente dado lo ostosos que son los aesos a la memoria del dispositivo. El dispositivo
es apaz de leer palabras de 32,64 o 128 bits de memoria global a registros on una únia
instruión. Para tener asignaiones omo:
__devie__ type devie[32℄;
type data = devie[tid℄;
ompiladas en una únia instruión, el tipo debe ser tal que sizeof(tipo) sea igual a 4,8 o
16 y que la variable de tipo esté alineada on los bytes de sizeof(tipo). Para estruturas, los
requisitos de tamaño y alineamiento se pueden forzar por el ompilador usando los espei-
adores de alineamiento __ align__ (8) o __ align__ (16). Para estruturas mayores de
16 bytes, el ompilador neesita generalmente argar varias instruiones. Para asegurarse
que eso toma el mínimo numero de instruiones tales estruturas deben ser denidas omo
__ align__ (16). Cualquier direión de una variable residente en la memoria global o
devuelta por una de las rutinas de asignaión de memoria del driver o el API runtime esta
siempre alineado al menos a 256 bytes. El anho de banda de memoria global es usado más
eientemente uando múltiples aesos simultáneos a memoria por hilos en un semi-warp
pueden ser fusionados en una sola instruión de transaión. El tamaño de una instruión
de transaión puede ser de 32, 64 o 128 bytes.
Memoria Loal Los aesos a memoria loal solo ourren para algunas variables
automátias. Como el espaio de memoria global, el espaio de memoria loal no tiene
ahé, por lo que sus aesos son igual de ostosos que a memoria global. Estos aesos son
siempre fusionados dados que son por deniión aesos por hilo.
Memoria Constante El espaio de memoria onstante tiene ahé por lo que una
letura de memoria onstante solo uesta una letura de memoria de dispositivo en un fallo
de letura de la ahé. Para todos los hilos de un semi-warp, leer de la ahé onstante es
tan rápido omo leer de un registro, siempre que todos los hilos lean de la misma direión.
El oste aumenta linealmente on el numero de hilos leyendo de diferentes direiones.
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Memoria Compartida Como está integrada en el hip, el espaio de memoria om-
partida es muho más rápido que el espaio de memoria loal o global. De heho, para todos
los hilos de un warp, aeder a memoria ompartida es tan rápido omo aeder a un registro
siempre que no haya onitos de banos entre hilos. Para onseguir un alto anho de banda
de memoria, la memoria ompartida esta dividida en módulos de memoria de tamaño igual,
llamados banos, que se aeden simultáneamente. Así que, ualquier letura o esritura de
memoria requerida para n direiones que aen en n banos de memoria distintos el serviio
puede ser heho simultáneamente, dando un anho de banda efetivo de n vees el anho de
banda de un solo modulo. Sin embargo, si dos petiiones de memoria aen sobre el mismo
bano de memoria, existe un onito de banos y el aeso tiene que ser serializado. El
hardware divide las petiiones a memoria on onitos de bano en tantas petiiones libres
de onito separadas omo sea neesario, derementando el anho de banda efetivo por
un fator igual al numero de separado de petiiones de memoria. Si el numero de petiiones
iniial es n, la petiión iniial de memoria se die que ausa onitos de bano de n di-
reiones. Para tener el máximo rendimiento, es por lo tanto importante entender omo la
memoria asigna los banos de memoria para planiar las petiiones de forma que ausen
el mínimo número de onitos de banos. En el aso del espaio de memoria ompartida,
los banos se organizan de forma que suesivas palabras de 32 bits se asignan a banos
suesivos y ada bano tiene un anho de banda de 32 bits ada 2 ilos de reloj. Una aso
omún de aeso a una palabra de 32 bits de un array indexado por el ID del hilo y una
desplazamiento s:
shared__ float shared[32℄;
float data = shared[BaseIndex + s * tid℄;
En este aso, los tid del hilo y el tid+n aede al mismo bano de memoria uando s*n es
un múltiplo de m/d donde d es el máximo omún divisor entre m y s. Como onseuenia,
no habrá solo onito de banos si la mitad del tamaño de warp es menor o igual que
m/d. La Figura 3.8 muestran algunos asos de aesos a memoria sin onitos mientras
que la 3.9 muestra ejemplos de aesos que ausan onito de banos. Otros asos dignos
de ser menionados son aquellos en que ada hilo aede a un elemento que es más pequeño
o mayor que 32 bits. Por ejemplo, hay onitos de bano si a un array de har se le aede
de la siguiente forma:
shared__ har shared[32℄;
har data = shared[BaseIndex + tid℄;
porque shared[0℄, shared[1℄, shared[2℄, y shared[3℄, por ejemplo, perteneen al mismo bano.
No hay onitos sin embargo, si al mismo array se le aede de la siguiente forma:
har data = shared[BaseIndex + 4 * tid℄;
También hay errores de onito de bano de 2 direiones para arrays de double:
shared__ double shared[32℄;
double data = shared[BaseIndex + tid℄;
Dado que la petiión de memoria se ompila en dos petiiones separadas de 32 bits. Una
asignaión de estrutura se ompila siempre en tantas petiiones de memoria omo sea
neesario para ada miembro de la estrutura, en el siguiente ódigo, por ejemplo:
__shared__ strut type shared[32℄;
strut type data = shared[BaseIndex + tid℄;
resulta en:
Tres leturas separadas de memoria sin onito de bano si el tipo esta denido omo
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strut type {
float x, y, z;
};
dado que ada miembro es aedido on un desplazamiento de tres palabras de 32
bits.
Dos leturas separadas de memoria on onitos si tipo se dene omo
strut type {
float x, y;
};
dado que ada miembro es aedido on n desplazamiento de dos palabras de 32 bits.
Dos leturas separadas de memoria on onitos de memoria si el tipo se dene omo
strut type {
float f;
har ;
};
dado que ada miembro es aedido on un desplazamiento de ino bytes.
Finalmente, la memoria ompartida también ofree un meanismo de transmisión (broad-
ast) donde una palabra de 32 bits se puede leer y transmitir a varios hilos simultáneamente
uando se sirve una sola petiión de letura de memoria. Esto redue el número de onito
de bano uando muhos hilos de un semi-warp leen de una direión on la misma palabra
de 32 bits. Más preisamente, una petiión de letura de memoria heha por muhas dire-
iones se sirve en muhas pasos en el tiempo, un paso ada dos ilos de reloj, dando un
subonjunto de serviios libres de onito de estas direiones por paso hasta que todas
las direiones son servidas. A ada paso, el subonjunto se onstruye on las sobrantes
direiones de memoria que todavía no se han dado usando el siguiente proeso:
Seleionar una de las palabras apuntadas por las sobrantes direiones de memoria
omo la palabra a transmitir.
Inluir en el subonjunto:
• Todas las direiones que están dentro de la palabra a emitir.
• Una direión para ada bano apuntando a el resto de las direiones.
Que palabra se elige omo la palabra a emitir y ual es la direión seleionada para ada
bano en ada ilo no esta espeiado. Un aso omún libre de onitos es uando todos
los hilos de un semi-warp leen de una direión dentro de la misma palabra de 32 bits.
Registros Generalmente, aeder a los registros no signia ningún ilo de reloj por
instruión, pero retrasos pueden ourrir debido a dependenias LDE de registro y oni-
tos de bano de memoria de registros. Este retraso introduido por dependenias LDE se
puede ignorar tan pronto omo haya al menos 192 hilos ativos por multiproesador para
esonderlos. El ompilador y el planiador de hilos planian las instruiones de forma
óptima para evitar tantos onitos de bano de memoria de registros omo sea posible. Se
obtienen mejores resultados uando el número de hilos por bloque es múltiplo de 64.
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Figura 3.8: Aesos alineados on salto de 1 palabra de 32 bits, o on permutaión aleatoria
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Figura 3.9: Aesos alineados on onitos
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3.1.4.6. Hilos por Bloque
Dados un número total de hilos por rejilla, el número de hilos por bloque o el equiva-
lentemente el número de bloques, estos deben ser elegidos para maximizar la utilizaión de
los reursos de omputaión. Esto signia que al menos debe haber tanto bloques omo
multiproesadores en el dispositivo. Aun más, orrer solo un bloque por proesador fuerza
el multiproesador a esperar durante sinronizaión de hilos y también durante leturas de
la memoria del dispositivo si no hay suientes hilos por bloque para oultar la latenia de
arga. Por lo tanto suele ser mejor permitir que dos o más bloques estén ativos en ada
multiproesador permitiendo el solapamiento de al menos el doble de tantos bloques omo
multiproesadores en el dispositivo, pero también la antidad de memoria ompartida asig-
nada por bloque debe ser al menos la mitad del total de la memoria ompartida disponible
por proesador. Un ujo mayor de bloques de hilos de en tubería de esta forma amortizan
aun más. Con suiente número de bloques, el número de hilos por bloque debe ser elegido
omo un múltiplo del tamaño del warp para evitar el gasto de reursos de omputaión
on warp no llenos, o mejor, un múltiplo de 64 omo se explió anteriormente. Asignar más
hilos por bloque es mejor para una partiión efetiva del tiempo, pero más hilos por bloque
signian menos registros por hilo. Esto puede ausar el fallo de la llamada al kernel si este
ompila en más registros que los permitidos por la onguraión de la ejeuión. 64 hilos
por bloque es el mínimo y solo tiene sentido si hay múltiples bloques ativos por proesador.
196 o 256 son mejor y usualmente permite suientes registros para ompilar.
3.1.4.7. Transferenias entre Host y Dispositivo
El anho de banda entre dispositivo y la memoria del dispositivo es muho mayor que
el que hay entre la memoria del dispositivo y la memoria del host. Por lo tanto, deben
minimizarse las transferenias entre host y dispositivo, por ejemplo, moviendo, más ódigo
del host al dispositivo, aunque eso signique orrer kernels on menos paralelismo. Estru-
turas de datos intermedias pueden ser readas en la memoria del dispositivo, operadas en el
dispositivo y destruidas allí sin ser asignadas por el host o opiadas a la memoria del host.
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En este apítulo vamos a presentar los métodos que hemos elegido implementar puesto
que son los que hemos onsiderado más representativos y ables en la identiaión de
imágenes.
Para implementar un programa en GPU en primer lugar debemos determinar los núleos
paralelos, por lo que para ada algoritmo presentamos los kernels que hemos identiado y
omo hemos distribuido los datos para realizar los álulos.
Posteriormente mostramos los kernels más representativos y las mejoras que hemos rea-
lizados sobre los mismos.
Finalmente mostramos los resultados obtenidos para ada método.
4.1. Fatorizaión no negativa de matries NMF
La implementaión del algoritmo NMF requiere tener disponibles los datos de la matriz
original y de las matries auxiliares que se generan durante el proeso.
En las Figuras 4.1 podemos ver una traza de los álulos que realiza el algoritmo NMF
original. En los reuadros se muestran los kernels que hemos identiado omo más impor-
tantes para el método, omo la multipliaión o reduión de matries.
Puesto que en nuestro aso trabajamos sobre una tarjeta gráa, el tamaño de la memo-
ria de la misma será un fator determinante a la hora de disponer de los datos de dihas
matries.
Partimos del heho de que para realizar el entrenamiento será neesario trabajar on
matries que oupen 500 Mbytes de memoria global en la tarjeta, y esto sin inluir el resto
de matries auxiliares que también requieren espaio en la memoria de la tarjeta.
Es neesario por tanto partir los datos y realizar los álulos pariales en la tarjeta, para
en una serie de pasos realizar el alulo ompleto de W y H.
El número de elementos en los que debemos dividir la matriz original depende tanto del
tamaño de la misma omo de la memoria del dispositivo. Si la memoria del dispositivo es
suiente para albergar a la matriz original y las auxiliares no será neesario dividirla, y si
es insuiente deberemos rear trozos de la matriz original de modo que quepan en memoria
de la tarjeta una parte de la matriz original y todas las matries auxiliares requeridas.
El algoritmo NMF realiza varias multipliaiones y reduiones de matries, y puesto
que son unas operaiones on un gran oste omputaional deidimos dediar un mayor
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Figura 4.1: Traza del algoritmo NMF
esfuerzo a tratarlas. Posteriormente también se usan en la parte que hemos tratado del
segundo algoritmos de reonoimiento.
A ontinuaión mostramos los kernel a través de los uales hemos experimentado on
diferentes opiones y los resultados que obtuvimos.
4.1.1. Multipliaión de matries
Iniialmente paralelizamos el ódigo básio de multipliaión de matries A y B, que
onsiste en, para ada posiión (i,j) de la matriz resultado realizar la suma del produto de
los elementos de la la i-ésima de la matriz A por los elementos de la olumna j-ésima de
la matriz B, omo podemos ver en la Figura 4.2.
4.1.1.0.1. Multipliaión en Memoria Global El primer paso es rear una rejilla
sobre la matriz resultado y estableer el tamaño de ada bloque. Denimos bloques uadra-
dos de 16x16 hilos, por lo que dispondremos de 256 hilos en total por bloque, suientes
para llenar un Warp ompleto y aprovehar al máximo los proesadores, y reamos la rejilla
sobre la matriz resultado. Ahora opiamos las matries A y B en memoria global de la
tarjeta, y reservamos espaio para la matriz resultado.
Lanzamos el kernel donde ada hilo de un bloque de hilos se enargará de utilizar la la
y olumna que neesita de las matries A y B en memoria global y operará on ellos hasta
obtener el valor de su posiión. Cuando termina el kernel, reuperamos la matriz resultado
desde la tarjeta, y liberamos la memoria.
En el Cuadro 4.1 podemos ver los resultados de pruebas on diferentes tamaños.
4.1.1.0.2. Multipliaión en Memoria Compartida Podemos mejorar el kernel an-
terior si haemos uso de la memoria ompartida de la tarjeta, puesto que el aeso a memoria
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Figura 4.2: Multipliaión de matries en memoria global
Caso Filas Columnas Tiempo(ms)
1 256 256 39.11
2 512 512 343.41
3 1024 1024 3356.06
4 2048 2048 53064.51
Tabla 4.1: Resultados en Memoria Global on bloque de 16x16
global es muy ostoso, en torno a 400 ilos.
En esta segunda versión ada bloque de hilos reserva memoria ompartida para las
las y olumnas que requerirán. Además los hilos se enargarán de traer desde memoria
global a ompartida los datos de forma que el aeso a estos sea alineado para que sea
más eiente. Para aeder de forma alineada haremos que los hilos ooperen para traer a
memoria ompartida los datos que requiere el bloque ompleto de hilos, logrando así que no
haya ompetenia por los datos, ni que haya múltiples leturas del mismo dato a memoria
global.
En el kernel anterior neesitábamos reservar memoria ompartida para 16 las y 16
olumnas, lo ual, si la matriz es muy grande, no siempre es fatible. La siguiente mejora
que introduimos es que ada bloque de hilos traiga progresivamente los datos de las las
y olumnas. En el kernel haremos que se reserve espaio en memoria ompartida para dos
bloques de 16x16 de datos de las matries A y B, e iteraremos sobre las las/olumnas
añadiendo el resultado parial en ada iteraión hasta tener el resultado nal.
En la gura 4.3 podemos ver una gráa del proeso. En el Cuadro 4.2 podemos ver
los resultados de utilizar la memoria ompartida de modo bloqueado, y podemos observar
que uanto mayor es el tamaño de la matriz mayor rendimiento obtenemos on respeto
a usar memoria global diretamente, en partiular, para el aso de 2048x2048 el tiempo
de proeso es 125 vees menor. Podemos ver una omparaión del tiempo empleado en la
multipliaión en la Figura 4.4
4.1.1.0.3. Tratamiento de bordes Puesto que las matries A y B pueden ser de ual-
quier tamaño y el bloque que hemos elegido es de tamaño jo 16x16 uando nos enontremos
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Figura 4.3: Cálulo de bloques por proeso iterativo
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Figura 4.4: Tiempo para memoria global y ompartida
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Caso Filas Columnas Tiempo(ms)
1 256 256 1.07
2 512 512 7.01
3 1024 1024 49.33
4 2048 2048 424.47
Tabla 4.2: Resultados en Memoria Compartida, on aeso por bloques, y tamaño de bloque 16x16
Figura 4.5: Tratamiento de bordes
on que las dimensiones de A y B no sean múltiplo de 16, tendremos que tratar los bloques
que se enuentran en los bordes. Nos enfrentamos a dos tipos de problema, el primero, uan-
do las las de A o las olumnas de B no sean múltiplo de 16, la matriz resultado tampoo
lo será en la dimensión orrespondiente. Para tratarlo añadimos en el ódigo del kernel una
bifuraión de modo que, si nos enontramos en este aso, los hilos que se enuentran en la
zona omprometida, no tendrán que operar, sin embargo deben seguir ooperando on los
demás hilos para traer los datos de A y B.
Otro aso a tratar aparee uando las olumnas de A y por tanto las las de B no son
múltiplo de 16, aquí el problema son las leturas a memoria ompartida iterativas sobre A y
B, ya que en la última iteraión no todos los hilos han de leer. Para solventar esta situaión
añadimos la ondiión preisa en el ódigo de letura a memoria ompartida del kernel para
impedir aesos ilegales.
Las instruiones de bifuraión dentro del ódigo son bastante ineientes, salvo que
para ada bloque todos los hilos tomen el mismo amino, en uyo aso el rendimiento no se
ve afetado tan drástiamente.
En nuestro ódigo sólo los bloques del borde dereho e inferior de la rejilla tienen que to-
mar la bifuraión, y el resto de bloques, la gran mayoría ejeuta la misma rama del bloque,
y dado que trabajamos on matries de gran tamaño, una baja proporión de los bloques
ejeutan la parte de tratar bordes. En onreto para una matriz de 15000x15000 neesita-
remos una rejilla de 938x938, donde 877969 bloques no tomaran la rama de tratamiento de
bordes, y 1875 tendrán hilos que irán por una u otra rama, 1 de ada 470 bloques.
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Figura 4.6: Dos opiones de rejilla para la reduión de una matriz
4.1.2. Reduión de una matriz
Este kernel se enarga de la reduión de una matriz a una la o olumna, sumando
todos los elementos de ada olumna o la respetivamente.
La primera deisión que hay que tomar es omo denir la rejilla, las dos opiones que
tenemos son:
Una rejilla unidimensional, en donde ada bloque trata un número de las, o olumnas,
ompletas.
Una rejilla bidimensional, donde ada grupo de las, o olumnas, se trata por K
bloques. Con esta eleión tendremos que haer un proeso iterativo donde en ada
iteraión reduimos la matriz en un fator K hasta que nalmente tengamos solamente
una la o olumna, se trata por tanto de una reduión logarítmia.
En la Figura 4.6 podemos observar las dos opiones. La eienia de una u otra eleión
de rejilla dependerá de omo sea la matriz. Si disponemos de un bloque unidimensional de
128 hilos, y la matriz no tiene tamaño suiente para que trabajen todos, en el aso de
la rejilla unidimensional solo rearemos un bloque que tendrá que haer todo el trabajo,
y por lo tanto estaremos desperdiiando la potenia de álulo de la tarjeta. Creando una
rejilla bidimensional, tendremos k bloques que se enargarán de realizar el trabajo de forma
ooperativa.
En aso de que la matriz sea de tamaño suientemente grande, las dos opiones habrán
reado suientes bloques de hilos omo para que se aprovehe enteramente la apaidad
de la tarjeta, aunque hay que tener en uenta que la opión logarítmia debe lanzar más
kernels, hasta haber reduido la matriz por ompleto, por lo que estará penalizada por este
heho.
En el Cuadro 4.3 podemos ver una tabla on tiempos para diferentes tamaños de matriz,
omparando las dos opiones. podemos observar que la reduión logarítmia es más eiente
mientras que la dimensión sobre la que reduimos es menor o igual que el tamaño de bloque.
Para tamaños mayores es mejor lanzar el kernel normal, puesto que puede aprovehar el
uso de la tarjeta on sólo lanzar un kernel.
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Tamaño Normal Logarítmia
100x20 0.060 0.049
1000x20 0.396 0.125
4000x20 1.518 0.275
8000x20 3.009 0.480
100x100 0.061 0.126
1000x100 0.402 0.342
4000x100 1.542 1.011
8000x100 3.064 2.144
100x500 0.062 0.203
1000x500 0.409 1.279
4000x500 1.554 5.864
8000x500 3.072 10.803
100x1000 0.063 0.311
1000x1000 0.412 2.778
4000x1000 1.550 10.882
8000x1000 3.059 20.396
100x8000 0.098 2.197
1000x8000 0.462 20.202
4000x8000 1.650 77.129
8000x8000 3.243 152.121
Tabla 4.3: Tiempos (ms) de las reduiones on tamaño de bloque 128
4.1.3. Desarrollo del programa
El programa desarrollado para el alula W y H a través de un proeso iterativo aotado
por el usuario. Iniialmente damos valores aleatorios a las matries y a partir de ese momento
vamos atualizando en ada iteraión los valores del paso anterior. Realizamos un test de
onvergenia sobre W y H ada iertas iteraiones, si hemos alanzado unas matries válidas
para la preisión propuesta terminamos el proeso de atualizaión de matries.
Para realizar el entrenamiento trabajamos on matries del orden de 16384x900, debido
a su tamaño y que son neesarias múltiples matries auxiliares es neesario dividir la matriz
original en varias poriones on las que realizaremos el álulo. En onseuenia también es
neesario realizar partiiones de las matries auxiliares que serán neesarias para el kernel
de la tarjeta.
Debido a que nosotros neesitamos partir los datos, partimos V en 4, obtenemos un H
y W aleatorias y en ada iteraión dividimos H en uatro, alulamos la aumulaión por
las de W y la guardamos en X1. Ahora para ada uno de los uartos realizamos una serie
de produtos de matries, y operaiones punto a punto para obtener los nuevos valores de
W y H, on los que probamos la onvergenia, y si aún no es satisfatoria iniiamos otra
iteraión. En las Figuras 4.7 y 4.8 podemos ver una traza de nuestro algoritmo.
En la Figura 4.9 podemos observar los espaios de memoria requeridos en la tarjeta, en
el aso de partir la matriz original en uatro poriones y en el Cuadro 4.4 se muestran los
tamaños de ada matriz de la memoria para un aso partiular de 16000x12000.
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Figura 4.7: Traza del programa 1 de 2
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Figura 4.8: Traza del programa 2 de 2
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Figura 4.9: Mapa de Memoria de la Tarjeta, r muho menor que nF,nC
Matriz Tamaño Espaio
V nF x nC/4 183 MBytes
W nF x r 12 MBytes
H r x nC 9.2 MBytes
h1 r x nC/4 2.3 MBytes
h2 r x nC/4 2.3 MBytes
h3 r x nC/4 2.3 MBytes
h4 r x nC/4 2.3 MBytes
X1 r 0.002 MBytes
X2 r 0.002 MBytes
a1 nF x nC/4 183 MBytes
aux1 nF x nC/4 183 MBytes
a4 nF x r 12 MBytes
a41 nF x r 12 MBytes
a42 nF x r 12 MBytes
a43 nF x r 12 MBytes
a44 nF x r 12 MBytes
a2 r x nC 9.2 MBytes
a21 r x nC/4 2.3 MBytes
a22 r x nC/4 2.3 MBytes
a23 r x nC/4 2.3 MBytes
a24 r x nC/4 2.3 MBytes
Espaio total de 657 MBytes
Tabla 4.4: Memoria requerida por las matries on r = 200, nF = 16000 y nC = 12000
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4.1.3.1. Optimizaiones
Debido a que las transferenias haia y desde el dispositivo son muy ostosas nos interesa
minimizar el número de ellas, en nuestro aso, on uatro trozos de la matriz original, y
debido al funionamiento del algoritmo, neesitaríamos realizar oho transferenias, dos por
ada uarto de la matriz, en el siguiente orden: transferir V1, V2, V3, V4 y realizar una
serie de operaiones on ellos, y volver a operar y por lo tanto transferir V1, V2, V3, V4.
Podemos ahorrar dos de esas transferenia invirtiendo el orden de álulo de la segunda
parte del algoritmo, de tal modo que transramos los uartos del 1 al 4, y en la segunda
parte lo hagamos del 4 al 1, aprovehando que el uarto trozo ya está en memoria no es
neesaria esa transferenia, y al nal de la segunda parte queda en memoria el primer uarto
de la matriz, que puede ser aprovehado para la siguiente iteraión.
Para haernos una idea del oste de una transferenia basta deir que las transferenias
son del orden de unos segundos, y en total todo el algoritmo tarda unos 12 segundos, por
lo que evitar una transferenia redue signiativamente el tiempo empleado.
4.1.3.2. Convergenia
La onvergenia de W y H de nuestro algoritmo NMF se evalúa ada diez iteraiones.
La medida de onvergenia es útil para ahorrar iteraiones si ya sabemos que W y H han
llegado a una buena aproximaión.
En esta seión de onvergenia, lo primero que se hae es mirar si W o H en alguna
iteraión entre todas las operaiones han llegado a tener eros en algún elemento de las
matries. Esto se lleva a abo mediante un kernel en el que ada hilo omprueba si el
elemento orrespondiente al hilo es ero, y en tal aso lo sustituye por una ifra mínima.
Una vez heha esta omprobaión, la medida de la onvergenia se entra en la matriz H.
Al depender la onvergenia de W de la onvergenia de H solo se realiza la omprobaión
de una de ellas para ahorrar tiempo de álulo.
Una vez libre de eros la matriz H, se obtiene de ella un vetor on los números de la en
los uales se enuentra el elemento máximo de ada olumna. La base de esta omprobaión
de onvergenia se basa en que este vetor se mantenga muy similar a lo largo de varias
omprobaiones. En el algoritmo original del que tomamos la idea se reaba una matriz
de dispersión de anho y alto del tamaño de este vetor, on unos en las posiiones en las
que la interseión del vetor de la omprobaión de onvergenia atual, y el vetor de la
omprobaión anterior ontienen el mismo índie.
Si hubiéramos tratado esto omo una matriz normal en vez de omo una matriz de
dispersión, habríamos neesitado reservar en la tarjeta el tamaño de toda esta matriz uyo
tamaño sería número de olumnas de V al uadrado, y teniendo un número jo de olumnas
V por ontener imágenes de tamaño 128x128, el tamaño de esta matriz asendería a 1 Gbyte,
por lo que habríamos neesitado partir la matriz para poder operar on ella en la tarjeta.
En una primera aproximaión teniendo en uenta que se generaban matries de disper-
sión, tomábamos los dos vetores que onformarían la matriz, y primero alulábamos el
número de elementos no nulos que tendría ésta, ya que on CUDA no se puede reservar
memoria desde un kernel dentro de la propia tarjeta.
Una vez onoido el número de elementos no nulos que onformarían la matriz, se proede
a reservar memoria para un vetor de pares de enteros, que representan las oordenadas de
los elementos no nulos dentro de la matriz de dispersión. De esta forma ya onseguíamos
una reduión del tamaño en la representaión de esta matriz del 80%.
Una vez obtenido el vetor de pares de enteros, se ompara on el vetor del álulo de la
onvergenia anterior on otro kernel. Aquí se presentó un problema ya que la representaión
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de una misma matriz de dispersión de esta forma podía generar múltiples posibilidades
debido a que las oordenadas se iban introduiendo sin orden en el vetor, así que proedimos
a ordenar el vetor primero por la primera oordenada, y después por la segunda. Además
nos dimos uenta de que la matriz de dispersión que se genera es simétria, por lo que sólo
neesitábamos generar las oordenadas de la parte superior a la diagonal prinipal de la
matriz. Con esto el tamaño en la representaión de la matriz disminuyó a la mitad.
Como el objetivo nal de este proeso era obtener el número de elementos distintos
entre las dos matries de dispersión, nalmente optamos por otra alternativa. Cogiendo
los vetores de elementos máximos de ada olumna de la anterior iteraión y la atual,
reamos un kernel que diretamente omparaba los dos vetores. Como la variable donde
se iba inrementando el número de elementos distintos entre los dos vetores era únia, y
todos los hilos del kernel debían aeder a ella, el aeso a esta variable debe haerse en
modo exlusivo, limitando el paralelismo. En CUDA existen unas funiones atómias que
failitan este trabajo, pero tiene iertas limitaiones, por lo que implementamos un mutex
para realizar este aeso exlusivo. Esto ralentiza la ejeuión global del algoritmo, pero
sigue ompensando puesto que para una omparaión en la que se tendría que entrar en la
zona del mutex, había ientos de omparaiones en las que no se entraba, y esto sí se realiza
de forma paralela. Implementaión del mutex:
while(waiting)
{
if(atomiExh(mutex,0))
{
atomiAdd(ont,1);
waiting = 0;
atomiExh(mutex, 1);
}
}
Por lo tanto podemos deir que de la implementaión iniial a la nal existe una redu-
ión de reserva de memoria de prátiamente el 100%, ya que sólo almaenamos el vetor de
elementos máximos de ada olumna, que oupa unos 64 Kbytes. Cuando estos dos vetores
no ambian de una omprobaión a otra, es deir, uando el resultado de la omparaión es
ero, proedemos a ir inrementando un ontador que se tendrá en uenta a la hora de la
terminaión del algoritmo. Si este ontador llega al número de omprobaiones que hemos
estableido omo índie de que se ha alanzado la onvergenia, y que se pasa a la funión
por parámetro, el algoritmo para y genera el resultado, aunque no se haya alanzado el
número máximo de iteraiones espeiado.
4.1.3.3. Proyeión de aras
Una vez terminado el algoritmo NMF, on W y H nales generados, neesitamos trans-
formar estos datos para que sean útiles para generar un proyetor. En nuestro aso nos
quedamos on W, puesto que forma una base de las araterístias identiativas de las
aras que se han entrenado on V, que asi siempre va a ser una matriz retangular. Para
identiar una ara es neesario proyetarla sobre la base que hemos tomado, para lo que
multipliamos el vetor ara por una matriz de proyeión.
Debemos transformar W para obtener un proyetor on el que operar. Para ello nee-
sitamos alular la inversa de esta matriz, pero al ser una matriz retangular no podemos
usar los métodos tradiionales.
En nuestro aso utilizamos el método de la pseudo-inversa de Moore-Penrose [Moo20℄[Pen55℄.
Este método es una generalizaión del álulo de la inversa de matries. Para esto, hiimos
uso de un paquete de funiones de álgebra lineal llamado LAPACK
1
[lap℄, esrito en For-
1
LAPACK son las siglas de Linear Algebra PACKage
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tran90, on una funión espeía del álulo de la pseudo-inversa, la funión pinv. Esta
funión no puede ser llamada diretamente desde C, por lo que hiimos una implementaión
de pinv partiendo de otra funión de este paquete llamado dgelss.
Para utilizar las funiones de Fortran neesitamos realizar un enlazado desde C, y trans-
formar los parámetros para poder introduirlos en la funión. El resultado de esta funión es
una matriz que se guarda en memoria para posteriormente utilizarla omo proyetor, multi-
pliando esta pseudo-inversa por la imagen transformada en un vetor olumna, obteniendo
así una transformaión de la imagen que podrá ser omparada on otras más fáilmente
alulando distanias generadas por el proyetor entre ellas.
4.1.4. Resultados
Trabajamos on una Nvidia GeFore 280GTX [NVIa℄, dispone de 1GB de memoria. La
gama 280 dispone de más proesadores esalares que las versiones previas, proporionando
hasta 240 proesadores multihilo, lo que nos permite aumentar el grado de paralelismo.
Podemos ver las espeiaiones ténias en la Figura 4.10
Figura 4.10: Espeiaiones ténias de la tarjeta GeFore 280 GTX
Soporta hasta a versión CUDA 1.3, es deir, puede utilizar todas las funionalidades del
lenguaje, entre las uales resultan muy interesantes las operaiones atómias, no soportadas
en versiones inferiores.
4.1.4.1. Rendimiento
Creamos una versión del algoritmo en C, que fue la que utilizamos en un prinipio para
guiarnos para la primera implementaión en CUDA. A partir de esa implementaión en
C, hiimos una serie de optimizaiones on herramientas espeías para algunos tipos de
operaiones.
Para las multipliaiones de matries utilizamos la librería ATLAS
2
[atl℄, que nos proporio-
na de interfaes para una implementaión eiente de BLAS
3
[bla℄, una librería que provee
2
ATLAS son las siglas de Automatially Tuned Linear Algebra Software.
3
BLAS son las siglas de Basi Linear Algebra Subprograms
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(a) Nvidia GeFore 280 GTX
(b) Distribuión de las unidades
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Figura 4.11: Speedup CPU/GPU obtenido en relaión a k.
de operaiones de álgebra lineal, omo multipliaión de vetores y matries, así omo de
algunas rutinas de LAPACK, una librería de álgebra lineal muho más ompleta.
Asimismo intentamos explotar al máximo el paralelismo en bules on hilos, para lo que
utilizamos OpenMP
4
[Ope℄ y así oupar todos los núleos posibles on trabajo útil.
Para realizar la omparaión en tiempo de los dos algoritmos hemos tomado medidas
del tiempo de ejeuión de una iteraión. Los tiempos de ejeuión de una iteraión para
ada uno de los dos algoritmos son muy estables, pero aún así hemos tomado los datos de
los tiempos de 20 iteraiones y hemos heho una media, para tener un tiempo signiativo.
Hemos jado para estas medidas el número de las de la matriz V a 16384, que es el tamaño
estándar de las imágenes normalizadas, y por lo tanto es la longitud del vetor olumna de
V. Para el número de las hemos realizado ejeuiones desde un tamaño de 100 hasta un
tamaño de 8000. Los datos son más signiativos para un número mayor de olumnas, ya
que el entrenamiento on este algoritmo es más eaz on mayor número de imágenes. Para
estos tamaños de las hemos realizado ejeuiones jando una k en varios valores desde 100
hasta 900, llegando a la oupaión máxima de la tarjeta en memoria.
4.1.4.1.1. Exploraión del valor de k Hemos realizado pruebas para ver el efeto del
tamaño de k en la eienia del algoritmo. Hemos tomado valores de k desde 100 hasta 900,
omprobando los tiempos de ejeuión utilizando matries V on 16000 las, y un número
variable de olumnas.
4
OpenMP es una API que permite añadir onurrenia a las apliaiones mediante paralelismo on
memoria ompartida. Se basa en la reaión de hilos de ejeuión paralelos ompartiendo las variables del
proeso padre que los rea.
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(a) Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=100.
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(b) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=100.
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() Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=200.
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(d) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=200.
51
Capítulo 4. Implementaión de Apliaiones en GPU
0 1000 2000 3000 4000 5000 6000 7000 8000
10−1
100
101
102
103
Tiempo/Tamaño (k=400)
Nº de columnas
Ti
em
po
 (s
eg
s)
 
 
gpu
cpu
(e) Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=400.
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(f) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=400.
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(g) Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=600.
0 1000 2000 3000 4000 5000 6000 7000 8000
0
20
40
60
80
100
120
140
160
180
Speedup cpu/gpu (k=600)
Nº de columnas
x 
Ve
ce
s 
m
ejo
r
 
 
Speedup
(h) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=600.
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(i) Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=800.
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(j) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=800.
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(k) Comparaión de tiempos del algoritmo en CPU y GPU para tamaño de k=900.
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(l) Speedup del algoritmo en GPU frente al de CPU para tamaño de k=900.
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Como podemos observar, el algoritmo implementado para CPU esala linealmente, mien-
tras que el implementado para GPU apenas varía. Por lo tanto, la diferenia entre las dos
implementaiones, a mayor k o número de olumnas, es muho más ausada, lo que se tra-
due en un mayor speedup, omo podemos observar en la Figura 4.11.
Las pruebas realizadas on el tamaño mayor de k son en las que más diferenia hemos
podido observar. El speedup máximo obtenido ha sido de x208. En la Subgura 4.12(l)
podemos observar que aumentando el número de olumnas se produe un inremento del
speedup muy importante hasta número de olumnas 1000. A partir de ese momento el
speedup se mantiene asi onstante, llegando siempre al máximo uando la oupaión de
memoria en la tarjeta gráa es mayor.
Otro de los fatores determinantes a la hora de onseguir un mayor speedup es el tipo
de tarjeta utilizada. En un prinipio utilizamos una geFore 8800gtx on 768Mbytes de
RAM, y en las pruebas realizadas on los k y número de olumnas mayores se desbordaba
la memoria, obteniendo unos resultados algo peores, llegando a un speedup de x103, siendo
la subida de éste más gradual, reiendo de forma abrupta hasta número de olumnas 2000.
Con la geFore 280gtx, on 1Gbyte de RAM, la memoria de la tarjeta no se llegó a desbordar
en ningún momento, ya que el algoritmo estaba preparado en un prinipio para tarjetas on
1Gbyte de memoria RAM.
4.1.4.2. Eaia del algoritmo para reonoimiento faial
Al igual que en los resultados de tiempo para el algoritmo, en los resultados para reo-
noimiento faial debemos introduir primero el tipo de mediión que hemos llevado a abo,
para poder omparar estos resultados on otros similares.
Nuestros experimentos se basan en los llevados a abo para la FRGC
5
[FRG℄, una om-
petiión que tiene omo nalidad promover los avanes en tenología de reonoimiento
faial. Consta de una serie de elementos puestos a disposiión de las distintas entidades
partiipantes: una base de datos multimodal llamada FRGC, un protoolo de evaluaión y
una herramienta software para la omparaión de resultados. Consiste en seis experimentos
diseñados para medir la alidad de los sistemas de veriaión faial en ondiiones de ilu-
minaión ontroladas y no ontroladas, disponiendo de informaión tridimensional, de una
o varias imágenes, y de ambos tipos de datos: tridimensionales y olor.
La base de datos FRGC onsta de informaión tridimensional y de imágenes de alta reso-
luión, tomadas en diferentes ondiiones de iluminaión, y on varias expresiones faiales.
Está formada por 200 individuos, on diferentes sesiones de apturas realizadas a lo largo
de one semanas, durante dos años aadémios. Cada sesión de aptura está ompuesta por
uatro imágenes tomadas en ondiiones ontroladas, dos adquiridas en ondiiones no on-
troladas, y una aptura tridimensional. En la Figura 4.12 puede verse una sesión ompleta
de un individuo. Las imágenes adquiridas en ondiiones ontroladas fueron tomadas bajo
dos iluminaiones diferentes (on dos o tres lues de estudio) y on dos expresiones faiales
distintas (neutral y sonrisa). Las imágenes tomadas bajo ondiiones no ontroladas fueron
adquiridas bajo una iluminaión variable (en un esenario exterior, en un pasillo y en un
patio) y on los mismos gestos (neutral y sonrisa).
El onjunto de datos está dividido en dos partiiones diferentes: onjunto de entrena-
miento y onjunto de validaión. El primero de ellos onsta de 12776 imágenes de 222
sujetos diferentes, y de 943 apturas tridimensionales. El segundo onjunto está formado
por imágenes de 446 sujetos adquiridas en 4007 sesiones diferentes.
5
FRGC son las siglas de Fae Reognition Grand Challenge
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Figura 4.12: Ejemplo de sesión ompleta de un individuo.
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Figura 4.13: Curva ROC para el experimento 1 de FRGC on NMF (k=300).
La resoluión de las imágenes es de 1704 x 2272 píxeles, o de 1200 x 1600 píxeles,
adquiridas on ámaras de alta resoluión.
De los experimentos propuestos hemos llevado a abo dos. En el experimento 1, las
imágenes para entrenamiento son imágenes en ondiiones ontroladas (una por persona),
y las imágenes de validaión también son imágenes en ondiiones ontroladas, es deir,
este es el experimento ontrol. El otro experimento que llevamos a abo es el 4. En este
experimento, las imágenes para entrenamiento son imágenes bajo ondiiones ontroladas,
y el set de prueba onsiste en imágenes bajo ondiiones no ontroladas.
Los resultados de estos experimentos para diferentes algoritmos se miden mediante una
urva ROC
6
, urva en uyo eje de absisas se representa la sensibilidad frente a falsos
positivos, lo que téniamente se denomina FAR
7
, y en uyo eje de ordenadas se representa
la tasa de aiertos (VR
8
en las gráas).
Nosotros hemos utilizado el algoritmo NMF para entrenar una parte de las imágenes
para entrenamiento, 900 en total. Hemos ejeutado el algoritmo tomando omo parámetros
k=300 y número de iteraiones 100000, lo que ha llevado unas 18 horas de ejeuión. Hemos
tomado la matriz W resultante, hemos alulado su pseudo-inversa, y la hemos guardado
omo proyetor para posteriormente utilizarlo para realizar la prueba. Podemos observar
en la Figura 4.13 omo en el experimento de referenia la urva observada es bastante
mala, neesitando aumentar el FAR demasiado para obtener un VR mediore, por lo que
la tasa de fallos es muy alta. En el experimento 4, uyos resultados podemos observar en la
Figura 4.14, vemos que la urva ROC es aun peor, onluyendo que por lo menos on este
método de entrenamiento, y on el proyetor obtenido, NMF no sirve diretamente para
reonoimiento faial.
Al ver estos resultados deidimos volver a entrenar otro proyetor, esta vez on un k de
500. Ejeutamos también durante 100000 iteraiones, lo que llevó algo más de 24 horas. Po-
demos observar en la gráa de la Figura 4.15 una mejora onsiderable, aunque no suiente
6
ROC son las siglas de Reeiver Operating Charateristis.
7
FAR son las siglas de False Aeptane Rate
8
VR son las siglas de Veriation Rate.
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Figura 4.14: Curva ROC para el experimento 4 de FRGC on NMF (k=300).
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Figura 4.15: Curva ROC para el experimento 1 de FRGC on NMF (k=500).
59
Capítulo 4. Implementaión de Apliaiones en GPU
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
10-3 10-2 10-1 100
VR
FAR
Cosine
Figura 4.16: Curva ROC para el experimento 4 de FRGC on NMF (k=500).
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Figura 4.17: Curva ROC para el experimento 1 de FRGC on NMF + Gabor (k=500).
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Figura 4.18: Curva ROC para el experimento 4 de FRGC on NMF + Gabor (k=500).
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Figura 4.19: Curva ROC para el experimento 1 de FRGC on NMF + Gabor (k=1000).
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Figura 4.20: Curva ROC para el experimento 4 de FRGC on NMF + Gabor (k=1000).
omo para poder onsiderarse apta para el reonoimiento faial. En lugar de empezar on
una tasa de aiertos del 20% para un FAR muy pequeño, en esta oasión logramos una tasa
de aiertos de más o menos el 33%, por lo que podemos estableer una relaión entre la
k utilizada y la bondad del proyetor a la hora de reonoer aras. Obviamente los únios
parámetros que podemos modiar son esta k y el número de iteraiones para la ejeuión
del algoritmo. Un número mayor de iteraiones nos lleva también a una mejor aproxima-
ión, por lo tanto también podemos deduir que entrenando on la misma k durante más
tiempo, onsiderando los valores de W y H iniiales iguales al iniio, nos llevará a produir
un proyetor también algo mejor.
De todas formas podemos observar que en el experimento 4, on su urva ROC visible
en la Figura 4.16, los resultados, aunque algo mejores, siguen siendo bastante malos omo
para poder utilizarse.
En un último intento, deidimos realizar una transformada de Gabor para las imágenes
normalizadas, entrenando primero un proyetor on las imágenes en olumnas ya trans-
formadas, y luego transformando las imágenes a omparar para poder multipliarlas por
el proyetor. Primero generamos un proyetor on 900 imágenes transformadas, utilizando
una k de 500 y ejeutando durante 100000 iteraiones, para poder omparar resultados.
Podemos deir que el ltrado de las imágenes ha mejorado onsiderablemente el uso del
algoritmo NMF para reonoimiento faial. En el experimento 1, omo podemos observar
en la Figura 4.17, los resultados han mejorado bastante, iniiando la urva ROC en un
valor asi el doble que on los otros proyetores. Aún así, en el experimento 4, aunque se
ha notado una leve mejora, omo se puede observar en la Figura 4.18, no es suiente omo
para poder deir que este método pueda servir para reonoimiento faial. Generamos un
último proyetor on 8000 imágenes transformadas, utilizando una k de 1000 y ejeutando
durante 50000 iteraiones. Este proyetor tardó en generarse 3 días, ya que una iteraión
on tales tamaños de matries tarda unos 5.7 segundos. Los resultados no han sido los
esperados, ya que pensamos que on un k mayor y utilizando más imágenes, las urvas
serían algo mejores que on el otro proyetor utilizando Gabor, pero se puede observar en
las Figuras 4.19 y 4.20 que las urvas son un poo peores. Esto se debe a que el proyetor
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no se pudo entrenar el tiempo suiente para llegar a una aproximaión buena de W, ya
que añadiendo más imágenes se rea una V muho mayor, y el tiempo de entrenamiento
depende en gran medida del tamaño de V.
Estos resultados ontradien los obtenidos en el artíulo [Gui02℄, basados en este otro
artíulo [LS99℄ de D. Lee y H. Seung, donde se muestra el método NMF omo una ténia
a tener en uenta para el problema de reonoimiento de aras apturadas bajo ondiiones
no favorables, omo ambios en expresiones o en la iluminaión, obteniendo unos resultados
de VR del%70, aunque no se llega a deir on qué FAR se obtienen estos resultados.
En diho artíulo también se meniona que se hizo una prelasiaión de las aras
según el género para obtener mejores resultados. Esta laro que las imágenes utilizadas en el
entrenamiento haen que se generen mejores o peores resultados, y en nuestro aso utilizamos
imágenes de personas de ambos sexos, y de diferentes olores de piel. Para omparar nuestros
resultados utilizamos la base de datos de FRGC, que ha sido ampliamente utilizada en la
investigaión de los métodos de reonoimiento faial, y teniendo en uenta los resultados
nales, podemos deir que el método NMF no es eiente para el uso en reonoimiento
faial.
4.2. Método NJIT
Sobre el ódigo en C que disponemos de NJIT hemos paralelizado los proedimientos que
tratan la proyeión, reando para ello unos kernels sobre la tarjeta gráa que se enarguen
de realizar aquellas operaiones aptas para el modelo de programaión de CUDA.
En onreto trabajamos on las funiones CenterTestGramMatrix y CenterTestGram-
MatrixKnRed de NJITUtils, on la funión sobreargada GramMatrix de Kernel, y on la
funión KernelFun de GaussKernel.
Estas funiones trabajan sobre matries, y las operaiones que realizan no tienen de-
pendenia de datos entre ellas, así que son ideales para realizarlas en la tarjeta gráa y
obtener un buen rendimiento. Nuestra labor ha onsistido en repartir los datos de modo que
los aesos sean lo más eientes posibles y haer que los hilos realien el álulo intensivo
sobre estos datos.
En este apartado haremos una desripión detallada de los kernel reados para el algo-
ritmo NJIT.
4.2.1. CenterTestGramMatrix
La funión CenterTestGramMatrix y su variante CenterTestGramMatrixKnRed tienen
la tarea de generar una matriz B a partir de dos matries Bn y Kn. En el aso de la
funión CenterTestGramMatrixKnRed, la matriz Kn viene ya reduida y en ada posiión
almaena la media de los elementos de la olumna orrespondiente. En el aso de la funión
CenterTestGramMatrix deberemos haer la reduión dentro de la funión.
El primer paso es realizar la reduión de la matriz Kn para lo ual reamos un kernel
que realiza la reduión de la matriz en paralelo, denominado rowRedCUDA.
A partir de aquí ambas funiones realizan las mismas operaiones. Primero realizamos
la misma reduión on la matriz Bn y almaenamos el vetor resultado en BnRowRed.
Posteriormente se alula la media de todos los elementos de KnRowRed que guardamos
en KnRed.
El siguiente paso es generar la matriz B a partir de las dos matries y las reduiones
que hemos generado. Cada posiión de B umple:
B(i,j) = Bn(i,j) - ( KnRowRed[i℄ + BnRowRed[j℄ ) + KnRed;
63
Capítulo 4. Implementaión de Apliaiones en GPU
Donde podemos apreiar que no hay dependenias de datos en ada posiión i,j on posi-
iones adyaentes.
El kernel enterTestCUDA se enarga de realizar en paralelo estas operaiones, y pode-
mos aprovehar que los datos están ya almaenados en la memoria de la tarjeta ahorrándonos
la transferenia. El kernel es de la siguiente manera:
__global__ void enterTestCUDA(float* B, float* Bn, float* KnRowRed, float* BnRowRed,
float KnRed, int M, int L){
int bx = blokIdx.x;
int by = blokIdx.y;
int tx = threadIdx.x;
int ty = threadIdx.y;
float valor = 0;
if (bx*BLOCK_SIZE+tx < M && by*BLOCK_SIZE+ty < L){
valor = Bn[(by*BLOCK_SIZE+ty)*M + bx*BLOCK_SIZE+tx℄
+ KnRed - (KnRowRed[bx*BLOCK_SIZE+tx℄ + BnRowRed[by*BLOCK_SIZE+ty℄);
B[(by*BLOCK_SIZE+ty)*M + bx*BLOCK_SIZE+tx℄ = valor;
}
}
En la Figura 4.21 podemos apreiar omo se onstruye la matriz B.
Figura 4.21: Cálulo de B en los kernel CenterTestGramMatrix
4.2.2. GramMatrix y KernelFun
La funión GramMatrix se enarga de generar la matriz Gram a partir de dos matries
m1 y m2 apliando la funión KernelFun. Más onretamente ada posiión (i,j) de la ma-
triz Gram se alula apliando la funión KernelFun a la olumna i de m1 y la olumna j de
m2. En uanto a dependenia de datos se trata de una operaión similar a la multipliaión,
donde ada posiión del resultado requería una la de una matriz y una olumna de la otra,
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y vistos los resultados obtenidos de realizar la multipliaión en la tarjeta, es de esperar un
omportamiento similar para esta funión.
Figura 4.22: Datos neesarios para el bloque i,j de la matriz Gram
Crearemos una rejilla sobre la matriz resultado Gram, donde ada bloque de tamaño
k*k neesita para alular las posiiones que engloba k olumnas de m1 y k olumnas de
m2 omo se puede apreiar en la Figura 4.23.
Puesto que hay hilos que neesitan los mismos datos, tendremos que llevarlos a memoria
ompartida, para operar on ellos.
Una vez que se han traído los datos a memoria ompartida, ada hilo apliará la funión
KernelFun a las olumnas orrespondientes de memoria ompartida, y obtendrá el valor
de esa posiión de Gram. La Figura ?? muestra omo se realiza la operaión.
Dado que m1 es una matriz de gran tamaño, existe la opión de tenerla almaenada on
una paleta P, donde reamos una esala de valores, y en la matriz m1 almaenamos índies
a esa paleta. En aso de que m1 venga dada de esta forma, en el kernel hay una seión
que se enarga de introduir en memoria ompartida la paleta para realizar los álulos
adeuadamente.
4.2.3. Resultados Obtenidos
Gabor-KDA permite una identiaión muho más able omo se puede apreiar en las
urvas Ro de la Figura 4.24 y Figura 4.25. Por lo que es muho más adeuado para realizar
las proyeiones de las imágenes.
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Figura 4.23: Cálulo realizado por ada hilo.
Hemos realizado la paralelizaión sobre el ódigo on el que generamos la urva ROC,
de la que obtenemos los valores on los que deidimos si las imagenes que proporionamos
son o no de la misma persona.
Las mejoras de rendimiento por lo tanto solo afetan a generaión de diha urva, y
por ello no son tan signiativas omo los resultados obtenidos en NMF, donde las mejoras
afetan a todo el proeso de entrenamiento, donde se realizan muhas más operaiones, y
donde se aproveha al máximo la apaidad de la GPU.
Conretamente para una base de datos de 93x99 imágenes de Cognite
9
, donde rea-
lizamos 9207 omparaiones para generar la urva ROC, el tiempo empleado sin usar la
GPU es de 92 segundos, frente a 50 segundos que tarda usando la tarjeta, lo que supone un
Speed-Up de 1.84.
Para realizar experimentos on bases de imágenes más grandes sería neesario disponer
de una CPU on más memoria RAM,lo ual no ha sido posible para este proyeto. Aun así
es de esperar que la GPU nos proporione mejor rendimiento uanto mayor sea la base de
imágenes sobre la que trabajar.
9
Empresa privada dediada al reonoimiento faial.
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Figura 4.24: Curva Ro Experimento 1
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Figura 4.25: Curva Ro Experimento 4
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Nuestra apliaión tiene un laro omponente gráo, al tratarse de reonoimiento fa-
ial a través de imágenes. La nalidad última es la de poder dar al usuario informaión
lara y onisa sobre si dos fotos distintas orresponden a la misma persona o no.
El desarrollo ha sido bajo un sistema operativo Linux (Debian
1
), lo que nos obligó a tomar
una primera deisión. En sistemas operativos de esritorio Linux hay dos entornos de esri-
torio que sobresalen del resto por su usabilidad y la riqueza de apliaiones desarrolladas
espeíamente para ese entorno, que son GNOME
2
[GNO℄ y KDE
3
. Cada uno de estos en-
tornos gráos utiliza unas librerías gráas distintas, siendo para GNOME GTK+ [GTK℄
y para KDE Qt.
Una de las prinipales diferenias entre estos entornos de esritorio son la losofía de ada
uno, siendo las apliaiones para GNOME bastante más sobrias en uanto aspeto, on on-
troles senillos, dejando muhas vees los ontroles avanzados para heros de onguraión
en formato texto. Al ontrario que KDE, on apliaiones que disponen de unos menús muy
rios y pueden ongurarse más ampliamente desde la propia interfaz gráa del programa.
Las razones por las que nalmente deidimos que nuestra apliaión tendría un entorno
gráo realizado on GTK+ se pueden resumir básiamente en que la sobriedad gráa de
GNOME le permite rear apliaiones más ligeras, on menor onsumo de memoria RAM,
y también por una mayor familiaridad de todos los miembros del grupo on el entorno
GNOME.
GTK+ son las siglas de The GIMP Toolkit, que es un onjunto de biblioteas para desa-
rrollar interfaes gráas de usuario para GNOME entre otros.
Iniialmente estas biblioteas fueron readas para desarrollar el programa de ediión de ima-
gen GIMP
4
, pero posteriormente su uso se extendió a prátiamente todas las apliaiones
desarrolladas para GNOME y XFCE.
GTK+ está esrito en C, pero tiene bindings para lenguajes omo C++, C# , Java o Pyt-
hon. Rápidamente nos deidimos por programar la interfaz en C, ya que los bindings de
GTK+ para otros lenguajes no están ompletos y sobre todo el sistema de eventos es bas-
tante mejor en C, además de tener una doumentaión más ompleta.
1
Comunidad onformada por desarrolladores y usuarios, que mantiene un sistema operativo GNU ba-
sado en software libre preompilado y empaquetado, en un formato senillo en múltiples arquiteturas de
omputador y en varios núleos.
2
GNOME son las siglas de GNU Network Objet Model Environment.
3
KDE son las siglas de K Desktop Environment.
4
GNU Image Manipulation Program es un programa de ediión de imágenes digitales en forma de mapa
de bits, tanto dibujos omo fotografías.
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Figura 5.1: Vista de la ventana prinipal del diseñador de interfaes Glade
GTK+ ontiene varias librerías para propósitos espeíos, omo ATK, que es la biblio-
tea para rear interfaes aesibles para personas on disapaidad, pero vamos a desribir
un poo más las biblioteas que hemos utilizado para la reaión de nuestro interfaz:
GLib: es una bibliotea de bajo nivel de propósito general que se usa para implementar
funiones no gráas. Proporiona manejo de estruturas de datos para C, manejo de
hilos, arga dinámia, et.
GTK: es la bibliotea que ontiene los objetos y las funiones espeías para rear
la interfaz de usuario. El tipo básio de objetos de esta bibliotea son los widgets, de
los que heredan el resto de omponentes.
GDK: esta bibliotea es un intermediario entre gráos de bajo nivel y gráos de alto
nivel, utilizado en nuestro aso para el renderizado de las imágenes en pantalla.
Glade [GLA℄ es un diseñador visual de interfaes gráas para GTK+ que simplia
muho el trabajo del diseño de las mismas. No genera ódigo fuente sino un arhivo XML
que posteriormente es interpretado en tiempo de ejeuión.
Glade es muy útil sobre todo para rear interfaes de forma senilla y rápida, pudiendo
además simpliar los sistemas de eventos de forma onsiderable.
En nuestro aso se hizo un boeto on glade de la interfaz gráa que se fue modiando, y
posteriormente el arhivo XML argado es mejorado mediante la programaión en C. Glade
no tiene un ontrol de layouts para poder redimensionar widgets y mantener las proporio-
nes.
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Nuestra interfaz utiliza un modo de posiionamiento absoluto, es deir, la esquina superior
izquierda de la ventana es la posiión (0,0), y a partir de esa referenia, y obteniendo las
dimensiones de los widgets, se pueden estableer proporiones entre ellos utilizando siempre
medidas absolutas.
La interfaz gráa de nuestra apliaión onsta de una ventana on dos pestañas. La primera
de ellas ontiene una barra de herramientas donde se puede seleionar el hero proyetor
para usar en el algoritmo.
Debajo hay una estrutura de dos paneles divididos vertialmente on omponentes total-
mente simétrios. Cada uno de estos paneles ontiene un panel para poder visualizar una
imagen que puede ser argada mediante un seleionador de heros. La imagen argada
puede reibir eventos de ratón, onoiendo la posiión exata de la imagen donde se ha
likado. Esto se utiliza para poder pinhar sobre los ojos de la ara en la imagen y poder
enviar las oordenadas a una funión que proesa la imagen y la normaliza, quedando una
nueva imagen que se mostrará debajo, a esala de grises, on 256 tonos de gris. Se mantie-
nen en ejeuión unas variables on la proporión de la imagen on respeto de la original
para poder tomar omo referenia las oordenadas del lik de ratón sobre los ojos, ya que
estas oordenadas se reeren a la imagen reesalada para aber dentro de la ventana. Esta
normalizaión de las imágenes se lleva a abo para poder ompararlas, puesto que es on
ellas on las que se lleva a abo el algoritmo de proyeión y omparaión de imágenes.
Debajo de estos paneles on imágenes hay dos botones, uno para poder salir de la aplia-
ión, y otro que realiza la omparaión de las dos aras. Una vez argado el proyetor y
normalizadas las imágenes, si pulsamos en este botón, la apliaión nos llevará a la otra
pestaña, la de resultados.
En esta pestaña hay una división horizontal en dos paneles. El superior ontiene una gráa
que nos sirve de guía para poder ambiar un parámetro que nos dará más o menos preisión
a la hora de la omparaión, y el inferior ontiene una barra de deslizamiento para poder
modiar este parámetro. Además, una vez realizada la omparaión, apareerá un texto
indiando si son o no la misma persona.
Una vez ejeutada la apliaión, aparee la ventana prinipal. Lo primero que deberemos
haer es argar un proyetor, pinhando en Arhivo dentro de la barra de herramientas, y
posteriormente en Cargar proyetor, omo podemos observar en la Figura 5.2. Apareerá
un seletor de arhivos, observable en la Figura 5.4 donde podremos elegir el proyetor a
utilizar. Hemos deidido que los proyetores entrenados on NJIT tengan extensión .proj, y
los entrenados on NMF extensión .nmf. Esta difereniaión de extensiones entre distintos
tipos de proyetores hae automátio el proeso de elegir el tipo de proyeión que nee-
sitamos, ya que reonoemos automátiamente la extensión del proyetor, y en el aso de
NJIT no se modiarán las imágenes a omparar, mientras que en el aso de NMF debemos
normalizar estas imágenes en un rango entre 0 y 1. Además el proeso de proyeión es
distinto para ada uno de los métodos.
Si no se ha argado un proyetor e intentamos omparar las imágenes, o simplemente que-
remos argar una imagen, apareerá un menú que nos indiará que primero debemos argar
el proyetor, y que podemos observar en la Figura 5.3.
A ontinuaión podemos proeder a argar las imágenes, mediante otro menú de seleión
de arhivos. Una vez argadas las imágenes podemos proeder a likear, primero en su
ojo dereho, y posteriormente en su ojo izquierdo. Una vez heho esto apareerá la imagen
normalizada más abajo en esala de grises. Si una vez argado el proyetor pero no argadas
las imágenes, o argadas y no normalizadas, presionamos el botón omparar, el programa
nos avisará mediante un menú de que primero debemos argar y normalizar las imágenes.
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Figura 5.2: Menú de arga del proyetor.
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Figura 5.3: Advertenia por proyetor no argado.
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Figura 5.4: Menú de seleión del proyetor.
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Figura 5.5: Fotos seleionadas y normalizadas.
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Figura 5.6: Menú de resultados.
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Una vez argadas y normalizadas las imágenes,omo se puede observar en la Figura 5.5,
podemos ir a la pestaña resultados, y arrastrar la barra para que se realie la omparaión
de imágenes de una forma más o menos estrita (uanto más haia la dereha menos estri-
ta es la omparaión, y más probabilidades de fallar). Una vez heho esto, regresamos a la
primera pestaña y presionamos el botón omparar, lo que nos llevará otra vez a la pestaña
de resultados, donde apareerá si las dos imágenes perteneen a la misma persona o no, tal
y omo aparee en la Figura 5.6. En esta pestaña podemos volver a arrastrar la barra para
ver ómo ambia el resultado de la omparaión.
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Conlusiones
Hemos desarrollado un programa on interfaz gráa que permite la identiaión de
una persona ontrastando dos fotografías. Para ello hemos seleionado los algoritmos que
han resultado más ables tras la investigaión previa, y que admiten paralelismo en sus
operaiones más importantes, omo son NMF y Gabor-KDA.
Los algoritmos para la identiaión de las imágenes se han implementado sobre una
GPU aprovehando el alto grado de paralelismo que ofree. Uno de los aspetos más re-
levantes ha sido el partiionado de los datos de modo que se minimien las transferenias
CPU-GPU puesto que son las más ostosas, y dentro de la tarjeta hemos optimizado el uso
de la memoria global y ompartida que ofree.
El fator tiempo es uno de los prinipales requisitos en el reonoimiento faial, y graias
al uso de la GPU hemos obtenido un rendimiento de hasta 200 vees superior a la versión
paralela OpenMP en el algoritmo NMF.
Gabor-KDA sólo se ha optimizado en su parte On-line. Los resultados obtenidos no han
sido tan buenos omo on NMF debido a que los datos proesados son muho más pequeños,
y no permiten el total aprovehamiento de los reursos de la GPU. Aún así, sigue siendo muy
interesante su uso, puesto que sus resultados en la identiaión faial son muho mejores
que los de otros algoritmos, inluido NMF.
Posibles mejoras Entre los objetivos que han quedado fuera del alane de este proyeto,
sería muy interesante investigar las siguientes mejoras:
El partiionado de los datos y las transferenias CPU-GPU y GPU-CPU tienen una
gran reperusión sobre el tiempo del programa. Nosotros hemos optado por un par-
tiionado estátio, pero sería interesante que éste se realizase de forma dinámia on
respeto al tamaño de las matries que tengamos, inluso no realizando partiionado
alguno si la memoria de la tarjeta permite almaenar las matries ompletas.
La iniializaión de los fatores W y H del método NMF mediante Nonnegative Dou-
ble Singular Value Deomposition (NNDSVD). Hemos realizado unas investigaiones
preliminares on ódigos en Matlab omparando la ejeuión del algoritmo NMF on
este tipo de iniializaión, on otro on una iniializaión aleatoria, y aunque la mejora
en el tiempo no es muy signiativa, la aproximaión de V obtenida multipliando W
por H al nal del algoritmo es muho mejor.
Debido a la modularidad de nuestro programa, es posible ampliar sus funionalidades
para omparar imágenes on bases de datos, o inluir nuevos algoritmos que puedan ser de
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interés.
Aunque los resultados obtenidos en NMF para reonoimiento faial no son suiente-
mente buenos omo para realizar on él identiaión faial able, por ejemplo en un ontrol
de aesos, hemos visto otros usos poteniales, por ejemplo en el ampo de la bioinformátia,
realizando lustering de genes, o en la lasiaión de sonidos, omo en el aso de lasiar
el sonido de una orquesta por instrumentos.
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