






ОРГАНІЗАЦІЯ ЦЕНТРАЛЬНОГО КЕШУЮЧОГО КАТАЛОГУ РЕСУРСІВ 
В УКРАЇНСЬКІЙ НАЦІОНАЛЬНІЙ ГРІД-ІНФРАСТРУКТУРІ 
 
Проведено аналіз існуючих проблем швидкості роботи інформаційної системи при роботі з грід-
порталами у інфраструктурах на базі програмного забезпечення Nordugrid ARC. Розроблено методики ке-
шування відомостей локальних інформаційних служб грід-ресурсів для зменшення часу відгуку при опиту-
ванні стану запущених грід-завдань. Відповідно до представленої методики реалізовано службу кешуючого 
каталогу ресурсів. Розроблену програмну бібліотеку для взаємодії зі службою впроваджено в грід-порталах 
віртуальних організацій MolDynGrid та NetworkDynamics в українській національній грід-інфраструктурі. 
 
Analysis of existing responsiveness problems of grid information system focused on implementation of grid-
portals employing Nordugrid ARC middleware is conducted. Techniques for centralized caching of data from local 
grid-resource information services were developed. Proposed techniques were implemented in the caching infor-
mation index service. A software library developed for accessing the cache is incorporated into the grid-portals of 




Грід-технології є потужним інструментом 
наукових досліджень як фундаментальних так і 
прикладних галузей науки і техніки. Вирішення 
багатьох громіздких розрахункових задач, що 
зазвичай постають перед цими видами діяльно-
сті та потребують потужних інформаційно-
обчислювальних ресурсів, можна здійснити 
шляхом залучення ресурсів національних та 
міжнародних грід-інфраструктур. Політики ви-
користання ресурсів узгоджуються між власни-
ками цих ресурсів та віртуальними організація-
ми – об’єднаннями людей для вирішення спіль-
ної наукової чи технічної задачі, що використо-
вують грід-ресурси згідно з погодженими пра-
вилами. Будь-яка віртуальна організація має 
доступ до певного набору ресурсів, які нада-
ються користувачам, що зареєстровані в ній. З 
іншого боку, кожен ресурс може надаватися у 
користування одразу декільком віртуальним 
організаціям. Кожна віртуальна організація са-
мостійно встановлює правила роботи для своїх 
учасників, виходячи із балансу між потребами 
досліджень та наявними ресурсами. [1] 
Грід-інфраструктури створюються на базі іс-
нуючих інформаційних та обчислювальних ре-
сурсів, таких як обчислювальні кластери, схо-
вища та бази даних, із використанням багаторі-
вневої програмної архітектури, що виступає 
проміжним елементом між цими ресурсами та 
користувачами. [2] Реалізації такого програм-
ного забезпечення проміжного рівня, визнача-
ють набір протоколів та служб і, відповідно, 
інтерфейси до них. Пакети програмного забез-
печення, що застосовуються в українському на-
ціональному грід-сегменті – пакети Nordugrid 
Advanced Resource Connector (ARC) [3] та gLite 
– надають користувачеві лише інтерфейс ко-
мандного рядка для роботи із службами рівнів 
кооперації та ресурсів грід-архітектури. Інтер-
фейс командного рядку не є тривіальним у ви-
користанні і потребує додаткових знань як ко-
мандної оболонки UNIX, так і специфічних для 
грід-середовища мов семантичного опису за-
вдань. З метою спрощення використання грід-
інфраструктур науковцями та іншими спеціалі-
стами, розробляються та впроваджуються веб-
орієнтовані інтегровані середовища роботи – 
грід-портали, що використовують інтерфейс 
веб-браузера для взаємодії з користувачем. Такі 
спеціалізовані веб-портали розгортаються в 
межах однієї чи декількох віртуальних органі-
зацій та дозволяють досліднику сфокусуватись 
на галузі своїх досліджень, приховуючи від 
нього деталі організації процесу обчислень та 




2. Постановка задачі 
 
Незалежно від особливостей організації про-
цесу обчислень на грід-порталі, він безумовно 
реалізує певний обмежений набір механізмів 
взаємодії із грід-інфраструктурою. Зокрема, се-
ред них можна виділити такі операції:  
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 формування опису грід-завдання та на-
правлення його на виконання; 
 опитування стану завдань, що були напра-
влені до грід-інфраструктури; 
 керування завданням – призупинення, 
скасування, видалення, тощо. 
 отримання результатів завдання, що заве-
ршилось; 
Операції направлення завдання та отримання 
результатів в залежності від реалізації порталу 
можуть одночасно обробляти як одиничне за-
вдання, так і цілу множину завдань. Операція 
отримання результатів роботи завдання може 
бути викликана лише після того, як надійде ін-
формація про факт завершення цього завдання. 
Однією з найбільш критичних операцій є опи-
тування стану завдань, оскільки, на відміну від 
інших перелічених операцій, має виконуватись 
періодично і стосується  усього набору завдань, 
направлених грід-порталом на виконання. Та-
ким чином, грід-портал може за запитом корис-
тувача або автоматичним чином направляти ро-
зрахункові завдання до грід-інфраструктури, 
проте подальші процедури обслуговування за-
вдань викликаються як реакція на події зміни 
стану цих завдань, що генеруються підсисте-
мою моніторингу. Отже, час реакції грід-
порталу напряму залежить від оперативності 
отримання цих подій. 
Пакет програмного забезпечення проміжного 
рівня gLite має у своєму складі окрему службу 
посередника ресурсів – систему балансування 
навантаження (Workload Management System, 
WMS), що окрім власне підбору грід-ресурсів 
під вимоги завдання самостійно здійснює на-
правлення та контроль за виконанням завдань. 
Служба має зовнішній інтерфейс на основі від-
критого протоколу SOAP, що може використо-
вуватись грід-порталами для отримання подій 
моніторингу завдань. У складі глобальної грід-
інфраструктури WLCG наявні інсталяції WMS, 
що одночасно обслуговують сотні завдань. [4] 
У пакеті програмного забезпечення Nor-
dugrid ARC окрема служба посередника ресур-
сів відсутня. Натомість, функція підбору обчи-
слювальних елементів інтегрована до програм-
них бібліотек інтерфейсу користувача та ви-
кликається безпосередньо у контексті операції 
направлення завдання. [3] Програмний інтер-
фейс до опитування стану завдання передбачає 
подачу на вхід лише одного ідентифікатора за-
вдання. Отримання поточного стану одного за-
вдання займає декілька секунд, що не є прийня-
тним для масової обробки завдань грід-
порталом. 
З огляду на те, що в українському націона-
льному грід-сегменті більшість грід-ресурсів 
функціонують під управлінням саме програм-
ного забезпечення Nordugrid ARC [5], актуаль-
ною є задача розробки методики швидкого та 
масового опитування стану грід-завдань для 
подальшого впровадження у грід-порта- 
лах українських віртуальних організацій. 
  
3. Кешуючий каталог ресурсів. 
 
Висока тривалість операції отримання стану 
завдання пов’язана із особливостями реалізації 
інформаційної системи, яка у грід-інфра- 
структурі на основі програмного забезпечення 
Nordugrid ARC представлена двома службами: 
 система інформації грід-ресурсу, ARC 
Resource Information System (ARIS), 
 служба каталогу інформації грід, Enhanced 
Grid Information Index Service (EGIIS). 
ARIS – це служба рівня ресурсів, що працює 
у складі обчислювального елемента чи сховища 
даних та надає своїм клієнтам відомості про 
стан відповідного грід-ресурсу згідно стандар-
тизованої інформаційної моделі за протоколом 
LDAP. Внутрішня реалізація служби включає в 
себе стандартний LDAP-сервер та сценарії-
колектори, що наповнюють та періодично оно-
влюють базу даних цього сервера інформацією 
про стан грід-ресурсу, отриману через внутріш-
ні інтерфейси постачальника інформації служб 
обчислювального елемента чи сховища даних. 
Для обчислювального елемента, зокрема, служ-
ба ARIS публікує стан усіх грід-завдань, що 
очікують у черзі, виконуються чи вже заверши-
лись на відповідному обчислювальному класте-
рі. Таким чином, база даних LDAP-сервера яв-
ляє собою кеш відомостей про грід-ресурс, що 
регулярно оновлюється під час роботи сценарі-
їв-колекторів. 
Служба EGIIS являє собою динамічний ка-
талог посилань на примірники служб ARIS та 
EGIIS, що також має зовнішній інтерфейс на 
основі протоколу LDAP. Грід-ресурси реєстру-
ють у каталозі посилання на власний примірник 
служби ARIS чи EGIIS за допомогою спеціаль-
ного LDAP-запиту. Кожен запис у каталозі має 
обмежений час життя, що за замовчуванням 
становить 60 секунд, тому операція реєстрації 
грід-ресурсу має повторюватись із відповідною 
періодичністю. Така схема роботи забезпечує 




актуальність відомостей у каталозі, оскільки 
реєстрацію підтверджують лише ті ресурси, що 
функціонують у штатному режимі. 
Інформаційну систему грід-інфраструктури 
можна представити у вигляді динамічної ієрар-
хічної структури, що може складатись з одного 
дерева або лісу дерев. Кореневою вершиною 
кожного дерева є каталог ресурсів EGIIS вищо-
го рівня, проміжні вершини представляють ка-
талоги ресурсів нижчих рівнів, а кінцеві вер-
шини – зареєстровані грід-ресурси. У загально-
му випадку, кожен ресурс може реєструватись у 
більш ніж одному каталозі для забезпечення 
високої доступності інформаційної системи. [6] 
У великих грід-інфраструктурах, таких як 
колаборація Nordugrid, до складу якої входить і 
український грід-сегмент, організовано три рів-
ні ієрархії інформаційної системи – загальний, 
рівень країн та рівень ресурсів (Рис. 1). Для 
пошуку вільних обчислювальних кластерів із 
заданими характеристиками, вбудований до ін-
терфейсу користувача посередник ресурсів на 
першому кроці здійснює обхід кожного дерева 
із лісу дерев інформаційної системи, починаю-
чи з кореневих каталогів вищого рівня. У про-
цесі обходу формується список усіх адрес дос-
тупу до відповідних зареєстрованих примірни-
ків служби ARIS. На другому кроці виконуєть-
ся опитування кожного примірника та отриму-
ється необхідна інформація про властивості та 
поточний стан відповідного грід-ресурсу. Опе-
рація побудови списку грід-ресурсів із лісу де-
рев інформаційної системи також виконується і 
під час здійснення опитування стану грід-
завдання. Таким чином кількість LDAP-запитів, 
які здійснює інтерфейс користувача, складаєть-
ся із загальної кількості каталогів ресурсів у 
інфраструктурі та власне потрібних для відпо-
відної операції грід-ресурсів. 
Зауважимо, що каталоги ресурсів містять 
лише посилання на інші служби, будь-яких ін-
ших додаткових відомостей в них не публіку-
ється. Тому незалежно від приналежності до 
віртуальної організації та типу запиту, будь-
який користувач чи застосування-портал грід-
інфраструктури для виконання операції із грід-
завданнями виконують ідентичний набір опе-
рацій та за умови стабільності грід-інфра- 
структури отримують ідентичні списки ресур-
сів. 
Загальну кількість LDAP-запитів можна зме-
ншити до одного запиту, якщо винести операції 
обходу інформаційної системи та отримання 
відомостей із ARIS-служб грід-ресурсів до 
окремого кешуючого каталогу. Це також до-
зволяє за один запит отримати відомості про 
масив завдань, що можуть виконуватися на різ-
них грід-ресурсах. 
Проте, запровадження нової служби вимагає 
модифікації схем взаємодії грід-порталу із ін-
фраструктурою. З огляду на критичність до ча-
су виконання основних операцій грід-порталу 
над грід-інфраструктурою, проаналізованих ви- 
ще, оптимальним є запровадження нового ком-
поненту для масового опитування стану за-
вдань та використання стандартних засобів па-
кету ARC для здійснення інших операцій. Та-
ким чином зберігається сумісність, оскільки 
нові програмні засоби запроваджуються лише 
на грід-порталах і примірниках служби кешую-
чого каталогу, та не впливають на функціону-
вання інших компонентів грід-інфраструктури. 
Кешуючий каталог ресурсів доцільно реалі-
зувати із залученням готових компонентів, що 
входять до внутрішньої реалізації служби ARIS. 
У поточних версіях пакету ARC у якості керу-
ючого LDAP-сервера використовується Berke-
ley Database Information Index (BDII) версії 5 – 
компонент, що включає в себе засоби запуску 
та керування конфігурацією відкритого LDAP-
серверу OpenLDAP та службу наповнення та 
оновлення бази даних цього сервера, яка періо-
дично викликає зовнішні сценарії-колектори, 
що повертають інформацію у форматі LDIF. На 
кожному кроці результати роботи сценаріїв-
колекторів впорядковуються та порівнюються 
із поточним вмістом бази даних LDAP, у ре-
зультаті чого формуються запити на зміну вміс-
ту цієї бази даних, які направляються на LDAP-
сервер. Таким чином оновлення бази даних 
LDAP не потребує припинення обслуговування 
зовнішніх клієнтів служби. [7] 
 














































Рис.2. Взаємодія компонентів служби кешуючого каталогу ресурсів 
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Отже, відмінність кешуючого каталогу грід-
ресурсів від стандартної служби ARIS полягає у 
застосуванні спеціального сценарія-колектора, 
який виконує обхід лісу дерев інформаційної 
системи грід-інфраструктури для формування 
списку примірників ARIS, а потім завантажує 
повний вміст баз даних усіх виявлених на попе-
редньому етапі примірників та видає його у фо-
рматі LDIF на вхід системи BDII. Така реаліза-
ція дозволить клієнтам служби здійснювати 





Схему взаємодії компонентів служби кешу-
ючого каталога ресурсів наведено на Рис. 2. 
Для реалізації сценарію було обрано мову Perl з 
огляду на вбудовану підтримку регулярних ви-
разів та гнучкі засоби керування процесами. 
Звернення до серверів ARIS та EGIIS викону-
ються засобами клієнтських утиліт OpenLDAP, 
при чому кожен виклик зовнішнього застосу-
вання має жорсткі обмеження за часом роботи 
для попередження «залипання» батьківського 
сценарію. Для скорочення тривалості кожного 
циклу оновлення бази даних опитування серве-
рів служби ARIS реалізовано паралельно, за за-
мовчуванням – у 10 потоків.  
Для українського національного грід-сегмен- 
ту, що загалом налічує близько 25 обчислюва-
льних кластерів, середній час обходу усіх інфо-
рмаційних служб сценарієм складає в серед-
ньому 4 хвилини. Така довга тривалість обумо-
влена тим, що деякі грід-ресурси, що підтри-
мують свою реєстрацію у каталогах EGIIS, з 
технічних причин є недоступними з вузла слу-
жби кешуючого каталога, і спроби з’єднання із 
ними припиняються через тайм-аут. Час обслу-
говування зовнішнього запиту LDAP-сервером 
складає 1 секунду, що в 10 разів менше за час 
виконання стандартної утиліти ngstat пакету 
ARC, що отримує стан грід-завдання традицій-
ним способом. 
З точки зору клієнта служба кешуючого ка-
талогу являє собою звичайний LDAP-сервер, 
вміст бази даних якого можна переглянути за 
допомогою будь-якого LDAP-браузера  (Рис. 3), 
а програмно – за допомогою стандартних інте-
рфейсів доступу до LDAP-каталогів. 
Для масового опитування стану грід-зав- 
дань необхідно сформувати критерії  фільтра- 
ції результатів на стандартній мові опису фільт- 
рів LDAP. Для інформаційної моделі Nordugrid 
Schema, що застосовується у програмному за-
безпеченні проміжного рівня Nordugrid ARC, 
такий фільтр має вигляд: 
(|(nordugrid-job-globalid=JID1) 
(nordugrid-job-globalid=JID2)(...)), 
де замість JID1, JID2, … необхідно підставити 
глобальні ідентифікатори грід-завдань у тому ж 
вигляді, як вони були отримані після направ-
лення завдання до грід-інфраструктури. 
 
Рис. 3. Вміст бази даних LDAP-сервера 
 служби кешуючого каталогу 
Кількість ідентифікаторів завдань, що може 
бути передана за допомогою фільтру в межах 
одного запиту складає приблизно 700 одиниць 
для конкретного примірника служби каталогу 
ldap://bdii.grid.org.ua:2170/o=grid та ви-
значається із внутрішнього обмеження LDAP-
сервера OpenLDAP. 
 
5. Інтеграція з Грід-порталами 
 
Для інтеграції реалізованої служби кешую-
чого каталогу грід-ресурсів із грід-порталами 
була розроблена бібліотека для середовища 
PHP, яка реалізує функції масового опитування 
стану грід-завдань та для доступу до служби 
використовує стандартне розширення 
php_ldap. Бібліотека автоматично виконує роз-
биття масиву ідентифікаторів грід-завдань на 
блоки розміром у 512 елементів, формує для 
кожного із них відповідний опис LDAP-фільтру 
та здійснює запит до сервера. Результати декі-
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лькох запитів поєднуються та заповнюються у 
попередньо відведені комірки вихідного масиву 
станів. 
Розроблена бібліотека була впроваджена до 
реалізацій грід-порталів віртуальної лабораторії 
в межах віртуальної організації MolDynGrid [8] 
та лабораторії моделювання нелінійних проце-
сів Національного наукового центру з медико-
біотехнічних проблем при президії НАН Украї-
ни у складі віртуальної організації NetworkDy-
namics [9]. Особливість останнього грід-пор- 
талу полягає в тому, що він дозволяє користу-
вачам запускати великі серії грід-завдань мате-
матичного моделювання із розкидом парамет-
рів, які можуть налічувати тисячі окремих грід-
завдань. Використання служби кешуючого ка-
талогу ресурсів дозволило значно розвантажити 
сервер грід-порталу та оперативно отримувати 
результати моделювання таких великих серій 





В результаті проведеного аналізу реалізацій 
грід-порталів визначено, що ключові обмежен-
ня швидкості роботи пов’язані із використан-
ням стандартних засобів інтерфейсу користува-
ча для керування завданнями у грід-інфраструк- 
турах, побудованих засобами програмного за-
безпечення проміжного рівня Nordugrid ARC. 
Було показано, що великий час відгуку станда-
ртної операції опитування стану завдання 
пов’язаний із особливостями реалізації інфор-
маційної системи таких грід-інфраструктур. 
Розроблено методики кешування відомостей 
із локальних інформаційних служб грід-
ресурсів для зменшення часу відгуку при опи-
туванні стану грід-завдань. Показано, що за-
провадження центрального кешуючого катало-
гу грід-ресурсів дозволить збільшити швидкість 
опитування інформаційної системи та здійсню-
вати вибірку стану цілого масиву грід-завдань 
за один запит. 
Представлена методика була реалізована за 
допомогою спеціалізованого багатопотокового 
сценарія-колектора мовою Perl для служби ін-
формації ARIS. Для середовища PHP створено 
програмну бібліотеку масового опитування  
стану грід-завдань, та виконано інтеграцію 
служби керуючого каталогу з грід-порталами 
віртуальних організацій MolDynGrid та Net-
workDynamics у складі української національ-
ної грід-інфраструктури. 
Представлені методики та програмні рішен-
ня можуть бути використані для оптимізації 
інших грід-служб, що взаємодіють з інформа-
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