X-ray phase imaging utilizes a variety of techniques to render phase information as intensity contrast and these intensity images can in some cases be processed to retrieve quantitative phase. A subset of these techniques use free space propagation to generate phase contrast and phase can be recovered by inverting differential equations governing propagation. Two techniques to generate quantitative phase reconstructions from a single phase contrast image are described in detail, along with regularization techniques to reduce the influence of noise. Lastly, a recently developed technique utilizing a binary-amplitude grid to enhance signal strength in propagation-based techniques is described.
INTRODUCTION
Since their discovery by Röntgen in 1895, x-ray imaging has found widespread use where noninvasive imaging of the internal structure of opaque objects is required. In traditional radiography, the contrast in the captured image is generated by differential attenuation within the object. However, in many cases of interest, e.g. imaging soft tissue in a medical setting or discriminating between water and non-nitrogenous liquid explosives in airport baggage screening, 1 structures of interest consist of materials that present similar attenuation and for these applications, x ray imaging has found limited use.
In the past two decades there has been considerable work on x-ray phase imaging techniques, which leverage the fact that x rays are not only attenuated by a sample, but acquire a phase associated with the optical path length acquired in transition through the sample. Phase imaging can often provide significantly enhanced contrast over attenuation-based imaging. However, detectors directly measure intensity of x rays, not phase. Attenuation through a sample is immediately apparent by a corresponding decrease in intensity at the sample's output face. However, phase is not available from this intensity measurement. Instead, phase imaging systems require careful design in order to ensure that a phase signature is present in measured intensity. This has led to a variety of proposed systems for x-ray phase imaging. 2 The gold standard in phase imaging is interferometry, where phase information is rendered in interference patterns between a reference beam and a beam with unknown phase.
Contact image plane
Displaced image plane Sample z d Figure 1 . Refraction of x rays by a thin phase sample. Incident x rays propagating from left to right are bent as a result of phase accumulated by traversing the sample. In the contact plane immediately after the sample, these rays have not moved transversely with respect to their initial positions. However, at a displaced plane a distance z d from the sample, the refraction of x rays results in some detector regions receiving a higher density of x rays and therefore measuring a higher intensity as a result of phase.
However, these fringes are sensitive to vibrations and are typically used with high brilliance sources in systems with a high degree of vibration isolation such as synchrotron imaging. An alternative family of techniques that do not have nearly this level of vibration sensitivity rely principally on the fact that phase variation across the sample refracts incident x rays at an angle proportional to phase gradient. One can directly measure x rays within a narrow angular window by finely tuning an analyzer crystal, thus characterizing phase through the angles of rays emerging from a sample. 4, 5 Another widely studied technique is to use a pair of gratings: the first grating patterns an incident beam with a known phase pattern. 6 In the absence of a sample, this phase pattern creates a Talbot image at a precise distance. The Talbot image is quite sensitive to phase and can be disrupted by phase imparted by a sample. However, as the grating spacing is typically smaller than a detector pixel and so an analyzer grating of fine pitch is used to measure changes in the Talbot image due to phase.
In what follows, we consider what is perhaps the simplest method of phase contrast: the use of propagation to render phase visible. If x rays that have been refracted by a sample phase are allowed to propagate some distance away from the sample, ray deflection angle and therefore phase can be rendered as intensity contrast on the detector as illustrated in Fig. 1 . Therefore, by displacing the detector and measuring intensity, one can generate a phase-contrast image. If the goal is to recover a quantitative phase profile of the beam immediately after the sample, it is possible to compute ray refraction angle and then phase from the contact and displaced detector images.
PHASE AND OPTICAL PATH LENGTH
In order to use phase imaging to obtain useful information about a sample of interest, one must have a model relating the phase of the x-ray beam to sample properties. A coherent beam whose main axis of propagation aligns with the z axis can be expressed (after factoring out a linear term of the form exp(i2π/λz) in complex form as
where x denotes a point in a plane transverse to the z axis, where I denotes intensity and ϕ the phase of the beam. For such a beam, phase imaging means designing an optical system in such a way that ϕ is rendered in an intensity profile. In many cases, the phase profile of the beam is approximately known, as is the case for plane waves or cone beams, and one is interested in measuring changes to this beam's phase induced by propagation through a sample. For many cases of interest where the sample is thin and interacts relatively weakly with the beam, a weak-scattering approximation can be made, in which case the influence of the sample on the beam can be approximated by integration of the sample's refractive index along rectilinear ray paths through the sample.
Consider a sample whose exit face is located at z = 0 that can be characterized by the complex-valued refractive index
that is illuminated by a monochromatic plane wave aligned with the optical axis. The phase difference between rays that have traversed the sample and those that have passed through air (n ≈ 1) is proportional to the projection of δ through the sample
where the integral is taken between entrance and exit planes bounding the sample, k = 2π/λ is the wave number and λ the wavelength of the x rays. The intensity immediately after the sample is given by I(x, 0) which includes attenuation of the primary beam by absorption given by exp(−2k ∫ β dz) and scattering. If the incident beam cannot be approximated as a plane wave, the integrals must be taken over the appropriate ray trajectories traced through the object. In what follows, we will work from this approximation, that the phase we seek to retrieve is the projection of δ through the object.
TRANSPORT OF INTENSITY PHASE IMAGING
Propagation of a monochromatic beam described by a complex field of the form Eq. (1) is governed by the paraxial wave equation
where ∇ x denotes a 2D Laplacian in the transverse plane and k = 2π/λ is the wavenumber with λ being the wavelength of the beam. Polychromatic beams may be constructed by integrating over the spectrum, though we will neglect this as the requirement of monochromaticity is relatively lax in x-ray phase imaging. 2 Since Eq. (4) is differential equation for the complex-valued field U , propagation of U depends both on I and ϕ and this equation describes the relationship between intensity and phase upon propagtion. The relationship between intensity and phase can be rendered more obvious by explicitly decomposing Eq. (4) into real and imaginary parts, yielding
∂ ∂z
where ⊗ denotes the dyadic product between two vectors and k = 2π/λ. These formulations are valid for a beam propagating any distance and contain the same physics as Eq. (4). However, they are not widely used in practice as it is typically easier to work with a linear equation in complex-valued field than with a pair of coupled, nonlinear differential equations in real-valued intensity and phase.
If we are concerned with recovering phase from closely spaced intensity measurements, we can employ only Eq. (5a), which is a linear differential equation for ϕ provided I can be measured. In order to solve this equation the derivative of I along the z axis can be approximated from closely spaced images using finite differences. For hard x rays, such distances are often on the order of half a meter. Equation (5a) is called the transport of intensity equation (TIE).
7 Notice that this same approximation arises from taking the geometrical optics limit of Eqs. (5) where only terms to first order in k −1 are retained. This also amounts to assuming that the term in curly brackets in Eqs. (5), which describes ray direction, does not change appreciably over distances considered. The TIE is often used in the form of Eq. (5a) for visible light microscopy systems, in which case three images are generally acquired: one in-focus image used on the right-hand side of the equation and two defocused images acquired on either side of the focus to approximate the derivative of I along z. For x-ray phase imaging without optical elements, the TIE is often recast using forward differences to relate I at a distance z d from a sample from I at the exit face of the sample as illustrated in Fig. 1 , where I 0 and ϕ 0 denote phase at the exit face of the sample, respectively. The second term on the right-hand side of Eq. (6) is associated with phase contrast due to deflection of rays at an angle |∇ x ϕ 0 |/k, from which it is clear that phase contrast will be strongest at sharp edges in phase.
From a computational standpoint, this equation can be rearranged as
where
this is now a linear equation where the left-hand side of the equation may be entirely expressed in terms of measured values and the right-hand side is an operator of the form ∇ x · I∇ x acting on the unknown phase. Techniques for solving linear systems can be invoked to recover phase from this set of images.
These derivations assume that imaging is being performed with a collimated beam of x rays. In practice, a cone beam is often used, which can be idealized as coming from a perfect point source of x rays. In this case, a modified form of the TIE holds, where the images and propagation distances must be scaled to account for magnification. 8, 9 If the image is magnified by M = (z o + z d )/z o where z o is the source-to-object distance and z d is the object-to-detector distance as illustrated in Fig. 2 (a)
where x denotes coordinates in the object plane. Finally, note that while Eq. (10) relates propagated phase to a contact image, a similar equation can be derived to relate intensity in any two closely spaced planes to the phase in the initial plane.
The TIE and partial coherence
The TIE, like other x ray phase contrast techniques, is fairly insensitive to temporal coherence, i.e. a beam from a broad spectrum source. However, the TIE, like all phase imaging techniques, is highly sensitive to spatial coherence. For tabletop systems, this is generally achieved by using a small source spot placed some distance from the object.
Because the TIE using a pure point source is a geometrical optics model and tabletop x ray sources can generally be considered fully incoherent primary sources, the effect of a finite source spot can be accounted for by purely geometrical blurring of the image by the finite size of source. (More general states of coherence require a more sophisticated model. 10, 11 ) Consider a primary source spot emitting x rays that is located a distance z o from the object. The source can be approximated as consisting of a continuous distribution of intensity I s (x). Since the source is assumed to be nearly perfectly incoherent, x rays from neigboring points will not interfere on the detector so that we can simply sum the images produced by each source point to obtain the total image. If the source point is displaced from the optical axis by an amount x s , the corresponding image point will be displaced by an amount Fig. 2(b) .
Each point on the source produces a TIE image of the form Eq. (11), shifted by an amount −z d /z o x s , the net image at the detector is a convolution with the source intensity I s (−z o /z d x) . For a fixed source spot size, the amount of blurring induced by the convolution can be reduced by increasing the source-to-object distance z o or decreasing the object-to-detector distance z d . The former also reduces the total intensity captured at the detector while the latter reduces the strength of the TIE phase contrast signature, both of which undermine the image quality. Therefore, the most practical method of producing high quality TIE images is to use a small source spot, generally of 25 µm or less in radius.
The results presented in what follows use two different types of sources to obtain a small spot. In the first case, a microfocus x ray source (Hammamatsu L812103) was used to directly generate a small primary source of x rays. A second option that we have investigated is the use of a standard tabletop source with a primary spot size too large to allow phase contrast imaging, but which is used in conjunction with a focusing polycapillary optic. The focusing optic is capable of focusing the x ray beam down to a secondary spot of the required size for phase imaging. 
Single shot techniques
The form of TIE presented in Eq. (11) assumes that two images are obtained: one in the contact plane and one at a distance z d from the contact plane. In many cases it is impractical to take multiple of images while displacing the detector. In hard x-ray phase imaging where phase contrast fringes are on the order of 100 microns wide, precise alignment and image registration are required. This has proven extremely challenging and so a variety of single-shot techniques have been proposed. 13 In this section, two are described in detail.
In the first, one assumes a weakly attenuating object such that I 0 (x) ≈ I 0 = constant. In this case, the transport of intensity equation reduces to
which is Poisson's equation relating phase to measured intensity. For simplicity, we denote the right-hand side of the equation as g, which depends entirely on measured intensity and known constants. I 0 can either be measured a priori or it can be determined from the mean intensity of a background patch in the acquired image. This technique is particularly simple as Poisson's equation can be solved efficiently with fast Fourier transform (FFT) techniques. The major limitation of this technique is that realistic objects present non-zero attenuation. This can introduce significant error into the reconstruction which appears as a "halo" of phase around an object due to the the weak-attenuation (WA) approximation attributing intensity variations due to attenuation entirely to phase. If significant intensity variation is attributable to attenuation, the reconstructed phase is not expected to be accurate.
Another limitation of this technique is the amplification of low-frequency noise in the reconstructed image. Since intensity variations are attributed to the Laplacian of phase, large signal is attributable to high phase Laplacian, which is associated with sharp features in the phase. Slowly varying features in phase generate a very weak signal in the measured image. Therefore, in inverting the problem to recover phase, one must preferentially amplify low spatial frequencies (associated with slowly varying phase features) over high spatial frequencies. This preferentially amplifies low spatial frequency noise as well, resulting in a "blotchy" appearance to the recovered phase. In Fourier space, WA phase retrieval can be expressed as
where F denotes a Fourier transform and F −1 an inverse Fourier transform such that
where u is spatial frequency. The Fourier transform allows the Laplacian to be replaced by multiplication by −(2π) 2 |u| 2 . Solving for phase involves decomposing the measured data g into Fourier components, amplifying these components by −(2π) −2 |u| −2 , which preferentially amplifies low spatial frequencies (diverging to infinity at |u| = 0), and inverse Fourier transforming to recover the phase image in the spatial domain. In order to avoid the problematic amplification of low-frequency noise, one typically introduces regularization to seek a solution that both closely matches the measured data and contains physically reasonable structures. For example, one could choose Tikhonov regularization which tends to minimize the total integrated magnitude of phase ( ∫∫ |ϕ(x)| 2 d 2 x). Since low spatial frequencies generate large regions of non-zero phase, this regularization tends to remove low spatial frequencies in the reconstructions. Thikonov regularized WA phase retrieval has a closed form solution
where ϵ is a regularization parameter that is chosen to damp low spatial frequency components in the reconstruction as illustrated in Fig. 3 . While Tikhonov regularization does remove low frequencies from the reconstruction, it does not attempt to discriminate between low frequency signal and noise components in the phase. For relatively large regularization parameters, all low spatial frequencies are essentially removed from the reconstruction, resulting in a reconstructed phase that resembles the phase-contrast image. Reducing the regularization parameter makes the phase reconstruction more accurate but results in a "blotchy" reconstruction due to low-frequency noise amplification. Note that since this technique erroneously attributes all attenuation effects to phase and that attenuation exhibits features on the scale of the object size, some of the error introduced by this approximation can be removed by Tikohonov regularization. This is evident in the reduced halo around the object when ϵ = 10 −4 compared to ϵ = 10 −5 . Alternative regularizers can be employed to preserve some low frequency content in the reconstructed phase.
14 A second single-shot technique called phase-attenuation duality (PAD) makes the assumption that the attenuation is dominated by Compton scattering, which can be safely assumed for high energy (≤ 60 keV) x rays imaging low atomic number (Z < 9) elements. Even for lower beam energies, PAD can often yield reasonably accurate results as will be demonstrated in what follows. In this case, attenuation through the sample is approximately proportional to phase as both are proportional to projected electron density through the sample. The exact proportionality constant depends on the mean wavelength of the x rays, but can be readily calculated. The contact image can be expressed as
where γ is a proportionality constant between attenuation and phase. The contact intensity is no longer an independent unknown, but depends on the unknown phase. 15 Plugged into Eq. (11) this results in
This can again be readily inverted in the Fourier domain as
where Γ = πzλγ(λ)/M . If needed, phase can be found from Notice that while this still amplifies low-spatial frequency components preferentially, these are no longer amplified without bound as |u| → 0. This tends to alleviate the need for regularization, although one could still use Tikhonov regularization to further suppress low frequency amplification if necessary.
To demonstrate the features of this approximation and phase reconstructions, phase imaging was simulated for a poly(methyl methacrylate) (PMMA) sphere assuming a 30 keV x-ray beam and a detector with effective pixel size (demagnified to the object plane) of 10 µm as illustrated in Fig. 4 . Propagation distance z d was 0.5 m and the source size was assumed to be small enough that any blurring could be neglected. Phase contrast was simulated using wave propagation and reconstruction was performed using both Tikhonov regularized (ϵ = 10 −4.5 ) WA phase retrieval and PAD, both with and without added Poisson noise. Phase attenuation duality performs considerably better as an approximation at this energy and requires no regularization.
Experimental results are illustrated in Fig 5(a) using a focusing polycapillary optic to create a virtual source size of 25 µm. 16 To exaimine the performance of this system for phase imaging of tissue, an insect was imaged. Source-to-object distance was z o = 25 cm while object-to-detector distance was z d = 75 cm. Effective pixel size using an image plate was 12.5 µm in object coordinates. The x ray was operated at a voltage of 45 kVp. The results clearly illustrate improved contrast and reduced noise in the phase reconstructions. Figure 5(b) illustrates similar reconstructions of polyethylene microspheres using a Hammamatsu L812103 microfocus source operated at 40 kVp. In this case, distances were z o = 32 cm, z d = 160 cm and effective pixel size using an Andor Ixon EMCCD was 2.67 µm. Since we know a priori that these are spheres, δ can be determined from the phase images. For WA phase retrieval, δ ≈ 8.2 × 10 −7 while for PAD, δ ≈ 4.8 × 10 −7 . The expected value of δ for polyethylene at this energy is approximately 4.2 × 10 −7 , again indicating that PAD is the more accurate approach.
GRID-BASED IMAGING
The right-hand side of the forward-difference form of the TIE with a point source can be expanded as
The first term on the right-hand side describes the phase contrast produced by interaction of varying object attenuation with varying phase. The second indicates phase contrast produced purely by phase. The WA approximation to TIE assumes that intensity variation is negligible compared to phase variation, eliminating the first term. However, we can intentionally introduce a mask with strong intensity variation G(x) shortly before or after the object such that total intensity immediately after the object/mask combination is I 0 (x)G(x). If the variation in G is much larger than the variation in I 0 or ϕ 0 , then terms not containing derivatives of G can be neglected, yielding
which again is a second-order, linear, partial differential equation for ϕ 0 which can be solved provided I 0 , G and I(x, z) are known. The mask transmittance G is generally known a priori and I(x, z) is measured by the detector. This leaves I 0 and ϕ 0 as unknowns, and as in the case of traditional TIE without a mask, either multiple images or strong assumptions on I 0 and ϕ 0 such as the WA or PAD approximations are required.
However, it is possible to rapidly isolate I 0 and phase from a single image taken with the detector at position z d if one uses a periodic grid.
17 Consider a grid of period Λ then the G can be expanded in a Fourier series
whereĝ is a unit vector pointing in the direction perpendicular to the grid lines. Inserting this form of G into Eq. (21), and Fourier transforming the result, one obtains
Proc. of SPIE Vol. 9209 92090P-8 where * denotes convolution with respect to u. Convolution with the delta function localizes the quantity in square brackets about each harmonic in the Fourier domain. If the signal is narrow band enough so that information from neighboring harmonics does not overlap, information from the nth harmonic can be isolated by windowing in the Fourier domain, shifted back to the origin, and inverse Fourier transformed, yielding
The grid itself can be imaged in the absence of an object to characterize c n ,ĝ, and Λ. Then the term I 0 (x) can be extracted from the n = 0 harmonic. Once I 0 is known, the n = 1 harmonic can be used to obtain the differential phase contrast (DPC) image ofĝ∇ x ϕ. Higher order harmonics can be used to improve the DPC image.
As an example of this technique, consider a 2 mm glass bead imaged with a Rh source operating at 35 kVp.
18
No focusing optics are used and the source spot size is roughly 50 µm. The source-to-object and object-todetector distances are given by z o = 9.5 cm and z d = 51.5 cm. The grating is placed 31.5 cm after the object and 20 cm before the detector. Without the grating present, phase contrast is not visible at the detector. By placing the grating in the path of the beam, I 0 and differential phase contrast (DPC) images, I DPC =ĝ · ∇ x ϕ(x) can be obtained as illustrated in Fig. 6 . Note that although ϕ 0 could in principle be retrieved from I DPC , reconstructions using the present system exhibit too many artifacts to provide useful information.
CONCLUDING REMARKS
This manuscript has described several techniques for propagation-based phase imaging based on the transport of intensity equation as well as discussing the role of computational phase retrieval from raw images. It also described the effect of introducing a grid into propagation-based phase imaging. As mentioned previously, these are not by any means the only models describing propagation-induced phase contrast. A variety of alternative models exist, including the contrast transfer function technique (for weak phase objects at longer propagation distances), 19 and Born and Rytov scattering-based models. 20 Interferometric techniques and analyzer crystal based techniques have also proved useful for phase imaging.
Computational techniques often rely on phase reconstruction from a single image. Although weak attenuation and phase-attenuation duality methods have been described here, other single-shot techniques exist, including single and dual-material approximations which are similar in function to phase attenuation duality (in assuming that phase and attenuation are proportional for each material). 13 Furthermore, a great deal of recent work has been done on implementing phase tomography, where the goal is to find the volumetric distribution of δ rather than the projected phase through an object. Tomographic reconstructions can benefit strongly from the use of regularization techniques, since most object of interest consist of discrete structures of single materials, and therefore one expects to find a phase reconstruction consisting of regions of constant δ and can choose a regularization technique to seek solutions of this form.
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