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For a coherent system the Barlow-Proschan measure of importance of component i, defined when the 
components are independent to be the probability that i causes system failure, will here be generalized 
to the case where the component lifetimes are jointly absolutely continuous but not necessarily indepen- 
dent. When the system has a modular decomposition, properties analogous to that of the Barlow-Proschan 
measure are proved. Xie has generalized the Barlow-Proschan importance using the system yield function 
when all components are independent. This will be extended here to dependent components. 
component importance * coherent system * Barlow-Proschan measure * Xie measure * dependent 
components 
1. Introduction 
For an introduction to early work on importance measures, starting with that of 
Birnbaum (1969), see the papers by Bergman (1985) and Xie (1987). 
Consider a coherent system @ of n components with lifetimes T, , T,, . . . , T,,. It 
will be assumed that Pr[ T, = T,] = 0 for every i # j. This rules out ties among the 
failure times. 
Define the importance of i to the structure @ as 
IBp_@(i) = Pr[system failure is due to component i] 
00 
= 
I 
Pr[O(li,X(u))-@(O;,X(u))= 11 Z=u] d&,(u) 
0 
= 
rm E[~(li,X(u))-~(oi,X(u>)I T,=uldF~,(u). (1.1) 
Jo 
(1.1) is a generalization of the corresponding quantity 
Proschan (1975a) when the components are independent. 
defined in Barlow and 
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Obviously, C:=, IBP_@(i) = 1 as in the independent case. To evaluate (1.1) one 
requires a knowledge of the reliability polynomial of @ in the independent case, 
or equivalently a knowledge of the unique simple form of the structure function @: 
Q(x) = c b, n x,, (1.2) 
see it.‘5 
where C is the set of all components. Here bs is the signed domination (see Barlow 
and Iyer, 1988) of the structure @(O,c) in which all components not in S are assumed 
failed. 
2. The Barlow-Proschan importance with dependent components 
Theorem 2.1. Assume that the joint distribution of the K’s is absolutely continuous. 
Then, 
(2.1) 
(2.2) 
where F,,,,i( ti) = Pr[nj,, T, > t CT IT; s t;]. 
Proof. First observe that 
@(Ii,x)-@(Oi,x)= C bsu(i) n XI, 
SGC_{i) jtS 
so that 
(2.3) 
By assumption, the increasing function of ti, Fs,,,i( ti), defined for every S G C -{i} 
and every t > 0 in Theorem 2.1, is also absolutely continuous (since for every 
Bore1 set B of Lebesgue set of measure zero Pr[nj,, T, > t n T, E B] = 0 by the joint 
absolute continuity of the T;‘s) and is therefore equal to 
so that 
(2.4) 
(l.l), (2.3), (2.4) together complete the proof of the theorem. 0 
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The reliability of the system at time t is by (1.2), 
and 
=- c b,$Pr n7;>t 
SEC [ 1 JES 
= 2 bsj~Y-~E’r n Tk>tnT,>t, 
SZC I kt.7 II 1,=1 
kf, 
= i C bs u(i$, Fs,,Jr,)l,,=,. 
j=l SGC'-(j} I 
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(2.5) 
(2.6) 
By Theorem 2.1, since Cl=, IRP_@(i) = 1, we have j:f(t) dt = 1, so thatf(t) is the 
p.d.f. of the system lifetime. 
3. Systems with modular decomposition 
Next consider the situation where the coherent system @ has a modular decomposi- 
tion with organising structure I,!J and disjoint modules x,, x2, . . . , Xk, 
Neither the modules nor the components need be independent. Since a module 
acts as a supercomponent, it is natural to ask what is the probability that system 
failure is due to x, ? To answer this question using Theorem 2.1 one would have to 
compute the joint distribution of the failure times of the k modules. An easier 
solution is provided by proving an analog of Theorem 3.5 in Barlow and Proschan 
(1975a) for the independent case, that the importance of module xi to the organising 
structure Cc, is the sum of the importances to @ of all the components in x,. 
Theorem 3.1. Let @ have a modular decomposition 
O(x) = (Ir[XI(x), X2(x), . . . , XkcX)I. 
Let I,,.,(X,) be the importance of module Xi to the organizing structure 
assuming the joint distribution of the failure times is absolutely continuous, 
lBP-*(Xj) = C lBP-@(i). 
itx, 
*. Then, 
(3.1) 
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Proof. First note that for iExj (see Barlow and Proschan, 1975a), 
{@(li, x(f))-@(oi~ x(r))=lj 
={~(lj,X(t))-~(oj,X(f))=l} n {xj(l~,x(t))-xj(o,,x(t))=l}. 
(3.2) 
Thus, 
C IBp4i) 
icx, 
= C [‘Pr[{+(l,, X(r))- Icl(Oj, X(t))= 11 
isx, 0 
n{x,(li,X(t))-x,(oi,X(t))=l}l K=tldF~,(t)) 
= C ~mPr[(+(lj,X(~))-~(Oj~x(f))=l}~~~x,=~}~~=~ldF,(~)). 
itx, 0 
Next the following can be proved: 
Pr[{$(l,,X(r))- +("j,x(t))=llnIT,,= TII T=tl 
.f?x,w 
=Pr[{~(lj,~(t))-~l(oj,~(t))=l}n{T,~= TlI Tx,=tl- 
f7,,(t) ' 
(3.3) 
where fTz,,& are the p.d.f.‘s of TX, and Ti respectively. Since the module X, itself 
is a coherent system with component lifetimes having a jointly absolutely continuous 
distribution, fTx, exists by the remarks at the end of Theorem 2.1. 
To prove (3.3), for any Bore1 set B c R’, 
Pr[{rCr(lj,X(~))-JI(Oj,X(?;))=l}n{T,,= Ti)n{TEBIl 
=Pr[{~(lj,x(T,,))-rCr(Oj,X(TxI))=l}n{Tx,=T,}nIT~,~~}1 
(where G = {t: fTs(t) > 0}, since for t E G, 
Pr[{~(lj,~(t))-~(Oj,~(t))=l}n{T,,= ~i>l TX,= tl=O) 
fT,,W 
x-dFT,(t). 
fT,(t) 
By (3.2) and (3.3), 
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4. Xie’s generalizations of the Barlow-Proschan importance with 
dependent components 
Natvig (1979, 1985) suggested a new importance measure which, for the ith com- 
ponent, is proportional to the expected reduction in the remaining system life-time 
due to the failure of this component. For a further note on this paper, see Xie (1988). 
When all n components of @ are independent with absolutely continuous distribu- 
tions, Xie (1987) inspired by the Natvig measure and a basic result in Bergman 
(1985), generalizes the Barlow-Proschan importance as follows: 
Let TQ be the time to failure of the system and Y( T*) an increasing function of 
Te with E[ Y( T@)] < ~0. Let M( @, Y, F,) = E[ Y( T@)] when component i has distri- 
bution F,(.). Furthermore let 
G?@D(~) = E[@(l,, X(t)) - @CO;, X(t))1 =& kD(Rt)), 
I 
(4.1) 
be the Birnbaum importance of i to @ at time t. Then Xie (1987) defines a new 
importance measure of component i, 
where ci(t) = Fi(t - E), and shows that 
(4.2) 
(4.3) 
In particular, taking Y(f) = t, one obtains the Barlow-Proschan importance of i 
which therefore measures the sensitivity of the mean time to failure to small 
perturbations in Fi(.). This new interpretation of the Barlow-Proschan importance 
was obtained by Bergman (1985). 
Xie’s importance measure will be here generalized to the situation of Theorem 
1.1, where the components have lifetimes T, , T,, . . . , T, that are jointly absolutely 
continuous but not necessarily independent. 
It will be shown that for this generalization one obtains I,,,(i) of Theorem 1.1, 
by taking Y(t) = t. Also, in the presence of modular decompositions, a corresponding 
version of Theorem 3.1 will be shown to be true (Xie, 1987, also shows this for the 
independent case). 
c(.) will be here perturbed indirectly by perturbing T,. Thus, let M(@, Y T,) = 
E[ Y( To)] when component i has lifetime T,. Define 
Z,.,(i) E lim 
M(@, Y, 7;+&)-M(@, Y, 7;) 
F’” & 
(4.4) 
with CT=, I,.,(i) = I. 
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Theorem 4.1. Assume that the joint distribution of the z’s is absolutely continuous 
and 36,, > 0 such that Qti, with t - 6s,i < t, < t, 
Let f( t) be the p.d.J of the time to failure of the system. Then 
(4.5) 
Proof. Let F( . ) be the distribution of the time to failure of the system, and R(t) 
be the reliability of the system at time t. 
MC@, Y, T,)=HY(T,)l 
J 
cc = y(t) Wt) 
0 
= I‘ R(t) dY(t) 0 
= Joms~c bs pr[z ,>t] dY(t) (by (2.5). 
Thus 
M(@, Y, T-t&)-M(@, Y, T) 
=i Jom.;c:{pr[jEzi, q>tnT>t-E] 
itS 
-Pr n T,>tnT,>t II dY(t), jtS-{i) (4.6) 
and letting E + 0 one obtains by the Mean Value Theorem and the Dominated 
Convergence Theorem, 
J 
m 
Ldi) K C b s,,i,f Fs,t,i(ti)lt,=r dY(t). (4.7) 
SGC-{i) 0 I 
The constant of proportionality is 
This completes the proof of the theorem by (2.3), (2.4) and (4.7). 0 
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We may use Theorem 4.1 to define a measure of importance 
zE_,(i) =J;P E[@(li, X(t))- @(Oi, X(t)) I T = tlf~,tt) dY(t) 
EL Y’(T@)l 
2 (4.8) 
with the understanding that I&(i) coincides with Ix.*(i) whenever the passage of 
the limit under the integral sign can be justified in (4.6). Then Theorem 3.1 continues 
to hold for Z;_,(i). 
Theorem 4.2. Let @ have a modular decomposition with organising structure Cc, and 
modules x, , x2, . . . , xk. Then, assuming the joint distribution of the failure times is 
absolutely continuous, 
zk+(Xj) = C CL(i). (4.9) 
it,y, 
Proof. By definition, 
I* (x_) = IF ‘[4(1jv X(t)) - (cl(Oj, X(t)) ( TX, = t]fTx,( t) d Y( t) 
X-G .I HY’(T,)I 
We now proceed exactly as in the proof of Theorem 3.1 with dFr<(t) replaced by 
A,(t) dY(t). 0 
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