



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.2.2.2 The outcomes of Session 2 
 
Cameras’ influence 
 
Just like in previous session five data files have been exported. Judging from the editing and cleaning 
experience, slight positive changes were noted, especially for the legs and the upper body marker sets. 
It allowed to shoot running sequence, which was damaged in Session 1. However trajectories of 
sensors that had been attached to arms and hands were still hard to follow and restore. Due to the fact 
that the number of markers had increased, it was possible to gain necessary translation data required for 
right animation. 
 
 
Markerless MoCap: why it failed first time 
 
Session 2 was supposed to be divided into two parts: motion tracking with and without markers. Actor 
was asked to remove the markers and to perform the same motion sequences as before, however, due 
to insufficient lighting, the recorded videos were exported as darkened .avi files that would not have 
been recognized by the processing software. Therefore, Session 3 was arranged. 
 
Altogether, Session 2 provided with some answers for the task questions of the thesis and was 
evaluated as successful. 
 
 
 
5.2.3 Session 3 
 
The last motion tracking experiment had the actor and the operator exchange roles due to an injury of 
the first. The author of this thesis performed simplified motion sequences that were recorded at 60fps in 
a normal camera mode in a well lighted VRlab. The videos were exported and then processed using 
Kostilam and predefined 6 camera calibrated positions and orientations. The videos from all cameras 
were masked. By defining the beginning and end of each motion sequence and the empty frame as 
background, the tracking operations were enabled in a generated batch file.  
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Picture 5.2.3: Kostilam, ‘jumping jack’ sequence 
 
 
The program is able to recognize the participant’s figure by precision and by knowing camera 
parameters. A 3D skeletal structure made of interconnected spheres in the center of the scene has to be 
placed inside the figure to start following the recorded movements. Due to various reasons, such as 
poor camera setup, non tight­fitting clothes of the actor, complex background with multiple objects 
around the capture area, etc., the motion sometimes seems blurred and unfocused. The skeleton cannot 
catch up with the actor and has to be moved manually. It also floats above the ground plane, moving up 
and down Y­axis. Perhaps it requires extra ground definition constraint. 
 
Considering faster motion sequences, like running, the results produced by motion capture with passive 
markers became clear after editing. Markerless processing, on the other hand, created particle clouds, 
so it seems troublesome to track legs’ translations. 
 
Lighter background produced additional particles above the figure, especially in the last sequence 
‘improvisation’, which operated with floor touching body poses. Presumable, darker upper body 
clothes could solve this problem. 
 
Concluding on the matter, markerless technique might become a welcoming alternative, since it would 
not require so much manual editing. Even now, just from observing the way the skeleton is influenced by 
particles of the silhouette in real time tracking, it is clear that markerless MoCap would someday 
produce better results than the already classical passive markers system. Although, it is hard to tell 
whether the actual application on a 3D model is going to be smooth, the capturing and editing stages 
gave a good impression. 
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5.3 Stage 3: Application 
 
MotionBuilder is a convenient program for motion data application. It operates with .fbx files and 
recognizes exported Motive:Tracker motion capture data packages. The interface is quite similar to 
Maya and is quite flexible despite the amount of windows opened at once. 
 
First step was to import .csv or .c3d files with markers’ positions. Then the Actor was added to a 
scene, which is a special MotionBuilder puppet­like structure with empty slots on joints positions that 
can be filled with markers data by simple drag and drop from scene navigator window to the editor. As 
soon as markers are placed inside the joints, and the actor is bend a little to fit in their cloud at the 
scene, active mode can be chosen. The Actor would repeat the prescribed motion. 
 
The next step is to import model from Maya that should be animated. This has to be done carefully, 
since sometimes the Actor tends to break, so the active regime is disabled for a while. For the first time 
trying to define the Smiley character in MotionBuilder by assigning bones from the model’s skeleton to 
the ones in Character definition window on the right, the root joint was missed which caused dislocation 
of the upper and lower body of the model after opening the scene back in Maya for rendering. The 
problem was solved by skeletal rearrangement in model version 2.  
 
 
  Picture 5.3: MotionBuilder   
 
  
When all basic parts of the skeleton are defined, the source for the character was chosen as ‘Actor’ and 
then biped for humanoid type of models. By confirming the choice for the animation source, the 
character starts to perform the same motion sequence as the Actor before. 
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That is not all, however, the animation still needs to be attached to the character directly so it can be 
transferred to Maya. From the Character settings menu the Plot Character button was clicked. 
MotionBuilder offers two ways of animation binding. One is to adjust it to the control rig and the other 
one ­ to the joints of the skeleton. The second option was preferable. Finally, the .fbx file with both 
model and MoCap data is exported and ready for further manipulations in Maya. 
 
 
 
5.4 Stage 4: Rendering 
 
After the scene with animated 3D model has been opened in Maya it was still early for rendering. 
Interactive Skin Binding used while creating Smiley version 1 required additional editing like 
weight­painting, since the moves cause skin deformation. The mismatches are also inevitable, since the 
participant and the model are not identical, not to mention the failures in markers’ data. 
 
Version 2 manipulated with Smooth Skin Binding option, because Interactive Skin Binding was too 
complex to handle for such a basic humanoid model. After little editing of Skin weights, the scenes were 
finally processed with Maya Batch Render. 
 
The results can be found on DVD as Maya files and .avi videos. 
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Part VI 
 
The Conclusion 
 
 
 
The requested tasks have been fulfilled. Recently purchased VRlab hardware and software have been 
studied and operated to recreate the motion capture data processing pipeline from recording to 
application on the model designed specifically for this purpose. Source files from different phases 
describe the process as a whole and are available for further implementation. 
 
On the provided example of five takes produced using both methods: with and without markers, the 
advantages and disadvantages are quite clear. The point of the author on the matter of markerless 
MoCap is that it should be developed for the benefit of all involved in the field. 
 
The thesis is written on the emphasis of Radek Smetana’s Humanoid Model work, but looks at the 
subject from a different angle. Generally, it was more related to experimenting with the wide range of 
functions and testing older against newer approaches in MoCap. The main goal, though, was to assist in 
adapting this concrete technology to VRlab environment.  
 
Motion tracking data records can be used for other projects as well as for study purposes. 
Observations concerning the camera positioning, markers adjustment, sessions management and 
MotionBuilder might also be helpful for novices. 
 
The results received using Optical MoCap system with passive markers are generally fine with some 
occasional gaps and failures. Although, some of these tears in trajectories have been edited and the 
curves heavily filtered, it is still not recommended to rely on editing tools too much. Basically, because 
the idea behind this and other motion tracking techniques is to capture realism, not provide smooth data. 
The takes are usable for 3D animation, so the goal is reached. 
 
Markerless MoCap data files have been generated as requested. Although, a bit broken, they contain 
the distinguishable motion sequences that can be followed and maybe even applied on a 3D character in 
future.   
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ATTACHMENTS 
 
 
Abbreviations 
 
3D ­ three­dimensional 
 
actor ­ person who performs the motion capture sequence 
 
fps ­ frames per second 
 
MoCap ­ Motion Capture 
 
A7B39KMA ­ Multimedia Applications Course 
 
A7B39PRO ­ Semester Project 
 
T­pose ­ initial position of an actor, reminding latin letter ‘T’ 
 
VRlab ­ Virtual Reality laboratory of DCGI department, FEL, CTU 
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Pictures 
 
 
 
Initial Camera setup: 
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Session 2, alternative camera setup: 
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Joints in human skeleton: 
 
http://www.aokainc.com/wp­content/uploads/2013/09/ball­hinge­joint1.jpg 
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Rigging ‘Smiley’ version 1: 
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Skin weights painting example: 
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Camera calibration using the wand: 
 
https://encrypted­tbn1.gstatic.com/images?q=tbn:ANd9GcS6vcL0O05n6Db8GL8­itTkct_rvOHz8asHyWAgJ
t6wk44N8wYZew 
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OptiTrack Calibration Square: 
 
 
http://www.naturalpoint.com/optitrack/static/img/calibrationSquareLarge.jpg 
 
Motive:Tracker Calibration Layout example: 
 
 
https://encrypted­tbn0.gstatic.com/images?q=tbn:ANd9GcT3KbDatLTUhcAcY74cw8KXVpi6xMAX2QxtTcfZP6ZfZo
BZ9jiYNw 
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Editing Phase, Session 2: 
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Markerless MoCap processing ­ masking: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
50 
 
Markerless MoCap ­ tracking in Kostilam: 
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Rigging ‘Smiley’ version 2: 
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MotionBuilder data Application: 
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Disc Content: 
 
model_Smiley_version_2: folder contains bc model Maya files; 
 
Motive_Tracker_exported_with_markers: contains .c3d exported files from Session 1 and 2 ­ testing 
with markers; 
 
Session 1: contains 5 folders for each motion sequence folder which contains: 
   ­ animated model as Maya ASCII file 
   ­ animated model as Maya binary file 
   ­ .avi rendered video 
   ­ MotionBuilder file: model with Actor as a source of animation; 
 
Session 2: contains 5 folders with final sequences (testing with markers), same structure as Session 1; 
 
Session 3: contains cameras.zip ­ Calibration layout for testing without markers for Kostilam, 5 folders 
with motion sequences, run­take_example batch file in each of the sequence folders starts generated 
Kostilam tracking; 
 
videos: rendered animation sequences; 
 
model_Smiley_version_1.zip: Maya model files of A7B39PRO version; 
 
Motive_Tracker_src.zip: contains Session files related to Motive:Tracker and backup.zip archive, 
containing copies of .ttp, TAKE files and .cal; 
 
 
 
 
 
 
 
 
 
 
 
