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ЗАСТОСУВАННЯ МЕТОДІВ МАТЕМАТИЧНОЇ СТАТИСТИКИ
ДО АНАЛІЗУ ЕКОНОМІЧНИХ ДАНИХ
У статті розглянуто і проаналізовано важливість застосування математичних та статис-
тичних методів в економіці. Показано, що в умовах сучасної української економіки є по-
треба у підготовці висококваліфікованого економіста, який би міг приймати науково об-
ґрунтовані рішення та робити правильні висновки на основі статистичних даних. Є
нагальна потреба у створенні курсів, аналогічних тим, які читаються у провідних універ-
ситетах Європи, США, Канади і яким ще недостатньо приділяється уваги в нашій країні,
а саме практичному їх застосуванню в різних сферах економіки. Це курси по «Застосу-
ванню методів математичної статистики до аналізу економічних даних».
В статье рассмотрено и проанализировано важность применения математических и
статистических методов в экономике. Показано, что в условиях современной украинс-
кой экономики есть потребность в подготовке высококвалифицированного экономиста,
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который бы мог принимать научно обоснованные решения и делать правильные выво-
ды на основе статистических данных. Есть насущная потребность в создании курсов,
аналогичных тем, которые читаются в ведущих университетах Европы, США, Канады и
которым еще недостаточно уделяется внимания в нашей стране, а именно практичес-
кому их применению в различных сферах экономики. Это курсы по «Применению мето-
дов математической статистики к анализу экономических данных».
The article discusses and analyses the importance of mathematical and statistical methods in
economics. It is shown that under conditions of modern Ukrainian economy is the need to
prepare highly qualified economist, which could make scientifically informed decisions and do
the right conclusions based on statistics. There is an urgent need to create courses similar to
those taught at leading universities in Europe, the USA, Canada, and that not enough
attention is paid to our country, namely the practical application of them in various spheres of
economy. These courses are called «Application of mathematical statistics to analyse
economic data.»
Ключові слова: Методи збору даних, математична статистика, вибірка, закон розподілу,
гіпотеза, ймовірність помилок, перевірка гіпотези, дисперсія, критерії згоди.
Ключевые слова: Методы сбора данных, математическая статистика, выборка, закон
распределения, гипотеза, вероятность ошибок, проверка гипотезы, дисперсия, критерии со-
гласия.
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Постановка проблеми. Сучасна економічна наука не може існувати без мате-
матичних і статистичних методів, оскільки на основі статистичних даних будують-
ся економічні прогнози, вивчається інвестиційна активність підприємств, динаміка
росту цін, вплив реклами на попит, коригування й прогнозування змін фінансового
стану та оцінки фінансових можливостей підприємства на майбутнє.
Основним елементом економічного дослідження є аналіз і побудова взаємо-
зв’язку економічних змінних, а цьому передує збір даних, аналіз, оцінювання пара-
метрів вибірки, висунення та перевірка гіпотез, інтервальне оцінювання тощо.
Оскільки такий взаємозв’язок не є строгим, завдяки тому, що не завжди можна ви-
явити всі основні фактори, які впливають на змінну, а деякі взаємодії чи фактори
впливу на змінні ще й бувають випадковими, окрім того, економісти часто мають
ще й обмежений набір статистичних даних, тому є нагальна потреба у розгляді та
вивченні більш глибоко, у комплексі математичних і статистичних методів. Стати-
стичні дані є основою для виявлення і обґрунтування економічних закономірнос-
тей.
Якщо нам відома вся генеральна сукупність, тобто відомі всі економічні показ-
ники, тоді можна теоретично визначати значення параметрів у моделі, і відповідно
розраховувати всі необхідні економічні показники. Однак на практиці нам не відо-
ма множина всіх можливих результатів. Можна спостерігати тільки випадково ви-
брані значення тих показників, які нас цікавлять у задачі. Тому, маючи вибіркові
лише значення, можна оцінити, але не визначити точно значення параметрів, які
нас цікавлять.
Отже, нам важливо з’ясувати, наскільки середні оцінки, що визначені на основі
вибіркових даних, є надійними, а також з’ясувати випадкове розсіювання даних, бо
процес формування вибірки є випадковим. Зокрема, важливо знати взаємозв’язок
між економічними показниками та як вони впливають один на одного.
Основний матеріал дослідження. Статистичне дослідження економічних явищ
і процесів розпочинається зі збору первинної інформації, яку дістають за допомо-
гою статистичного спостереження. Оскільки сукупності у реальному житті схильні
бути дуже великими, то обчислення їхніх параметрів фактично неможливе. В ре-
зультаті, більшість параметрів сукупності є не тільки невідомими, але і непізнани-
ми. А для того, щоб прийняти рішення, нам потрібна інформація про значення па-
раметрів. Наприклад, щоб прийняти рішення про те, чи розширювати лінію з
виробництва певної продукції, наприклад, одягу, потрібно знати середні щорічні
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витрати на одяг дорослої людини країни. Оскільки розмір цієї сукупності (для
України) приблизно 30 млн, то визначення середнього неможливе. Проте, якщо
бажаємо оцінити середню лінію менш, ніж з 100-відсотковою точністю, тоді можна
використовувати статистичний висновок і замість дослідження всієї сукупності,
вибираємо, наприклад, кількість дорослого населення за деякий рік (зокрема, попе-
редній досліджуваному), визначаємо річні витрати на одяг цієї групи та обчислює-
мо середнє вибіркове. Хоча ймовірність того, що середнє вибіркове дорівнюватиме
середньому по сукупності дуже мала, ми очікуємо, що вони близькі. У багатьох
випадках для прийняття рішень нам важливо знати, наскільки вони близькі. Щоб
відповісти на це питання, спочатку розглянемо питання про те, які бувають методи
збору даних і наскільки інформація, одержана тими чи іншими методами є точною
[8].
Отже, до методів збору даних відносяться: пряме спостереження, експеримент,
огляд, особисте інтерв’ю, телефонне інтерв’ю, само-анкетування, оформлення ан-
кети тощо. Найпростішим є метод отримання даних прямим спостереженням. У
цього методу є багато недоліків: таким чином важко отримати корисну інформа-
цію. Однією перевагою прямого спостереження є відносно невисока його вартість.
Дорожчий, але кращий шлях отримати дані – експеримент. Звідси виникло поняття
«експериментальні» дані. При опитуванні не завжди можуть бути дані надійними.
На відміну від інших методів збору, особисте інтерв’ю має переваги, щоб дістати
правдивіші відповіді. Інтерв’юер може прояснити питання під час опитування і то-
му більш ймовірно, що відповіді на них будуть менш некорисними. Головний не-
долік — вони дорожчі в порівнянні з іншими методами.
Головною причиною для дослідження вибірки замість сукупності є витрати.
Статистичні висновки дозволяють робити заключення (висновки) про параметри
сукупності, на підставі вибірки, яка в порівнянні з розмірністю сукупності є абсо-
лютно маленькою. Наприклад, розглянемо вибірку із області управління якістю.
Менеджер повинен знати, яка частка елементів продукції, що виготовляється, є де-
фектною, щоб гарантувати, що виробничий процес відбувається належним чином.
Якщо він це з’ясовуватиме безпосередньо перевіркою елементів на якість продук-
ції, то таким чином може знищити всю продукцію. Зрозуміло, що ймовірна пропор-
ція дефектних елементів продукції у вибірці й у сукупності не однакова. Проте, ви-
бірка може давати схожу оцінку сукупності, про яку ми хочемо зробити висновок.
Вибірки самоопитування також є упередженими, оскільки опитувані можуть бути
зацікавлені у результаті, на відміну від інших членів сукупності. В результаті ви-
сновки, одержані таким чином, часто неправильні.
Отже, маючи тільки вибіркові значення, можна лише оцінити, але не визначити
точно значення параметрів сукупності чи моделі. Ці оцінки є випадковими і змі-
нюються від вибірки до вибірки. Тому важливо не тільки знати середні оцінки па-
раметрів, знайдені на підставі вибіркових даних, але й розуміти міру їх надійності
та випадкового розсіювання, яке обумовлено випадковістю процесу формування
вибірки. Для цього висуваємо гіпотезу (припущення) про значення генеральної се-
редньої чи про порівняння дисперсій двох нормально розподілених сукупностей
тощо.
Перевірка гіпотез має різноманітне застосування, як у бізнесі і економіці, так і у
багатьох інших сферах. Перевірка гіпотез — основна процедура підведення під-
сумків про поведінку генеральної сукупності.
Часто буває необхідним знати закон розподілу досліджуваної ознаки генераль-
ної сукупності. Якщо закон розподілу невідомий, але є міркування для припущення
його певного вигляду (назвемо його А, де в якості А може виступати рівномірний,
показниковий, нормальний розподіл тощо), тоді висувають гіпотезу Н: ознака ге-
неральної сукупності розподілена за законом А. У цій гіпотезі мова йде про ви-
гляд невідомого розподілу.
Іноді закон розподілу ознаки генеральної сукупності відомий, але його парамет-
ри (числові характеристики) невідомі. Якщо є міркування припустити, що невідо-
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мий параметр θ  дорівнює певному значенню 0θ , то висувають гіпотезу Н: 0θ=θ .
Ця гіпотеза вказує на припущену величину параметра відомого розподілу.
Можливі також інші гіпотези: про рівність параметрів ознак двох різних розпо-
ділів, про незалежність вибірок тощо.
Статистичні гіпотези поділяють на параметричні та непараметричні. В па-
раметричних статистичних гіпотезах містяться твердження про значення парамет-
рів генеральної сукупності. Всі інші статистичні гіпотези називають непарамет-
ричними.
Розв’язання кожної задачі перевірки статистичних гіпотез завжди починається
з визначення основної та альтернативної гіпотез. Основну гіпотезу називають
нульовою гіпотезою та позначають 0H . Одночасно з основною гіпотезою 0H
завжди розглядають альтернативну їй гіпотезу 1H , яка конкурує з нульовою гі-
потезою.
Перевірка нульової гіпотези 0H  проводиться статистичними методами, тому її
називають статистичною перевіркою гіпотези. Основна нульова гіпотеза, яка на
початковому етапі перевірки завжди вважається вірною, в дійсності може бути як
вірною, так і помилковою. Тому, за результатами статистичної перевірки нульової
гіпотези може бути прийняте як вірне, так і помилкове рішення. Вірне рішення мо-
же бути прийнято у двох випадках: коли, за результатами перевірки не відхиляєть-
ся вірна нульова гіпотеза та відхиляється хибна нульова гіпотеза. Помилкове рі-
шення може бути прийнято теж у двох випадках: коли відхиляється вірна нульова
гіпотеза та не відхиляється хибна. Або, інакше кажучи, в результаті прийняття по-
милкового рішення можуть бути допущені помилки двох типів:
1) буде відхилено вірну нульову гіпотезу (помилка першого типу);
2) не буде відхилено хибну нульову гіпотезу (помилка другого типу).
Отже, доцільно відрізняти як гіпотези 0H  і 1H , так і наслідки помилок першого
та другого типів, які виникають при перевірці статистичних гіпотез.
Розглянемо ці питання на прикладі перевірки достовірності гіпотези 0H  у сфері
світового кримінального права.
Коли особа звинувачується у злочині, вона постає перед судом. Звинувачення
передає випадок злочину на розгляд суду присяжних, який має винести вирок на
основі наданих доказів. Фактично, присяжними здійснюється перевірка двох гіпо-
тез. Перша гіпотеза: відповідач винен, друга гіпотеза: відповідач невинен. Яку з
них позначити за нульову, а яку за альтернативну? Оскільки в кримінальному су-
дочинстві завжди діє презумпція невинуватості, основною припущеною гіпотезою
буде наступна гіпотеза: 0H : відповідач не винен. Альтернативною або досліджува-
ною буде гіпотеза: 1H : відповідач винен.
Звичайно, присяжні не знають, котра з гіпотез справедлива. Вони мають винести
рішення, опираючись на докази, надані як звинуваченням, так і захистом. Існує
лише два можливих рішення — засудити чи виправдати відповідача. Мовою ста-
тистики, засудження відповідача рівнозначно відхиленню нульової гіпотези на ко-
ристь альтернативної, або підтвердження присяжними достатності доказів, наданих
звинуваченням для висновку про те, що відповідач винен. За умови недостатності
доказів для визнання відповідача винним присяжні приймають рішення про його
виправдання, що на мові статистики означає «недостатність статистичних доказів
для відхилення нульової гіпотези на користь альтернативної».
Помилка першого типу має місце за умови відхилення істинної нульової гіпо-
тези. Згідно наведеного прикладу, помилка першого типу матиме місце за умови
засудження невинної особи.
Помилка другого типу має місце за умови невідхилення помилкової нульової
гіпотези, або виправдання винного відповідача.
У системі правосуддя засудження невинної особи (помилка першого типу) вва-
жається більш серйозною. Як наслідок, система встановлює, що ймовірність прису-
тності помилки першого типу повинна бути як можна меншою. Це забезпечується
тим, що обов’язок доведення вини покладається на звинувачення (звинувачення
ЕКОНОМІКО-МАТЕМАТИЧНІ МЕТОДИ272
зобов’язане довести вину, захист не повинен доводити нічого) та інструкціями, які
судді дають присяжним визнавати відповідача винним тільки якщо «доказ перева-
жає розумний сумнів». За відсутності достатніх доказів, присяжні мають винести
вердикт виправдання, навіть якщо можуть бути деякі докази вини. Як наслідок та-
ких заходів, ймовірність виправдання винних людей досить велика.
Перевірку статистичної гіпотези можна здійснити лише з використанням даних
вибірки. Для цього слід обрати деяку випадкову статистичну характеристику (вибі-
ркову функцію), точний або наближений розподіл якої відомий, і за допомогою цієї
характеристики здійснити перевірку основної нульової гіпотези.
Як правило, розглядають:
1) перевірки достовірності гіпотез про значення середньої генеральної сукупно-
сті, якщо дисперсія генеральної сукупності відома (невідома);
2) перевірка гіпотези про значення ймовірності (частки ознаки) в генеральній
сукупності;
3) порівняння дисперсій двох нормально розподілених сукупностей;
4) перевірка гіпотези про порівняння виправленої вибіркової дисперсії з гіпоте-
тичним значенням дисперсій генеральної сукупності, розподіленої за нормальним
законом;
5) перевірка гіпотези про порівняння середніх двох генеральних сукупностей
тощо.
Весь сенс перевірки гіпотези полягає в тому, щоб зрозуміти, наскільки великим
є ризик отримання висновку про відхилення нульової гіпотези тимчасом, коли вона
дійсно є вірною. Оскільки для висновку за результатами перевірки гіпотези вико-
ристовується вибірка, ми повинні прийняти до уваги, що присутня помилка вибір-
ки. Тоді виникає питання: з якою граничною величиною похибки ми бажаємо ство-
рити аналіз, з тим, щоб визначити, чи є відхилення між значенням середньої,
отримане за результатами вибірки та припущеним нульовою гіпотезою значенням
середньої значущим, чи це лише наслідок помилки вибірки? Це питання, на яке дає
відповідь вибір рівня значущості.
Аналітик самостійно може обирати рівень значущості для випробування. Але
потрібно розуміти, що обираючи 1-відсотковим рівень значущості, в результаті пе-
ревірки нульової гіпотези рівно 1 % усіх можливих спостережень призведуть до її
відхилення. Наприклад, із 100 обчислених за вибірковими даними спостережува-
них значень критерію рівно 99 будуть сприяти невідхиленню нульової гіпотези, і
лише 1 сприяти її відхиленню. Отже, якщо нульова гіпотеза відхиляється навіть на
цьому рівні значущості, то статистичні докази за відхилення нульової гіпотези
вважаються достатньо вагомими.
Аналогічно, для 10-тивідсоткового рівня значущості, 10 із 100 обчислених спо-
стережуваних значень критерію будуть підтверджувати, що нульова гіпотеза є хиб-
ною, тимчасом, як рівно 90 інших спостережуваних значень критерію будуть сприя-
ти невідхиленню нульової гіпотези.
Після завершення перевірки нульової гіпотези, аналітик має впевнитися, щоб
результати перевірки мали економічний сенс. Незалежно від відхилення або невід-
хилення нульової гіпотези за результатами її статистичної перевірки, якщо отрима-
ні висновки не мають економічного сенсу, то аналітику може знадобитися прове-
дення додаткових випробувань, можливо вже з іншою нульовою гіпотезою.
Необхідність перевірки гіпотези про порівняння двох дисперсій виникає досить
часто, оскільки дисперсія характеризує такі важливі показники, як точність прила-
дів технологічних вимірювань,точність методів досліджень, ризик інвестицій тощо.
Зрозуміло, що найбільшу точність технологічних вимірювань має той прилад, який
забезпечує найменше розсіювання результатів вимірювань, тобто має найменшу
дисперсію.
Важливе практичне значення має порівняння середніх двох сукупностей. Часто
середні результати однієї серії експериментів відрізняються від іншої. Виникає за-
питання, чи можливо пояснити різницю середніх випадковими помилками експе-
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рименту, чи різниця в середніх значеннях викликана деякими закономірностями? В
промисловості задача порівняння середніх часто виникає при вибірковому контролі
якості однакових виробів, що виготовлені на різних підприємствах, або на одному
підприємстві при різних технологічних режимах, у фінансовому аналізі — при по-
рівнянні рівня доходності різних активів тощо.
Слід зазначити, що важливим є встановлення теоретичного закону розподілу:
перевірка гіпотези щодо припущеного закону невідомого розподілу в генеральній
сукупності. Для розв’язання цієї задачі потрібно визначити вид і параметри закону
розподілу. Припущення про вид закону розподілу висувається на підставі деяких
формальних властивостей статистичного розподілу: графічного зображення емпі-
ричного розподілу (гістограми частот або полігону вибірки); виконання умов
центральної граничної теореми (це свідчить про нормальний закон розподілу випа-
дкової величини); bbx σ= - це ознака показникового розподілу; якщо 0=sA  і 0=sE  —
це свідчить про нормальний закон розподілу.
Параметри розподілу, як правило, невідомі, тому їх замінюють найкращими їх-
німи оцінками за вибіркою. Як би добре не був підібраний теоретичний закон роз-
поділу, між теоретичним і емпіричним законами можливі розбіжності. Закономір-
но, що виникає питання: ці розбіжності пояснюються тільки випадковими обста-
винами, що пов’язані з обмеженою кількістю спостережень, чи вони є суттєвими і
пов’язані з тим, що невдало підібрано теоретичний закон. Щоб розв’язати цю зада-
чу про перевірку правильності вибору виду розподілу, погодженості дійсного тео-
ретичного розподілу з емпіричним, застосовують спеціально підібрану випадкову
величину — так званий критерій згоди.
Існують різні критерії, які не потребують знати значення параметрів генераль-
ної сукупності. Вони називаються непараметричними критеріями. Основна пере-
вага непараметричних критеріїв полягає в тому, що вони не вимагають виконання
припущення про те, що вибірка витягнута з нормально розподіленої сукупності.
Крім того, вони простіші в розрахунках, легше інтерпретуються і підходять до
широкого кола розподілів генеральної сукупності. Недолік їх полягає в тому, що
вони не використовують всю інформацію і менш ефективні, ніж параметричні,
тобто непараметричні критерії в порівнянні з параметричними мають трохи мен-
шу потужність, але цей недолік компенсується простішою побудовою вибіркових
статистичних.
Отже, параметричні критерії ефективніші в порівнянні з непараметричними, од-
нак їх можна використовувати для сукупностей, які розподілені за нормальним або
близьким до нормального законом. Непараметричні ж критерії використовують при
будь-якій формі розподілу. Такими критеріями є: критерій К. Пірсона, О. М. Кол-
могорова, Б. С. Ястремського, М. В. Смирнова, В. І. Романовського та ін. Найпо-
ширенішим з усіх названих критеріїв (і найпотужнішим) є критерій Пірсона. Він
забезпечує мінімальну ймовірність похибки другого роду у порівнянні з іншими
критеріями згоди.
Висновки з проведеного дослідження. Отже, сучасна економічна наука не може
існувати без математичних і статистичних методів, застосування яких в економіці
дає змогу будувати економіко-математичні моделі, оцінювати їхні параметри та пе-
ревіряти твердження (гіпотези) про властивості економічних характеристик і фор-
ми їх взаємозв’язку.
На підставі наведеного аналізу та високих вимог, які висуває держава до квалі-
фікації фахівців економічного профілю, вважаємо, що важливим є введення до на-
вчальних планів і програм КНЕУ курсу «Застосування методів математичної стати-
стики до аналізу економічних даних» у розширеному вигляді для оволодіння
студентами, аспірантами основами теорії й практики вибіркових обстежень, пере-
вірки статистичних гіпотез, методами регресійного аналізу.
Автори статті планують продовжити розкривати розпочату тему дослідження у
подальших статтях. Саме вимоги ринку і освітніх послуг в умовах Болонського
процесу потребують нових підходів до розробки освітніх програм і курсів.
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МОДЕЛЬ ТА ГЕНЕТИЧНИЙ АЛГОРИТМ ВИЗНАЧЕННЯ ОПТИМАЛЬНИХ
ТРАНСПОРТНИХ МАРШРУТІВ ДЛЯ ПОРТОВИХ ОПЕРАТОРІВ
У статті розглянуто сукупність методів, що можуть бути використані при розв’язанні
оптимізаційних задач, зокрема, задачі визначення оптимальних транспортних марш-
рутів для портового оператора, встановлено неефективність використання методів,
що засновані на знаходженні глобального оптимального максимуму, розроблена ма-
тематична модель визначення оптимальних транспортних маршрутів портового опе-
ратора та запропонована структура генетичного алгоритму, що використовує розроб-
лену математичну модель як фітнес-функцію при визначенні прийнятності знайдених
рішень.
В статье рассмотрена совокупность методов, что могут быть использованы при реше-
нии оптимизационных задач, в частности, задачи определения оптимальных транс-
портных маршрутов портового оператора, установлена неэффективность использо-
вания методов, основанных на нахождении глобального оптимального максимума,
разработана математическая модель определения оптимальных транспортных мар-
шрутов для портового оператора и предложена структура генетического алгоритма,
который использует разработанную математическую модель как фитнес-функцию
при определении приемлемости найденных решений.
The article outlines the set of methods that could be used for solving the optimization
tasks, in particular, tasks of finding optimal transport routes of port operator, the ineffi-
ciency of methods that are based on finding global optimal maximum has been determined,
the mathematical model of defining optimal transport routes of port operator has been de-
veloped, the structure of the genetic algorithm that uses developed mathematical model as
fitness-function for determining the acceptance of found solution has been offered.
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