Abstract-Databases available from many industrial or research fields are often imperfect. In particular, they are most of the time incomplete in the sense that some of the values are missing. When facing this kind of imperfect data, two techniques can be investigated: either using only the available information or estimating the missing values. In this paper we propose an estimation-based approach for sequence mining. This approach considers partial inclusion of an item within a record using fuzzy sets. Experiments run on various synthetic datasets show the feasibility and validity of our proposal as well in terms of quality as in terms of the robustness to the rate of missing values.
I. INTRODUCTION
The widening of data mining applications has confronted researchers with new issues. For instance databases available from most of industrial or biological areas are often imperfect. In particular, they are most of the time incomplete in the sense that some of the values are missing. When such data are mined they are normaly pre-processed depending on the mining approach that is used. Some data mining techniques are robust to missing values and do not require specific preprocessing. But most of the time incomplete data are deleted or replaced by a statistical value. However this leads either to a loss of information or to biased knowledge. To avoid such pre-processing data mining algorithms should be adapted to mine incomplete databases. Two techniques can then be investigated: either using only the available information or estimating the missing values.
In this paper, we focus on a specific data mining approach, sequential pattern mining, and on a specific kind of databases: the mined datasets are sets of time-stamped records. Each of them is constituted of a set of values.
Existing sequential patterns methods only allow the analysis of complete data, without considering incomplete records, random missing values. This approach is instigated by an association rule mining method within incomplete databases [1] , [2] and by a technique often used in machine learning or statistics: assessing missing value with respect to the values in the database. This principle consists in using available information, with a certain likelihood. Thus the whole dataset is used to discover the patterns, while taking into account uncertainty due to incomplete data. We give here a new definition for sequential pattern mining, thus proposing to discover approximate maximal frequent sequences within incomplete time-stamped databases. For this reason, we adapted the concepts linked to sequential pattern discovery. Then we implemented the ApSPoID algorithm using a sequential pattern mining algorithm, PSP [3] . This algorithm was tested on synthetic datasets to show the validity of our approach.
The remainder of the paper is organized as follows. Section II introduces the methods for association rule mining in the presence of missing values, and the concepts linked to sequential pattern discovery. Section III details our approach to mine for approximate sequential patterns within incomplete data, and we describe our algorithm in Section IV. Section V is then dedicated to experiments that show the validity of our approach. Finally, we conclude in section VI with a discussion on further work opened by this proposal.
II. ABOUT SEQUENTIAL PATTERNS AND INCOMPLETENESS
Sequential patterns are often introduced as an extension of association rules, initially proposed in [4] . They highlight correlations between database records as well as their temporal relationship. But these algorithms do not mine incomplete records contained in the database: these missing values must be removed either by deletion or replacement. This step is often time-consuming and quality of results depends on this preprocessing. In order to reduce the preprocessing due to missing values and to improve the sequential pattern quality, we propose a method for sequential pattern mining within incomplete databases. This method is based on association rule mining approaches. In this section we first define the concepts linked to sequential pattern mining, then we detail our motivations before introducing techniques that allow association rule mining handling missing values.
A. Sequential Patterns
Sequential patterns are based on the idea of maximal frequent sequences. Let R be a set of objects records where each record R consists of three information elements: an object-id, a record timestamp and a set of attributes/items in the record. Let I {i1, i2, ..., im} be a set of items or attributes. An itemset is a non-empty set of attributes 'k, denoted by (i1i2 .. . ik).
It is a non-ordered representation. A sequence s is a nonempty ordered list of itemsets sp, denoted by < s1s2...Sp >.
A n-sequence is a sequence of n items (or of size n).
Example 1: Let us consider an example of market basket analysis. The object is a customer, and records are the transactions made by this customer. Timestamps are the date of transactions. If a customer purchases products e, a, k, u, and f according to the sequence s =< (e) (a k) (u) (f) >, then all items of the sequence were bought separately, except products a and k which were purchased at the same time. In this example, s is a 5-sequence.
One sequence S =< si 82...Sp > is a subsequence of another one S' =< s' s' . . .s' > if there are integers 11 < l2 < ... < lp such that si C s, s2 C s2, ...,s C s.
Example 2: The sequences' = <(a) (f)> is a subsequence of s because (a) C (a k) and (f) C (f). However, <(a) (k)> is not a subsequence of s.
All records from the same object o are grouped together and sorted in increasing order of their timestamp. They are called a data sequence. An object supports a sequence s if it is included within the data sequence of this object (s is a subsequence of the data sequence). The frequency of a sequence (freq(s)) is defined as the percentage of objects supporting s in the whole set of objects 0. In order to decide whether a sequence is frequent or not, a minimum frequency value (minFreq) is specified by the user and the sequence is said to be frequent if the condition freq(s) > minFreq holds. A sequence that may be frequent is a candidate sequence. Given a database of object records, the problem of sequential pattern mining amounts to find all maximal sequences of which the frequency is greater than a specified threshold (minFreq) [5] . Each of these sequences represents a sequential pattern, also called a maximal frequent sequence.
Several extensions were proposed to handle numerical and quantitative values [6] or to generalize sequential patterns with respect to various temporal parameters (time-interval between events of a sequence, grouping several records into a single itemset...) [7] , [8] the suppression of missing values. After preprocessing, the database within which sequential patterns are mined is given Table III . Resulting patterns for minFreq = 50% are: <(a b)(c)(c)> and <(a)(c)(b)>. Note that only a short part of the database is used to discover information and only part of frequent patterns and frequent items of the complete dataset are found. In particular, item d is not frequent in the incomplete database. Therefore using the whole dataset without deleting part of it appears essential.
C. Association Rules and Missing Values
Some works were proposed to discover association rules within incomplete databases. The algorithm RAR proposed by [9] allow the user to consider incomplete data while association rule mining within incomplete relational databases, thanks to partial and temporary omission of such incomplete records. The whole database is not used to discover each rule but to generate the whole set of rules. This technique adapted to sequence mining in [10] with the algorithm SPoID gives interesting results. However, this approach requires the specification of a minimum significancy threshold and experiments show that if this threshold is not the optimal value, the method does not discover all the frequent patterns or too many parasitic patterns.
Therefore we develop a new approach, instigated by the proposals of [1] , [2] . These methods implement assessment systems based on probabilistic distributions. With this approach one missing value can represent various values while mining for association rules. In order to consider those assessments, the notion of support (percentage of records in database that include the rule items) and thus confidence (probability for a record to contain the right part of the rule knowing it contains the left part) were reformulated.
From this principle we now redefine the definitions linked to sequential pattern mining previously detailed.
III. APSPoID: DEALING WITH INCOMPLETENESS
In this section, we introduce the necessary definitions for dealing with missing values. These definitions are the one used in our algorithm to mine incomplete sequence databases for sequential patterns.
A. Approximate Sequential Patterns for Incomplete Databases
As deleting incomplete records leads to an important loss of information, we adapted an association rule mining approach, robust to missing values. In this section, we describe our method ApSPoID, based on the -AR principles [1] .
The main idea of our approach, as the one of the -AR method lies on the estimation of the value for unfilled items. While -AR computes the frequency of an incomplete itemset taking into account the probability of each likely value of a missing value, we propose here to use this estimation for the frequency computation of sequences.
Thus, while computing the item frequency of a sequence, for each missing value, several likely value may be checked. Each one of these possibilities is associated to a degree giving the likely appearance level. The support definition given in Section II is adapted in order to include this inclusion degree of the item. Then inclusion of an item in an itemset is weighted by the certainty degree of its presence: if the item is in the itemset, the appearance level is equal to 1; if the item is not in the itemset and this itemset does not contain missing value, the appearance level is nul; else, the appearance level of item i in the record r is in ]0, 1[. It is denoted by Jr(i)
The frequency of an itemset I is the average appearance level of the itemset for all the objects o in the dataset. For each of them, the best occurrence is kept (i.e. the one being the most certain). The frequency is then computed by the formula (1):
where T and I are the t-norm and t-conorm operators generalized to n-ary cases.
The frequency of a sequence S is the average appearance rate of the sequence for all the objects in the database. It is defined as the ratio of the sum of the best appearance level of the sequence for all the data sequences over the total number of data sequences:
where L(S, o) is the appearance level of S in the data sequence of the object o.
The appearance level of a sequence S for an object o corresponds to the best inclusion rate of the sequence S in the data sequence of o. This appearance level is computed by the ordered agregation of the itemset inclusion rate in the order of appearance in sequence S = < si... si...Sk >. It is given by the formula (3): L(S, o) =r LroOrdAg<sl s.s>(TjcsjIr(j)) (3) B. Choosing Operators Several operators could be used to agregate the item inclusion rates of an itemset or the itemset inclusion rate for a sequence. The method proposed by [1] uses the average agregation for item inclusion rates. However we consider that this type of agregation can hide a low appearance level of several items in a record if the other ones are certain. Therefore we propose to use a t-norm operator for this computation. More especially we will implement our approach with the min operator for its idempotency property [6] .
Regarding the ordered agregation, we propose to use the average agregation, each itemset having the same "interest" in the sequence. Uncertainty is indeed already taken into account by the use of the t-norm. It is then not necessary to consider it a second time at the sequence level.
C. Computing the Appearance Level
First step of our method consits in determining each possible value for missing values and the certainty degree of each one.
An aproximation of incomplete record composition should be determined. To do so, the dataset is scanned to compute appearance rate of each item. As the database is incomplete, the appearance rate is computed as the frequency with respect to the number of records using the disabling technique of RAR [9] . This computation results in the frequency distribution that will give the appearance level of an item in a record. This value distribution is here computed with respect to the appearance within a record, but it could be computed with respect to the appearance within data sequences or only considering complete records.
Thus, parsing the database for a candidate sequence, when an itemset is found complete in a record, its appearance level is 1. When it is partially found in an incomplete record, the frequency distribution is used to determine the appearance level of the missing part of the itemset.
We present some experiment results that show the consequences of choosing one distribution or another on discovered patterns.
Beside, we are now considering to compute a lower and an upper bound on the frequency, using a possibility and a necessity distribution and the same algorithmic principles.
D. Example
Consider the incomplete database given by Table II . minSup is equal to 50%.
First, the appearance rate distribution is computed. We use the formula given by [9] Frecq(i) {r C R/u C re ,R~{r C Rjr.is1ncomplete(i)} For i = a : 3/(9-5) = 0.75. Then it is searched in the remainder of the data sequence. If the sequence is found, its appearance level is computed by an average agregation. If it is found several times, the best appearance level is kept. Once the whole database is parsed, the sum of appearance level is divided by the number of objects in database. Then all the candidate sequences having a frequency lower than minFreq are pruned.
The temporal complexity of this algorithm is the same as the one of the algorithm TotallyFuzzy presented by [6] . We use the same kind of optimizations to reduce the number of database scans. The path structure described for TotallyFuzzy keeps in memory the most certain occurrence of a sequence and each possible start while scanning the database. These experiments were carried out on a PC -Linux 2.6.7 OS, CPU 2.8 GHz with 512 MB of memory. The algorithm was implemented in Java on the PSP principle. In particular, the Prefix-Tree structure was used to store the candidate and frequent sequences. We used synthetic datasets randomly generated by a normal distribution. Then some items were randomly replaced by missing values. Sequential patterns were extracted from the complete database and from the preprocessed incomplete ones (i.e. incomplete databases in which incomplete records have been deleted). Then those patterns are compared to the one discovered by our algorithm ApSPoID. Results detailed here were obtained from several synthetic datasets containing around 2000 sequences of 20 transactions in average. Each transaction contains around 10 items chosen among 100.
Our analysis is based on the several counting: the total number of sequential patterns discovered by ApSPoID, the number of sequential patterns discovered by ApSPoID, that are discovered in the complete database, the number of wrong sequential patterns discovered by ApSPoID (that groups together the patterns that are not discovered in the complete database and the one not found by ApSPoID but should be). Table V sums up these notations.   TABLE V  NOTATIONS FOR THE DIFFERENT KINDS OF PATTERNS. 3 # sequential patterns discovered by ApSPoID, also contained in the complete dataset d # different sequential patterns 0 # sequential patterns discovered by ApSPoID in the incomplete database T # sequential patterns discovered in the complete dataset A. ApSPoID vs. SPoID
The following figures (l(a), l(b), 2(a)) give a comparison between patterns discovered by ApSPoID and those discovered by PSP after pre-processing (deletion of incomplete data) and also those discovered by SPoID ([10] , an existing approach for mining incomplete datasets based on the RAR approach [9] ).
First, Figure l(a) shows the evolution of the ratio /31T. ApSPoID and SPoID have similar behaviors regarding the number of right discovered patterns. More especially, ApSPoID gives better results fronm 40% to 70% of incompleteness. On this interval, the results of SPoID are less interesting than those obtained on the range 10 to 20%, where SPoID discovers all the patterns of te complete database. It can also be noted that wathever the percentage of incompleteness, the pre-processing method is not powerful.
Then figures l(b) and 2(a) show a comparison of parasitic and missing patterns. Figure l(b) presents the proportion of right patterns with respect to discovered patterns, according to the incompleteness percentage. This ratio is considered as good when it is close to 1 (each discovered patterns is also discovered in the complete database). However, these results should be compared to Figure l(a) . All the extracted patterns may indeed correspond to the complete database but an important amount of them may be missing. In our experiments, it is the case of PSP with pre-processing.
Note that ApSPoID results are better than those of SPoID from 40% of incompleteness. At this rate ApSPoID indeed discovers 90% of the patterns found in the complete database and those patterns represent around 60% of discovered patterns. Furthermore, when the database contains 50% of missing values, ApSPoID discovers 80% of the sequential patterns of the complete database and those patterns represent 70% of discovered patterns while SPoID only finds 70% of the complete database patterns, only representing 40% of discovered patterns. shows the evolution of /131. It shows that from 35% of incompleteness, the proportion of right patterns according to the different ones is clearly more important for ApSPoID than for SPoID. Moreover, the number of right patterns is still higher than the part of different patterns (this ratio should remain greater than 1), on the contrary to SPoID, of which results are good until 30% of incompleteness.
B. Choosing a distribution
We analyse the behavior of ApSPoID according to the frequency distribution for incomplete records. We show that it has an impact on obtained results. We here present a comparison of ApSPoID performances used with two different distributions. One distribution is computed using the RAR algorithm (as in example, Section IV). It is used by ApSPoID -Dist 1 on Fig. 3 . A second distribution is found by considering the whole set of records to compute the frequency. It is used by ApSPoID -Dist 2 on Fig. 3 . While the first distribution is rather optimistic (each missing value is ignored for computing the distribution), the second one is more pessimistic (each missing value is considered as different from the item of which the frequency is computed). Choosing one or the other has an impact on the final results. Fig. 2(b) shows that the second distribution does not allow ApSPoID to find the patterns of the complete database from 40% of incompleteness, whereas ApSPoID with the optimistic distribution finds an important amount of patterns until 60% of incompleteness. On the other hand, Fig. 3(a) shows that ApSPoID with the second distribution discovers less parasitic patterns. From Fig. 3(b) we can conclude that the pessimistic distribution gives better results than the optimistic one until 40% of incompleteness. On the range 20 to 40% of incomplete data, results obtained by ApSPoID with the second distribution are similar to those of SPoID. Thus, choosing a distribution more or less optimistic determines which quantity of sequential patterns found in the complete database will be retrieved by ApSPoID, but also the amount of parasitic patterns. A trade-off should then be made between the percentage of right patterns found and the percentage of parasitic patterns. These experiments show that globally, ApSPoID is more reliable than SPoID from 30% of missing values and that these results are interesting until 60% of incomplete data. On the other hand patterns discovered by ApSPoID -Dist 1 include 80 to 90% of patterns contained in the complete database for an incompleteness rate between 10 to 40%. These results are almost as good as those of SPoID. However, using ApSPoID does not require to specify other parameter than minFreq. Its use is then easier than the use of SPoID. Furthermore, results obtained by ApSPoID could be improved by refining the frequency distribution at each iteration, considering more and more precisely the whole records. Lastly, regarding the comparison of runtime, ApSPoID behaves similarly to SPoID.
VI. CONCLUSION AND FURTHER WORK
Sequential pattern discovery is an interesting data mining method while learning knowledge from large time-stamped databases, such as industrial process databases. But this kind of databases often contains missing values. However there is only one mining technique for discovering frequent sequences from incomplete databases. Therefore in this paper we proposed to adapt the original definitions related to sequential pattern mining in order to handle random incompleteness in data sequences. These new definitions enable the user to manage missing values directly during the mining task, then avoiding an heavy preprocessing step. Our method and algorithm ApSPoID has been implemented and tested on synthetic datasets. We have thus shown the robustness of our approach until an incompleteness rate around 50%, while the existing approaches give erroneous results since 10% of missing values. We now work on extending this approach to handle other types of missing values such as not categorical missing values, for instance. We also work on detecting the different kind of incomplete information. Otherwise it seems necessary to detect the attributes that should not be considered as incomplete but not existing. Lastly noise is also a common imperfection in real-life databases. It could then be interesting to consider it in a further work.
