In this paper, we study the problem of recovering sparse or compressible signals from uniformly quantized measurements. We present a new class of convex optimization programs, or decoders, coined Basis Pursuit DeQuantizer of moment p (BPDQ p ), that model the quantization distortion more faithfully than the commonly used Basis Pursuit DeNoise (BPDN) program. Our decoders proceed by minimizing the sparsity of the signal to be reconstructed subject to a data-fidelity constraint expressed in the`p-norm of the residual error for 2 p 1.
I. INTRODUCTION
T HE THEORY of Compressed Sensing (CS) [2] , [3] aims at reconstructing sparse or compressible signals from a small number of linear measurements compared to the dimensionality of the signal space. In short, the signal reconstruction is possible if the underlying sensing matrix is well behaved, i.e., if it respects a Restricted Isometry Property (RIP) saying roughly that any small subset of its columns is "close" to an orthogonal basis. The signal recovery is then obtained using nonlinear techniques based on convex optimization promoting signal sparsity, such as the Basis Pursuit program [3] . What makes CS more than merely an interesting theoretical concept is that some classes of randomly generated matrices (e.g., Gaussian, Bernoulli, partial Fourier ensemble, etc.) satisfy the RIP with overwhelming probability. This happens as soon as their number of rows, i.e., the number of CS measurements, is higher than a few multiples of the assumed signal sparsity.
In a realistic acquisition system, quantization of these measurements is a natural process that Compressed Sensing theory has to handle conveniently. One commonly used technique is to simply treat the quantization distortion as Gaussian noise, which leads to reconstruction based on solving the Basis Pursuit DeNoising (BPDN) program (either in its constrained or augmented Lagrangian forms) [4] . While this approach can give acceptable results, it is theoretically unsatisfactory as the measurement error created by quantization is highly non-Gaussian, being essentially uniform and bounded by the quantization bin width.
An appealing requirement for the design of better reconstruction methods is the Quantization Consistency (QC) constraint, i.e., that the requantized measurements of the reconstructed signal equal the original quantized measurements. This idea, in some form, has appeared previously in the literature. Near the beginning of the development of CS theory, Candès et al. mentioned that the -norm of BPDN should be replaced by the -norm to handle more naturally the quantization distortion of the measurements [4] . More recently, in [5] , the extreme case of 1-bit CS is studied, i.e., when only the signs of the measurements are sent to the decoder. Authors tackle the reconstruction problem by adding a sign consistency constraint in a modified BPDN program working on the sphere of unit-norm signals. In [6] , an adaptation of both BPDN and the Subspace Pursuit integrates an explicit QC constraint. In [7] , a model integrating additional Gaussian noise on the measurements before their quantization is analyzed and solved with a -regularized maximum likelihood program. However, in spite of interesting experimental results, no theoretical guarantees are given about the approximation error reached by these solutions. The QC constraint has also been used previously for image and signal processing outside of the CS field. Examples include oversampled Analog to Digital Converters (ADC) [8] , and in image restoration problems [9] , [10] .
In this paper, we propose a new class of convex optimization programs, or decoders, coined the Basis Pursuit DeQuantizer of moment (BPDQ ) that model the quantization distortion more faithfully. These proceed by minimizing the sparsity of the reconstructed signal (expressed in the -norm) subject to a particular data-fidelity constraint. This constraint imposes that the difference between the original and the reproduced measurements have bounded -norm, for . As approaches infinity, this fidelity term reproduces the QC constraint as promoted initially in [4] . However, our idea is to study, given a certain sparsity level and in function of the number of measurements available, which moment provides the best reconstruction result.
Our overall result, which surprisingly does not favor , may be expressed by the principle: Given a certain sparsity level, if the number of measurements is higher than a minimal value growing with , i.e., in oversampled situations, by using instead of the reconstruction error due to quantization can be reduced by a factor of . At first glance, it could seem counterintuitive to oversample the "compressive sensing" of a signal. After all, many results in Compressed Sensing seek to limit the number of measurements required to encode a signal, while guaranteeing exact reconstruction with high probability. However, as analyzed for instance in [11] , this way of thinking avoids to considering the actual amount of information needed to describe the measurement vector. In the case of noiseless observations of a sparse signal, Compressed Sensing guarantees perfect reconstruction only for real-valued measurements, i.e., for an infinite number of bits per measurements.
From a rate-distortion perspective, the analysis shown in [12] , [13] demonstrates also that CS is suboptimal compared to transform coding. Under that point of view, the best CS encoding strategy is to use all the available bit-rate to obtain as few CS measurements as possible and quantize them as finely as possible.
However, in many practical situations the quantization bitdepth per measurement is predetermined by the hardware, e.g., for real sensors embedding CS and a fixed A/D conversion of the measurements. In that case, the only way to improve the reconstruction quality is to gather more measurements, i.e., to oversample the signal 1 . This does not degrade one of the main interests of Compressed Sensing, i.e., providing highly informative linear signal measurements at a very low computation cost.
The paper is structured as follows. In Section II, we review the principles of Compressed Sensing and previous approaches for accommodating the problem of measurement quantization. Section III introduces the decoders. Their stability, i.e., the instance optimality, is deduced using an extended version of the Restricted Isometry Property involving the -norm. In Section IV, Standard Gaussian Random matrices, i.e., whose entries are independent and identically distributed (iid) standard Gaussian, are shown to satisfy this property with high probability for a sufficiently large number of measurements. Section V explains the key result of this paper; that the approximation error of scales inversely with . Section VI describes the convex optimization framework adopted to solve the programs. Finally, Section VII provides experimental validation of the theoretical power of on 1-D signals and on an image reconstruction example.
II. COMPRESSED SENSING AND QUANTIZATION OF MEASUREMENTS
In Compressed Sensing (CS) theory [2] , [3] , the signal to be acquired and subsequently reconstructed is typically assumed to be sparse or compressible in an orthogonal 2 basis (e.g., wavelet basis, Fourier, etc.). In other words, the best -term approximation of in gives an exact (for the sparse case) or accurate (for the compressible case) representation of even for small . For simplicity, only the canonical basis will be considered here. At the acquisition stage, is encoded by linear measurements (with ) provided by a sensing matrix , i.e., all known information about is contained in the measurements , where are the rows of .
In this paper, we are interested in a particular nonideal sensing model. Indeed, as measurement of continuous signals by digital devices always involves some form of quantization, in practice devices based on CS encoding must be able to accommodate the distortions in the linear measurements created by quantization. Therefore, we adopt the noiseless and uniformly quantized sensing (or coding) model: (1) where is the quantized measurement vector, is the uniform quantization operator in of bin width , and is the quantization distortion.
The model (1) is a realistic description of systems where the quantization distortion dominates other secondary noise sources (e.g., thermal noise), an assumption valid for many electronic measurement devices including ADC. In this paper we restrict our study to using this extremely simple uniform quantization model, in order to concentrate on the interaction with the CS theory. For instance, this quantization scenario does not take into account the possible saturation of the quantizer happening when the value to be digitized is outside the operating range of the quantizer, this range being determined by the number of bits available. For Compressed Sensing, this effect has been studied recently in [16] . Authors obtained better reconstruction methods by either imposing to reproduce saturated measurements (Saturation Consistency) or by discarding these thanks to the "democratic" property of most of the random sensing matrices. Their work however does not integrate the Quantization Consistency for all the unsaturated measurements. The study of more realistic nonuniform quantization is also deferred as a question for future research.
In much previous work in CS, the reconstruction of from is obtained by treating the quantization distortion as a noise of bounded power (i.e., -norm)
. In this case, a robust reconstruction of the signal from corrupted measurements is provided by the Basis Pursuit DeNoise (BPDN) program (or decoder) [17] :
( ) This convex optimization program can be solved numerically by methods like Second Order Cone Programming or by monotone operator splitting methods [18] , [19] described in Section VI. Notice that the noiseless situation leads to the Basis Pursuit (BP) program, which may also be solved by Linear Programming [20] .
An important condition for BPDN to provide a good reconstruction is the feasibility of the initial signal , i.e., we must chose in the (fidelity) constraint of BPDN such that . In [17] , an estimator of for is obtained by considering as a random vector distributed uniformly over the quantization bins, i.e., . An easy computation shows then that with probability higher than for a certain constant (by the Chernoff-Hoeffding bound [21] ), where Therefore, CS usually handles quantization distortion by setting , typically for . When the feasibility is satisfied, the stability of BPDN is guaranteed if the sensing matrix satisfies one instance of the following property:
satisfies the (extended) Restricted Isometry Property (RIP ) (with ) of order and radius , if there exists a constant such that (2) for all -sparse signals . In other words, , as a mapping from to , acts as a (scaled) isometry on -sparse signals of . This definition is more general than the common RIP [22] . This latter, which ensures the stability of BPDN (see Theorem 1), corresponds to in (2) . The original definition considers also normalized matrices having unit-norm columns (in expectation) so that is absorbed in the normalizing constant.
We prefer to use this extended RIP since, as it will become clear in Section V, the case and provides us the interesting embedding (2) for measurement vectors corrupted by generalized Gaussian and uniform noises. As explained below, this definition includes also other RIP generalizations [26] , [28] .
We note that there are several examples already described in the literature of classes of matrices which satisfy the RIP for specific values of and . For instance, for , a matrix with each of its entries drawn independently from a (sub) Gaussian random variable satisfies this property with an overwhelming probability if for some value independent of the involved dimensions [23] - [25] . This is the case of Standard Gaussian Random (SGR) matrices whose entries are i.i.d.
, and of the Bernoulli matrices with with equal probability, both cases having [23] . Other random constructions satisfying the RIP are known (e.g., partial Fourier ensemble) [2] , [17] . For the case , it is proved in [26] , [27] that sparse matrices obtained from an adjacency matrix of a high-quality unbalanced expander graph are RIP (with ). In the context of nonconvex signal reconstruction, the authors in [28] show also that Gaussian random matrices satisfy the Restricted -Isometry, i.e., for and appropriate redefinition of . The following theorem expresses the announced stability result, i.e., the instance optimality 3 of BPDN, as a consequence of the .
Theorem 1 ([22]):
Let be a signal whose compressibility is measured by the decreasing of the -term -approximation error , for , and the best -term -approximation of . Let be a matrix of order and radius . Given a measurement vector corrupted by a noise with power , the solution obeys
for and . For instance, for and . Let us precise that the theorem condition on the RIP radius can be refined (like in [31] ). We know nevertheless from Davies and Gribonval [32] that -minimization will fail for at least one vector for . The room for improvement is then very small.
Using the BPDN decoder to account for quantization distortion is theoretically unsatisfying for several reasons. First, there is no guarantee that the BPDN solution respects the Quantization Consistency, i.e., ( ) which is not necessarily implied by the BPDN fidelity constraint. The failure of BPDN to respect QC suggests that it may not be taking advantage of all of the available information about the noise structure in the measurements. Second, from a Bayesian Maximum a Posteriori (MAP) standpoint, BPDN can be viewed as solving an ill-posed inverse problem where the -norm used in the fidelity term corresponds to the conditional log-likelihood associated to an additive white Gaussian noise. However, the quantization distortion is not Gaussian, but rather uniformly distributed. This motivates the need for a new kind of CS decoder that more faithfully models the quantization distortion.
III. BASIS PURSUIT DEQUANTIZER
The considerations of the previous section encourage the definition of a new class of optimization programs (or decoders) generalizing the fidelity term of the BPDN program.
Our approach is based on reconstructing a sparse approximation of from its measurements under the assumption that -norm of the noise is bounded, i.e., for some . We introduce the novel programs ( The fidelity constraint expressed in the -norm is now tuned to noises that follow a zero-mean Generalized Gaussian Distribution 4 (GGD) of shape parameter [30] , with the uniform noise case corresponding to . We dub this class of decoders Basis Pursuit DeQuantizer of moment (or ) since, for reasons that will become clear in Section V, their approximation error when is uniformly quantized has an interesting decreasing behavior when both the moment and the oversampling factor increase. Notice that the decoder corresponding to has been previously analyzed in [33] for Laplacian noise.
One of the main results of this paper concerns the instance optimality of the decoders, i.e., their stability when the signal to be recovered is compressible, and when the measurements are contaminated by noise of bounded -norm. In the following theorem, we show that such an optimality happens when the sensing matrix respects the (extended) Restricted Isometry Property for .
Theorem 2: Let be a signal with a -term -approximation error , for and the best -term -approximation of . Let be a matrix on sparse signals with constants , for and . Given a measurement vector corrupted by a noise with bounded -norm, i.e., , the solution of obeys for values , and
given in the proof of Lemma 2 (Appendix D).
As shown in Appendix E, this theorem follows from a generalization of the fundamental result proved by Candès [22] to the particular geometry of Banach spaces .
IV. EXAMPLE OF MATRICES
Interestingly, it turns out that SGR matrices also satisfy the with high probability provided that is sufficiently large compared to the sparsity of the signals to measure. This is made formal in the following Proposition, for which the proof 5 is given in Appendix A. 
with for and for is of order and radius with probability higher than . Moreover, the value is the expectation value of the -norm of a SGR vector . Roughly speaking, this proposition tells us that to generate a matrix that is with high probability, we need a number of measurements that grows polynomially in with an "order" for , while the limit case grows exponentially in . Notice that an asymptotic estimation of , i.e., for , can be found in [34] for . However, as presented in the following Lemma (proved in Appendix C), nonasymptotic bounds for can be expressed in terms of with and .
Lemma 1:
If is a SGR vector, then, for ,
In particular, as soon as for . For , there exists a such that . An interesting aspect of matrices respecting the is that they approximately preserve the decorrelation of sparse vectors of disjoint supports.
Lemma 2:
Let with and and , and . If is of order with constant , and of orders and with constants and , then (5) with and is given explicitly in Appendix D.
It is worth mentioning that the value behaves as for large , and as for . Therefore, this result may be seen as a generalization of the one proved in [22] (see Lemma 2.1) for with . As shown in Appendix D, this Lemma uses explicitly the 2-smoothness of the Banach spaces when [35] , [36] , in connection with the normalized duality mapping that plays a central role in the geometrical description of .
Lemma 2 is at the heart of the Proof of Theorem 2, which prevents the later from being valid for . This is related to the fact that the Banach space is not 2-smooth and no duality mapping exists. Therefore, any result for would require different tools than those developed here.
V.
AND QUANTIZATION ERROR REDUCTION Let us now observe the particular behavior of the decoders on quantized measurements of a sparse or compressible signal assuming that is known at the decoding step. In this Section, we consider that everywhere.
First, if we assume in the model (1) that the quantization distortion is uniformly distributed in each quantization bin, the simple Lemma below provides precise estimator for any -norm of .
Lemma 3:
If is a uniform random vector with , then, for ,
In addition, for any , while, . The proof is given in Appendix F. According to this result, we may set the -norm bound of the program to (7) so that, for , we know that is a feasible solution of the fidelity constraint with a probability exceeding . Second, Theorem 2 points out that, when is with , the approximation error of the decoders is the sum of two terms: one that expresses the compressibility error as measured by , and one, the noise error, proportional to the ratio . In particular, by Lemma 1, for respecting (4), a SGR sensing matrix of rows induces with a controlled probability (8) Combining (7) and the result of Lemma 1, we may bound the noise error for uniform quantization more precisely. Indeed, for , if with . In addition, using a variant of the Stirling formula found in [37] , we know that for . Therefore, we compute easily that, for with . Finally, by (7) , we see that (9) with , where we used the bound and the fact that if .
In summary, we can formulate the following principle.
Oversampling Principle: The noise error term in the instance optimality relation (8) in the case of uniform quantization of the measurements of a sparse or compressible signal is divided by in oversampled SGR sensing, i.e., when the oversampling factor is higher than a minimal value increasing with .
Interestingly, this follows the improvement achieved by adding a QC constraint in the decoding of oversampled ADC signal conversion [8] .
The oversampling principle requires some additional explanations. Taking a SGR matrix, by Proposition 1, if is the smallest number of measurements for which such a randomly generated matrix is of radius with a certain nonzero probability, taking allows one to generate a new random matrix with a smaller radius with the same probability of success.
Therefore, increasing the oversampling factor provides two effects. First, it enables one to hope for a matrix that is for high , providing the desired error division by . Second, as shown in Appendix B, since , oversampling gives a smaller hence counteracting the increase of in the factor of the values and . This decrease of also favors BPDN, but since the values and in (3) are also bounded from below this effect is limited. Consequently, as the number of measurements increases the improvement in reconstruction error for BPDN will saturate, while for the error will be divided by . From this result, it is very tempting to choose an extremely large value for in order to decrease the noise error term (8) . There are however two obstacles with this. First, the instance optimality result of Theorem 2 is not directly valid for . Second, and more significantly, the necessity of satisfying implies that we cannot take arbitrarily large in Proposition 1. Indeed, for a given oversampling factor , a SGR matrix can be only over a finite interval . This implies that for each particular reconstruction problem, there should be an optimal maximum value for . We will demonstrate this effect experimentally in Section VII.
We remark that the compressibility error is not significantly reduced by increasing when the number of measurements is large. This makes sense as the -norm appears only in the fidelity term of the decoders, and we know that in the case where the compressibility error remains in the BP decoder [22] . Finally, note that due to the embedding of the -norms, i.e., if , increasing until makes the fidelity term closer to the QC.
VI. NUMERICAL IMPLEMENTATION
This section is devoted to the description of the convex optimization tools needed to numerically solve the Basis Pursuit DeQuantizer program. While we generally utilize , the program is convex for . In fact, the efficient iterative procedure we describe will converge to to the global minimum of the program for all .
A. Proximal Optimization
The (and BPDN) decoders are special case of a general class of convex problems [18] , [38] ( ) where is seen as an Hilbert space equipped with the inner product . We denote by the domain of any . In , the functions are assumed (i) convex functions which are not infinite everywhere, i.e., , (ii) , and (iii) these functions are lower semi-continuous (lsc) meaning that for all . The class of functions satisfying these three properties is denoted . For , these two nondifferentiable functions are and if and otherwise, i.e., the indicator function of the closed convex set . It can be shown that the solutions of problem are characterized by the following fixed point equation: x solves if and only if (10) The operator is called the {resolvent op-erator} associated to the subdifferential operator is a positive scalar known as the proximal step size, and is the identity map on . We recall that the subdifferential of a function at is the set-valued map , where each element of is called a subgradient. The resolvent operator is actually identified with the proximity operator of , i.e., , introduced in [39] as a generalization of convex projection operator. It is defined as the unique solution for . If for some closed convex set , is equivalent to orthogonal projection onto . For is given by component-wise soft-thresholding of by threshold [18] . In addition, proximity operators of lsc convex functions exhibit nice properties with respect to translation, composition with frame operators, dilation, etc. [40] , [38] .
In problem with , the resolvent operator typically cannot be calculated in closedform. Monotone operator splitting methods do not attempt to evaluate this resolvent mapping directly, but instead perform a sequence of calculations involving separately the individual resolvent operators and . The latter are hopefully easier to evaluate, and this holds true for our functionals in . Since for , both and are nondifferentiable, we use a particular monotone operator splitting method known as the Douglas-Rachford (DR) splitting. It can be written as the following compact recursion formula [18] 
where for any operator for all is the component-wise soft-thresholding operator with threshold and is the orthogonal projection onto the tube . From [19] , one can show that the sequence converges to some point and is a solution of . In the next Section, we provide a way to compute efficiently.
B. Proximity Operator of the Fidelity Constraint
Each step of the DR iteration (11) requires computation of for . We present an iterative method to compute this projection for . Notice first that, defining the unit ball , we have with the affine operator . The proximity operator of a precomposition of a function with an affine operator can be computed from the proximity operator of . Indeed, let and the affine operator with . If is a tight frame of , i.e., for some , we have [40] , [18] . Moreover, for a general bounded matrix , we can use the following lemma.
Lemma 4 ([18]):
Let be a matrix with bounds such that and let be a sequence with . Define (12) If the matrix is a general frame of , i.e., , then
. In addition, and in (12) . More precisely, both and converge linearly and the best convergence rate is attained for with . Otherwise, if is just bounded (i.e., ), and if , apply (12) , and then and at the rate . In conclusion, computing may be reduced to applying the orthogonal projection by setting and inside the iterative method (12) with a number of iterations depending on the selected application (see Section VII).
For and , the projector has an explicit form. Indeed, if is outside the closed unit -ball in , then ; and for . Unfortunately, for no known closed-form for the projection exists. Instead, we describe an iterative method. Set and .
If
. For , the projection is the solution of the constrained minimization problem . Let be its Lagrange function (for ) (13) Without loss of generality, by symmetry, we may work in the positive 6 orthant and , since the point and its projection belong to the same orthant of , i.e., for all . As and are continuously differentiable, the Karush-Kuhn-Tucker system corresponding to (13) is (14) where the solution is nondegenerate by strict convexity in [41] , and the corresponding Lagrange multiplier. Let us write and as
The KKT system (14) is equivalent to , where the desired projection is then given by the first coordinates of . This defines a system of equations with unknowns that we can solved efficiently with the Newton method. This is the main strategy underlying sequential quadratic programming used to solve general-type constrained optimization problems [41] .
Given an initialization point , the successive iterates are defined by (15) where is the Jacobian associated to . If the iterates sequence is close enough to , we known that the Jacobian is nonsingular as is nondegenerate. Moreover, since that Jacobian has a simple block-invertible form, we may compute ([42, p.125]) (16) where is a diagonal matrix with with for 6 The general solution can be obtained by appropriate axis mirroring.
. This last expression can be computed efficiently as is diagonal.
We initialize the first components of by the direct radial projection of on the unit -ball, , and initialize . In summary, to compute , we run (15) using (16) to calculate each update step. We terminate the iteration when the norm of falls below a specified tolerance. Since the Newton method converges superlinearly, we obtain error comparable to machine precision with typically fewer than ten iterations.
VII. EXPERIMENTS
As an experimental validation of the method, we ran two sets of numerical simulations for reconstructing signals from quantized measurements. For the first experiment we studied recovery of exactly sparse random 1-D signals, following very closely our theoretical developments. Setting the dimension and the sparsity level , we generated 500 -sparse signals where the nonzero elements were drawn from the standard Gaussian distribution , and located at supports drawn uniformly in . For each sparse signal quantized measurements were recorded as in model (1) with a SGR matrix . The bin width was set to . The decoding was accomplished with for various moments using the optimization algorithm described in Section VI. In particular, the overall Douglas-Rachford procedure (11) was run for 500 iterations. At each DR step, the method in (12) was iterated until the relative error fell below ; the required number of iterations was dependent on but was fewer than 700 in all cases examined.
In Fig. 1 , we plot the average quality of the reconstructions of for various values of and . We use the quality measure , where is the true original signal and the reconstruction. As can be noticed, at higher oversampling factors the decoders with higher give better reconstruction performance. Equivalently, it can also be observed that at lower oversampling factors, increasing beyond a certain point degrades the reconstruction performance. These two effects are consistent with the remarks noted at the end of Section V, as the sensing matrices may fail Fig. 2 . Histograms of (8x 0 y) . Left, p = 2. Right, p = 10. to satisfy the if is too large for a given oversampling factor.
One of the original motivations for the decoders is that they are closer to enforcing quantization consistency than the BPDN decoder. To check this, we have examined the "quantization consistency fraction", i.e., the average fraction of remeasured coefficients that satisfy . These are shown in Fig. 1(c) for various and . As expected, it can be clearly seen that increasing increases the QC fraction.
An even more explicit illustration of this effect is afforded by examining histograms of the normalized residual for different . For reconstruction exactly satisfying QC, these normalized residuals should be supported on . In Fig. 2 we show histograms of normalized residuals for and , for the case . The histogram for is indeed closer to uniform on . For the second experiment, we apply a modified version of the to an undersampled MRI reconstruction problem. Using an example similar to [43] , the original image is a 256 256 pixel "synthetic angiogram," i.e., , comprised of ten randomly placed nonoverlapping ellipses. The linear measurements are the real and imaginary parts of a fraction of the Fourier coefficients at randomly selected locations in Fourier space, giving independent measurements. These random locations form the index set with . Experiments were carried out with , but we show results only for . These were quantized with a bin width , giving at most 12 quantization levels for each measurement.
For this example, we modify the program III by replacing the term by the total variation (TV) semi-norm [44] . This yields the problem where is the restriction of Discrete Fourier Transform matrix to the rows indexed in .
This may be solved with the Douglas-Rachford iteration (11) , with the modification that be replaced by the proximity operator associated to times the TV norm, i.e., by . The latter is known as the Rudin-Osher-Fatemi model, and numerous methods exist for solving it exactly, including [45] - [48] . In this work, we use an efficient projected gradient descent algorithm on the dual problem, see, e.g., [18] . Note that the sensing matrix is actu- ally a tight frame, i.e., , so we do not need the nested inner iteration (12) .
We show the SNR of the reconstructions as a function of in Fig. 3 , averaged over 50 trials where both the synthetic angiogram image and the Fourier measurement locations are randomized. This figure also depicts the SNR improvement of -based reconstruction over BPDN. For these simulations we used 500 iterations of the Douglas-Rachford recursion (11) . This quantitative results are confirmed by visual inspection of Fig. 4 , where we compare 100 100 pixel details of the reconstruction results with BPDN and with for , for one particular instance of the synthetic angiogram signal.
Note that this experiment lies far outside of the justification provided by our theoretical developments, as we do not have any proof that the sensing matrix satisfies the , and our theory was developed only for synthesis-type regularization, while the TV regularization is of analysis type. Nonetheless, we obtain results analogous to the previous 1-D example; the reconstruction shows improvements both in SNR and visual quality compared to BPDN. These empirical results suggest that the method may be useful for a wider range of quantized reconstruction problems, and also provoke interest for further theoretical study.
VIII. CONCLUSION AND FURTHER WORK
The objective of this paper was to show that the BPDN reconstruction program commonly used in Compressed Sensing with noisy measurements is not always adapted to quantization distortion. We introduced a new class of decoders, the Basis Pursuit DeQuantizers, and we have shown both theoretically and experimentally that exhibit a substantial reduction of the reconstruction error in oversampled situations.
A first interesting question for further study would be to characterize the evolution of the optimal moment with the oversampling ratio. This would allow for instance the selection of the best decoder in function of the precise CS coding/decoding scenario. Second, it is also worth investigating the existence of other random matrix constructions, e.g., using the Random Fourier Ensemble. Third, a more realistic coding/ decoding scenario should set theoretically in function of the bit budget (rate) available to quantize the measurements, of the sensing matrix and of some a priori on the signal energy. This should be linked also to the way our approach can integrate the saturation of the quantized measurements [16] . Finally, we would like to extend our approach to nonuniform scalar quanti- zation of random measurements, generalizing the quantization consistency and the optimization fidelity term to this more general setting.
APPENDIX A PROOF OF PROPOSITION 1
Before proving Proposition 1, let us recall some facts of measure concentrations [49] , [50] .
In particular, we are going to use the concentration property of any Lipschitz function over , i.e., such that . If is said 1-Lipschitz.
Lemma 5 [Ledoux, Talagrand [49] (1.6)]: If is Lipschitz with , then, for the random vector with : with and .
A useful tool that we will use is the concept of a net. An -net of is a subset of such that for every , one can find with . In certain cases, the size of a -net can be bounded.
Lemma 6 ([50]):
There exists a -net of the unit sphere of of size . We will use also this fundamental result. 
for all with . We begin with a unit sphere for a fixed support of size . Let be an -net of . We consider the SGR random process that generates and, by an abuse of notation, we identify it for a while with itself. In other words, we define the random matrix where, for all is a random vector of probability density function (or pdf) for and (the standard Gaussian pdf). Therefore, is related to the pdf . 
for all , with a probability higher than .
We apply Lemma 7 by noting that, as has support of size , (18) may be written as where are the columns of corresponding to the support of (we abuse notation to let range only over the support of ). Then according to Lemma 7 we have, with the same probability bound and for , Let us make some remarks about the results and the requirements of the last proposition. Notice first that for , we find the classical result proved in [23] . Second, as for the comparison between the common proof [23] and the tight bound found in [24] , the requirements on the measurements above are possibly pessimistic, i.e., the exponent occurring in (20) is perhaps too small. Proposition 1 has however the merit to prove that random Gaussian matrices satisfy the in a certain range of dimensionality.
APPENDIX B LINK BETWEEN AND FOR SGR MATRICES
For , Proposition 1 shows that, if for a certain constant , a SGR matrix is of order and radius with a probability higher than . Let us assume that for some . We have, , and therefore, the same event occurs with the same probability bound when . For high and for fixed and , this provides , which meets the previous assumption.
APPENDIX C
Proof of Lemma 1: The result for is due to [49] (see (3.14) ). Let be a SGR vector, i.e., for , and . First, the inequality follows from the application of the Jensen inequality with the convex function . Second, the lower bound on arises from the observation that for with , and for a given (21) for all . Indeed, observe first that since for and , it is sufficient to prove the result for . Proving (21) amounts then to prove , or equivalently, . The LHS of this last inequality takes its minimum in with value , which provides the result. Since and , using (21) we find writing and . The RHS of the last inequality is maximum for . For that value, we get finally
Because of the decorrelation of the components of , the last inequality simplifies into with .
Moreover, since and using the following approximation of the Gamma function [37] , valid for , we observe that that holds also if with . Therefore, and finally for a constant independent of and .
APPENDIX D
Proof of Lemma 2: Notice first that since for any and , it is sufficient to prove the result for . The Lemma relies mainly on the geometrical properties of the Banach space for . In [35] , [36] , it is explained that this space is -convex and 2-smooth. The smoothness involves in particular (22) where and is the duality mapping of gauge function for . For the Hilbert space , the relation (22) reduces of course to the polarization identity. For is the differential of , i.e., . The smoothness inequality (22) involves (23) where we used the change of variable . Let us take and with and for a certain that we will set later. Because is assumed for and sparse signals, we deduce where the absolute value on the inner product arises from the invariance of the RIP bound on (23) under the change . The value is thus bounded by an expression of type with for given by and . Since the minimum of is , we get
with . In parallel, a change in (23) provides where we used the fact that . By summing this inequality with (23), we have Using the on and as above leads to with the same argument as before to explain the absolute value. Minimizing over as above gives (25) Together, (24) and (25) imply
It is easy to check that behaves as for , and as for .
APPENDIX E
Proof of Theorem 2: Let us write . We have to characterize the behavior of . In the following, for any vector with , we define as the vector in equal to on the index set and 0 elsewhere. We define and a partition of the support of . This partition is determined by ordering elements of off of the support of in decreasing absolute value. We have for all for , and crucially that for all and . We start from (26) with , and we are going to bound separately the two terms of the RHS. In [22] , it is proved that (27) with . Therefore, Let us bound now by using the . From the definition of the mapping , we have By the Hölder inequality with and , since . Using Lemma 2, as is 2K sparse and is K sparse, we know that, for , with , so that, using again the of and (27):
After some simplifications, we get finally APPENDIX F
Proof of Lemma 3: For a random variable
, we compute easily that and . Therefore, for a random vector with components independent and identically distributed as and . To prove the probabilistic inequality below (6), we define, for , the positive random variables bounded on the interval with . Denoting , the Chernoff-Hoeffding bound [21] tells us that, for
. Therefore:
which gives, for ,
The limit value of when is left to the reader.
