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We extend Lentin's and Makanin's results concerning the solutions' tructure and the rank of 
a constant free equation to the case of a system of equations with constants. 
Nous 6tendons les r6sultats de Lentin et de Makanin concernant la structure des solutions et 
le rang d'une 6quation sans constantes aucas des syst~mes d'&tuations avec constantes. 
In~oducfion 
Les 6quations dans le monoide libre interviennent entre autres dans l'6tude des 
syst~mes de Lyndenmayer (cf. [17]), dans le probl~me de l'unification dans les 
syst~mes formels (cf. [6]), dans les probl~mes de motifs (el. [1]) et s'apparentent 
aux 6quations dans le groupe libre (cf. [11] et [12]). 
Historiquement leur 6rude a commenc6 par celle des 6quations ans constantes 
[7, 9]. Une telle 6quation est un couple (e, e') de mots 6crits sur un alphabet fini 
E. Une solution de (e, e') est un morphisme total tx:E*---~ A* (alphabet fini 
quelconque) v6rifiant ore = ,,,e'. Le rang de t~ est le cardinal du plus petit code de 
A* sur lequel on puisse 6crire les roots de o~E, et le rang de l'6quation le 
maximum des rangs de ses solutions. Une seconde solution/3: E* ~ B* d6rive de 
ot s'il existe un morphisme continu 0: A*---~ B* tel que/3 = 0o~. La solution a est 
principale si elle ne d6rive que d'elle-m6me. 
Lentin montre qu'une solution d6rive d'une unique solution principale (il donne 
deux m6thodes distinctes pour l'obtention de celle-ci) et calcule les solutions et le 
rang de certains types particuliers d'6quations ans constantes [7]. Makanin 
montre ensuite que l'on peut calculer le rang d'une 6quation sans constantes, 
d'abord dans le cas de quatre inconnues [18], puis dans le cas g6n6ral [14]. 
L'6tude des 6quations avec constantes fut abord6e par Hmelewskii [5]. Une 
telle 6quation est un couple (e, e') de mots 6crits sur un alphabet fmi g = E U C 
union disjointe de l'alphabet E des inconnues et de l'alphabet C des constantes. 
Une solution de (e, e') est un morphisme or: g*---~ C* fixant les constantes et 
v6rifiant o~e = ore'. Contrairement ~ ce qui se passe pour une 6quation sans 
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constantes, une telle 6quation n'a pas toujours de solution. Se pose donc le 
probl~me de savoir d6cider si une 6quation avec constantes donn6e admet ou non 
une solution. L'6tude de cette question est abord6e par Hmelewskii qui dans 1,5] 
r6soud le probl~me dans le cas de 3 inconnues. Le probl~me st ensuite r6solu 
dans le cas g6n6ral par Makanin dans [13]. 
A fn  d'unifier les th6ories des 6quations avec et sans constantes nous 
g6n6ralisons la notion jusqu'alors trop restrictive de solution d'une 6quation avec 
constantes. Si (e, e') est une 6quation avec constantes ur l 'alphabet ~g = ELI  C 
nous appelons olution tout morphisme cont inuet  fixant les constantes or: g*---~ 
A* v6rifiant ae = ore'. L 'alphabet A sur lequel s'6crit la solution contient l'al- 
phabet C des constantes mais peut &re plus grand. Ceci permet d'introduire des 
notions de rang et de solutions principales qui g6n6ralisent celles introduites 
pr6c6demment pour les seules 6quations ans constantes. De plus l 'alphabet C des 
constantes pouvant 6tre vide, l'6tude des 6quations ans constantes devient un cas 
particulier de celle des 6quations avec constantes. Nous montrons alors que tous 
les r6sultats classiques concernant le rang et la structure syntaxique des solutions 
s'6tendent non seulement aux 6quations mais m6me aux syst~mes quelconques 
d'6quations avec constantes. 
En particulier nous montrons que route solution d6rive d'une unique solution 
principale, g6n6ralisant ainsi le r6sultat de [7]. Puis nous g6n6ralisons les r6sulfats 
de [14] et [15] en montrant que l 'on peut calculer le rang d'une quelconque 
6quation. Nous montrons d'aiUeurs ~ ce sujet que les deux algorithmes donn6s par 
Makanin dans 1,,13] et 1-14] ne sont pas ind6pendants en montrant que l 'on sait 
calculer le rang des que l'on sait d6cider de l'existence d'une solution. Nous 
terminons cet article en montrant comment l'6tude des solutions principales et du 
rang d'un syst~me fmi peut se ramener h celle d'une simple 6quation, pr6cisant et 
compl6tant ainsi un r6sultat de 1,5] (on notera ~t ce sujet que le r6sultat de 14] 
montre que tout syst~me alg6brique se ram~ne h l'un de ses sous-syst~mes fnis). 
1. I~fmilion& notations 
Ce chapitre est destin6 ~ introduire les notations, d6finitions et r6sultats d'ordre 
g6n6ral utilis6s par la suite. Nous y donnons 6galement quelques lemmes plus 
techniques et moins classiques dont nous aurons besoin plus tard. 
Nous utiliserons les notations suivantes. Si A est un ensemble quelconque 
(appel6 alphabet), A*  d6signe le monoide libre sur A, 1 le mot vide de A*  et 
A+=A*-{1} le semi-groupe libre sur A. Pour u~A* on note u(n) la ni~me 
lettre du mot u, [ul la longueur de u, lula le nombre d'occurrences de la lettre 
a~A dans u et on pose alph(u)={a~Al[u[a>O}. Pour LeA*  on pose 
alph L = Uu~L alph(u). Pour X c A* et Y ~ A* on pose X -1Y = {v ~ A* 1 3 u ~ X 
uv~ Y} et YX-1 ={ueA * [3v~Xuv~ Y}. 
Un morphisme q~: A*--~B* est dit total si alph(¢A) =B,  continu si q~A =B +, 
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et litteral si CA =B.  Soient A1 et A 2 deux alphabets disjoints, on appeUe 
projection de (A1UA2)* sur  A* le morphisme /-/: (A11,-JA2)* --~ A* defini par 
Fix = x s ix  ~ A1 et Hx = 1 s ix  ~ A 2. On appelle somme des morphismes or1: A* --> 
B* et a2: A*--->C* le morphisme otl(~Dot2: (A l t _ JA2)* - -~(BUC)*  defini par 
Otl t~Ot2X = OtlX si x ~ A1 et Otl~O£2x =0£2x si x E A 2. 
On note X* le sous-monoide de A* engendr6 par une partie X du monoide 
libre A*. On dit qu'un sous-mono'ide M de A* est libre s'il existe une partie X de 
M telle que tout mot de M se factorise de fagon unique en roots de X. Ceci 
signifie que si X* designe le monoide libre sur l'alphabet X, l'insertion 0: X* 
A* (d6finie par Ox = x) est un morphisme injectif. Rappelons (cf. [10]) que l'on a 
alors M = X* avec X = (M-1) -  (M-1)  2. X est appel6 la base de Met  l'on dit 
que X est un code. Pour toute pattie Y de A*, il existe un plus petit sous- 
monoide libre M de A* contenant Y dont la base X est appel6e le noyau libre de 
Yet  sera not6e X = [Y]. 
En ce qui concerne le noyau libre rappelons les deux r6sultats uivants (cf. [2]). 
"I'aeor~me du detaut. Si X est une pattie finie de A*  qui n'est pas un code on a 
card[X] <~ card X -  1. 
Lemme 1.1. Si X est une pattie de A*  et M = [X]* on a 
[X] __~ XM -1 r~ M-xX.  
En ce qui concerne les monoides libres et leurs bases nous utiliserons les 
r6sultats uivants. 
Lemme 1.2. Un sous-mono~de P de A*  est libre ssi on a 
p = p -1pNpp-1"  
Voir la preuve dans [3]. 
On rappelle egalement que l'image directe ou r6ciproque d'un code par un 
morphisme injectif est un code. De m6me pour l'image r6ciproque par un 
morphisme litt6ral. Rappelons enfin que l'image directe par un morphisme injectif 
et l'image r6ciproque par un morphisme quelconque d'un monoide libre est libre. 
En ce qui concerne le noyau libre de l'image d'un morphisme 6n notera le 
lemme technique suivant. 
Lemme 1.3. Si a: E* - ->A*  et O: A*--> B* sont deux morphismes on a la 
formule: [OaE] = [O[aE]]. 
l 'reuve. On a 0aE* c 0[aE]* = [0[aE]]* d'o~ [0aE]* c [0[aE]]*. D'autre part 
0-x([&tE] *) est un sous-monoide libre de A* contenant aE  d'ofi [aE]*c  
0-1([0aE] *) et donc 0[ttE]* c [0aE]* et finalement [0[a_E]]* = [0aE]*. On a donc 
[0a_E]*= [0[aE]]* d'ofa le r6sultat. []  
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On appeUe rang d'un morphisme a:  A*---~B* et on note rga  le cardinal du 
noyau libre de aA  (avec A fini). Le th6or~me du d6faut montre que rg ot ~< card A 
avec 6galit6 ssi a est injectif. 
Si a :  E*---~A* et /3: E*---~ B* sont deux morphismes on dit respectivement 
que ot divise, divise injectivement, divise litt~ralement /3 (not6 respectivement 
a ~</3, a~<i/3, a ~<1/3) s'il existe un morphisme 0: A*---~ B* respectivement con- 
tinu, injectif, litt6ral v6rifiant/3 = 0a, c'est-~-dire faisant commuter le diagramme 
E* ~ ~ A* 
B* 
On dit que ot et /3 sont ~quivalents (not6 ot - /3 )  s'il existe un isomorphisme 0 
v6rifiant /3 = 0a. Alors 0 prolonge une bijection de A sur Bet  /3 est obtenu h 
partir de a en renommant les lettres. 
Dans ce qui suit nous 6tudions de plus pr6t le rang et la division des 
morphismes. Nous montrerons d'abord qu'en g6n6ral le rang diminue par mor- 
phisme, mais qu'il est conserv6 par morphisme injectif. Nous verrons ens~aite 
qu'un morphisme peut en g6n6ral en diviser un autre de plusieurs fa#ons. Nous 
pr6ciserons les cas dans lesquels on est assur6 de l'unicit6 et en d6duirons que 
deux morphismes totaux sont 6quivalents si ils se divisent l'un l'autre. Dans les 
autres cas nous pr6ciserons ce qu'ont de commun les ditierents morphismes 
l'aide desquels un m6me morphisme peut en diviser un autre. 
Proposition 1.,1. Si a <~/3 alors rg a /> rg/3. Si de plus a <~i/3 on a rg a =rg/3. 
Preuve. Soient or, /3, 0 des morphismes faisant commuter le diagramme 
E* a ~ A* 
\ /  
B* 
On a [/3E]=[Ot~_E]=[O[aE]] d'aprbs le Lemme 1.3. On en d6duit d'apr~s le 
th6or~me du d6faut 
rg/3 = card[/3E] ~< card 0[aE]  ~< card[aE] = rg ct. 
Si de plus ot ~<i/3 on peut supposer 0 injectif et 0[ttE] est un code. I1 vient donc 
[/3E] = O[ttE] d'oO rg/3 = rg a. [] 
Rem~rque 1.5. Si ot ~</3 il se peut que ,v divise /3 au moyen de plusieurs 
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morphismes distincts et m6me de natures distinctes comme le montre l 'exemple 
suivant. 
Soient o~: {x}* --> {a, b, c}* et /3: {x}* --> {a, b}* d6finis par ax  = abc et [3x = 
abaab, a divise [3 au moyen du morphisme injectif 0 d6fini par Oa = ab, Ob = aa, 
Oc = bet  du morphisme non injcctif 0' d6fini par O'a = a, O'b = ba, O'c = ab. 
Les deux r6sultats uivants montrent que l'unicit6 est cepcndant assur6e dans le 
cas de la division litt6rale. 
Lemme 1.6. Si ct et [3 sont deux morphismes totaux et 0 un morphisme continu 
v~rifiant [3 = Oa alors 8 est littoral ssi laxl = [[3xl pour tout x ~ E. 
Preuve. La condition est 6videmment n6cessaire. R6ciproquement si 0 est non 
litt6ral, il existe un a ~ A td  que IOal > 1. a 6tant total et 0 continu on en d6duit 
l'existence d'un x~E tel que laxl>l[3x[. []  
Proposition 1.7. Si ot et [3 sont deux morphismes totaux v~rifiant ot ~1 [3 alors a 
divise [3 au moyen d 'un  unique morphisme. 
Preuve. Soit a :  E* --> A*  et/3: E* --> B* des morphismes totaux v6rifiant ~t ~<1 [3. 
Lc lemme pr6c6dant montre que l 'on a laxl=l[3xl pour tout x~E et que tout 
morphisme continu au moyen duquel a divise /3 est litt6ral. Si 0 et 0' sont deux 
tels morphismes et si a ~ A la consid6ration d'un x e E tel que otx = uav (a total) 
et les 6galit6s OuOaOv =O'uO'aO'v et IOul=lO'ul montrent que Oa=O'a d'ofl 
0=0' .  [] 
On en d6duit la 
Proposition 1.8. Si a:  E*  --> A*  et [3: E*  --> B*  sont deux morphismes totaux on a: 
~t<-[3 et [3<-a ss i~- [3 .  
Preuve. La r6ciproque est 6vidente. Dans l 'autre sens soit O:A* - ->B*  et 
0': B* --> A*  des morphismes continus v6rifiant/3 = 0ct e ta  = 0'[3. Puisque 0'0 est 
continu et quect  ~<x a la Proposition 1.7 montre que 0'0 = idA* et par sym6trie 
00 '= ida*, ce qui montre que 0 et 0' sont des isomorphismes r6ciproques. []  
Remarquons qu'un isomorphisme 6tant h la fois injectif et litt6ral la proposition 
pr6c6dente reste encore vraie en rempla~ant ~< par ~<i ou ~<~. 
On notera enfin que si a :  E* - ->A*  divise /3 h l'aide de 0 et 0' alors ces deux 
morphismes coincident sur le noyau libre [aE],  ce qui est une cons6quence facile 
des deux lemmes suivants dans lesquels on pose pour Z cA* ,  ~(Z)= 
Z-1ZNZZ -1. 
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Lemme 1.9. Soit IX]  le noyau libre de Xc  A*  et M=[X]* .  Soit (U,~),~ la suite 
d~inie par Uo= X, U,+I =.T(U~,). Alors M= U,~0 U~. 
Preuve. Posons P= U.~,o U~,. On a U~0~M et la relation Lr~,~_M implique 
U,+I =.~(U'~,) ~_.~(M) = M. On a donc U*n~M par r6currence d'oia P~_M. 
D'autre part la relation U*n c.Se(U*n) montre que * (U,),~N est une suite crois- 
sante. On en d6duit que Pest  un sous-monoide de A*  et que .T(P)= P. Pes t  
donc un sous-monoide libre de A*  (Lemme 1.2) qui contient X et est contenu 
dans M. Par minimalit6 de M on a donc M- -P .  []  
Lemme 1.10. Si deux morphismes ct, /3 :A* - -~B*  coi'ncident sur XcA*  ils 
coincident sur son enveloppe fibre M = [X]*. 
Preuve. Posons E = E(ot,/3) ={u ~A*[  au  =/3u}. I1 est clair que si deux des trois 
mots u, v, uv sont dans E, il en est de m6me du troisi~me. On en d6duit que E est 
un sous-mono'/de de A*  v6rifiant Z ~ E ~ .~(Z) = E. En reprenant les notations 
du Lemme 1.9, si X cE ,  on a par r6currence U'n= E pour tout n ~N d'ofi 
McE.  [] 
2. Solutions d'un syst~me d'(~tluations; rang 
Nous introduisons dans ce chapitre des notions de solutions et de rang des 
syst~mes d'rquations avec constantes qui grnrralisent celles pr rcrdemment  intro- 
duites par Lentin. Le rang d'une solution, qui mesure le nombre de 'param~tres' 
qui la drfinissent, est en grnrral  distinct du rang du morphisme sous-jacent. Aussi 
emploierons-nous le terme de rang vrai pour la premiere notion, rrservant celui 
de rang pour la settle seconde. Nous prrciserons enfin les bornes entre lesquelles 
peuvent varier les rangs et donnerons quelques prrcisions concernant le rang vrai 
et la division des solutions. 
On appelle &tuation tout triplet F = ((e, e'), E, C) off (e, e') est un couple de 
mots du monoide libre g* sur l 'alphabet fini g = E U C, off E et C sont deux 
alphabets disjoints. E={x l  . . . . .  x~} est l 'alphabet des inconnues et C= 
{cl . . . . .  c~} l 'alphabet des constantes. 
On appelle syst~me d'rquations tout syst~me S=(Fi) i~=((e~,e' i ) i~,E,C) 
d'rquations ur les m~mes alphabets E et C. On dira que S est sans constantes i 
C = ¢ et avec constantes i C~ ¢. 
On appelle solution de F tout morphisme total a : g*  ~ ~t* (avec ~ = A U C 
off A est un alphabet disjoint de C) vrrifiant ae = ore' et fixant les constantes 
(c'est h dire ac  = c pour tout c ~ C). a est une solution du syst~me S si c'est une 
solution de chacune des 6quations Fi. 
Notons que o~ 6tant total et g fini, on a ~ fini. Notons 6galement que si S est 
trivial (c'est-h-dire si e~ = e'~ pour tout i) tout morphisme total ot : g* ~ ~t* fixant 
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les constantes est une solution, et que si E = ~, S admet une solution ssi c'est un 
syst~me trivial. 
On pose dans ce qui suit g '  = alph S = alph{e~e'i [ i ~/}, E '  = E n ~g', C' = C N ~g', 
~ '=a lph(ag ' ) ,  A'=AA~'  et ,v': g ' * - - -~ '*  le morphisme total obtenu par 
restriction de or. a '  est une solution de syst~me S '= ((e~, e'i), E ' ,  C'). On appelle 
alors rang vrai de a (not6 rgv ct) la quantit6 d6finie par 
rgv ot = rg ,v ' - card  C'. 
Puisque le noyau libre de ot'g' contient C', on a rgoe'1>card C'. Si de plus le 
syst~me n'est pas trivial, or' n'est pas injectif et on a rg ot'~<card E '+card  C ' -1  
d'apr~s le th6or~me du d6faut. D'ofa la proposition: 
Proposition 2.1. Le rang vrai de toute solution d 'un  syst~me non trivial S sur 
l 'alphabet g = E U C = alph S v~riIie: 
0~<rgv a ~<card E -  1. 
L 'alphabet des constantes ne d6pendant que du syst~me (et pas de la solution) 
on d6duit de la Proposition 1.4: 
Proposition 2.2. Si ot et /3 sont deux solutions d 'un  m~me syst~me on a 
rgv ol >~rgv /3 lorsque a ~ /3, avec ~galit~. di~s que ot ~i/3. 
Remarque 2.3. On peut avoir rgv ot = rgv/3 sans que a divise /3 au moyen d'un 
morphisme injectif comme le montre l 'exemple de l'6quation 
((xay, az),{x, y, z},{a}) qui admet les solutions a et /3 d6finies par otx =abc,  
oty = bc, az  = bcabc et/3x = abb, /3y = bb, /3z = bbabb. On a rgv a = rgv/3 = 1 bien 
que le morphisme (unique car litt6ral) au moyen duquel a divise/3 soit d6fini par 
Ob = Oc = b. 
Une solution de rang vrai nul n'est rien d'autre qu'une solution or: ~*--~ C*. 
Pour toute solution /3: ~*---~ ~*  et tout morphisme 8: ~*---~ C* fixant les con- 
stantes, o~ = 0/3 est une solution de rang vrai nul, d'ofa Proposition 2.4. 
Proposition 2.4. Un syst~me admet une solution ssi il admet une solution de rang 
vrai nul. 
On remarquera que c'est sur la recherche de telles solutions qu'est bas6 
l'algorithme de Makanin. 
Notons qu'un syst~me sans constantes admet toujours une unique solution de 
rang vrai nul, la solution triviale c~: E*---~ 1. Par contre un syst~me avec con- 
stantes, s'il admet une solution, peut avoir plusieurs solutions de rang vrai nul. 
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C'est le cas par exemple de l'6quation ((ax, xa)), {x}, {a}) qui admet les solutions 
a . :  {a, x}*---> a* d6finies par a,,x = a" (n ~]} .  
On appelle enfin rang du syst~me Set  on note rg S le maximum des rangs vrais 
de ses solutions (avec la convention rg S =-1  s'il n'a pas de solution). 
Remarque 2.$. La notion de rang d6pend de fa~on cruciale du choix des 
alphabets. Ainsi on a: rg((ax, xa),  ~, {a, x}) = -1 ;  rg((ax, xa) ,  {x}, {a}) = 0; 
rg((ax, xa),  (a, x}, O) = 1. 
Remarque 2.6. Les exemples uivants, dans lesquels rgv(a, E) d6signe le rang vrai 
de a consid6r6 comme solution du syst~me ,~, montrent qu'il ne faut pas 
confondre le rang vrai d'une solution d'un syst~me avec les rangs vrais qu'elle 
peut prendre lorsqu'elle st consid6r6e comme solution des 6quations constituant 
le systbme. 
Exemple 2.1. Le syst~me S = (F1,/'2) d6fini par Fx = ((axx, yya), {x, y}, {a, b}) et 
F2 -- ((xxb, byy), {x, y}, {a, b}) admet la solution a:  {x, y, a, b}* ~ {a, b}* d6flnie 
par r,x = ba, ay  = ab. On a rgv(a, S) = 0 <rgv(a, F1) = rgv(a,/'2) = 1. 
Exernple 2.2. Le syst~me S = (Fx, irE) d6fini par F1 = ((ax, xa),  {x, y, z}, {a}) et 
irE = ((xy, ZX), {X, y, Z}, {a}) admet la solution a : {x, y, z, a}* --~ {a, b}* d6finie par 
ax  = a, ay  = ha, az  = ab. On a rgv(a, FI) = 0 < rgv(t~, S) = 1 < rgv(a,/'2) = 2. 
Exemple 2.3. Le syst~me S = (F1, F2) d6fini par F1 = ((xy, yx), {x, y, z, t}, ¢) et 
irE = ((Zt, tz), {X, y, Z, t}, ¢) admet la solution a:  {x, y, z, t}* --~ {a, b}* d6finie par 
ax  = ay  = a et az = at = b. On a rgv(a, F1) = rgv(ct, F2) = 1 <rgv(a, S) = 2. 
On dispose cependant de la majoration suivante: 
Proi~il l ion 2.7. Si a est une solution du systi~me S =(Fi)i~l on a rgv(a, S )~ < 
E,~I rgv(~, r,). 
Preuve. Soit a: g* --~ ~*  une solution du syst~me S = (Fi)i~r avec g = EtA C o~ 
E et C d6signent l'alphabet des inconnues et celui des constantes. Posons 
X=a lphS ,  X/=alphFi ,  Ci .=Cf ' lX i  et C'=CNX.  On a alors X=UiE IX i ,  C '= 
I.JiEi Ci, rgv(a, S) = card[aX]-  card C' et rgv(a, Fi) = card([ttXi]- G)- 
D'une part l'inclusion aXc  [ I..) i ([aXi ] -  Ci) tA C']* implique 
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D'autre part les inclusions ocX~ c [a.X]* et C' c [aX] impliquent successivement 
[a.X,] ~ [ocX]* et U, ([a.X,]- C,) u C' c [a.X]*. D'o~ l'on d6duit: 
[U ( [~] -  ~) u c']* c [ax]*. 
On dispose donc de l'6galit6: 
Le th~or~me du d6faut donne donc: 
card[aX] ~< Y'. card([o,X, ] - G) + card C', 
i 
ou encore 
rgv(ot, S) ~< ~ rgv(ot, U,). [] 
Remarquons que l'Exemple 2.3 ci-dessus montre que la majoration e peut 
6tre am61ior6e. 
La consideration d'une solution de rang maximum et la Proposition 2.1 
fournissent le corollaire suivant: 
Proposition 2.8. Le rang d'un syst~me non trivial S = (Fi),~r ?l n inconnues v~rifie 
les in~.galit~.s: 
- l  ~rg S ~ in f (n -  l, ~ rg F,). 
3. Solutions h'bres, simples 
Nous introduisons dans ce paragraphe l s notions de solutions libres, simples et 
principales d'un syst~me d'&luations avec constantes. Nous 6tudions ici les 
propri6t6s des solutions libres et des solutions imples et montrons en particulier 
que toute solution est divis6e (moyennant certaines conditions) par une unique 
solution libre et une unique solution simple. L'6tude des solutions principales est 
report6e au chapitre suivant. 
Une solution d'un syst~me S est dite principale si toute solution de S qui la 
divise lui est 6quivalente. Elle est dite simple (libre) si toute solution qui la divise 
injectivement (litt6ralement) lui est 6quivalente. 
On notera que deux solutions 6quivalentes sont en m6me temps toutes deux 
simples ou libres ou principales. 
Exemple 3.1. Consid6rons l'6quation ((xy, yz), {x, y, z}, 0) dont le sch6ma suivant 
repr6sente quatre solutions et les morphismes faisant passer de l'une h l'autre. 
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i ---> ab al .--->a 
---> ba 
82 b_. 
a3 
I ~ a Xy= aa at b.-~ a> a 
z ----> aa 
ob 
y ---> abc 0, c..--~bb"'~a, a4 y = aaab 
z ---> bca z ~ aba 
On a a l  principale, a2 simple et non libre, a3 libre et non simple, a4 ni libre ni 
simple. 
Le but de ce paragraphe st de pr6parer la Proposition 4.6 rnontrant que route 
solution est divis6e par une solution principale unique ~ l'6quivalence pr~s. Dans 
le cas d'une 6quation ou d'un syst~me fini d'6quations ce r6sultat peut &re obtenu 
de deux fagons: soit par l'6tude des solutions libres et simples, soit par la 
d6composition en transformations de Nielsen (voir [7] et [10] pour les 6quations 
sans constantes et [16] pour les 6quations avec constantes). Dans le cas d'un 
systbme quelconque nous emploierons la premiere m6thode qui semble ici la plus 
naturelle. 
Nous commencerons par l '&ude des solutions libres. Les Propositions 1.6 et 
1.7 montrent que pour deux morphismes totaux d6finis sur ~* v6rifiant a <~/3 on 
a a ~<1/3 ssi lax[ = [/3xl pour tout x ~ ~g, le morphisme continu ~ l'aide duquel a 
divise/3 6tant alors unique. 
Nous dirons que deux morphismes a et/3 d6finis sur le m6me monoide libre ~g* 
ont mdme longueur si I~1--I/3xl pour tout x e ~g. On a alors laul = I/3ul pour tout 
u ~ ~g*. Cette relation est une 6quivalence sur la classe des morphismes totaux 
d6finis sur ~*, moins fine que l'6quivalence - .  
Soit F une classe modulo cette 6quivalence. Alors l'entier N=LE~ laxl est 
ind6pendant du morphisme a ~ F et si w ~ ~* est un mot contenant une fois et 
une seule chaque lettre de ~g on a law[ = N pour tout a ~ F. 
Soit a :  ~g*----> ~*  un 616ment de F et //~ l'6quivalence d6finie stir l'intervalle 
IN]= [1, N]  par (s, t)c/-/~ ssi (aw)(s)= (aw)(t). En notant s ~-~ g la surjection 
canonique de IN] sur le quotient [N]/I-I~, la bijection 0: [N]/II~ ~ sd d6finie par 
g ~ (aw)(s) montre que a est 6quivalent au morphisme &: ~g* --> ([N]/H~)* d6firti 
par & = o-la.  Le quotient F/~ est donc en bijection naturelle avec l 'ensemble des 
6quivalences d6finies sur IN]. Si a et /3 sont deux 616ments de F on v6rifie 
facilement que a ~<1/3 ssi /-/~ ___H~, l 'unique morphisme littoral A: ([N]/II,~)*---> 
([N]/Ha)* au moyen duquel & divise /3 6tant alors d6fini par g ~-~ g. 
Soit alors S = ((e~, e'~)a, E, C) un syst~me sur l 'alphabet ~g = E t.J C, a :  ~g* ----> ~*  
une solution de S v6dfiant [aw[ =Net  L ={/3 [/3 solution de Set /~<la} .  Les t  
alors une partie de/7. 
Pour tout i~ I soit/V~ = [ae~l = [ae'~[ et (r~: [N~]----> IN] rapplication d6finie de la 
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fa~on suivante. S i s  ~ [N~], soit x ~ alph e~ une lettre v6rifiant e~ = uxv (u, v ~ g*)  et 
I~ul < s ~< I~ul + I~ l  et soit t = I~ul + I~xl- s + 1 0a lettre (otei)(s) correspondant 
ainsi ~ la lettre (olx)(t) dans le mot ~te~). tr~s est alors d6fini comme la position 
occup6e par l 'occurrence (txx)(t) dans le mot aw. 
Le remplacement de e~ par e'~ fournit de la m~me fagon une application 
o", : [N~] --> [N]. 
Exemple.  Pour  l '6quation ((xay, ybz), {x, y, z}, {a, b}) on peut prendre w = xyzab. 
Pour  la solution t~ d6finie par o~x =cbb, ay = cbbac, otz = bac on a N = 13, N1 = 9, 
tr~ et o'~ &ant d6finis par le tableau suivant. 
1 2 3 4 5 6 7 8 9 
~l 1 2 3 12 4 5 6 7 8 
~[ 4 5 6 7 8 13 9 10 11 
La d6finition de tri et tr'i ne faisant intervenir que la longueur des mots de otg 
on peut dans cette d6finition remplacer ot par n' importe quel 616ment [3 ~ F. Ceci 
montre qu'un morphisme [3 ~ F est solution de S ssi pour  tout i ~ Ie t  tout s ~ [/V~] 
on a (otw)(o'is)=(otw)(o"is), c'est-~-dire ssi H a contient la relation R= 
I..Ji~z (trl x tr'i)(EN]) oh o-i x tr'i: [Ni]--> [N] x [N] est d6finie par s ~-~ (trls, tr'is). 
On  en d6duit donc l'6galit6 L ={[3 ~F  I R =_H a ~_ H,~}. 
Si / I  d6signe l '6quivalence sur IN]  engendr6e par R on a R_  H~ H a _ H~ 
pour  tout [3 e L. Si 3" ~ F est un morphisme v6rifiant H =/ /~ on en d6duit donc 
que 3" est une solution libre de S divisant l itt6ralement toute solution/3 ~ L (et en 
particulier or). De  plus toute autre solution libre divisant l itt6ralement ot 6tant 
divis6e par 3" lui est 6quivalente. D'of i  la 
lProp~i l ion 3.2. Toute solution et d 'un  syst~me S est divis~e litt~ralement par une 
solution fibre T, unique ?L un isomorphisme pros, et v~rifiant la propri~td universelle 
suivante: pour route solution [3 v~ri[iant [3 ~ x a, on a T~<x[3 et 3" divise [3 au moyen 
d 'un  unique morphisme. 
Cette solution 3' sera appel6e solution libre associ~e ~ot et not6e ~ = l(ot). 
Remarque  3.3. Pour  un syst~me fini le r6sultat est effectff puisque l 'on pe.ut alors 
calculer R et H et d6finir/(or): ~g*---> ( IN]/ / / )* par l (a)x = (ax)(1) • • • (ax)(lt~xl). 
Remarque  3.4. Dans l 'Exemple 3.1 on a/ (or4)  = ot 3. ot 4 est 6galement divis6e par 
la solution libre or1 = l (o t2) ,  mais pas litt6ralement. 
Remarque  3.5. Le fait pour  une solution d'6tre libre est une propri6t6 relative 
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l'6quation. Ainsi la solution a2 de l 'Exemple 3.1 n'est pas une solution libre de 
l'&tuation consid6r6e, bien qu'elle soit libre en tant que solution de l'&tuation 
((xz, yxy), {x, y, z}, ~). Nous aUons voir maintenant qu'il en est tout autrement 
pour les solutions simples. 
L'6tude des solutions imples repose sur le r6sultat suivant montrant que le fait 
d'6tre simple est une propri6t6 du morphisme ind6pendante de l'6quation. 
Proposition 3.6. Une solution a: ~g* --~ ~*  d'un syst~me S est simple ssi [oag] =.~. 
Preuve. Supposons a simple. L'~criture des mots de a~g sur le code [a~]  
consid6r6 comme un alphabet fournit une solution &: ~g* --* [a~g]* de S divisant a 
au moyen de l'insertion ~: [a~]* --> M*. a &ant simple et z injectif, on a & - a et 
T d6finit une bijection de [a~]  sur ~ (cf. Proposition 1.7) d'oh [a~]  = ~.  
R6ciproquement si a v6rifie [a~]  = ~ et est divis6e par/3:  ~* --> ~*  au moyen 
du morphisme injectif 0: ~*--->M* on a 0 [ /3~g]=[a~]=~ (Lemme 1.3), ce qui 
montre que 0 est un isomorphisme. On a donc /3 -a  e ta  simple. []  
La d6finition du rang vrai d'une solution et le Lemme 1.10 fournissent 
imm6diatement les deux corollaires u ivants:  
Proposition 3.7. Le rang vrai d'une solution simple a: ~g*-->s~* d'un syst~me 
S = ((e~, e'i)i~x, E, C) sur l'alphabet g = E U C = alph S est donn6 par: 
rgv a = card s~-  card C. 
l~o0osif ion 3.8. Si une solution simple divise une autre solution elle le fait au 
moyen d'un unique morphisme. 
Soit alors o~: ~g*-- -~* une solution quelconque d'un syst~me S et V: ~g*--~ 
[ag]*  la solution obtenue h partir de a en 6crivant les mots de o~g sur le code 
[ag]  consid6r6 comme un alphabet. Cette solution est simple d'apr~s la Proposi- 
tion 3.6 et divise injectivement a h l'aide de l'insertion "r: [~g]* ~ ~* .  
Si /3: g*---> ~*  est une autre solution divisant injectivement o~ au moyen du 
morphisme injectif O: ~*- - ->~* on a O[ /3g]=[ag]  (Lemme 1.3). 0 d6finit donc 
une bijection de [/3g] sur [ag]  dont la r6ciproque permet de d6finir un mor- 
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phisme injectif 0: lag]*--* ~*  v6ritiant 00=-r. On a donc a = 0~y = 0[3 d'ofa 
[3=0v et 3,--<,[3. 
Enfin toute autre solution simple divisant injectivement a &ant divis6e par 3, 
lui est &tuivalente. 
Ce qui pr6c~de, joint ~ la Proposition 3.8 nous permet d'6noncer la: 
Proposition 3.9. Toute solution a d'un syst&me S est divis~e injectivement par une 
solution simple 3,, unique ?t un isomorphisme pr&s, et v~riyiant la propri~t~ universeUe 
suivante: pour toute solution (3 v~riIiant [3 %a,  on a 3' %[3 et 3, divise (3 au moyen 
d'un unique morphisme. 
Cette solution 3, sera appel6e solution simple associ~e ~ ~ et not6e 3, = s(,~). 
Remarque 3.10. L'algorithme de calcul du noyau libre d'une partie fmie (el. [2]) 
pernet de calculer effectivernent s(,v) pour toute solution a. 
Remarque 3.11. Dans l'Exemple 3.1 la solution O~2=S(X2) est simple. EUe est 
6galement divis6e par la solution simple t~l, mais pas injectivement. 
Remarque 3.12. Pour toute solution a on a rgv s (a )= rgv a et rgv/(,Y)~>rgv a 
(Proposition 1.4). Dans l'Exemple 3.1 on a rgv l (0 t2 )=rgv  Iv 1 = 2>rgv  or2 = 1. 
3. Solutions principales 
Nous allons prouver l'analogue des Propositions 3.2 et 3.9 dans le cas des 
solutions principales. Pour cela nous utiliserons les lemmes suivants. 
Lemme 4.1. Soient a: ~*---~ ~*  et [3: ~g*--~ ~*  deux solutions d'un syst~me S. Si 
a divise [3 au moyen du morphisme continu O, il existe une solution ~: ~g* --~ ~*,  un 
morphisme injectif .r: ~*---~ ~* pour lequel toute lettre de ~ apparait une et une 
seule lois dans .r~ et un morphisme littoral A: ~* -~ ~*  [aisant commuter le 
diagramme : 
Preuve. Soit C l'alphabet des constantes de S (~g = E U C). Si ~ = A U C (union 
disjointe) soit ~ =DUC olh D est un alphabet disjoint de C de cardinal 
[D[=Ya~A [Oa]. Soit " r :~/* - - -~* le morphisme fixant les constantes, v6rifiant 
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['ral = [Oal pour tout a eA  et pour lequel chaque lettre de ~ figure une et une 
seule fois dans les mots de .r.~t (-rest obtenu h partir de 0 en fixant les constantes 
et en distinguant toutes les occurrences de lettres darts les mots Oa (a ~ A)) .  Soit 
A: ~*----> ~*  le morphisme obtenu en envoyant chaque lettre d e D sur la lettre 
qu'elle a remplac6 dans les mots de 0M. I1 est clair que 0 = h~-, que hest  litt6ral et 
-r injectif (-r.~/ est bipr6fixe). Enfin puisque "rest total et fixe les constantes le 
morphisme 8 = ~-/3: g*--> ~* est une solution de S. []  
Lemme 4.2. Soit a et [3 deux solutions d 'un  syst~me S v~rifiant a <-i/3. Si /3 est libre, 
a l'est aussi. 
Preuve. 
c~* ~ • g ,  B ~ ~*  
fl~* 
Soit "r: M*---> ~*  le morphisme injectif h l'aide duquel a :  g*---->~t* divise 
/3: g*---> ~*  et soit 3":g*--~qg* une solution de S divisant a h l'aide du 
morphisme litt6ral h. 
Puisque 3" divise /3 ~ l'aide de -rX, on peut d'apr~s le Lemme 4.1 fermer le 
diagramme ci-dessus ~, l'aide d'une solution 8, d'un morphisme continu -r' et d'un 
morphisme littdral h'. Puisque 8 ~<1/3 on a 8 - /3  et h' est donc un isomorphisme. 
On en d6duit que ~-X = h'-r' et aussi )t sont injectifs. Mais h 6tant litt6ral, injectif 
et total, est un isomorphisme d'ofi 3 ' -a ,  ce qui montre que a est libre. []  
Remarque 4.3. a libre n'implique pas /3 libre comme le montre le cas des 
solutions al  et a4 de l'Exemple 3.1. 
On dispose cependant du r6sultat suivant: 
Lemme 4.4. Soient a: 7g*---->.d* et /3: ~g*---*~* deux solutions d 'un syst~me S 
vdrifiant a<-~/3. Si a est libre et divise [3 au moyen d 'un morphisme injectif 
1": ~t* ----> ~*  pour lequel route lettre de ~ figure une et une seule lois dans .r~, alors 
[3 est libre. 
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Pre l l ve .  
~*~ • ~* ~,  ~*  
Soit S=((e~,e'i)~r, E,C)  et g=EUC.  Soit ~:g* - - ->@* une solut ion de S 
divisant /3 au moyen du morph isme l itt6ral A : @* ~ ~* .  
Soit c¢ = ) t - l ( . r~)  l 'ensemble  des mots w ~ @* pour  lesquels il existe un a ~t  
tel que Aw = .ra. cg 6tant l ' image r6c iproque d 'un  code par  un morph isme litt6ral 
est un code et on a 6v idemment  C = ~. 
Soit qg un a lphabet  contenant  C et en bi ject ion avec qg par  l 'appl icat ion w ~ ~, 
de qg dans ~ (avec ~ = c pour  tout c ~ C). Soit A: qg* ~ .~* le morph isme litt6ral 
d6fini par  Av~ = b ssi "rb = hw et ~: q~*--->~* le morph isme injectif  d6fini par  
TW=W.  
On a 6v idemment  "r)~ = he. 
D 'aut re  part  puisque h6~g*='rot~g*c'rM* on a 6~*= qg* et tout mot  de 6~ 
s'6crit de fagon unique sur le code qg. Soit donc ~: **  ---> ~*  le morph isme d6fini 
par  ~x = ~ • • • ~,  ssi ~x = Wl • • • w, (wl ~ ca). 
nes t  clair que 3' est total  et est une solut ion de S v6rifiant A3" = ot et ¢'y = & On 
a donc 3" ~<~ o~ d'of l  3' ~ tx et ;( est un isomorphisme.  On en d6duit  que A? = "rA est 
injectif. 
Mont rons  que ceci impl ique que A est lu i -m6me injectif. Puisque 8 est total  et 
que ~g ~ ~*,  toute lettre d ~ ~ appara i t  dans un mot  de qg. Soient alors d, d '  ~ fl~ 
telles que Ad=Ad'  et soient w, w'~qg tels que w=udv et w'=u'd 'v '  
' v' ~ ~*) .  On  a alors A~-~ = Auhdhv = -r)~ ~ -r.~/* et h¢-~' = Xu'Ad'Av' = (U, U, U , 
~-)~O' ~-r~*. Mais la lettre hd = Ad' ~ ~ appara i t  une et une seule lois dans "r~. On 
a donc h~ = )t~-~' et Xu = A'u. On en d6duit  w = w' (Xe et ? injectifs) et lul = [u'[ 
d'ofa d = d' .  
hes t  donc injectif, l i tt6ral et total  et par  cons6quence bijectif ,  ce qui montre  
que ~/3  et que /3 est l ibre. [ ]  
Lemme 4.5. Une solution est principale ssi eUe est ?L la lois libre et simple. 
l~reuve. La  condit ion est 6v idemment  n6cessaire. R6c iproquement  si une solut ion 
ct :  g* - ->~* divise une solut ion l ibre et s imple /3: ~g*---> ~*  ~ l 'a ide d 'un  mor -  
phisme O on dispose d 'apr~s le Lemme 4.1 d 'une  solut ion 8: ~g*--> fl0* v6rifiant 
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a ~<~8 ~<l/3- Puisque/3 est libre on a 8 ~/3. 8 comme/3 est donc simple, d'ofi a ~ 8, 
et finalement a ~/3, ce qui montre que/3 est principale. []  
Nous pouvons maintenant 6noncer la: 
Proi~a6ition 4.6. Toute solution a d 'un systi~me S est divis~.e par une solution 
principale /3 unique ?L un isomorphisme pr~s. /3 est d~inie par/3 = s(l(a)) et v~rifie la 
propri~.t~ universelle suivante: pour toute solution 3' de S v~.rifiant 3, <~ ot on a/3 ~ 3, et 
/3 divise 3" ?~ l'aide d 'un unique morphisme. 
l~ ,ve .  On a 6videmment /3=s(l(a))<~a. D'autre part s(l(a)) est simple et 
v6rifie s(l(a)) <~ l(a). /3 est donc 6galement libre d 'apr~ le Lemme 4.2 et donc 
principale d'apr~s le Lemme 4.5. 
R6ciproquement soit/3': g*---~ ~*  une solution principale divisant a:  ~g*---> ~t* 
l'aide du morphisme continu 0. D'apr~s le Lemme 4.1 on dispose d'une solution 
8: ~*----~ 9*,  d'un morphisme injectif ~-: ~*---~ ~*  pour lequel toute lettre de 
apparait une et une seule fois dans ,t~ et d'un morphisms litt6ral )t: ~*---~ ~*  
faisant commuter le diagramme 
I 
8 est alors libre d'apr~s le Lemme 4.4 et donc 8-1(or).  On en d6duit 
/3 = s(l(a)) <~i/3 ' d'o~a/3'-/3. 
Enfin si une solution 3' divise ot on a d'apr~s ce qui pr6c~de /3'=s(l(3"))<---a 
avec /3' principale d'oO /3 ~/3' et donc /3 ~< 3'. []  
Cette solution/3 = s(l(ot)) sera appel6e solution principale associ~e ?a aet  not6e 
/3 = p(=)  
Remnrque 4.7. Les Remarques 3.3 et 3.10 permettent le calcul effectif de s(l(a)) 
lorsque le syst~me st fini. 
Remarque 4.8. Un morphisme a 6tant solution du syst~me S = (F~)~Ex ssi c'est 
une solution de chacune des 6quations F~, pour que ot soit une solution principale 
de S il suflit qu'elle soit solution de chacune des F~ et solution principale d'au 
moins une 6quation F~. 
La condition n'est cependant pas n6cessair comme le montre l'exemple du 
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syst~me S = (F1, F2) avec F1 = ((xy, zt), {x, y, z, t}, ¢) et F2 = ((xx, z), {x, y, z, t}, ¢). 
Une  solut ion pr incipale du syst~me est donn6e par  ctx = x, ety = xt, ctz = xx, 
at  = t. La  solut ion pr incipale de F~ associ6e ~ c tes t  donn6e par  oqx = x, oqy = zt, 
a~z = xz, cqt  = t. La  solut ion pr incipale de F2 associ6e ~ ce est donn6e par  r,2x = x, 
~2Y = Y, c~2z = xx, a~t = t. On a ici t~x ~ ce et t~2 ~ ct. 
Puisque o~ ~</3 impl ique rgv a >/rgv/3 on d6duit  imm6diatement  de la Propos i -  
t ion 4.6. la  
Proposition 4.9. Le rang d 'un  syst~me S est ~gal au max imum des rangs vrais de 
ses solutions principales. 
Le lemme suivant mont re  qu 'en  fait un syst~me admet  des solut ions pr incipales 
tous les rangs. 
Lemme 4.10. Sict :  g*---~ (CU{a l  . . . . .  or})* est une solution principale et si H est 
la projection de (C U {al . . . . .  or}* sur (C  O {al . . . . .  a,-1})* alors/3 = Ha  est encore 
une solution principale. 
l~reuve. Le I .~mme 1.3 et la Propos i t ion 3.6 donnent  [/3~g] = 
[H(CO{a l  . . . . .  or})]= CO{a1 . . . . .  a,-1} et donc /3  est simple. 
Mont rons  qu'e l le  est 6galement  l ibre. Soit 8: ~*---> ~*  une solut ion d iv isant /3 
au moyen du morph isme l itt6rat O. Soit t6 ~, / I  la pro ject ion  de (~I LI t)* sur ~*  
et O: (~Ot)* - - ->( (?U{a l  . . . . .  a,})* le morph isme d6fini par  f fy=Oy si y~ et 
~it = a,. 
(C U {al  . . . . .  a,})* 
(@Ut)*< g ~g* B >(CU{ax  . . . . .  a,_~})* 
Pour  x~E,  soit ctx = ular/A2ar • • • U parlAp+ 1 (peN) la factor isat ion de otx selon 
les occurrences de a ,  c 'est -~-di re l 'un ique factor isat ion de cex pour  laquel le 
u~(Ct . J{a l  . . . . .  a,-1})* pour  tout l~<i~<p+l .  On  a alors /3x=ul " "Up+l  et O 
6tant l itt6ral, il existe une unique factor isat ion de 6x en 6x = vl • • • Vv+~ v6rifiant 
0vi=u~ pour  l<~i~<p+l  (l 'unicit6 est assur6e par  les condit ions:  Iv, l=l l). 
Posons gx = v~to2 • • • VotVp+l. On  a alors/ I6-x = 6x et O-Bx = ctx. Pour  c ~ C posons 
gc = c. On d6finit ainsi un morph isme g: ~g*---~ (~ t_J t)* f ixant les constantes et 
v6rif iant H6 = 6 et 08 = a. D 'aut re  par  une r6currence sur la longueur  du mot  
w e g*  montre  que pout  tout mot  w ~ g* ,  si otw = uxa, • • • Upa, Up+l est la factor-  
isation de cew selon les ocurrences de aT et si 6w = vl  • • • vv+~ est la factor isat ion 
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de ~w v6rifiant 0vi = u~ (1 ~< i ~< p + 1) alors gw est donn6 par gw = ult"  • • ~tuv+~. 
En particulier aw = oLw' implique gw = gw'. On en d6duit donc que g est, comme 
a, une solution de S. Mais c'est une solution divisant la solution principale tx. On 
en d6duit donc que 0 et aussi O sont des isomorphismes, d'o~ 8 - /3 .  /3 est donc 
libre, mais aussi simple et donc principale. []  
La Proposition 4.9 et le Lemme 4.10 fournissent donc imm6diatement la 
Proposition 4.11. t in syst~me de rang r>~O admet au-moins une solution prin- 
cipale de rang vrai p pour tout 0 <~ p <~ r. 
5. Calcul du rang 
Nous nous proposons de montrer ici que tout algorithme d6cidant de l'existence 
d'une solution d'une 6quation avec constantes (par exemple l 'algorithme de 
Makanin) permet de calculer le rang d'une 6quation quelconque (avec ou sans 
constantes), ce qui g6n6ralise le r6sultat obtenu par Makanin dans [14]. Nous 
6tendrons ensuite le r6sultat aux syst~mes finis. ,. 
Soit donc F = ((e, e'), E, C) une 6quation sur l 'alphabet non vide g = alph ee' = 
EUC.  Si E=~i ,  il est clair que l'6quation est de rang 0 ou -1  suivant qu'elle est 
ou non triviale. Si d'autre part l'6quation est triviale (e = e'), il est dair  que son 
rang est donn6 par rg F= card E. Nous supposerons donc dans la suite e~ e 'e t  
E ~ 0. Nous poserons E = {x I . . . . .  Xn+l} (n ~> 0) et C = {cl . . . .  , c~} (m >I 0, avec la 
convention n = 0 si C = ~). Nous utiliserons les deux lemmes suivants: 
Lemme 5.1. Si a: ~*--~, s~l* est une solution principale de F route lettre de s~l est 
initiale (et finale) d 'un  mot de txg. 
l~uve ,  tx &ant principale, d'apr~s la Proposition 3.6, ~t est le noyau libre de a~g. 
D'apr~s le Lemme 1.1, toute lettre de ~/ est donc h la lois initiale et finale d'un 
mot de ag.  [] 
Notons que cette propri6t6 ne caract6rise pas les solutions principales comme le 
montre a2 dans l 'Exemple 3.1. On peut cependant obtenir un renseignement sur 
le rang d'une 6quation admettant une telle solution par le: 
I#mme 5.2. Si F admet une solution a: ~g*---~ s~t* pour laqueUe route lettre de 
=A UC (union disjointe) est initiale d 'un  mot de otg on a rangF~>cardA.  
Preuve. Soit /3: g*- -*$8" la solution principale associ6 ~ tx et 0: ~* - -~/*  le 
morphisme continu v6rifiant a = 0/3. 
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Soit k =cardA avec A ={a I . . . . .  ak}. So ient  OCel . . . . .  rvek+r a (e~ ~g)  des mots 
de ag  commengant respectivement par les lettres a~ . . . . .  a~, c~ . . . . .  c~. La 
relation a = 013 implique que les roots /3e~ . . . . .  /3ek+m commencent  tous par une 
lettre diti6rente et donc que card/3 ~> k + m d 'oh  rgv/3 = card ~ - card C >~ k. 
Mais le rang de F 6tant le maximum des rangs vrais de ses solutions principales on 
arangF~>k.  [ ]  
Voyons maintenant comment  ces deux lemmes permettent de calculer le rang 
de l '6quation F. Consid6rons un alphabet A ={a:  . . . . .  an} disjoint de g. Nous 
poserons A,  = {ax . . . . .  aT} et ~gr = ~g U A,  (0 ~< r ~< n) avec A0 = ¢. Nous intro- 
duirons les d6finitions suivantes: nous appellerons ubstitution initiale tout mor-  
phisme ~: ~* ~ ~g* (0 ~< r ~< n) obtenu, ~ partir d 'une application X :  E ~ A,  U 1 
v6rifiant A ,  ~ XE,  par les 6galit6s: Vc ~ C ~pc = c et Vx ~ E q~x = (Xx)x. Nous 
dirons qu 'une 6quation F '  = ((f, f '),  E, C U A,)  sur l 'a lphabet ~g~ est associ6e ~ F 
s'il existe une substitution initiale ~p: g* - -*  g*  pour  laquelle on ait ( f , f ' )=  
(q~e, ~0e'). Le calcul du rang de F se d6duit alors imm6diatement de la proposit ion 
suivante: 
l~tol l~i l ion 5.3. Si l'~.quation F est de rang r (O<~r<~n), il existe une &luation I"  
sur ~g, associ~ ?t F qui admette une solution. R~ciproquement, s'i l existe une &luation 
F' sur 7g, (0 ~ r <~ n) associ~e ~t F qui admette une solution, l'&tuation F est de rang 
sup~rieur ou ~gal ?t r. 
Prenve.. Supposons F de rang r et soit a :  ~g*--* .~* une solution principale de F 
de rang vrai r. Puisque card .d = m +r  et que a n'est d6fmie qu'~ un isomor- 
phisme pros, on peut supposer s~ = C O A,. Soit X :  E ~ (A, U 1) l 'application 
d6finie par Xx = 1 si otx = 1 et Xx = a si otx ~ aA* .  ~t &ant principale, on a 
ArcXE  d'apr~s le Lemme 5.1. Soit donc ~p: g* - -~g*  la substitution initiale 
d6duite de X et soit F '  = ((f, f '),  E, C U A,)  l '6quation sur g, associ6e ~t F par tp. 
Alors F '  admet une solution. Soit en effet ~: g* - ->~*  le morphisme fixant les 
616ments de ~t = COAt  et v6rifiant: VxeE 7x = u~g*  ssi ax  = (Xx)u. Alors 7 
est total et on a de fa~on 6vidente v f  = 7toe = ¢~e et 7f '  = ~/~pe' = ae '  d'ofl ~/f = ~f', 
ce qui montre que 7 est une solution de F'.  
R6ciproquement,  soit F '  = ((f, f ') ,  E, C O A , )  une 6quation sur gr (0 ~< r ~< n) 
associ6e h F et admettant une solution. Cet te  6quation admet alors une solution 
de rang vrai nul ~/: g*- -*  (C U Ar)*. Si F '  est associ6e ~ F par la substitution 
initiale ~p: g*  --* g* d6duite de X :  E --* A,  O 1 (avec XE  D A,),  consid6rons le 
morphisme a :  g*  -~ (C U A,)* fixant les 616ments de C et v6rifiant: Vx~E 
ax  = (Xx)(7x). On a alors a lph(ag)D C U XE  D C O A ,  ce qui montre que aest  
total. D 'autre  part on v6rifie facilement que ~te = ~/~pe = ~/f et , re '=  ~/~0e' = 3q ~', ce 
qui montre que ~te = ae '  et que ot est une solution de F. Mais toute lettre de 
C O A,  figure au moins une fois au d6but d 'un mot  de ag ,  et donc rg F >~ r d'apr~s 
le Lemme 5.2, ce qui ach~ve la preuve. [ ]  
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!1 est clair, h l'aide de cette derni~re proposition, que l'on obtient le rang de F 
en testant si, parmi toutes les 6quations ur ~g~ associ6es ~ F (elles sont en nombre 
fini), l 'une au moins admet une solution. En effectuant le test sur les valeurs 
d6croissantes de r, le rang est en effet donn6 par la premiere valeur de r pour 
laquelle le test est positi~----d'o~a la 
Proposition 5.4. On peut calculer le rang d'une &luation d~s que l'on sait d~cider 
de l'existence d'une solution d'une &luation avec constantes. 
Nous allons montrer enfin que le calcul du rang d'un syst~me fini se rambne au 
cas d'une 6quation. Pour cela nous utiliserons le lemme suivant dont la preuve est 
immddiate. 
Lemme 5.5. Soient u, u', v, v' quatre roots de A + et a, bA .  Alors uavubv = 
l,~'au~u~bo ' ssi u = u' el 1) = u'. 
Proposition 5.6. Soit S = ((e~, e[)~tp], E, C) un syst~me ]ini sur l'alphabet ~g = 
E U C. On peut d~finir une ~quation F = ((/, f ) ,  E, C U C') (avec ~g n C' = (J) telle 
que les solutions (principales) de S soient exactement les restrictions ~ g* des 
solutions [principales] de F et pour laqueUe on ait l'~galit~ rg F = rg S. • 
Preuve. Elle s'obtient par r6currence sur p. 
Soit S =($1, $2) un syst~me ~ p 6quations sur l'alphabet g = E UC avec 
Sl=((el, e~i)i=l.2, E, C) et $2 un systbme 6ventueUement vide. Soit C '={a,  b} un 
alphabet disjoint de ~g, g '  = ~g U C' et (/, [ ') = (elaeEexbe2, e~ae~e~be~). Montrons 
que les solutions (principales) de S sont les restrictions ~ g* des solutions 
(principales) du syst~me S' = ((/,/ '), $2) et que l'on a l'6galit6 rg S = rg S'. 
Si ~t: g* ~ ,~* est une solution du syst~me S pour laquelle ,~/n C' = ~} (ce que 
l'on peut toujours supposer, quitte h renommer les lettres) il est clair que le 
morphisme ct#: ~g'*--~(~O C')* d6fini par a#=t~l) idc , ,  est une solution de S' 
v6rifiant rgv ct = rgv t~ #. R6ciproquement, si/3: g'*---~ ~*  est une solution de S', 
le Lemme 5.5 montre que le morphisme /3b: ~g*---> (alph/3g)* obtenu par restric- 
tion de /3 est une solution du syst~me S. L'6galit6 t~ #b = a montre donc que les 
solutions de S sont les restrictions ~ g* des solutions de S' et la relation 
rgv a = rgv t~ # montre que rg S ~<rg S'. Montrons que rg S' ~<rg S. 
Soit /3 :~g '* - -~*  une solution de S' et ot :g*-->~t* une solution de S 
6quivalente h/3b et v6rifiant ~t n C' = 0. I1 est clair qu'alors/3' =~# divise/3. On a 
donc rgv ct b = rgv a = rgv a#~>rgv/3 d'apr~s la Proposition 2.2 d'oO rg S ~>rg S' et 
finalement rg S = rg S'. 
Consid6rons maintenant une solution principale ~: g* - - *~*  du syst~me S. 
Quitte ~ renommer les lettres, on peut supposer ~ disjoint de C'. Montrons 
qu'alors t~ # est une solution principale de S'. 
Pour cela soit /3 :g ' * - - *~*  une solution de S' divisant t~ # au moyen du 
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morphisme continu 0: ~*  ----> (~ t3 C')*. Puisque O/3g = ~tg, on a 
alph 0(alph/3g) = alph ~tg = ~d. Soit done 0 b : (alph/3g)* ---> ~*  le morphisme ob- 
tenu par restriction de 0. I1 est clair que 0 best  continu et v6rifie o~ #b = ot = 0b/3 b. 
/3 best  donc une solution de S divisant or. On a donc/3 b -or ,  ce qui nous permet 
de supposer, quitte ~ renommer les lettres, que l 'on a alph/3g = ~d (et donc 
= ~ t_J C') et 0 b= ida.. Mais puisque 0 fixe les constantes, on en d6duit que 
0 = id~uc,)* d'ofl /3--t~ #. t~ # est donc une solution principale de S'. 
R6ciproquement, soit/3: g '*  ~ (~ t3 C')* une solution principale de S' (avec 
disjoint de C'). I1 est alors facile de voir que alph/3g = ~1. En effet on a 
ca lph /3g  (car a lph /3g '=~UC'  et a lph /3C '=C' )  et si l 'on avait 
, -z r , , c  ,-,, l'utilisation d'une copie disjointe C~ de C~ alph/3~g = ~ O Co avec 0 7- ,--o ,--, 
permettrait de d6finir une solution/3 divisant/3 et non 6quivalente ~/3 obtenue 
partir de/3 en rempla~ant dans/3x (x ~ E) les occurrences des lettres de C6 par les 
Co. Soit done/3b: lettres correspondantes de - '  g*---~ ~*  la solution de S d6duite de 
/3. I1 s'agit de montrer que /3b est principale, ce qui est imm6diat, puisque si or: 
g* ~ ~t* est une solution de S divisant/3b au moyen de 0, ot # est une solution de 
S' divisant/3 au moyen de O~idc,., d'o~ el #~/3  =/3b# et finalement ot-/3b. 
L'6galit6 ot =a  #b montre donc que les solutions principales de S sont les 
restrictions ~ g* des solutions principales de S', ce qui ach~ve la preuve. []  
On en d6duit le corollaire suivant: 
Proposil ion 5.7. On sait decider de l'existence d'une solution d'un syst~me [ini et 
on salt calculer le rang d'un syst~me yini d~s que l'on salt d~cider de l'existence 
d'une solution d'une equation avec constantes. 
6.  Condus ion  
Nous avons montr6 que les solutions d'un syst~me quelconque d'6quations avec 
ou sans constantes e partitionnent en classes dont chacune admet un unique 
repr6sentant qui soit une solution principale du systbme. La r6solution d'un 
syst~me se rambne donc ~ la recherche de ses solutions principales. 
Nous avons montr6 6galement que le calcul du rang d'un systbme 6tait 
d6cidable dans le cas fini et se ramenait alors au calcul du rang d'une simple 
6quation. 
II faut cependant pr6ciser que le calcul du rang et la solvabilit6 des 6quations 
avec constantes reposent sur l 'algorithme de Makanin qui est pour l'instant le seul 
algorithme connu permettant de r6soudre ces problbmes. Or cet algorithrne ne 
peut &re d'aucun secours dans la pratique et il est presque certain qu'aucun 
algorithme 'efficace' ne pourra jamais le remplacer. I1 serait donc int6ressant dans 
l 'avenir d'6toffer la th6orie des 6quations par la r6solution ou le calcul du rang de 
quelques types simples d'6quations avec constantes, comme cela a d6j~ 6t6 fait 
par Lentin pour les 6quations ans constantes. 
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Nous terminerons enfm avec une conjecture. Nous avons montr6 que tout 
syst~me fini est 6quivalent h une simple 6quation. On  peut en fait se demander  s'il 
n 'en  serait pas de m6me pour  un syst~me quelconque,  conjecture qui serait 
rapprocher de celle des 'test sets' de [4]. 
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