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ABSTRACT: 
In this papel' we obtain a generalization of the 
Kalman Filter for a kind of models in which the value of the 
vector variable in period t is explained linearly by the 
value it had in the previous perlod, by the pational 
expectations about the value that the variable y would take 
in period t, that the economic agents had in previous 
periods and by additive Gaussian noise. Then we try to get. 
rid of the Gaussian hypothesis and we find a kind of systems 
in which we don't need that hypothesis, although these 
systems will not be, in general, rationa~ expectations 
models. 
1.- Introduction 
In the papers by Aoki-Canzoneri (1979), 
Visco (1981, 1984),Broze-Szafarz (1984) and Schonfeld (1984) 
appear models, containing rational expectations of the follow-
ing type: 
+ •••• + 
,where 
In these models, then, the value of the 
variable y in period t is explained by the value it had in the 
previous period, by the (rational) expectations about the value 
that the variable y would take in period t, that the economic -
agents had in previous periods, and by additive noise. 
These papers consider complete informa--
tion. We are going to consider incomplete information and we 
want to solve the problem of estimation. 
2.- Problem 1 
(2.1) 
(2.2) 
Consider the model 
1" L BitY~/t_i +u t (,.1 , t=p,p+l, .... ,T 
Consider also the measurement equation: 
t=o, 1 , 2 , •••• , T 
We as sume that yo'yl' ..•.. 'yp_l'up ,up+1 ' 
••••. , uT; v
o
,v l ,·· ••.. ,vT are mutually independent, Gaussian 
random vectors, with: 
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(t=p,p+l, ... ,T) 
Evt=O (t=O,1,2, ... ,T) 
( t=O, 1 , 2, ... , p-l ) 
At , Bit' .... ' Bpt ' Mt are known matrices. 
I k = 1 Zk' zk_l'·····, 
they are unknown. 
In this case, yi/k = E(ytIIk ), where --
ZoJ . but Yi ~ Ik i=O,1,2, ... ,k, because 
We want to find the 
estimator of Yt , given the information It 
linear least-squares 
A (Y t / t ) 
3.- Solution of problem 1 
We will proceed as in the Kalman Filter for 
systems without expectations and we will arrive to an expression 
of the Kalman Filter that will be function of the vectors ó~/tJi 
which are not observables. But, in this particular case, the noises 
are Gaussian and then Y;/t_i=E(YtIIt_i)= Yt / t - i • and we can 
calcula te these expressions using the predictor of Kalman 
- We 
- We 
calculate 
calculate 
• 
• 
· 
We will 
" Then we Y%' 
11 
Yl/l' Then we 
proceed as follows: 
" " " calculate Y1/o' Y2/ o • .... , Yp / o 
1\ 1\ "-
calculate Y2 / 1 ' Y3 /1'·· .. ' Yp+l,l 
1\ 1\ A 
- We calculate Yt-l/t-l . Then we calculate Yt / t - 1 ' y t +1 / t - 1 ,.·· 
"-
... , Yt+p-1/t-l 
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1\ 1\ 
- We calculate Yt / t (that will depend on Yt - 1 / t - 1 and also on 
~ . 
" 1\ that in this case are Yt / t - 1 ,····, Yt/t-p Yt / t - 1 ,····, Yt / t - p 
which we'll have calculated previously). Then we calculate 
1\" A 
Yt+1/t' Yt +2/t'····, Yt +p / t ' 
We follow the notation and previous results 
of Bertsekas (1976). 
Theorem 1 (Generalization of the Kalman Filter for the kind of -
models we are considering) 
For problem 1, we obtain the following recur 
rent equations: 
(for t=·p, p+1, .... ,T) 
1\ 
" =(I-D M )m +D z with: Yo/- 1 = m ::;> Y% o o o o o o 
" " Y1/ 0 = m1 ==';? Y1 / 1 =(I-D1Ml)m1+Dlz1 
" 
"- 1\ 
Y2/ 0 = Y2/ 1= m2 ~ Y2/2=(I-D2M2)m2+D2z2 
,,/\ "-
Yp - 1 / o = Yp- 1 / 1=······= Yp_1/p_2=mp_l ~ 
1\ 
Yp-l/p-l = 
_ 4 _ 
where: 
with: 
Also: 
" Yt +p / t = (1 -
Proof: 
/1 " Yt / t - 1 • Yt / t -2······· 
Suppose 
" Yt / t - p 
= S p-l 
? 
LB. t . t=, 1 + 1 
1\ 
Y t+l/ t+l-i) 
that we have computed the estimates 
together with the covariance matrix 
At time t we receive the additional measurement 
- 5 -
We have: 
~ A 
Zt(I t _1 ) = Mt Yt / t -1 
E t ZtJ~tEItJ1)1 =E i Mt (Yt-Yt/t_1)+V t 1 =0 
L yz ",. ,where = ¿,. t/t_1Mt 
" t\ " M' V / ~ ~ = ":"'t/t-1 t+ t 
- zz 
Then: 
" l A (It-1)1 l Zt-Mt ~t/tJ1 Yt Zt-Zt = E(yt)+D t 
, 
<) -1 Dt = L t / t - 1 Mt (M t ?- t/t-1Mt+ Vt ) 
We have: 
" " " " Yt/t = Yt / t - 1 + Dt (Zt-Mt Yt /t-1) = (I-DtMt) Yt / t - 1 
, 
<; -1 
zz' 
where 
+DtZt 
Let us consider now the system (2.1). Taking condi-
tional expectations of both sides, given It_1' and knowing that 
" " Yt/t-i= Yt/t-i ' we have: 
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• 
y ti t-i " = At Yt-l/t-l + • y ti t-l 
l' 
+ ~ Bit ~t/tJi 
, " 
= At (Y t - 1 - Yt-1/t-l) (as in systems without 
expectations) 
=/ L t/t-l = At 2. t-l/t-l At, + Rt 
" 
- Dt Mt (Y t - Yt/ t - 1 ) - DtV t 
"i ., <; ('" M' )-1 5" 
:::;. t- t/t = L..t / t - 1 - L t/t-l Mt, Mt,L t/t-l t + V t Mt "-t/t-l 
then: 
(for t=p,p+l, ... ,T) 
Let us calculate now 1\ ¡\ I~ Yt+1/ t ' Yt +2/t" ... , Yt+p/ t ' 
(supposing that t+p::: T) • If t+p 7 T, then we calculate 
"" " Y t +1/t' Yt+2/t •.•.•• YT/t 
From (2.1) 
? 
~ Si.t+1 Yt:1/t+l-i +u t +1 ¡~I 
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Taking conditional expectations of both sides, given I t : 
Similarly: 
+ 
? 
¿ Bi , t+1 Y ;+1/ t+1-i (;..\ 
,? 
" " ~ Bi ,t+1 Yt +1/t+1-i 
i~\ 
" Yt +1/ t 
1\ 
'Y t +l/t+bi) 
l' 
L Bi , t+1' 
l'~ 
+ 
l' 
" L By' +u i,t+2 t+2/t+2-i t+2 (:') 
9 
+ t:. Bi ,t+2 yt+2/t+2-i 
• = 
Yt +2/t 
f' 
+ ~Bi,t+2 " Yt+2/t+2-i) 
In general, for k ~t1,2, .... ,P} we have: 
<> 
Yt +k = At+k Yt +k - 1 + ~ Bi,t+k Yt+k/t+k-i + u t +k 
o( 
~ Bi,t+k y;+k/t+ 
{\ 
_~ Yt+k/t =(1-
~J:K i 
~ 
+ L, Bi , t+k to:..I\-\'\ " Yt+k/t+k-i) 
- 8 -
4.- Problem 2 
In theorem 1 we needed the hypothesis of 
Gaussian noises. We wonder if it's possible to get rid of that 
hypothesis. We'll see 'in this and the next section that it's P:?s 
A 
sible if we have Yi/t-l substituting yr/t-l in the system. In 
that case the system will not be, in general, a system with ra-
tional expectations but, anyway, we are going now to study this 
case 
(4.1) 
(4.2) 
E 
E 
E 
Consider the model: 
" L A Yt = At Yt-l + Bit Yt/t-i + u t t=p,p+l, ... ,T l:; '¡ 
Consider also the measurement equation: 
Zt = J1 t Yt+Vt t=O,l, 2, .... ,T 
We assume that yo'Yl,· •. ,yp-1' up,upt1 ' .. 
... , uT' v
o
,v1 ,· •• ·,vT are random vectors mutually unco 
rrelated, with; 
ut=o E u t u' = Rt t= p, p+ 1 , ..... , T t 
vt=o E v t v' t = Vt t= l~1,2t8K'n, T 
Yt=mt E(Yt-mt)(yt-mt)'=St t=O,1,2, •.•. ,P 
are k,nown matrices. 
In this case Yt/k = E(YtIIk)' where 
Ik = t zk' zk_1'····' Z o } 
The problem is to find the linear least-
squares estimator of Yt , given the information It 
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5.- Solution of problem 2 
Lemma: 
1 "3 Cons,ider z= Cx +Dx (Yl)+U 
1 3 wher€ z, x ,x , u 
are random vectors; e, D are matrices of 
constants. 
We assume that the vector u has Eu=O and it's uncorrelated with 
Proof: 
~ ) ~ ~ Consider: Y2(Y1 = Y2-Y 2 (Y1 ). We know that Y2 (Y 1 ) 
is uncorrelated with Y1 and alsowith Y2(Y 1
) 
~ ~1K 1\3 Now: z(Y1 )=Cx (Yl)+DX (Y1 ) 
. 1\ '"' 1\ 1 - t-:;-"- , Also: z(Y 2 )=Cx (Y2 )+D x (Y 1 U 
- ) -3 (Y2 =x + 
because 
Therefore: 
= 
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Theorem 2 (generalization of the Kalman Filter for the kind 
of models we are considering in section 3). 
For problem 2, we obtain the following recurrent.--
equations: 
with: 
where: 
f' 
" '" L BitY t / t _ i l+DtZt 
:." 1 
(for t= p,p+1, ••.. ,T) 
" " 
=(I-D M )m +D Z y -m -? y% 0/-1- o o o o o o 
" 
A 
Y1 / 0 = ml - Yl / 1 =(I-DlM1)m1+D1z1 -¡ 
" 
" " Y2/0=Y2/1=m2 ==? Y2/2=(I-D2M2)m2+D2z2 
A 
Y -p-1/p-2-
c::-
L. t/t-1 -
wi th > = S . 
-0/-1 o' 
m p-1 " Yp - 1 / p - 1 = 
"" S "T =S 
-¿/1= 2' .••• , --p-1/p-2 p-1 
Also: 
Proof: 
" Yt+1!t 
• 
• 
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/\ 
Yt +1!t+1-i) 
Proceeding exactly as in theorem 1. we have: 
Let us consider now the system (4.1). Aplying the lemma. 
we have: 
" " 
f 
,. " 
yt!t-1 = At Yt-1!t-1+ i- BitYt!t~i • as in theorem 1 ~! : 
Then, we have the same expressions for 
<:: and ~K::'·t!tJ1 
<' ~K t!t 
Therefore, we have: 
(for t=p.p+1 •.•• ,T) 
f\ /\ /\ 
Let us calculate now Yt+1!t' yt+2!t.····. Yt+p!t 
(if t+p ~ T). When t+p'7 T. let us calculate " " Yt+1!t' Yt+2!t' 
1\ 
•••.•• , YT!t) 
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Now. from (4.1) 
" Bi.t+1 Yt+1/t+1-i+Ut+1 
Aplying the lemma: 
A " Yt+1/t= At +1y t / t + 
In general. for k=1.2 •.••.• P 
y -A Y + t+k- t+k t+k-1 
A 
=;;> Yt+k/t=A t +k 
+ 
l' 
"C" !- Bi , t+k 
L'= l\~ \ 
"-
f 
'C" 
L-B. t 1 i..::1. 1, + 
A 
" Yt+1/t+1-i) 
K 
'C" 
/ 
':.-\ 
Bi,t+k Yt+k/t + 
A 
Yt+k/t+k-i 
" 1\ 
-=él Y t +k / t =(1-
oc -1 
L B. t k) 
1\ e " 
(At+ky t+k-1 / t + / Bi , t+k Y t+k/ t+k-i ) 1" + ~":: K .... 
Corollary: 
If the random vectors y , Y1 ,.··:, y l' U , O p- P 
..... • , U T , v o .v1 ••.•• ,vT are all Gaussian, we know that 
/1< " Yt / t - i = Yt/t_i·then 
the results given by 
problem 1 is the same than problem 2, and 
theorem 1 and theorem 2 are also the same. 
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