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Abstract 
DSS uses a mixture of operations research, management information 
systems, relational databases and interactive use of computer 
facilities. Each of these four elements has serious shortcomings. 
The use of a DSS for strategie planning purposes is the more 
dangerous because management is not used to translate their 
objectives into measurable units. The advise coming from this 
paper is to be very careful with the introduction of a full 
scale DSS. 
1. Introduction: ji search for the essential properties and 
developments of DSS. 
1.1. The DSS-umbrella. 
Literature on Decision Support Systems (DSS) does not show a 
clear picture about what it is supposed to be. My search for the 
essential elements of DSS produced various results. Some authors 
and many software marketers seem to put all administrative and 
technical tools which can be used by management of all levels in 
an organization under the DSS-umbrella. Attempts to formulate 
definitions of this wide concept of DSS, including all kinds of 
management support, are doomed to fail. 
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Keen and Scott Morton (1978), who published the first book on 
DSS, indicate that it implies the use of computers to: 
a) Assist managers in their decision process in semi-
structured tasks. 
b) Support rather than replace managerial judgement. 
c) Improve the effectiveness of decision making rather than 
its efficiency. 
1.2. DSS as a_ "pizza" of four seasons. 
Most authors consider DSS as a combination of operations 
research, management information systems, (relational) databases 
and interactive use of computers (To mention some: Bennet 1983; 
Blanning 1983; Bonczek, Holsapple and Whinston, 1984; Deogun and 
Nakhforoush, 1984; Holsapple and Whinston, 1983; Ittmann 1983; 
Kallman 1984; Sprague 1980). This "pizza of four seasons" is 
advised to be served up in situations of less- or at most 
sufficiently structured problems. It is intended to be the quick 
interpreter of fixed and fuzzy facts and figures, the fast 
translater of man's language questions and the active owner of a 
multitude of mathematical models. 
When I met this type of definitions during my search, I really 
feit like the man who discovered that he spoke "proze" since his 
childhood. Many of the problems to set going a DSS are quite the 
same as those of operations research and management information 
systems: how to gain the comnittnent of data suppliers, users and 
2 
management? A DSS. contains many additional problems too. Blanning 
(1983) mentions five principal areas of DSS research in his 
defense of the uniqueness of DSS and presentation of the state of 
its art: 
a) The construction of knowledge-based Interactive systems, 
or expert systems, which is new in at least two ways. It 
extends the concept of the exclusively data-oriented bases 
to bases with data as well as knowledge rules. 
Furthermore, it tries to combine two pieces of the 
"pizza": interactive use of systems and the (extended) 
base concept. The objective of building an expert system 
is to translate empirical knowledge and reasoning 
processes of a human being into rules in order to bring 
the expertise into the system. 
b) The development of frameworks for model management systems 
similar to those for data base management systems. The 
data resulting from a model do not exist in a stored form 
but are generated when the model is executed. This area of 
research is intended to combine the data base concept with 
the field of OR by: 
c) The integration of data management and model management. 
d) The development of criteria for the economie performance 
of DSS, which are more complicated than the usual cost-
benefit analysis of information systems. 
e) The behavioural aspects of design, development, 
implementation and use of DSS. 
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Bonzcek e.a. (1-982) emphasize the behavioural aspect of DSS as 
one of the trends in this highly interdisciplinary field. There 
are many reasons why the user may refuse or resist to accept a 
DSS. The systems can be inaccurate, out of date, too detailed or 
too expensive, and difficult to operate or to learn. Other trends 
mentioned by Bonczek are: 
a) The development of a generalized problem-processing system 
(GPPS). The GPPS is considered as the intermediary between 
the DSS language system which has to be user oriented and 
the knowledge system which contains data, rules and models. 
b) DSS development tools within the GPPS like spreadsheet 
software. Bonzcek particularly advocates an extensive 
package, called MDBS KnowledgeMan, which fuses third 
generation spreadsheet, relational database management, 
structured programming language, and extensive graphics 
into a single system. Holsapple and Whinston (1983) 
conclude that this package is fairly close to an ideal 
integrated DSS. 
1.3. Content of the following sections. 
The purpose of this paper is, close to the behavioural field of 
research, to warn against a hot-headed introduction of a yet ill-
defined, not completely operational concept like DSS. In the next 
sections each of the parts of the "pizza" (operations research 
techniques and management science, section 2; management 
information systems, section 3; data bases, section 4; 
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interactive use of computers, section 5) and the problems to 
introducé those parts will be described. 
Strategie planning is a fairly good example of an ill-structured 
problem. The objectives of management might be in qualitative-
instead of quantitative terms; the alternative policies, if known 
at all, might be intentions instead of well defined actions; the 
results of those policies might be uncertain. So, strategie 
planning is supposed to be an ideal hunting-ground of DSS. 
Section 6 will show some pitfalls in the use of DSS for strategie 
planning. Still, this paper is not entirely negative towards the 
future use of DSS. Under very strict conditions it is possible to 
develop a DSS for strategie planning. This cautious optimism will 
be expressed in section 7. Most sections contain opinions from 
recent literature on DSS which are confronted with my own ideas, 
based on experiences at the Netherlands Railways. It is a 
feasible solution of the ill-structured problem of writing a 
paper. 
2. Operations Research (OR) and Management Science (MS): the 
optimal solutions tool-box and the (ir)rationality of decisions. 
2.1. Area of research. 
How to use the limited production factors, like labour, capital 
goods and land in order to achieve a high level of production? 
How to determine the best decision? These questions indicate the 
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area of research of OR/MS, which has a 40-year history now. This 
history showed us numerous succesful applications in such various 
areas as determination of the optimal product mix, scheduling of 
activities, inventory control, waiting line problems and even 
strategie financial planning. Zahedi (1984) shows a survey of 
issues in the OR/MS field. During these 40 years much time and 
effort have been devoted to the problem to get the results of 
OR/MS studies implemented. OR/MS frequently fail because the 
analysts do not succeed to grasp the manager's environment and 
his way of decision making. 
2.2. Models of decision making. 
Bahl and Hunt (1984) search for the fundamentals of decision 
making which is crucial to the effective design of OR/MS and DSS. 
They state that there are too many theories and schools which try 
to find the core of the decision process. After stipulating that 
a clear "picture" of a "decider" is necessary, they mention five 
examples of theories (each having consequences in the 
construction of a possible objective function): 
a) The econological model. Decisions are taken based on 
logical and systematic analysis. This type is ideally 
fitted for 0R modelling. 
b) Bounded rationality model. The analysis is still logical 
and systematic but there are limitations on Information 
processing capabilities of the decision maker. 
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c) Organizational process model. The decision maker cannot 
act independently from the objectives of other groups. 
Bargaining among coalitions will be necessary. 
d) The implicite favourite model. One alternative is the 
objective. The objective function is the result of that 
favourite and not the other way round. 
e) The political or competitive model. Not the direct impact 
of decisions but the possible reactions of other groups play a 
prominent role in this model of the decision process. 
None of these models are a complete representation of the 
decision making process. Moreover, it is generally impossible to 
indicate which combination of decision models actually exists in 
a specific situation. This limitation in specifying the objective 
function is one of the reasons OR/MS models can fail. 
The utilization of MS/OR in public policy making might depend on 
factors which are different from those of private organizations. 
Nagel (1984) analyses these factors. His conclusion is that: 
"public policy evaluations are more likely to be used when they 
are valid and well-communicated, when they have good support, 
when they are brought to the attention of the right decision 
makers and when they are directed to the right goals and produce 
higher benefits and goals." I completely agree to this summary of 
decisive factors but I think that this statement also holds for 
the majority of private organizations, certainly when the 
decision makers do not handle according to the econological model 
of Bahl and Hunt. 
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2.3. _A lesson from the past. 
During the early seventies a corporate planning model for the 
Netherlands Railways was used. The model was intended to 
support decisions on the: 
a) level of fares in passenger- and freight transport; 
b) frequency of the railway service; 
c) size of the staff; 
d) amount of rolling stock and infrastructure; 
e) sales volume. 
The objectives of the company were, based on not too intensive 
consultations with the assumed decision makers, assumed to bet 
a) minimization of the negative financial result (in guilders 
per year); 
b) maximization of the sales volume in passenger transport by 
rail (in passenger kilometres per year). 
The second objective was considered to be a yard-stick of the 
significance of the railway system for the society as a whole. 
The trade-off between the two objectives, or the money value of 
one additional passenger kilometre, was not exactly known. There 
were some indications about the trade-off based on the 
preparedness of the assumed decision makers to pay a certain 
amount of money in exchange for more passengers in specific cases 
(like a new station). Still, sensitivity analysis on the value 
of the trade-off was necessary. The model covered a period of ten 
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future years. Apart from a quadratic objective function the model 
consisted of some 2000 mostly linear constraints and 1000 
variables. Some of the constraints, especially those being parts 
of the production and sales functions, were not too intensively 
discussed with the operations- and marketing specialists. The 0R 
analists found a smart way to solve the non-linear programming 
problem without using many cpu's. A number of shoe boxes with 
punched cards went into the computer and the optimal results of 
future railways up to 1985 was the desired result. The resulting 
future of the company in figures and graphics was presented to 
the board of directors. The effect was striking; the board was 
shocked by the gloomy picture of the "best" policy and asked for 
alternatives and explanations. Some of the alternatives meant a 
reconstruction of the model but the explanations became .the real 
bottle-neck of communication between management and specialists. 
How to explain the calculations of a non-linear programming 
problem to 0R outsiders? The black box character of the model and 
the isolated way of research were some of the reasons that this 
wilful tooi of management was abandoned. 
The lessons from this historie example still hold for future 
0R/MS and DSS projects: 
a) If the results of the calculations or the electronic 
reasoning cannot be explained (c.f. the "why" questions in 
expert systems) the system looses a considerable part of 
its value. Complexity is only feasible where transparency 
continues. 
b) If the model is built without extensive discussion with the 
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specialists (operations managers, market analysts, staff 
planning people etc.) it remains dangerously artificial. 
c) An objective function for strategie planning purposes 
ought to be considered with a sound dose of suspect. It is 
always doubtful if the strict rationality of an objective 
function is a fair representation of reality. 
2.4. An OR model generator; _a recursive impossibility. 
It is important to DSS builders to know that there is a lack of 
a general theory in model building, in spite of the intensive 
research effort in modeling (Zahedi, 1984). It is considered as a 
gap in the MS/OR research process. It means that the decision 
process towards the choice of an adequate OR model is ill-
structured. So, choosing an adequate OR model should be supported 
by a DSS. Such a DSS needs, among other things, a meta adequate 
OR model that contributes to the choice of an adequate OR model. 
The decision process that leads to such a meta adequate OR model 
is also ill-structured and needs another DSS with a super meta 
adequate OR model. Consequently, a DSS cannot contain an adequate 
MS/OR generator. This recursive reasoning to indicate that a DSS 
lacks something that is supposed to be necessary has a certain 
resemblance to the mad making discussions between Achilles and 
the tortoise about the Perfect phonograph, written by Hofstadter 
(1980). My early warning is that a DSS cannot become such a 
perfect phonograph. 
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3. Management Information Systems (MIS); not too early warnings. 
3.1. An example. 
There are many interpretations and definitions of the concept of 
a MIS. The MIS that is in use by the Netherlands Railways is 
directed to the top-management of the company and consists of 
control and planning information. The input of the MIS consists 
of data (not information) collected from inside as well as from 
outside the company. The data need to be relevant to the 
management system it is intended for. To my experience it is a 
hard task to select the relevant figures from the universe of 
data that is available. Are the monthly sales figures of all the 
stations needed? Might the development of the fare level of the 
Swedish Railways be interesting or is it better to get informed 
about the development of the world energy reserves? The relevancy 
and the interest of management are hard to predict. Especially 
the interest in the company's environment may change frequently. 
A MIS need to work up the data from various sources and has to 
check the consistency and the reliability of the data. A MIS can 
be, but need not to be, computerized. The output of a MIS need to 
consist of condensed and clearly presented information about the 
past, the present and the future. The succes of a MIS depends on 
the ability of its engineers to limit the information to the 
momentary essential needs of the manager or_ the management team. 
This holds true for the exception reporting as well as for the 
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background information. The monthly exception reporting to the 
top executives of the Netherlands Railways is presented in one 
single page. The needs for information, generally not explicitly 
expressed by management, are as fickle as the Dutch weather. 
There is a continuous danger that the MIS becomes a not-too-early-
warning system. 
The objective of a MIS is to support and to stimulate management 
in taking decisions. Still, it is not a DSS. An example from my 
experience at the Netherlands Railways may clearify the 
difference. It sometimes happened that management showed some 
irritation about the signals coming from the exception reports. 
They did not consider the information presented in these reports 
to be complete: "It is clear that the sales volume during the 
off-peak hours is below the target level. But information about 
measures that can be taken to improve the situation and their 
effects is completely lacking. You are not a 'supporter' of 
management decisions but just a signaller about the things that 
went exceptionally bad or good." That indeed is my interpretation 
of a MIS. It is just a small part of the cybernetic cycle. It 
does not suggest solutions to problems, if they are problems at 
all. Of course, it is tempting to suggest solutions using the 
ample information that is available in the management information 
department. But it is wise to resist that temptation in order to 
keep the confidence of the suppliers of information. There are at 
least 100 ways to blockade information streams. 
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3.2. Differences between MIS and DSS. 
Bonzcek e.a. (1982) and Ittmann (1983) mention sorae differences 
between MIS and DSS: 
a) Unlike MIS, DSS is specically oriented towards that kind 
of information that constitutes a decision process (The 
management of The Netherlands Railways asked for a DSS 
instead of a MIS). 
b) A DSS supports the solution of ill-structured problems. 
c) DSS furnishes a user with powerful, easy-to-use languages 
for problem solving. To my opinion a MIS need not to be 
used in a computerized way. 
d) A DSS incorporates models. 
•4. Relational data bases: are they really ready to use?. 
One of the indispensable elements of a DSS is a relational data 
base. Generally, it is taken for granted that such a relational 
data base management system (RDBMS) is available. However, most 
of the present data base management (DBMS) systerns do not have a 
relational structure. The RDBMS are not in fuil operation yet. An 
example of this situation is the availability of DB2,- the RDBMS 
of IBM. IBM considers this system as a strategie product on which 
many new applications will be developed in the next decade. But 
some big customers of IBM are in the initial implementation phase 
of DB2 while others are still completely operating under IMS, a 
hierarchical DBMS. It is expected that IMS will be supported 
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during the next decade. Many systems, using IMS, which have been 
developed in the past five years need the continuity of IMS 
during their lifetirae. So, fuil scale availability of D32 will 
be achieved within a period of at least 10 years. 
A correct use of a RDBMS and its query facilities requires 
knowledge of and experience with the meaning of logical 
operators. 
The introduction of RDBMS means a shift from the cost of system 
design and development to the cost of hardware. An RDBMS really 
gorges bytes and bouds. Hovrever, the continuously improving 
price-performance ratio of hardware makes this shift attractive 
for mainframe applications. But what about the microcomputer? It 
is true that the size of random acces memories in microcomputers 
is steadily increasing but the demands of a full scale DSS 
including a RDBMS are still byond the scope of the existing 
microcomputers. 
5. Interactive use of computers: microcomputers, spreadsheets and 
advanced packages 
5.1. Bottom-up growth. 
In a survey of actual developments, based on the INFO 83 
conference in New York City, Ganning (1984) describes the break-
through of DSS in personal computer use. He also rnentions the 
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variety in applications like marketing analysis, forecasting and 
financial planning. An overwhelming number (perhaps thousands) of 
"templates" for spreadsheet packages are on the market. Canning 
is very positive about these easy-to-use DSS tools because it has 
a tremendous learning effect. It may be the first step of 
managers to use computer systems in a direct way. Nelson (1984) 
states that microcomputers give data processing managers the 
unique opportunity to implement DSS throughout an organization. 
He is an advocate and forecaster of a bottom-up growth from 
spread-sheet to fuil DSS techniques. 
The bottom-up argument resembles the advice to teachers to learn 
children the joy of reading by starting pictural books or even 
comics. And indeed, a considerable percentage of the users wants 
more than staying behind the screen of their own calculations. 
But then there are some problems. If they want to use their 
package facilties in a mainframe environment they have to face 
the difficulty of different types of DSS. Earle (1984) clearly 
describes the problems with micro-to-mainframe transportability 
and compatibility. Micro's are screen oriented with many more 
features than any mainframe compatible DSS. A single product is 
necessary that can address the DSS needs of users on all machines. 
The experience at the Netherlands Railways is that the micro-
computer wave of the last years reversed the attitude of both 
users and computer specialists. During the period of the 
automation of massive transaction processes projects were 
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considered to be successful when the initial scepticism of the 
users and the enthousiasm of the specialists were considerably 
tempered. Now it seems the other way round. Many users, generally 
staff people, tend to be completely dedicated to a specific 
package and its necessary configuration. But there is a shortage 
of capacity to support various brands of micro's and a multitude 
of packages. Moreover, the existence of many different 
infrastructural environments will lock up further developments of 
integrated DSS. Therefore it is necessary to disappoint the users 
by prescribing the admitted very limited number of brands of 
micro-computers and packages. 
5.2. Levels of DSS. 
Earle (1984) indicates five levels of DSS which might very well 
show the future development of DSS use: 
a) The Standard spreadsheet. 
b) Specialized DSS modules like statistical analysis and.risk 
analysis. 
c) Integrated systems. The word "integrated" is used too 
hasty by many producers of packages. A real integrated 
package has, according to Holsapple and Whinston (1983), 
for instance the property that each cell of the 
spreadsheet may contain and can be defined in terms of an 
entire program. Integrated systems require a network 
between the features of the packages. Each element of one 
feature may call for another feature. 
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d) Level c with automatic user interfaces, incorporating 
fuil-screen menus. To my opinion there are still a lot of 
packages requiring too much semi-programming by the users. 
These packages are too expensive in terms of user time. 
The learning curve is too long. An interesting aspect of 
the improvement of user interfaces is described by Liang 
(1984) who focused his attention on the development of a 
self-evolving user interface which can automatically be 
adapted to the change of users' requirements He presents a 
model which can provide an optimal default routine to 
reduce the unnecessary commands and compares these results 
with the performance of a non-default design and a fixed 
default design. 
e) Third-party creation of vertical-market software products 
developed in the DSS languages rather than in Standard 
programming languages. This level offers the opportunity 
of transportability across machines. 
Canning (1984) sees the following developments in the use of 
DSS: 
a) Continued growth in the use of (small and handy) DSS. 
b) Combination of hard data with "soft" information, like 
opinions, explanations and rumors. 
c) More user friendly packages. 
d) The arrival of expert systems. 
17 
5.3. Applications. 
An advanced application of a microcomputer-based DSS is described 
by Robak (1984). The system is intended to support the 
operational planning of forest operations. Plans which combine 
strategy and operations are missing in this industry. There are 
many partial optimization techniques available but a combination 
of choice between the different harvesting systems, an 
integration of the decisions of the many operating areas, the 
choice of the product mix and the equipment-usage is too 
complicated for deterministic analytical techniques. Moreover, 
the operations managers saw themselves as the "last beggar in 
line" to get effective information systems. The company tries to 
solve this problem by offering a nation-wide used microcomputer-
based DSS to all operations managers. The author is envisaging 
the use of microwave or satellite transmission for data transfer 
in order to have an interface with corporate-level DS systems. 
Walkinshaw describes the development and use of a DSS at Rank 
Xerox. The system, known as IMPACT, provides more than 500 
managers with modelling, spreadsheet, database, word processing, 
graphics and electronic mail facilities. 
To my opinion these applications of microcomputer-based DSS has 
the big advantage that all users get the same microcomputer or 
terminal facilities, the same package and probably even the same 
type of data, knowledge and models. It is a necessary condition 
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for a bottom-up approach towards DSS use on the corporate level. 
But will it be sufficiënt? The corporate strategy is not just an 
addition sum of the operations planning of the areas. The 
corporate DSS need not to speak the same language as the 
microcomputer-based DSS do, Here we enter a mine-field. 
6. Strategie planning and DSS; ja mine field• 
6,1. Implementation. 
Multinivich and Vlahovic (1984) point to a very important aspect 
in the construction of either OR models, MIS or DSS. They state 
that there seem to be no general principle concerning 
implementation. They formulate advises in connection with the 
people involved and with the system to be implemented resulting 
in an improved road through the mine field. I adapted and 
commented these advises to the circumstances of a DSS for a 
strategie planning problem: 
People: 
a) Get management involved. My advise goes, in the case of 
DSS for strategie planning, even further: convince 
management that it is no task that can be delegated. 
Walkinshaw (1984), for instance, mentions the resistance 
of some senior managers at Rank Xerox to use the terminal 
themselves. Mahmood (1984) has the opinion that the main 
problem with DSS is a mismatch between DSS design or 
performance and the requirements of the decision maker. He 
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introduces organizational design environments and proposes 
DSS design strategies. 
b) Ascertain that there is a feit need for the system. For 
instance, does the planning department like to be 
confronted with such an instrument? 
c) Provide training and education. The DSS needs to be simple 
to learn. There are not a lot of days available. 
d) Keep the DSS as simple as possible. Even full-screen menus 
can become difficult when a long list of questions needs 
to be answered or an extensive addtional data input is 
necessary. 
e) Establish effective communication with the suppliers of 
the data and of the models. 
f) Get the suppliers of the data involved. This is also 
fundamental to a succesful MIS. Based on my experience in 
this area I think it is very important to show the 
suppliers of the data what is going to happen and what 
happened with their input. Sanders, Courtney and Loy 
(1984) analyzed the impact of DSS on organizational 
communication. They conclude from an inquiry among 400 
organizations using the Interactive Financial Planning 
System (IFPS) that DSS encourages communication. 
System: 
g) Identify the problem. Is there really a strategie planning 
problem that may be solved by the support of DSS? 
h) Plan and control the implementation. 
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6.2. Ill-structured problems. 
According to Siraon (1960) the decision making process consists of 
three stages: intelligence, design and choice. Intelligence is 
the activity directed to gathering information and to recognize 
the existence of problems by analyzing that information. Design 
is the stage in which the problem is clarified and alternative 
solutions with their consequences are presented. The choice stage 
consists of the selection of a solution and its implementation. 
Bonzcek e.a. (1984) use this framework to get an understanding 
between well-structured and ill-structured problems. Gaps in the 
intelligence and design stage lead to ill-structured problems, 
the area of DSS. Deogun and Nakhforoush (1984) present a 
conceptual description of the basic abilities of a DSS in the 
decision making process: data processing, model building, goal 
analysis, problem recognition and analysis and virtual solution 
process. 
Strategie planning is a clear example of an ill-structured 
problem. The objectives of the decision maker are generally not 
measurable or not explicitly known (c.f. section 2.2.). It might 
even be possible that the objective of the decision maker is to 
avoid revealing his real objectives and that he presents pseudo-
objectives if he is compelled to show them. Even the 
"satisfyeing" objectives theory of Simon might be too structured. 
I v/onder if strategie planning, certainly in case of hidden 
objectives, has sufficiënt structure to be supported by DSS. 
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If, for instance, a DSS for strategie planning is used by staff 
people then the ill-structured character of the strategie 
planning problems will damage the quality and speed of the 
results. For, let us imagine a highly qualified staff member with 
sufficiënt knowledge of the use of DSS. He or she knows a lot of 
the specific situation of the organization, has sufficiënt 
knowledge of choosing the right OR models and/or statistical 
methods, speaks fluently the not too friendly language of the 
DSS and is able to understand the results coming from the data-
and knowledge base. Will that valuable person be able to use DSS 
as a real decision support system? I think not. The less 
structured the problem will be the more consultations with the 
real decision maker will be necessary. Each consultation run 
degrades the value of a DSS. 
The other possibility is that the decision maker himself runs the 
DSS. 
6.3. Top-down. 
Harrington (1983) emphasizes a top-down view of a DSS. He sees 
improvements of management effectiveness by it. Information is a 
necessity in strategie or long range planning. With DSS the 
alternatives can be analyzed and choice can be made in a fairly 
short time. 
To my opinion this optimistic view about DSS use in strategie 
planning can be realized if and only if the managers themselves 
use the DSS system. This condition means that the full DSS has to 
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be very easy to learn, easy to use and difficult to forget (short 
learning curve). To my knowledge there is no such wonder DSS yet. 
Wynne (1984) sees a clear trend from complex to less 
sophisticated short and understandable models. The implementation 
problems of OR/MS techniques should not and will not be copied in 
the future DSS, which incorporate those techniques. I like to 
agree with this trend of simplification and transparency of 
future DSS but I wonder how this trend could be consistent with 
the other trend of integration of Information systems and of the 
use of fuil scale DSS facilities. 
7. The development of DSS for strategie planning: some 
suggestions. 
7.1. The "what-if" type. 
The subject of a very interesting project of Anselin and Arias 
(1982) is the politically very complicated problem of central 
city redevelopment. Many pressure groups, many diverging 
objectives, various weights attached to those objectives and many 
alternatives with all sorts of consequences constitute the 
scenary of this problem. The DSS in this project consists of 
three modules: the setting state of the city described in an 
extensive data base, the impact analysis and the policy analysis. 
The whole systems looks like a gigantic "what-if" model. It might 
be worthwile to develop comparable models in strategie planning. 
23 
7.2. The adaptive approach. 
It has been suggested that DSS should be developed using an 
evolutionary or adaptive design approach rather than by the 
systems development life cycle approach (feasibility study, 
systems analysis, logical system design etc). Watson, Hogue and 
White (1984) analyzed 18 DSS on their methods of development. 
Half of those systems tend to be evolutionary. They consider 
systems as evolutionary when the development goes as follows: 
a) Identification of a decision (or set of decisions) which 
can benefit from decision support; 
b) Construction of a small tentative system; 
c) Use of the system; 
d) Evolving and extending the system; 
e) Iteration of steps c and d. 
Canning advocates the construction of throw-away quick DSS 
systems. This advice fits into the adaptive design approach. 
Alavi and Napier (1984) present a case study of the adaptive 
design approach to DSS development. It differs from the 
traditional "life cycle" approach for the development of 
transaction processing systems. Alavi and Napier argue that the 
user cannot define the functional requirements of the DSS 
beforehand. The emphasis is on learning. From the results of each 
iteration, which is developed according to the traditional 
methods, the user formulates the demands of the next iteration of 
the DSS. 
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The adaptive approach seems to be very attractive and practical. 
It has the clear advantage that the user participates in the 
developraent of its tooi of management. But there are also some 
limitations. Nosek (1984), though advocating the evolutionary 
approach, mentions some constraints to it: technical innovations, 
designing and programming practices and the organization 
environment might complicate this approach. Moreover, tha 
disadvantages of the adaptive approach for DSS are essentially 
the same as for transaction processing systems: the absence of 
any knowledge of the future steps in building the system means 
that the cost, capacity, performance and profitability of the 
final product is unknown. The world-wide experience of building 
information systems with galloping costs due to inadequate 
planning and insufficiënt analysis of the real needs of the users 
is a straightforward warning against a "laissez faire, laissez 
aller" policy. The adaptive approach even doubles the dangers 
because it includes the risk that the methods, the techniques, 
the hard- and the software of two subsequent DSS iterations are 
totally different: the ghost called "conversion" is haunting. 
I do not believe that it is impossible for the user to define the 
future requireraents of the DSS. Though he suffers from a 
reduction in perspective, his property of myopia indicates the 
trend of the best way to develop a DSS: a semi-adaptive "phalanx" 
method. Each iteration into an extended and improved DSS has to 
be combined with technical system design, logical system design, 
systems analysis and feasibility study of the future iterations. 
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