This paper presents a study of a class of D-nary exhaustive prefix codes which are generated by graphs. In addition to its use as the representation of a code, the structure of a graph is utilized for decoding purposes. The concept of the inclusion property is introduced, and an algorithm for the construction of an inclusion code equivalent to any specified exhaustive prefix code is given. It is shown that the inclusion property is a sufficient condition for a code to have an equivalent graph theoretic realization. Such a graph, which will always have less branches than the tree representation of the code, can be found easily. It is demonstrated that exhaustive variablelength inclusion codes are neither anagrammatic nor uniformly composed. Therefore, a necessary and sufficient condition for such codes to be self-synchronizable is g.c.d. (lengths) = 1.
I. INTRODUCTION
I n recent years a n u m b e r of authors, such as K a s a m i (1961), H u f f m a n (1964), F r a z e r (1964), H a k i m i and F r a n k (1965), Bredeson and H a k i m i (1967), a n d H a k i m i a n d B r e d e s o n (1968), h a v e applied g r a p h t h e o r y to the s u b j e c t of error-correcting algebraic (fixed-length) codes. T h e purpose of this p a p e r is to a p p l y graph t h e o r y to the area of v a r i a b l e -l e n g t h codes.
which is less than or equal to that of any uniquely decipherable code for the same distribution. Furthermore, they proved that every binary Huffman code is exhaustive.
It is known that a uniquely decipherable D-nary code with W = ~= i ~tj code words exists if and only if ¢ =< 1 (McMillan, 1956 and Kraft, 1949) . Also, any uniquely decipherable exhaustive code has the prefix property (Gilbert and iVfoore, 1959) , and such a code exists if and only if ¢ = 1 (Gilbert and Moore, 1959 and Fano, 1961) .
GRAPHICAL REPRESENTATION OF PREFIX CODES
Any D-nary prefix code X = {xz, x2, -.. , x~} can be represented graphically by a coding tree (Fano, 1961) . For example, the binary prefix code X = { 10, 11, 010, 011, 0000, 0001, 0010, 0011} corresponds to the tree shown in Fig. 1 . Each vertex of ith order produces j vertices of (i + 1)st order, where j G {0, 1, 2, -.. , D -1, D}. A vertex which produces no new vertices of higher order (j = 0) is called a terminal vertex. A complete tree is a tree in which every vertex of ith order either produces D vertices of (i + 1)st order or is a terminal vertex. Clearly, the tree of Fig. 1 is complete. It can be shown (Fano, 1961 ) that a prefix code is exhaustive if and only if its corresponding coding tree is complete. An obvious consequence of this fact is that the number of code words of maximum length is a multiple of D. It can be demonstrated (Bobrow, 1968) 5 that if W is the number of terminal vertices of a complete tree (i.e., W is the number of code words of the corresponding code), then the number of branches in the tree is exactly [D/(D - 1)](W-1).
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DECODING PREFIX CODES
The most direct general method for decoding any D-nary prefix code is to construct a switching network based upon the tree corresponding to the code. Such a network is formed by replacing each branch, situated between an ith order vertex and an (i -b 1)st order vertex, which is labeled d C I0, 1, -.. , D --1}, by a normally open contact that closes when the (i -P 1)st digit of a sequence is d. The network input is the 0 order vertex, and the output is the common connection of all the terminal vertices.
The decoder for the code corresponding to Fig. 1 is given in Fig. 2 . All of the contacts in Fig. 2 
II. GRAPH THEORETIC PREFIX CODES
A graph G is a finite collection of two types of entities: a set of M vertices (nodes, points) vl, v2, -.. , v~ and a set of N branches (edges, lines) b~, b2,.--, bz¢. Each branch is connected between a pair of vertices and is said to be incident to each of the vertices. The degree of a vertex is the number of branches incident to that vertex. A subgraph g of G is a subset of the branches of G which have the same incidence relationships as in G. The set of all branches in G which are not in g is denoted by ~ = G --g. The number of branches in a subgraph g is represented by I g I-The subgraph of G which contains no branches is denoted by ¢. An edge sequence is an alternating sequence of vertices and branches, beginning and ending with a vertex, in which each branch is incident to the vertex preceeding it and the vertex following it. A path is a subgraph consisting of the branches of an edge sequence in which all of the vertices are distinct. A circuit is a subgraph consisting of the branches of an edge sequence in which all of the vertices except the first and the last are distinct. A graph G is connected if there is a path between every pair of vertices of G. A tree t of a graph G is a maximal subgraph of G which does not contain a circuit. The rank of G, denoted by R(G), is the number of branches in t, i.e., R(G) Seshu and Reed (1961) .
CODES BASED ON PATHS
Let G be a weighted graph with N branches labeled bl, b2, . . . , b~-and let (v~, v~) be a pair of vertices of G. Suppose that the weight of e~ch branch is an element of the set { 1, 2, • • • , D -1/, for some integer D > 2. Partition G into subgraphs gl, g2, "'" , g~, where g~ ~ ¢ for i = 1 , 2 , . . . , q , s u c h t h a t U~=lg~= G a n d g~n g i = ¢ f o r i~j . Let P [ be the subgraph consisting of all of the branches in g~ having weight d. Clearly, p,0 = ¢. Let a D-nary sequence x = d~ d2 . . . dz be a code word if the subgraph p = P~' U P~ U .-. U p~z contains a path between v~ and v~, and p -P~* does not. Call the set of all distinct code words X. We may now state the following. Proof. Let xl, x2 C X, where Xl ~ x2, and let xl = dl d2 .
However, this implies that p2 --P~'z~ contains a path between v~ and v~ --contradiction. Hence, no code word is a prefix of any other code word.
Q.E.D.
The resulting prefix code X will be referred to as the D-nary path code generated by G with respect to v~ and v~ (for the given partition). Although the coding tree representation of X contains 18 branches, X can be represented by a graph G which consists of 9 branches. In a manner similar to the one described above, prefix codes based on either circuits or cut-sets may be formulated. This paper, however, will not be concerned with such codes.
Suppose that a weighted graph 4 is partitioned into subgraphs gl, g~, ... , gq such that there exists a subgraph h ~ gq and no branch in h is contained in some path between v~ and v s . Clearly, the subgraph G -h generates the same path code as G, if G -h is partitioned into the subgraphs gl, g~, • • • , g~ -h. In this case, h is sMd to be a nonessential subgraph. Therefore, without loss of generMity, partitioned graphs that do not contain non-essential subgraphs only will be considered. Inspection reveals that the graph of Example 1 does not have non-essential subgraphs.
Since a path code X has the prefix property, it may be decoded by a switching network determined from its coding tree. However, any path code X may also be decoded by a switching network based upon the structure of its generating graph G. This is accomplished simply by replacing each branch, which has weight d, in subgraph g~ by a normally open contact that closes when the ith digit of a sequence is d. Since no proper prefix of a code word in X corresponds to a subgraph which contains a path in G, the formation of a path of transmission in the switching network indicates the reception of a code word.
If G contains a branch that is not in any path between v~ and v~, clearly, that branch is not necessary for decoding purposes. Thus, a path decoder requires at most [GI contacts. 
THEOREM 2. The set Y is a D-nary prefix code.
The prefix code Y will be referred to as the D-nary basic cut-set code generated by G with respect to v, and v~ (for the given partition). The comments about non-essential subgraphs discussed in reference to path codes hold for the case of basic cut-set codes.
To decode a basic cut-set code Y by a switching network determined by the generating graph G; replace each branch, which has weight d, in subgraph g~ by a normally closed contact that opens when the ith digit of a sequence is c~ E {0, 1, ... , d, ... , D --1},~ i.e., is not d. Since no proper prefix of a code word in Y corresponds to a subgraph which contains a basic cut-set of G, the elimination of all paths of transmission in the switching network indicates the reception of a code word.
As in the case of a path code, a basic cut-set decoder requires at most I G] contacts.
PATH AND BASIC CUT-SET CODES
Now, we will combine a path code with a basic cut-set code to obtain the following.
T~Eo~E~ 3. Suppose a weighted graph G is partitioned into non-empty subgraphs gl , g2, • • • , gq , and suppose that there exists at least one path between a pair of vertices (v~ , v~) of G. If X is the path code generated by G, and Y is the basic cut-set code generated by G; then the set Z = X (J Y is a D-nary exhaustive prefix code.
Proof. To demonstrate that Z is a prefix code, it suffices to show that if x C X, y E Y; then neither x is a prefix of y, nor y isa prefix ofx. Clearly, if g contains a path, then ~ does not contain a basic cut-set, and vice versa. Let p and c be the subgraphs of G corresponding to x and y, respectively. Since p is a subgraph of G which contains a path between v~ and v~, and c is a subgraph which contains a basic cut-set; no prefix of x corresponds to a subgraph which contains a basic cut-set. Hence, y is not a prefix of x. Similarly, no prefix of y corresponds to a subgraph which contains a path, and x is not a prefix of y.
To show that Z is an exhaustive code, let al be any D-nary sequence such that al is not prefixed by any code word; and a~ is neither a message nor the prefix of a message. If L(al) < q, consider the sequence a2 = al00 ... 0, where L(a2) = q. Since no prefix of al corresponds to a subgraph of G which contains a path, a2 does not correspond to a subgraph which contains a path. But for any graph G with at least one path between v~ and v~ ; if g does not contain a path between v~ and v~, ~ must contain a basic cut-set. Thus, a prefix of as is a code word. Hence, al is a prefix of a message--contradiction. If L(al) >___ q, let a~ be the first q digits of al • Clearly, no prefix of a3 is a code word. Therefore, a~ does not correspond to a subgraph which contains a path. Thus, it must correspond to a subgraph which contains a basic cut-set. Consequently, a prefix of a3 is a code word--contradiction. Hence, al is either a message or the prefix of a message, and Z is exhaustive.
Q.E.D. The D-nary prefix code Z = X U Y will be referred to as the path and basic cut-set (P.B.C.S.) code generated by G with respect to v~ and v~.
Example 3. Combining Examples 1 and 2 results in a ternary P.B.C.S.
code Z = X U Y, which can be represented by a tree with 39 branches or a graph with 9 branches. Incidentally, Z is an optimum ternary prefix code for the English alphabet (plus a "space") with reference to the probability distribution given by Dewey (1923) .
In addition to the coding tree method, a P.B.C.S. code can be decoded by the simultaneous use of the path and basic cut-set decoders. Thus, a P.B.C.S. decoder will require at most 2 I G l contacts.
CODES WITH TWO WORD LENGTHS
For a given code, let o~ denote the number of code words of length I. A code X consisting of ~i • ~ ~ "" -t-~Q code words is said to be equivalent to a code X' consisting of ~l' ~-~2' ~ ". -}-~2' code words if ~z = ~z' for l = 1, 2, .--, m, whereto = max {Q, R}.
Suppose that X is an exhaustive D-nary prefix code. We would like to be able to determine a graph G that can be partitioned such that the resulting P.B.C.S. code Z is equivalent to X. Although we shall deal with this general problem in Section III, for the case when X has two word lengths/1 and l~, G can be found quite readily. For the sake of simplicity, we now develop such a procedure for binary codes. The subsequent algorithm can be extended to cover the case of non-binary codes.# Let X be a binary exhaustive prefix code with word lengths/1 and/2. Since X is exhaustive = wz~ 2 -q ~ w~ 2 -~ = 1. Since X' is exhaustive, it has exactly (wl~+~)/2 code words of (ength/1 + 1 which end with the digit d, for all d E {0, 1}. Algorithm 1 will describe the construction of a graph G' and the selection of a partition such that the resulting P.B.C.S. code Z' will have code words only of length /1 and /1 A-1; and such that there will be exactly (wz~+l)/2 words of length/i A-1 based on paths, hence, ending with the digit 1. It then follows that Z' is equivalent to X'. The extension of G' to G (hence, Z' to Z) will be discussed immediately following the algorithm.
Algorithm 1. Given ~' = w~2 -z~ A-wl~+12 -(~+1) = 1.
Step 1. Write the integer w~+~/2 in its binary representation, i.e., Step 2. If li = iv A-1, then Fig. 4(A) represents the initial phase in the construction of G'. If 11 = i~ + p(p > 1), then refer to Fig. 4 (B).6
Step 3. Construct subgraph gV+~ as shown in Fig. 5 . If /1 = i~ -4-~(} > 2), we define iv+l = /1 -1. If/1 = iv + 1 or iv -t-2, then the parallel branches bi~+~, bi~+3, • •., b~+l in Fig. 5 are omitted. a Every branch in G' has weight 1.
Step ~(~ = 4, 5, -.., 7 + 1). Replace "7" by "7 + 3 -~" in Fig Step 7 + 2. Construct the final subgraph g~ as shown in Fig. 6 . If il = 0, the branches incident to a vertex of degree one are omitted. It is not difficult to see that if g~ = {b~} for i = 1, 2, -.., ll + 1; the graph G', so constructed, generates a P.B.C.S. code with word lengths ll and l~ + 1 only. The construction was performed such that exactly (w~1+1)/2 code words of length h + 1 end with the digit 1. Thus, the code also has (wh+~)/2 code words of length ll + 1 which end in the digit 0. This implies that the code has w h words of length ll. Hence, G ~ generates Z'. F~o. 7
Call G the graph obtained from G' by relabeling btl+l by b** and adding branches bz~+1, bz1+~, • • ", bl,-1 such that these branches are not contained in any path between v~ and v~. Since G generates a code having word lengths/1 and l~ only, and the number of words of length/1 is wh ; G must generate Z. E x a m p l e 4. Consider a binary exhaustive prefix code X with w14 = 14,954 and wl~ = 11,440. First realize, w~4 = 14,954 and w15 = 2860. Since w1~/2 = 1430 = 21° + 28 + 2 ~ + 24 + 2 ~ 4-21 , a graph which generates a P.B.C.S. code Z equivalent to X is given by Fig. 7 . The partition for this graph is the trivial partition gl = {bd, for i = 1, 2, • •., 17. It should be noted that for any binary exhaustive prefix code with two word lengths, Algorithm 1 will always result in G having the trivial partition.
Although any code equivalent to X, given in Example 4, can be represented by a tree with 2 ( W -1) = 52,786 branches; Z is equivalent to X , and Z can be represented by a graph with 17 branches.
In applying Algorithm 1, it is not difficult to show that for the resulting graph G, [ G { =< (W -1) = (w h + w~ -1). In general, for theD-nary ease, it can be shown//that
In the next section, we will describe how to determine a graph which generates a P.B.C.S. code eqtfivalent to any exhaustive D-nary prefix code.
III. INCLUSION CODES
We now define a class of codes such that any exhaustive code (with distinct code words) in this class is realizable graph theoretically.
First, we introduce the concept of a code word x' which includes another code word x. Let X be a D-nary code, and let x E X.
Case A. The last digit of x is not 0. A code word x p E X is said to include x if L(x') > L(x) and when the ith (i = 1, 2, .-., L(x)) digit of x is d ~ 0, then the ith digit of x r is d.
Case B. The last digit of x is 0. A code word x ~ E X is said to include x if L(x') > L(x) ; when the ith digit of x is 0, then the ith digit of x' is 0; and when the ith digit of x is d ~ 0, then the ith digit of x' is 0 or d.
If no code word includes any other code word, then X is said to have the inclusion property, and X is called an inclusion code. Clearly, if an inclusion code X has distinct code words, then X is a prefix code. However, the converse is not true in general. It should also be noted that if dl E {0, 1, .
•., D -1} and d~ E {0, 1, • " ", •1, "" ", D --1} ; then a~la does not include x~ ~, for all e, f = I,
2, ..., 7/D.
Let X be any D-nary exhaustive prefix code having ~=1 w b. code words, where 0 < 11 < 12 --• < lr. Now, we present a method for constructing a D-nary exhaustive prefix code X', which is equivalent to X, such that X' has the inclusion property.
Algorithm 2. Given ~-~=1 w~iD -~i = 1, where 0 < ll < l~ • -• < 1,.
Step 1. Construct a complete coding tree T1 with D ~ vertices of/1st
order. Label the D ~ = 71 vertices of l~st order as if in Fi:g. 8, li = r and 71 --7-Choose as terminal vertices the first wz~ vertices in the sequence
Step f (i" = 2, 3, • •., r). To each nonterminal l~_lst order vertex, connect a complete tree ~4th D zr-zr-~ vertices of (l~ --l~_l)st order. The overall tree T: has (7:-1 --wz~_~) D ~:-Z¢-~ = v~ vertices of l~st order. Label these 7~ vertices as if in Fig. 8 , l~ = r and 7: = 7. Choose as terminal vertices the first wt~ vertices in the sequence
The tree T, obtained by Algorithm 2 represents X', and obviously, X' is equivalent to X. Since the terminal vertices of the coding tree were chosen with reference to Lemmas 1 and 2, the D-nary exhaustive prefix code X' has the inclusion property.
Example 5. An optimum binary prefix code X for the English alphabet (plus a "space") is described by w3 = 2, w4 = 8, w5 = 4, w6 = 7, w7 = 1, ws = 1, and wl0 = 4. Applying Algorithm 2, the coding tree T7 for X' is shown in Fig. 9 .
The following theorem is one reason for our discussion of inclusion codes. Because of its excessive length, the proof of this theorem will be omitted. For Theorem 4, one such graph G and its corresponding partition is determined as follows: Let T be the coding tree for X J. To form G from T, call the 0 order vertex of T, v~. Relabel each branch in T which is labeled d, for d E {1, 2, • •., D -1}, and which is incident to vertices of order i -1 and i; as (i) ~. From T, remove every branch labeled 0 which is incident to a terminal vertex. Coalesce all the remaining terminal vertices, and label the resulting vertex v~. Short every other branch in T labeled 0. In the resulting graph G, a branch labeled (i) ~ indicates that the branch has weight d and is in subgraph g~. This graph G generates a P.B.C.S. code Z identical to X'.
It should not be difficult to see that any complete tree with W terminal vertices contains exactly [1/(D -1)](W -1) branches labeled d, for all d E {0, 1, 2, . . . , D -1}. Thus, the graph G described above consists of (W -1) branches. However, by means of the following example, we shall see that in many cases, a number of these branches can be eliminated such that the resulting P.B.C.S. code remains the same. Thus, W -1 is an upper bound on the number of branches required for a graph.
Example 6. Let X r be the binary inclusion code given in Example 5. By the previous discussion, G is found to be the graph in Fig. 10 . Since D = 2, all branches must have weight 1. Thus, in Fig. 10 , a branch labeled i indicates that the branch is in subgraph g~. Note that G contains a branch in g4 which, by itself, forms a path between v~ and v~. So, suppose that x r E X t, where x r = dld2d~d4 and d4 = 1. If all branches in g4 , except the self-path, are eliminated; then x' is still a code word of the P.B.C.S. code generated by the resulting graph. Clearly, the removal of these branches does not affect code words of other lengths. Hence, the code remains unaltered. In an analogous manner, branches in gs, g6, and O, C gl0 may be removed. Furthermore, if this process of elimination yields a branch in g~ which is incident to a vertex of degree one, this branch may be removed provided that ]gil > 1. This procedure for reducing the number of branches in a graph, without affecting the code, can be formalized and extended to the D-nary case.# Thus, we see that the graph of Fig. 10 can be reduced to the 13 branch graph shown in Fig. 11 . The tree for X' contains 52 branches. Theorem 4 states that any exhaustive D-nary prefix code with the inclusion property is a P.B.C.S. code. To see that the converse is not true in general, consider the graph shown in Fig. 12 . If gl = {bl}, g2 = {b2, b3}, and g~ = [ b4}, then the resulting ternary P.B.C.S. code Z is composed of the following code words. 
IV. SYNCHRONIZATION
In discussing decoding, it was assumed that messages were received without error (noiseless channel case) and that the decoder was in its initial state when the first digit of a message was received. Under these circumstances, any message is synchronized with the decoder. Whether it is due to noise or network malfunction, the loss of synchronization could result in a significant loss of information.
In order to investigate the synchronizing properties of inclusion codes, the following definitions are required. Suppose X is an exhaustive D-nary prefix code. Let s be a suffix of some x E X. If there exists messages ml and m2 such that s m~ = m2, then m~ is said to be a synchronizing message for s. If every suffix (of every x C X) has a synchronizing message, then X is self-synchronizable.
A number of authors, such as Gilbert and Moore (1959) , Schiitzenberger (1956 , 1967 ), Stanfel (1966 , Schwartz (1964) , and Levenshtein (1962) , have investigated the self-synchronization properties of variable-length exhaustive prefix codes. Gilbert and Moore (1959) showed that if an exhaustive prefix code X has word lengths/1,/2, • •., L, then a necessary condition for X to be self-synehronizable is that the greatest common divisor of the lengths be equal to one, i.e., g.e.d.
(ll, l~, ...,1,) = 1.
Suppose X is a D-nary prefix code. Let X k denote the code which consists of all possible k-tuples (k > 2) of the form x~lx~ . . . x~, where x~i E X f o r j --1, 2, -. . , k. A D-nary prefix code X is said to be uniformly composed if there exists a prefix code Y and an integer/~ > 2 such that yk = X. Schfitzenberger (1956) stated that if g.e.d. (/1,/e, . . . , l~) = 1 and X is not self-synchronizable, then X is either anagrammatic or uniformly composed. Levenshtein (1962) devised a test for determining if a given exhaustive prefix code is self-synchronizable. For the case when such a code having g.e.d. (11, /2, . . -, l~) = 1 fails the self-synchronization test, Stanfel (1966) developed a procedure for obtaining an equivalent selfsynchronizable code. Unfortunately, for other than relatively small codes, the amount of work required by Levenshtein's test m a y be quite prohibitive.
We shall see that inclusion codes need not be tested for the self-synchronization property. The first step in this direction is the following. branches, that generates an equivalent P.B.C.S. code. Unfortunately, no procedure for obtaining a graph with the minimum number of branches is known, except in the case of binary codes with two word lengths. Clearly, the lower bound on the number of branches is l~. This bound corresponds to the case when the graph is trivially partitioned. However, a graph that can be partitioned trivially may not always exist.# By an extension of Algorithm 1, some sufficient conditions for realizing a trivially partitioned graph which generates a P.B.C.S. code equivalent to a binary exhaustive prefix code have been found.# For the D-nary case, it would be desirable to have necessary and/or sufficient conditions for an equivalent code to be realizable by a graph with l~ branches.
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