aside the intrinsic merit in delineating the continuity and differentiability properties, it is a fact that those properties are crucial in some applications (cf. the last paragraph of this section).
In this paper we study the smoothness of scalar coefficients in two representation formulae for isotropic tensor functions in two-dimensional space. The first formula concerns isotropic functions H : Sym x Sym -> Sym , (A, E) H(A, E), which are linear in E:
H(A, E) = (aj, trE + a12 tr(AE))I + (a21 trE + a22 tr(AE))A + a3E,
(1-2)
where I is the two-dimensional identity tensor and the coefficients a-. and a3 are symmetric functions of the repeated eigenvalues of A. Appealing to the work of Rivlin and Ericksen [7] , Noll [8] first wrote down the analogue of the representation formula (1.2) in three-dimensional space. Here we show in Theorem 3.1 below that if H is of class C"+2 (« > 0), then there is a unique choice of coefficients in (1. 2) for which the a(/ are of class C" and ai is of class Cn+1.
The mathematical apparatus by which we derive the aforementioned differentiability properties of scalar coefficients in (1.2) applies also to the representation formula G(A) = /?,I + P2A (1. 3) for an isotropic function G : Sym -► Sym in two-dimensional space, where /?, and /?, are symmetric functions of the repeated eigenvalues of A. We show that if G is of class C"+] (n > 0), then we may choose /?, and /?-, in (1.3) so that they are of class C" (see Theorem 3.3). The class of isotropic tensor functions given by (1.2) above has various mathematical and physical applications. For instance, if the isotropic function G : Sym -♦ Sym, A i-> G(A), is of class Cn+i (n > 0), then its derivative DG(A) is a linear transformation on Sym and is of class C"+2 in A. Equation (1.2) will then deliver a basis-free formula for DG(A) [-] . To mention one physical application of (1.2), consider metal sheets that have null prestress and are prepared from some isotropic natural state by plastic prestraining. If we restrict our attention to small in-plane elastic motions superimposed on such sheets, then (1.2) will be appropriate for modelling the constitutive equation of the sheets [9] , In this context, A will denote the plastic Karni-Reiner prestrain, E the incremental (infinitesimal) elastic strain, and H the surface elasticity tensor. It turns out [9] that the coefficient a" in (1.2) is related to the "acoustoelastic earing coefficient" of the plastically prestrained sheets and its smoothness is crucial in the analysis of some physical problems.
2. Mathematical preliminaries. First we prove two theorems on symmetric functions that we shall need later. Their proof is based on Lemmas 2.1 and 2.2 below.
After we constructed our proof of these lemmas, we noticed Whitney's 1943 paper on "Differentiability of the remainder term in Taylor's formula" [10] . Our lemmas are in essence nothing but a slightly reworded version of some of Whitney's results. As far as these two lemmas go, however, we believe that our proof is simpler than the original proof of Whitney's, which covers more ground than what concerns us here.
For completeness and for ease of reading, we decide not to appeal to Whitney's work but present our independent proof of Lemmas 2.1 and 2.2. Proof. Since g = Jk , we conclude from Lemma 2.1 that g e C (R ). For y / 0 and 0 < p < n, dpg/dxp = (dp f /dxp)/yk , where dpf/dxp e c"+k~P an(j (dpf/dxp)(x, 0) = 0,(d'(dpf/dxp)/dy')(x,0) = (dp(d'f/dy')/dxp)(x, 0) = 0 for 1 < / < fc -1 . Hence it follows from Lemma 2.1 again that dpg/dxp e C°(K2)
if we define (dpg/dxp)(x, 0) = [(dk(dpf /dxp)/dyk)(x, 0)]//:!. {n + ky.Qy* It remains to consider the mixed partial derivatives of g . We note that for y 0, g € C"+k ; so we can do the partial differentiation in any order. In particular, a pth-order mixed partial derivative, where 2 < p < n, can be written as dl'~q (dq g/dxq)/dyp~q for some 1 < q < p . But dp-* d«g Then, by Lemma 2.2, H is of class Cn . Define /z(A, , A2) = h((x + y)/2, (x -y)/2) = //(x, y). Then h e Cn , /(A, , A2) = F(x, y) = H{x, y)y = /z(A,, A2)(A, -A2), and h is alternating (resp. symmetric) if / is symmetric (resp. alternating). □ 3. Two representation theorems. We proceed to prove our main theorem. Moreover, coefficient functions that satisfy Eq. (3.2) and enjoy the aforementioned continuity (« = 0) or differentiability (n > 1) properties are unique. Proof. For tensors A and E such that (i) A has distinct eigenvalues and (ii) A, E do not share the same eigenvectors, the tensors I, A, and E are linearly independent. For the moment we consider only such A and E. Under these circumstances we may express H(A, E) = a,(A, E)I + a2(A, E)A + a3(A, E)E (3.3)
for some scalar-valued functions aj (i = 1,2,3). Since H is isotropic in A and E, it will be convenient to choose a Cartesian coordinate system and restrict our attention to such A and E with matrix representation of the form Mo °J. <«> where A, / A2 and en / 0. After we draw a conclusion, we can easily rewrite it in a coordinate-free way.
For all A G M1 , a, (A, AE)I+a2(A, AE)A+a3(A, AE)(AE) = H(A, AE) = AH(A, E) = Aa,(A, E)I + Aq!2(A, E)A + Aa3(A, E)E. Since I, A, and E are linearly independent, a3(A,AE)A = Aa3(A,E). So a3(A,AE) = a3(A, E) for all A / 0. Now consider A and E of the form given in (3.4). By a similar argument, if E' is diagonal, then a3(A, E)-el2 + a3(A, E')-0 = a3(A, E + E')e12; so a3 is constant for a given value of el2 and a fixed A. Combining these two facts, we have a3(A, •) constant over all E that do not share the same eigenvectors with A.
We may extend the functions a3(A, •) by continuity so that they are constant over Sym. By this choice we henceforth write a3 = q3(A) , which is well defined for From (3.5) it is easy to see that whenever A has distinct eigenvalues, a{ , must be isotropic in A and E, and a3 must be isotropic in A. , fn ;
where /,, f2 £ Cn+~ over M5. Since aj (i = 1, 2) is isotropic in A and E, it assumes the same value whether we use the coordinate system where A is diagonal or that where E is diagonal. Moreover, since a, and are linear in E, under the coordinate system where E = diag[e,, e2\, we have a\ = Cjj (A)e, -)-C,2(A)e2, Now let JQ = ex + e2 = trE, and 7, = ane, + a22e2 = tr(AE); here atj are the components of A under the coordinate system where E is diagonal. Note that 2 2 a,. = X, cos 6 + X, sin" 6, " ' 2 2 2 (3.14) a12 = Xx sin 9 + A, cos 8, where 6 is the angle of rotation required to bring the coordinate system for which E is diagonal to that for which A is diagonal. We want aj} such that JA = fa" Ql2) ( 1 1 ) (*» V The following corollary, which will be useful in some applications [9] , follows from formula (3.2) after a straightforward calculation. Moreover, coefficient functions that satisfy Eq. (3.27) and enjoy the aforementioned continuity (n = 0) or differentiability (n > 1) properties are unique. Proof. The conclusion follows from Theorem 2.4 and the fact that gx and g2 are of class C"+1 . □
