Learning network representations is essential for many downstream tasks such as node classification, link prediction, and recommendation. Many algorithms derived from SGNS (skip-gram with negative sampling) have been proposed, such as LINE, DeepWalk, and node2vec. In this paper, we show that these algorithms suffer from norm convergence problem, and propose to use L2 regularization to rectify the problem. The proposed method improves the embeddings consistently. This is verified on seven different datasets with various sizes and structures. The best improvement is 46.41% for the task of node classification.
INTRODUCTION
Recent years, many network embedding algorithms have been proposed. Among them, skip-gram with negative sampling (hereafter SGNS) based algorithms, such as LINE [8] , DeepWalk [6] , and node2vec [4] , are widely discussed. Despite the popularity of these algorithms, the repeatability of the experiments is a common problem. For example, the macro-F1 of multi-label classification on BlogCatalog, a widely used dataset for benchmarking network embeddings [4, 6, 8] , is reported at 0.273 in [6] , but at 0.211 in [4] . It is partially due to the randomness of the algorithms, the numerous hyper-parameters involved. One of the hyper-parameters is the iteration, i.e., the number of times to scan the data to train the model. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 
Performance degeneration over iteration
We observe that with the increase of iteration, the performance decreases consistently for these algorithms over various datasets. Figure 1 shows such phenomenon on the BlogCatalog data for those three network embedding algorithms. The micro and macro F1 scores of node classification are plotted. To ameliorate the variation caused by the randomness of the algorithms, for each algorithm, we train five models independently, and report the mean of the their performance. For better observation, we set the learning rate to a fixed value of 0.025 instead of a decaying learning rate. During the training, when every 10 6 samples have been trained, we take a snapshot of the model and evaluate the embeddings in the node classification task. From the plot, we can see that the performances rise to the peak after five iterations, then drop down continuously. In practice, a grid-search of this hyper-parameter may help to find the best stop time. However, a better solution is needed for producing a stable result.
The norms of the embeddings
Next, we examine the evolution of the L2-norms of the vectors. Overall, the norms will increase over iterations. Intuitively, large nodes, the nodes that have higher degrees, should have larger norms so that they can have a higher impact during the training. To observe the norm evolution of different types of nodes, we sample four categories of nodes according to their degrees. The smallest nodes are the ones with a degree between one and four. The second smallest nodes have degrees between 2 2 + 1 and 2 4 . The third category has degrees between 2 4 + 1 and 2 8 , and the largest nodes have degrees greater than 2 8 + 1.
For each group, we randomly select 25 nodes and record their average L2-norms. Figure 2 shows the change of L2-norms over training iterations that ranges from 1 to 50. Row 1 is for embedding rectors, row 2 for output vectors. For all three algorithms (LINE, DeepWalk, node2vec), we observe that the norms of larger nodes are indeed larger than smaller nodes in the first few iterations. With the growth of iterations, the norms of large nodes tend to converge. However, the norms of smaller nodes keep growing and surpass the norms of larger nodes. After that cross-point, the performance degenerates as shown in Figure 1 .
NETWORK EMBEDDINGS WITH LREGULARIZATION
Given a network G = (V , E), where V is a set of nodes and E is a set of edges. An embedding is a dense d-dimension vector v i for a node n i ∈ V . The embedding v i should retain the information of node n i in the network such as similarity and structure.
To learn the embeddings from a network, for each node n in the network, existing works train the SGNS model with a specific sampling strategy N + (n) that captures the node-neighborhood information. More specifically, DeepWalk and node2vec use the dynamic window on the uniform and biased random walk paths, and LINE uses random edge sampling. In our work, we add L2 regularization in the model to improve the embeddings. The objective function is:
where S is the number of the observed training pairs. v i is the embedding vector for node n i . u j is the output vector for node n j . λ is the regularization weight. |V | is the number of nodes in the network. P n is a noise distribution which is the frequency of nodes raised to the power of 0.75. Note that for LINE, this frequency follows the degree distribution, while in DeepWalk and node2vec, it is the frequency of a node in the training samples. These works use SGD to update their models. Thus the model updated immediately when a training sample arrives. To ensure a smooth update, we evenly distribute the regularization weight λ into each local objective function by frequency. More specifically, for each training sample (n i , n j ), the local objective is:
Here λ 1 , λ 2 and λ 3 are the regularization weight for embedding vector v i , output vector u j and negative sample u k divided from λ, which are defined as below:
,
Here Freq i (·), Freq o (·) and Freq n (·) denote the frequency of a node trained as an input, output and negative sample per training iteration respectively. Some works adopt the subsampling strategy to reduce the training samples for frequent items [5] . With subsampling, the model randomly discards a sample with probability
where t usually sets to 10 −4 to 10 −5 in word embeddings based on different sizes of the corpus. In our experiment, we find that the model is sensitive to this parameter. Thus, we discard subsampling in our experiment and keep all observed training samples. One can easily adopt subsampling into our model and search for the best parameter to improve the embeddings and training speed.
L2 REGULARIZATION ON EMBEDDING VECTORS
Our regularization applies on both embedding vectors and output vectors. It is necessary to compare with the approach that regularizes the embedding vectors only [1, 2] . Embeddings are updated according to σ (u · v) and u. Training with unrestricted u will also lead to larger update weight during the training. For example, assume that there is a training sample pair (n i , n j ). v i and u j are the corresponding embedding vector and output vector. Without the regularizer, the update weight for v i is
The first term is the weight that learnt from the output sample n j . When u j is an unrestricted vector with large L2-norm, σ (u j ·v i ) can be larger or smaller than expected, leading σ (u j · v i ) closer to 0 or 1. Moreover, when u j is unrestricted, the final update weight could be larger than expected. Thus, we here argue that the applying L2 regularization on embedding vectors are insufficient.
To support our claim. we train these algorithms by setting λ 2 and λ 3 to 0, which leaves the output vector unrestricted. This equals to the LogSig model proposed in [2] . The experiment results are illustrated in Figure 3 .
We can see that the norms for embedding vectors are restricted. However, the norms for output vectors are still growing, even larger than before -For example, the norms for small nodes in LINE increased from 80.29 to 115.97. Meanwhile, we found that after we apply regularization on embedding vectors, there is a strange peak in the early stage of the training for the embedding vectors, indicating un-smooth learning curve during the training. Overall, we can see that applying regularization on embeddings will stabilize the embedding vectors, but the convergence problem still exists for output vectors, even severer than before. Compare to our model, as showed in Figure 4 , we can see the norms of embeddings and output vectors converge for all three algorithms. Intuitively, the norm of a vector reflects the importance of the corresponding node. Larger norm will bring large update step. By adding the regularization properly, we see that the norms of small nodes are restricted and smaller than large nodes.
EXPERIMENTS
We use seven datasets in our experiment. Some data is widely used to benchmark the network embedding algorithms [2] [3] [4] [6] [7] [8] [9] . The statistics of the datasets are listed in Table 1 . WebKB is the smallest one, which has only 877 nodes and 1,608 edges. YouTube is the largest one, which contains 1.14 million nodes and 2.99 million edges. In the experiment, we test the original LINE, DeepWalk, and node2vec, and compare them with their regularized counterparts. Methods with subscript R are our regularized versions, methods with subscript RE regularize embedding vectors only.
Experimental setup
We reimplement these algorithms in Cython with BLAS acceleration. For a fair comparison, all algorithms are implemented in the same framework. The code and data are available on our webpage 1 . The learning rate is set to decaying from 0.025 to 0.00001 linearly during the training. The window size is set to 5 for DeepWalk and node2vec, and the number of negative samples for each training sample is set to 5. We set λ = 1 for LINE and λ = 5 for DeepWalk and node2vec. The difference in lambda is necessary because DeepWalk and node2vec take five times more pairs per iteration due to the window size. 
Dataset
# Nodes # Edges # Labels Multi-label WebKB 877 1,608 5 no Cora 2,708 5,429 7 no CiteSeer 3,319 4,722 6 no BlogCatalog 10,312 333,983 39 yes PubMed 19,717 44,338 3 no Flickr 80,513 5,899,882 195 yes YouTube 1,138,499 2,990,443 47 yes
Node classification
We evaluate the models with the node classification task. Following the same method in [3, 4, 6, 8] , we train a Logistic Regression classifier with default parameters using scikit-learn in Python. To evaluate the performance, we take r proportion of nodes to train the classifier, then use the rest 1 − r nodes to test the performance of the classifier, where r = 0.08 Flickr and YouTube and r = 0.8 for the rests. Since the datasets are unbalanced, we report both micro and macro F1 in our experiment. Intuitively, micro-F1 evaluates the overall performance over all classes, while macro-F1 takes the unweighted mean of F1 for each class. Due to the randomness of the algorithms, we train five models for each algorithm on each dataset, and report the average of these five models. Table 2 and Table 3 list the results.
Overall, smaller datasets gain more improvement compared to larger datasets. The biggest improvement is LINE R with CiteSeer by 42.73% on micro-F1 and 46.4132% on macro-F1 over LINE. While LINE RE gains 8.2938% and 10.59% improvement over LINE. YouTube is the largest one, in which we can see that LINE R improves the micro and macro-F1 by 7.78% and 10.53% over LINE. On the other hand, the micro-F1 of LINE RE drops -0.13% compare to LINE.
Among three algorithms, LINE benefits most from the regularization, especially on CiteSeer. While DeepWalk and node2vec also receive around 5% improvements. Table 3 : Macro-F1 on classification task, training ratio is 8% for Flickr and YouTube and 80% for the resets. Figure 5 demonstrates the difference of the embeddings produced by LINE, LINE RE , and LINE R . The dataset is Cora, a citation network. The dimension of the embeddings is further reduced from 100 to two using t-SNE, so that they can be plotted. Each dot represents a paper, and its color reflects its category. For example, the red dots represent Genetic Algorithms. From the plot, we can observe that our method LINE R can separate groups better.
WORD EMBEDDINGS
We also applied our L2 regularization to SGNS, and observed improvements as reported in Table 4 . Both the data (Text8) and evaluation tasks (word similarity and analogy) are the same as the ones provided in the implementation of [5] . Hyper-parameters are also the same except iteration, which is 50 in our experiment. On similarity task, our model improves the performance by 17% on rare words test cases and 9.32% on SimLex-999. The analogy tasks also receive 3.58% and 0.32% on Google and MSR datasets respectively.
CONCLUSIONS
In this paper, we study the norm convergence problem of SGNS based network embedding algorithms. Due to the unrestricted weight of the vectors, the L2 norm of small nodes will continue growing during the training. Insufficient regularization in the previous works does not fix the issue. Our experiment shows that the improper regularization will make the embeddings worse in some cases. Based on our observation, we apply the L2 regularizer on both input and output vectors to improve the embeddings. The experiment shows that the new model can improve the embeddings in node classification task. We verify our model on seven datasets in size of hundreds to millions.
