We describe a method to compute the internal parameters (focal and principal point) of a camera with known position and orientation, based on the observation of two or more conics on a known plane. The conics can even be degenerate (e.g., pairs of lines). The proposed method can be used to re-estimate the internal parameters of a fully calibrated camera after zooming to a new, unknown, focal length. It also allows estimating the internal parameters when a second, fully calibrated camera observes the same conics. The parameters estimated through the proposed method are coherent with the output of more traditional procedures that require a higher number of calibration images. A deep analysis of the geometrical configurations that influence the proposed method is also reported.
Introduction
Camera calibration represents a fundamental topic in computer vision, and several approaches to calibration have been consequently proposed, involving controlled camera motion [1] as well as 3D objects of known shape, planar patterns, Mathematics Department, University of Milan, Milan, Italy and 1D objects [2] . In particular, lines and points represent widely employed calibration features because of the simplicity to identify them in the images [2, 3] and because they are commonly found in many man-made environments. Calibration generally requires to move a calibration tool in the scene while the camera takes images; image features are then extracted and used to estimate the camera internal and external parameters. For instance the widely adopted Zhang's method [3, 4] employ a planar checkerboard and it uses homographies that put in relation the checkerboard corners in the acquired images.
Several authors noticed that conics convey more information and consequently achieve a more accurate calibration [5] [6] [7] [8] [9] [10] . Generally speaking, a planar conic in 3D space (described by a 3 × 3 matrix C) is projected into a conic H T CH onto the camera image plane, where H is the homography that relates the plane of the conic and the camera image plane [5] [6] [7] . Putting in relation two or more confocal or coaxial conics, or conics in known position, H is estimated and camera parameters are derived from its decomposition [2] . Other authors use the absolute conic and its dual instead of conics in the real setup; they obtain a set of constraints and derive from these the internal camera parameters [8] .
Because of the noise on the measured positions of the features, lots of images are generally needed to reliably calibrate a camera [2] . On the other hand, when zooming with a calibrated camera, only partial camera re-calibration is needed: less parameters have to be estimated and old calibration parameters can be profitably used to obtain a reliable re-calibration from few or even just one image [5, 11, 12] . In this context, we describe a method to compute the internal parameters of a camera after zooming, based on the observation of at least two conics from the camera itself and from an additional, calibrated camera. This can be either the same camera before zooming or a different one. The method can be applied using non-degenerated or degenerated conics, but we have focused our attention on pairs of lines because they are easily identifiable in a lot of man-made environments. The experimental results reported here demonstrate that, by using at least four conics, only one image is sufficient to recalibrate the camera with an accuracy similar to that obtained with the Zhang's method [3, 4] .
Method

Preliminaries
Let us consider two cameras observing a set of M ≥ 2 conics, {C j } j=1...M ; the 3 × 4 projection matrix of the ith camera is given by [13] 
where T is the transpose operator, K i describes the camera internal parameters (focal length f i , camera principal point [ p x,i p y,i ] T ), R i is a 3 × 3 camera rotation matrix, and t i is the 3×1 vector of the camera optical center; we are assuming the pixels to be square.
The projection [u v w] T of a 3D point [X/U Y/U Z/U ] T is given, in homogeneous coordinates, by
no distortion is assumed to be present, since most of imaging devices include a lens model in their firmware and distortions are automatically removed [14] [15] [16] [17] .
In our scenario, we assume that when the barrel of the zoom lens rotates to change the focal length, the body of the camera 1 remains still, while the optical center t 1 moves along the optical axis, given by the third column of R 1 . The position of the camera optical center after zooming,t 1 , is given bỹ
where δ is the change of focal length, in mm, and it is obtained here by comparing the exif data automatically registered in the acquired picture files by the digital camera [17, 27] , before and after zooming. The corresponding projection matrix will be indicated in the following asP 1 = K 1 R T 1 −R T 1t 1 . For the camera 2, let us suppose that t 2 = [0 0 0] T , R 2 = I 3 is the 3 × 3 identity matrix and [ p x,2 p y,2 ] T = [0 0] T ; such conditions can always be satisfied with a change of reference frame, without loss of generality.
Let us consider now the set of conics {C j } j=1...M . The projection of a conic is a conic [13] and the equation of C j onto the image plane of the ith camera is
where C i, j is the 3 × 3 symmetric matrix of the conic. The cone associated to C j with vertex in the center of the ith camera is then
C 1, j and C 2, j are then related by
where ρ j is an arbitrary scale factor whereas d x , d y and d z are the parameters of the plane of the conics (i.e.,
in the reference frame of camera 2. In fact, if we eliminate U from Eq. (5), by using the above equation of the plane, we get the equation of a cone, having vertex in t 2 , and projecting C j from t 2 . By cutting such cone with the plane Z = f 2 U , we get the conic observed by camera 2. Hence, up to a scalar factor, the matrix of this conic is the first member of Eq. (6) . Rearranging the terms in Eq. (6) we get
where −T indicates the inverse transpose. The left and right members in Eq. (7) represent two 3 × 3 symmetric matrices. This equation poses six constraints on the parameters of the jth conics observed by cameras 1 and 2.
Re-calibration using two cameras
We start describing the general case of a two cameras: we assume that camera 2 is fully calibrated, the position and orientation of the camera 1 are known and C 2, j and C 1, j have been measured by some standard conic fitting method (see e.g., [18] ). The internal parameters of the camera 1 have to be estimated. The right member in Eq. (7) is therefore known, but for the scale factor ρ j , and we can define a 3 × 3 symmetric matrix B 2, j as
For the conic C j , the constraints induced by Eq. (7) are
where c rs and b rs indicate the element in position (r, s) in C 1, j and in B 2, j ;f 1 ,p x,1 andp y,1 are the unknown internal parameters of camera 1 and the index of the conic j has been omitted for notation simplicity, but for the scale factor ρ j .
Let us discuss the solution of Eq. (9) . If the measured data are exact, for each observed conic, the first three equations of (9) are the same and they only allow to eliminate the scale factor ρ j . After eliminating ρ j , the last three equations become three quadratic equations having a finite number of common solutions (see also the Discussion at the end of the paper). This is the reason why, even in absence of noise, it is not possible to achieve the required solution by using only one conic. On the other hand, considering M ≥ 2 conics, we get a non-linear system with 6M equations and 3+ M unknowns that can be solved in a least squares sense through an iterative method (like the Levenberg-Marquardt algorithm [19] ) to estimatef 1 ,p x,1 ,p y,1 and {ρ j } j=1...M , and therefore to re-calibrate camera 1 after zooming.
Alternatively, we also suggest here a simpler approach, as we noticed that a proper combinations of Eq. (9) allows to achieve a linear solution to the same problem. From the first equation we get ρ j /f 1 =f 1 c 11 /b 11 ; dividing then byf 1 the fourth equation, substituting ρ j /f 1 , and multiplying by b 11 , we get a linear equation inf 1 ,p x,1 ,p y,1 :
As it will be clear in the final discussion of Sect. 4, we can ignore the last equation but for the case in which all the observed conics are pairs of parallel lines or parabolas, which will be assumed in the sequel. Neglecting the last equation in (9) and combining in the same manner each of the first three equations with the fourth and fifth equations of the system, we finally get the following linear system for each conic: 
Let us indicate with j the matrix on the left in Eq. (11) and with m j the vector on the right. Considering M ≥ 2 conics, we get the following system with 6M equations and 3 unknowns:
that can be solved in a least squares sense to get a linear estimate off 1 ,p x,1 andp y,1 as
Notice that the linear equations generated from (9) are similar to the ones considered in [8] . In this article, however, the authors compare different views of the absolute conic, assuming that the homography between the views is known. Our approach does not need the knowledge of the homography and allows a more accurate and geometrical analysis of the critical configurations (see Sect. 4).
Re-calibration using a single camera
In this scenario, camera 2 and camera 1 are actually the same camera before and after zooming; starting from a fully calibrated camera, a zoom is performed without moving the camera and re-calibration is needed to update the internal camera parameters. Under this hypothesis we havẽ t 1 = [0 0 δ] T and t 2 = [0 0 0] T , whereas R 1 = R 2 = I 3 and the terms in Eq. (8) can be computed as
this highlights that in this scenario B 2, j does not depend on the absolute camera orientation R 1 and position t 1 , but only on the relative position and orientation of the plane of the conics with respect to the camera. Also in this case, and m in Eq. (12) can be derived and used to estimatef 1 ,p x,1 , p y,1 after zooming. Alternatively, the estimate of the camera parameters can be performed by iteratively solving the non-linear system in Eq. (9), using in this case all the six equations in the system (whereas the last equation is neglected in the linear solution described above).
Results
Experimental setup and calibration
The method has been first tested in the scenario including a pair of cameras using a Nikon D3100, acquiring images of 4608 × 3072 pixels and equipped with a 18-55 mm f/3.5-5.6 GII AF-S DX Nikkor zoom lens; and a Pentax K-r, acquiring images of 4288 × 2848 pixels and equipped with a SMC Pentax-DA L 18-55 mm F3.5-5.6 AL zoom lens. The cameras were positioned on tripods, roughly tilted 20 • low at 3.5 m of distance one from the other and 1.5 m high with respect to the floor; their optical axes were convergent with an angle of approximately 70 • . Each camera looked at the floor, where tiles of 0.6 m × 0.6 m were present, observing at least 3 × 3 tiles at the maximum focal length (55 mm). The tile borders were highlighted by a red pencil, for a total of 4 × 4 red lines. Six lines of white adhesive tape, approximately parallel to the red lines, were furthermore stitched to the floor to increase the number of available lines (see Fig. 1 ). A total of 14 lines (and the corresponding sets of degenerate conics with no lines in common) were available to test the method.
Different focal lengths were considered for each camera: {45, 38, 31, 24 mm} for the Nikon camera and {25, 48 mm} for the Pentax camera. Extreme focal values were not considered because the field of view was too narrow or too large in that cases. For each focal length and for each camera, the red and white segments on the floor were identified through the following procedure. For the red lines, an image i r (x, y) with enhanced red areas was obtained subtracting the green and blue channels from the red one and filtering the image with a Gaussian filter of size 15 × 15 and σ = 4 pixels. For the white lines, we filtered in the same manner the sum of the three color channels to get i w (x, y). Then we clicked on the acquired images to roughly identify the area including the set of 4 × 4 red segments (Fig. 1a) ; from this initial guess, the 8 red segments and the 6 white segments in the images were estimated by maximizing the average value of i r (x, y) and i w (x, y) along the segments. Typical results are shown in Fig. 1 ; the typical fitting errors observed on the available images were approximately of 5 pixels in the worst cases, as shown in Fig. 1c, d .
For each camera and for each focal length, we computed the internal camera parameters though a calibration procedure inspired by bundle adjustment [20] . Calibration was performed considering all focals of both cameras together, including as much as possible a-priori information into the calibration process. This reduces the number of unknowns and increases the accuracy on the estimated parameters [21, 22] . A similar approach was adopted for instance in PTZ camera calibration [22] . Coherently with the hypotheses in [21] and with those of our method, we assume here that the camera orientation R i does not change when the focal length changes, and that the camera optical center moves in the direction indicated by the third columns of R i by a quantity indicated in the exif data of the acquired picture. For each camera and each focal length, 30 pictures of a 7 × 5 checkerboard in random positions and orientation were acquired and a first guess calibration was performed though the Matlab Calibration Toolbox [4] . Starting from the same data and this initial guess, calibration was performed by minimizing the sum of two error components. The first one is the projection error of the checkerboard points onto the camera image plane, assuming that the camera orientations {R i } i=0...1 does not change with camera focals, and that the position of the camera optical center is given by t
is the focal length provided by the exif data and t i is unknown. In the second error component, the projection error of the intersections of the red lines on the floor (whose position defines the absolute reference frame in Fig. 1 ) is considered; this allows to refer the camera positions and orientations for each focal length to the same reference frame. After calibration, the residual 2D errors were characterized by a standard deviation of 0.2 pixels for the checkerboard points and 2.3 pixels for the second error component.
The calibration parameters computed in this manner were assumed as the ground truth for the following experiments and they are reported in Table 1 . Notice that the principal point p x p y T of the Nikon camera varied significantly (more than 35 pixels) for different focal lengths, thus justifying the need to re-compute it after zooming [11, 16, 17, 23] .
Re-calibration using a single camera
From the red and white lines identified in the images at each zoom focal length, we built sets of 2 ≤ M ≤ 7 degenerate conics with no lines in common; for each value of M, we built combinations of conics from the 14 available lines and we estimated the internal parameters of the Nikon camera for each possible pair of focal lengths, solving the linear system in (12) in a least squares sense and the non-linear system in (9) through the Levemberg-Marquardt iterative algorithm. Each set of M conics was furthermore divided in subsets composed by conics including pairs of parallel, vertical lines (v); pairs of parallel, horizontal lines (h); and pairs of orthogonal lines (o) (see Fig. 1b ). Table 2 reports the median value, the inter quartile range (IQR), and the 95th percentile of the absolute errors on the estimated focal length:
For each M(v, h, o),
wheref 1 is the estimated focal length and e f defines the percent error. We define the error on the estimated principal point: (p x,1 −p x,1 ), (p y,1 −p y,1 ) , where p x,1py,1 is the estimated principal point and e p is its distance from the ground truth principal point in pixels. The same Table also 
As expected, increasing the number of conics M, the accuracy and the precision on the estimated focal length and principal point increase; this occurs when both the linear system in (12) or the non-linear system in (9) are used to estimate the camera internal parameters. Even for M = 2, the proposed method furnishes an estimate of the camera internal parameters that is generally close to their ground truth values, when at least one of the two conics is composed by a pair of orthogonal lines (o ≥ 1). When both the conics are composed by parallel lines (o = 0), the estimate of the internal parameters is both imprecise and inaccurate when performed through the linear method in Eq. (13); the conditioning number of T is in this case about 100,000; this fact agrees with what we have discussed in Subsect. 2.2 after Eq. (10) . Notice that, in this case, also the non-linear method is not efficient: since all the lines have the same orientation, they do not provide sufficient information for camera calibration.
For M = 3, the estimate provided by both the linear and non-linear method are unreliable for h = 3 or v = 3 (i.e., all the lines in the considered conics are parallel). In all the other cases, the focal length is estimated within 1.17 % of its true value in 95 % of the cases, with a corresponding error on the principal point smaller than 10.4 pixels; in this situation, the non-linear method achieves a slightly higher accuracy, with 95 % of errors on the estimated focal smaller than 0.65 % and smaller than 10 pixel on the estimated principal point.
It is interesting to notice that for both M = 2 and M = 3, the median percentage error on the estimated focal is strongly biased toward negative values (e.g., it is −42.8 % for M(o, v, h) = 2(0, 2, 0)). The presence of such bias is strictly related to particular geometric configurations, as carefully detailed in Sect. 4 .
For increasing values of M, the condition number of T decreases (its average value is generally smaller than 1000 for M > 4) and the estimate of the camera internal parameters becomes consequently more accurate and precise (Fig. 2) . In practice, for M ≥ 4 the estimate of the internal parame- Table 2 Percentage error on the estimated focal (e f ) and error on the estimated principal point (e p ), for different number of conics, M, for the scenario 1 (re-calibration of a single camera) indicates the set of all the possible combinations. In each cell, the median ± IQR is reported; the value in the brackets indicates the 95th percentile of the absolute error value. The last column (r cond) indicates the median condition number of T ters obtained with the linear system (12) is characterized by an accuracy comparable to that of the calibration procedure implemented in the Matlab Calibration Toolbox [4] , which, however, requires a higher number of images. The non-linear solution provides only slightly higher accuracy in these cases. Table 3 reports the errors on the estimated focal length and principal point when two cameras are used. Also in this case, for M ≥ 4 the estimate provided by the proposed method is comparable to that obtained with the Matlab Calibration Toolbox [4] , and the non-linear estimate is slightly better than the estimate obtained with the linear method. In case M = 2, instability is observed when o = 0, as well as for M = 3 and v = 3 or h = 3. Comparison of Tables 2 and 3 shows that the condition number of T is generally bigger when two cameras are used; the estimated focal length and principal point are consequently slightly less accurate and precise.
Re-calibration using two cameras
It is finally to be noticed that the uncertainties on the principal point reported in Table 3 are well below the typical shift measured for different focal lengths and reported in Table 1 , thus justifying the usefulness of the re-calibration procedure.
Re-calibration using two cameras: simulations
To confirm the results obtained in the real setup and perform a more detailed numerical analysis of the proposed algorithm, we also resorted to simulation. The simulated setup resembles an indoor surveillance system, with an 8 m × 8 m area monitored by two cameras positioned 3 m high, at a distance of 8 m each other. Both cameras approximately look at the center of the surveyed area, and they are equipped with wideangle lenses with a focal length of 3200 pixels and sensors of 4000 × 3000 pixels. The cameras observe a set of four segments each of length 4 m on the floor of the monitored area. The segments are arranged into a set of two conics each composed either by two parallel lines or by two orthogonal lines. One of the two conics remains fixed, while the other one rotates from 0 • to 90 • with a step of 5 • . For each rotation angle, 100 simulations are performed: the segments are projected onto the camera image planes and a Gaussian random noise with zero mean and standard deviation of 4.1 pixels is added to the end point of each segment. This approximately corresponds to a maximum error of ±0.5 cm in each direction on the floor (and it is coherent with the maximum error measured on real data and reported at the beginning of Sect. 3). The focal length and the principal point of the first camera are then estimated using the proposed algorithm and data measured by both cameras. Figure 3 shows the median e f and e p values obtained in this simulation, using the linear and non-linear methods in Eqs. (13) and (9) . Data reported here generalize the results in Table 3 to the case of degenerate conics with any orientation. Coherently with the data reported in Table 3 , better results are generally obtained when the conics are composed by orthogonal lines ((o,o) case in the figure), while conics composed by parallel lines ((p,p) case) provide less accurate results. Fig. 3 also confirms that the non-linear estimate is generally more accurate than the linear estimate.
More in detail, when the two conics are composed by four parallel lines ((p,p) case and rotation = 0 • in Fig. 3) , the estimate of the focal length and of the principal point is strongly biased. This is coherent with the large errors reported for M(v, h, o) = 2(2, 0, 0) and 2(0, 2, 0) in Table 3 and in Fig. 2 . In the case of the linear estimate, both e f and e p decrease (in absolute value) as the angle between the two conics increases. Nonetheless, even for a rotation of 90 • , the estimated focal length is biased by more than 10 % and the median error on the principal point is approximately 5 pixels. Simulation are also coherent with data reported in Table 3 for the 2(1, 1, 0) case, which is characterized by larger median error and iqr when compared to the 2(0, 0, 2), 2(0, 1, 1), and 2(1, 0, 1) cases. In case of non-linear estimate, the estimate of the focal length is biased when all the lines are parallel, but the error is negligible in all other cases, since all equations in system in system (9) are used in this case (whereas one of them is neglected in the linear solution). The error on the principal point becomes smaller as the conics are more orthogonal, coherently with data reported for the 2(1, 1, 0) in Table 3 .
When one conic is composed by two parallel lines and the other one is composed by two orthogonal lines ((o,p) in Fig.  3 ), the linear estimate becomes unreliable for a rotation angle close to 40 • . We noticed that in this particular configuration, the center of the orthogonal conic lies in the axis of symmetry of the conic composed by two parallel lines. The numerical instability associated to this configuration and highlighted by this simulation will be analyzed more in detail in Sect. 4. In this case, a less accurate estimate is obtained even after the non-linear optimization step (Fig. 3b, c, (o,p) and rotation 40 • ). Notice that such situation was not represented in the real experiments reported in Table 3 , where all the conics have different centers (2(1, 0, 1) and 2(0, 1, 1) cases in Table 3 ).
When the two conics are made of orthogonal lines pairs, both the linear and non-linear estimate provide reliable results for the focal length and the principal point, coherently with the 2(0, 0, 2) case in Table 3 . Simulations performed with M = 3 or M = 4 conics, not reported here for sake of space, were also in agreement with the results reported in Table 3 .
Discussion
In many computer vision applications, including zoom lens calibration [11, 16, 17, 23, 24] , surveillance [25] , or traffic Table 3 Percentage error on the estimated focal (e f ) and error on the estimated principal point (e p ), for different number of conics, M, for the scenario 2 (re-calibration using two cameras) , o) ; the internal parameters are estimated using two cameras and the linear method inspection [26] , a set of cameras observes a man-made environments and requires frequent re-calibration. Under the hypothesis of fixed camera position and orientation, the method presented here uses a set of degenerate conics (i.e., pairs of lines) to reliably estimate the camera internal parameters after zooming. Re-calibration is therefore drastically simplified, as straight lines are commonly present in the scenes [13, 27] and they can be automatically identified and accurately fitted with standard computer vision methods [13] .
The key assumption of the method is that the camera external parameters, t 1 and R 1 , are known. Indeed, the camera orientation R 1 does not change when the camera zooms, but the position of the optical center moves forward and backward when the barrel of the lens rotates during zooming. Similarly to [17, 27] , we have used here the exif data to estimate the shift δ with a typical approximation (bounded by the exif data discretization step) which is in the order of ± 1 mm [27] . Exif data are generally available for any picture acquired by digital cameras and/or mobile phone; for cameras in an industrial or robotic context, these data can generally be retrieved from the API provided with the camera SDK or general purpose software for camera controlling [28] . The experimental results reported in Tables 2 and 3 demonstrate that such approximation is not critical, as the achieved precision and accuracy are comparable to those obtained with standard calibration procedures that, however, employ a larger number of calibration images, like the Zhang's method [3, 4] , which does estimate also the external parameters (R 1 , t 1 ) of the camera, as well as the distortion parameters of the lens.
An alternative solution could be to reformulate the problem including the shift along the optical axes within the unknowns. However, this would introduce some non-linear terms in Eq. (7), where the term δ 2 is present and it multiplies the other unknownsp x,1 ,p x,2 andf 1 . As a consequence, the linear derivation reported in Eqs. (10) (11) (12) (13) would not be possible in this case. Some geometrical and numerical constraints limit the application of the present method. First of all, it has to be noticed that the non-linear system in Eq. (9) is made of six equations (corresponding to the six coefficients of the observed jth conic, projected onto the Z = f 2 U plane) and four unknowns (p x,1 ,p y,1 ,f 1 , and ρ j , considering a unique conic C j ). For any number of conics, however, some solutions withf 1 = ρ j = 0 would be optimal in a least squares sense, although meaningless by a practical point of view. A reliable initial guess, reasonably far from the above solutions, is therefore necessary when an iterative algorithm is used to solve this non-linear system, otherwise the iterative procedure could converge toward meaningless solutions. The linear system in Eq. (12), obtained neglecting the sixth equation in (9) and with a proper combination of the remaining equations, serves to this scope. The estimate provided by the non-linear system is generally slightly more accurate than the one obtained with the linear method (see Tables 2 and 3) , although for some geometrical configurations the improvement is much more significant (Fig. 3) . Now we want to give a geometric description of system (9) and we prove that, in any case, it is necessary to use at least two conics to solve it and that the conics cannot have a common symmetry center. To show this, let us consider an ideal situation with no noise and let us rewrite the last 3 constraints in Eq. (9) in a different way. To this aim, let us first consider the first three equations in the system (9) and define
from which we obtain ρ j /f 1 = sf 1 and ρ j = sf 2 1 . Dividing byf 1 the fourth and fifth equations of (9) and substituting in the last three equations ρ j /f 1 and ρ j , we get the following system:
where H (u, v) is the polynomial associated to the matrix C 1, j (see Eq. (4)) and H u , H v indicate the partial derivatives of the function H with respect to u and v, respectively. Let us consider now the conic γ of equation
, that is, the projection of the jth conic onto the ith image plane. Recall that the equations
give the centers of symmetry of γ . If γ is a parabola or a pair of parallel lines, we cannot obtain a solution from the above equations, since the system
has either no (parabola), or infinitely many solutions (pair of parallel lines). Hence, let us assume that γ has a unique center of symmetry (x * , y * ), i.e., that γ is an ellipse, an hyperbole, or a pair of intersecting lines. If γ is an ellipse or an hyperbole, the center (x * , y * ) does not belong to γ , while if γ is a pair of intersecting lines, (x * , y * ) is the intersection point. The Eqs. (16) The above geometric interpretation shows that, using a unique conic, we can get a solution only in case 1) and computing it requires to solve a non-linear equation. Hence, in general, more than one conic is needed even in absence of noise.
If we solve the problem using only linear equations, the above description proves that we need to use at least two conics γ 1 and γ 2 . In fact, neglecting the last equation of (16) , for each γ i we get a line λ i and these lines intersect at the point (p x,1 ,p y,1 ,f 1 ) , and, in general, only at this point, so that we need at least two conics to determine the point. The two conics cannot have the same symmetry center (x * , y * ), otherwise the two lines λ 1 and λ 2 would pass through (x * , y * , 0) and (p x,1 ,p y,1 ,f 1 ) ; hence, they would coincide. Results reported in Fig. 3, for the (o,p) case and a rotation angle of 40 • , clearly confirm this theoretical result. In this sense, the present approach differs significantly from the ones in the literature that generally require set of confocal or co-axial conics [5] [6] [7] .
At least two conics are needed also if we start with Eq. (9) and we proceed as is Subsect. 2.1. As we have seen in Subsect. 2.1, by using one conic we can eliminate ρ j from the first equations in three different ways getting three lines, in principle intersecting at (p x,1 ,p y,1 ,f 1 ) . However, in the absence of noise, the three lines would be coincident, making the calculation of (p x,1 ,p y,1 ,f 1 ) unreliable. On the contrary, if we use two or more conics, we get two or more lines in any case (existence or absence of noise) and the calculation of (p x,1 ,p y,1 ,f 1 ) is consequently more reliable, always keeping in mind that the conics must have different symmetry centers, as we have seen above.
The geometric analysis shows that the shape and the mutual position of the conics is indeed very important for the accuracy of calculation: choosing conics with a center of symmetry (ellipses, hyperbolas, or pairs of intersecting lines) is important to avoid that the center are too much close each other.
Finally, it is to be noticed that the method can be used without modifications for any kind of conic that can lie on a set of different (but known) planes. This can help avoid the occurrence of the numerical and geometrical instabilities previously identified. Nevertheless, a detailed analysis of these situations goes beyond the scope of the paper and it is reserved for future analysis.
Conclusion
We have described here a method based on conics, in particular degenerate conics, to estimate the internal parameters of a camera with known position and orientation. No knowledge of the conics is required, but for the plane where they lie. If at least four conics are used, the accuracy of the method is comparable to that of more traditional approaches that, however, require a very large number of images to estimate the camera parameters. The proposed method can find application each time a fixed orientation camera operates in a man-made environment, where lots of conic features are easily extracted from the scene using standard computer vision algorithms.
