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To Claude-Michel Brauner on the occasion of his 60th birthday
Abstract. We consider a class of nonautonomous elliptic operators A with
unbounded coefficients defined in [0, T ]× RN and we prove optimal Schauder
estimates for the solution to the parabolic Cauchy problem Dtu = A u + f ,
u(0, ·) = g.
1. Introduction
In this paper we deal with a class of nonautonomous elliptic operators A defined
by
A ϕ(t, x) =
N∑
i,j=1
qij(t, x)Dijϕ(x) +
N∑
j=1
bj(t, x)Djϕ(x) + c(t, x)ϕ(x),
on smooth functions ϕ : RN → R. We consider possibly unbounded coefficients
defined in [0, T ]×RN , smooth with respect to x and continuous or just measurable
with respect to time. We are interested in optimal Schauder estimates for the
solution to the Cauchy problem
(1.1)
{
Dtu(t, x) = A u(t, x) + g(t, x), t ∈ [0, T ], x ∈ RN ,
u(0, x) = f(x), x ∈ RN .
In the case when the coefficients of the operator A are smooth enough in [0, T ]×
RN and satisfy suitable algebraic and growth conditions at infinity (see Hypotheses
2.1), we prove that, for any f ∈ C2+θb (RN ) and any continuous function g : [0, T ]×
RN → R such that g(t, ·) ∈ Cθb (RN ) for any t ∈ [0, T ] and
(1.2) sup
t∈[0,T ]
‖g(t, ·)‖Cθb (RN ) < +∞,
there exists a unique classical bounded solution to problem (1.1), i.e., there exists a
unique bounded function u : [0, T ]×RN → R which (i) is continuously differentiable
in [0, T ] × RN , once with respect to the time variable and twice with respect to
the spatial variables, (ii) solves the differential equation in (1.1), (iii) satisfies the
condition u(0, ·) ≡ f . Further, we have a Schauder type regularity result, i.e., the
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function u(t, ·) belongs to C2+θb (RN ) for any t ∈ [0, T ] and there exists a positive
constant C such that
(1.3) sup
t∈[0,T ]
‖u(t, ·)‖C2+θb (RN ) ≤ C
(
‖f‖C2+θb (RN ) + supt∈[0,T ]
‖g(t, ·)‖Cθb (RN )
)
.
In the case of discontinuous coefficients, under suitable assumptions (see Hy-
potheses 3.2), we can still prove an existence and uniqueness theorem for problem
(1.1) as well as optimal Schauder estimates. Here, we assume that the function g
is measurable in [0, T ]× RN and it satisfies condition (1.2). The lack of regularity
of the data with respect to the time variable prevents the solution from being con-
tinuously differentiable with respect to the time variable. Hence, we introduce an
appropriate definition of solution to problem (1.1), adapted to the discontinuity of
the data (see Definition 3.3). Then, we prove that there exists a unique solution to
the problem (1.1) in the sense of Definition 3.3. This solution u satisfies estimate
(1.3). Roughly speaking, the main difference with the case when the coefficients
are smooth, is that now the function u(·, x) is differentiable for any x ∈ RN almost
everywhere in [0, T ] and that the differential equation is satisfied almost everywhere
in [0, T ]× RN . Both for smooth and nonsmooth coefficients, the uniqueness of the
solution to problem (1.1) follows from a variant of the classical maximum principle
(see Propositions 2.2 and 3.6), which can be proved assuming the existence of a
suitable Lyapunov function (see Hypothesis 2.1(vii)).
For autonomous equations with unbounded smooth coefficients, Schauder theo-
rems of this type were obtained in [1, 13] as a consequence of optimal estimates in
the sup norm of the spatial derivatives of the solution to the homogeneous Cauchy
problem
(1.4)
{
Dtu(t, x) = A u(t, x), t ∈ [0, T ], x ∈ RN ,
u(0, x) = f(x), x ∈ RN ,
when f belongs to suitable spaces of Ho¨lder continuous functions. See also [3].
To the best of our knowledge, the first papers dealing with optimal Schauder
estimates of the type (1.3) are [7, 8, 9] where bounded and continuous coefficients
satisfying (1.2) were considered. Recently, the results in [7, 8, 9] have been extended
in [10] to discontinuous bounded coefficients still satisfying (1.2) and in [11] to
operators A of the type
A ϕ(t, x) =
N∑
i,j=1
qij(t)Dijϕ(x) +
N∑
i,j=1
bij(t)xjDiϕ(x),
with bounded coefficients qij and bij (i, j = 1, . . . , N). When A is an Ornstein-
Uhlenbeck operator things are easier than in the general case, since an explicit
formula for the solution to (1.4) is known. Hence, one can obtain uniform estimates
for the spatial derivatives of the solution to problem (1.4) just differentiating the
formula which defines u. On the contrary, no explicit formulas are available for
more general elliptic operators.
Very recently, Krylov and Priola (see [6]) have studied more general nonau-
tonomous elliptic operators with unbounded and less regular coefficients, using
different techniques. Their interesting results show global Schauder estimates for
the solutions to the parabolic equation Dtu + A u = f in (T,+∞) × RN when
T ∈ [−∞,+∞) and, as a byproduct, Schauder estimates for the solution to prob-
lem (1.1), thus extending the results of [10]. Roughly speaking, in [6] the diffusion
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coefficients are supposed to be bounded, whereas the drift coefficients may grow at
most linearly at infinity, with respect to the spatial variables.
In this paper we prove optimal Schauder estimates for nonautonomous elliptic
operators whose coefficients may grow faster than linearly at infinity. In the first
part of the paper (see Section 2), we consider the case when the coefficients are
smooth in [0, T ]× RN , adapting the techniques in [1, 13]. First, in Subsection 2.1,
we prove that problem (1.4) admits a unique bounded classical solution u for any
f ∈ Cb(RN ). Subsection 2.2 is then devoted to prove uniform estimates for the
derivatives (up to third-order, and with respect to the sup-norm in RN ) of the
solution to problem (1.4) when f belongs to suitable spaces of Ho¨lder continuous
functions. Finally, these uniform estimates and an abstract interpolation method
(see [12]) yield optimal Schauder estimates (see Subsection 2.3). In the second
part of the paper, we turn our attention to the case of discontinuous (in time)
coefficients. We prove the optimal Schauder estimates approximating the operator
A by a sequence of elliptic operators A (n) which satisfy the assumptions of the first
part of the paper, and using a compactness argument. The arguments in the proof
of Theorem 3.7 can then be used to weaken a bit the assumptions of Section 2 and
prove the Schauder estimates of Theorem 2.7 without any assumption of Ho¨lder in
time regularity of the coefficients of A . See Theorem 3.8. Finally, in Section 4, we
exhibit a class of elliptic operators to which the optimal Schauder estimates may
be applied.
Notations. Cb(R
N ) denotes the set of all bounded and continuous functions f :
RN → R. We endow it with the sup-norm ‖·‖∞. For any k > 0 (possibly k = +∞),
Ckb (R
N ) denotes the subset of Cb(R
N ) of all functions f : RN → R that are con-
tinuously differentiable in RN up to [k]th-order, with bounded derivatives and such
that the [k]th-order derivatives are (k − [k])-Ho¨lder continuous in RN . Ckb (RN ) is
endowed with the norm ‖f‖Ckb (RN ) :=
∑
|α|≤[k] ‖Dαf‖∞+
∑
|α|=[k][D
αf ]
C
k−[k]
b (R
N )
.
Ckc (R
N ) (k ∈ N∪{+∞}) denotes the subset of Ckb (RN ) of all compactly supported
functions.
For any domain D ⊂ R × RN and any α ∈ (0, 1), Cα/2,α(D) denotes the space
of all Ho¨lder-continuous functions with respect to the parabolic distance of RN+1.
Similarly, for any h, k ∈ N∪ {0} and any α ∈ [0, 1), Ch+α/2,k+α(D) denotes the set
of all functions f : D → R which (i) are continuously differentiable in D up to the
hth-order with respect to time variable, and up to the kth order with respect to
the spatial variables, (ii) the derivatives of maximum order are in Cα/2,α(D) (here,
C0,0 := C). Finally, we use the notation C
h+α/2,k+α
loc (D) to denote the set of all
functions f : D → R which are in Ch+α/2,k+α(D0) for any compact set D0 ⊂ D.
For any measurable set E, we denote by 1lE the characteristic function of E, i.e.,
1lE(x) = 1 if x ∈ E, 1lE(x) = 0 otherwise.
Given a N ×N matrix we denote by Tr(Q) its trace. Further, we denote by 〈·, ·〉
the Euclidean inner product of RN .
2. The case of smooth coefficients
Throughout this section, we make the following assumptions on the coefficients
qij , bj (i, j = 1, . . . , N) and c of the operator A . We denote by Q(t, x) and b(t, x)
the matrix whose entries are the coefficients qij(t, x), and the vector whose entries
are the coefficients bj(t, x), respectively.
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Hypotheses 2.1.
(i) the coefficients qij , bj (i, j = 1, . . . , N) and c are thrice continuously differen-
tiable with respect to the spatial variables in [0, T ]× RN and they belong to
Cδ/2,δ([0, T ]×B(0, R)) for some δ ∈ (0, 1) and any R > 0, together with their
first-, second- and third-order spatial derivatives;
(ii) qij(t, x) = qji(t, x) for any i, j = 1, . . . , N and any (t, x) ∈ [0, T ]× RN , and
〈Q(t, x)ξ, ξ〉 ≥ ν(t, x)|ξ|2, t ∈ [0, T ], ξ, x ∈ RN ,
for some function ν : (0, T )× RN → R such that
inf
(t,x)∈(0,T )×RN
ν(t, x) = ν0 > 0;
(iii) there exist positive constants C1, C2, C3 such that
|Q(t, x)x| ≤ C1(1 + |x|2)ν(t, x),(2.1)
Tr(Q(t, x)) ≤ C2(1 + |x|2)ν(t, x),(2.2)
〈b(t, x), x〉 ≤ C3(1 + |x|2)ν(t, x),(2.3)
for any t ∈ [0, T ] and any x ∈ RN ;
(iv) c(t, x) ≤ c0 for some real constant c0 and any (t, x) ∈ [0, T ]× RN ;
(v) there exist three positive constants K1, K2 and K3 such that
|Dβqij(t, x)| ≤ K|β|ν(t, x),
N∑
h,k,l,m=1
Dlmqhk(t, x)ξhkξlm ≤ K2ν(t, x)
N∑
h,k=1
ξ2hk,
for any i, j = 1, . . . , N , any |β| = 1, 3, any N ×N symmetric matrix Ξ = (ξhk)
and any (t, x) ∈ [0, T ]× RN ;
(vi) there exist three functions d, r, ̺ : [0, T ] × RN → R, with ̺ ≥ ̺0 for some
positive constant ̺0, and positive constants L1, L2, L3 such that
〈Db(t, x)ξ, ξ〉 ≤ d(t, x)|ξ|2,(2.4)
|Dβbj(t, x)| ≤ r(t, x),(2.5)
|Dγc(t, x)| ≤ ̺(t, x),(2.6)
d(t, x) + L1r(t, x) + L2̺
2(t, x) ≤ L3ν(t, x),(2.7)
for any t ∈ [0, T ], any |β| = 2, 3, any |γ| = 1, 2, 3, any j = 1, . . . , N and any
x, ξ ∈ RN , where Db = (Djbi);
(vii) there exist a positive function ϕ : RN → R and λ > 0 such that ϕ tends to
+∞ as |x| → +∞ and
(2.8) sup
(t,x)∈[0,T ]×RN
{A ϕ(t, x) − λϕ(x)} < +∞.
2.1. The homogeneous Cauchy problem associated with the operator A .
In this subsection, for any s ∈ [0, T ), we consider the homogeneous Cauchy problem
(2.9)
{
Dtu(t, x) = A u(t, x), t ∈ (s, T ], x ∈ RN ,
u(s, x) = f(x), x ∈ RN .
We are going to prove that, for any f ∈ Cb(RN ), problem (2.9) admits a unique
bounded classical solution u (i.e., there exists a unique bounded and continuous
function u : [s, T ] × RN → R which is continuously differentiable in (s, T ] × RN ,
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once with respect to time and twice with respect to the spatial variables, that
satisfies (2.9)).
Uniqueness of the bounded classical solution to problem (2.9) follows from the
following variant of the classical maximum principle.
Proposition 2.2. Fix s ∈ [0, T ). If u ∈ Cb([s, T ]×RN)∩C1,2((s, T ]×RN) satisfies{
Dtu(t, x)−A u(t, x) ≤ 0, t ∈ (s, T ], x ∈ RN ,
u(s, x) ≤ 0, x ∈ RN ,
then u ≤ 0.
Proof. The proof can be obtained repeating the arguments in the proof of the
forthcoming Proposition 3.6, using the classical maximum principle instead of the
Nazarov-Ural’tseva maximum principle. 
Theorem 2.3. Under Hypotheses 2.1, for any f ∈ Cb(RN ), the Cauchy problem
(2.9) admits a unique bounded classical solution u. Moreover,
(2.10) ‖u(t, ·)‖∞ ≤ ec0(t−s)‖f‖∞, t ∈ [s, T ],
where c0 is as in Hypothesis 2.1(iv).
Proof. As it has been already remarked, the uniqueness part is a straightforward
consequence of Proposition 2.2.
To prove the existence part of the statement, we first consider the case when f
is nonnegative. For any n ∈ N, let us consider the Cauchy-Dirichlet problem
(2.11)

Dtv(t, x) = A v(t, x), t ∈ (s, T ], x ∈ B(0, n),
v(t, x) = 0, t ∈ (s, T ], x ∈ ∂B(0, n),
v(s, x) = f(x), x ∈ B(0, n).
By classical results (see e.g., [4, Theorem 3.5]) this problem admits a unique bounded
solution un ∈ C1,2((s, T ]×B(0, n)) which is continuous in [s, T ]×B(0, n) \ {(s, x) :
x ∈ ∂B(0, n)}. Moreover, the classical maximum principle shows that
(2.12) |un(t, x)| ≤ ec0(t−s)‖f‖∞, (t, x) ∈ [s, T ]×B(0, n)
and that the sequence un(t, x) is increasing for any fixed (t, x). Classical interior
Schauder estimates imply that the sequence (un) is bounded in C
1+δ/2,2+δ(D) for
any compact set D ⊂ (s, T ] × RN . Here, δ is the same number as in Hypothesis
2.1(i). The Ascoli-Arzela` theorem implies that un converges in C
1,2(D), for any D
as above, to a function u which belongs to C
1+δ/2,2+δ
loc ((s, T )× RN ) and solves the
differential equation in (2.11).
Showing that u is continuous up to t = s and u(s, ·) = f is a bit more tricky. It is
straightforward if f ∈ C2+δc (RN ) since, in this case, the classical Schauder estimates
show that (un) is bounded in C
1+δ/2,2+δ(D) for any compact set D ⊂ [s, T ]× RN .
Hence, un converges to u uniformly in [s, T ] × K for any compact set K ⊂ RN ,
so that u is continuous up to t = s and it therein equals the function f . Taking
the limit as n → +∞ in (2.12), estimate (2.10) follows immediately. Using this
estimate, it is then easy to show that u is continuous up to t = s and therein equals
the function f also in the case when f ∈ Cc(RN ).
In the general case when f ∈ Cb(RN ), continuity up to t = s can be obtained by
a localization argument. Let us fix x0 ∈ RN and let η : RN → R be a continuous
function such that 1lB(x0,1) ≤ η ≤ 1lB(x0,2). Writing f = fη + f(1− η), we split un
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into the sum of the functions vn and wn which are, respectively, the solutions to
(2.11) with initial data ηf and (1 − η)f . Since ηf is compactly supported in RN ,
vn converges to the solution v to problem (2.9) with f being replaced by ηf . On
the other hand, the classical maximum principle shows that
|wn(t, x)| ≤ K(1− zn(t, x)), (t, x) ∈ [s, T ]×B(0, n),
for any n ∈ N. Here, K = ‖f‖∞ and zn denotes the solution to problem (2.11),
with f being replaced with the function η. Since the function vn +wn converges to
u and zn converges to the solution to problem (2.9) as n→ +∞, it follows that
|u(t, x)− f(x)| ≤ |v(t, x) − f(x)|+K(1− z(t, x)).
Letting (t, x)→ (s, x0), one easily obtains that u(t, x)− f(x) tends to 0. Hence, u
is continuous at (t, x) = (s, x0), where it equals f(x0). This completes the proof for
nonnegative data f .
For a general f ∈ Cb(RN ), the proof can be obtained splitting f = f+ − f−,
where f+ = max{f, 0}, f− = (−f)+. Clearly, the solution to problem (2.9) will
be given by u+ − u−, where u+ and u+ are the solutions to problem (2.9), with f
being replaced, respectively, by f+ and f−. 
In the rest of the paper, for any f ∈ Cb(RN ), we denote by G(t, s)f the value at
time t of the unique bounded classical solution u to problem (2.9).
2.2. Uniform estimates. This subsection is devoted to the proof of the following
theorem.
Theorem 2.4. Let Hypotheses 2.1 be satisfied. Then, for any α, β ∈ [0, 3], with
α ≤ β, there exists a positive constant C = C(α, β) such that
(2.13) ‖G(t, s)f‖Cβb (RN ) ≤ C(t− s)
− β−α2 ‖f‖Cαb (RN ), f ∈ C
α
b (R
N ),
for any t ∈ (s, T ].
The proof will be obtained in two steps. In the first one we will prove (2.13)
when α, β ∈ N. Then, using an interpolation argument we extend (2.13) to any α, β
as in the statement of the theorem.
Let us introduce a few more notation. We denote by Q and B the operators
defined on functions f, g ∈ C0,1([0, T ]× RN ) by
Q(f, g) = 〈Q∇xf,∇xg〉, B(f, g) = 〈Db∇xf,∇xg〉.
2.2.1. The case when α, β ∈ N. We first consider the case when α = 0, β = 3. For
any n ∈ N, let η : RN → R be the radial function defined by η(x) = ψ(|x|/n) for any
x ∈ RN , where ψ is a smooth nonincreasing function such that 1l[0,1/2] ≤ ψ ≤ 1l[0,1].
We fix s ∈ (0, T ), and define the function
vn(t, x) = |un(t, x)|2 + a(t− s)η2|∇xun(t, x)|2 + a2(t− s)2η4|D2xun(t, x)|2
+a3(t− s)3η6|D3xun(t, x)|2,
for any t ∈ (s, T ] and any x ∈ B(0, n), where un is the (unique) classical solution
of the Dirichlet Cauchy problem
Dtu(t, x) = A u(t, x), t ∈ [s, T ], x ∈ B(0, n),
u(t, x) = 0, t ∈ [s, T ], x ∈ ∂B(0, n),
u(s, x) = η(x)f(x), x ∈ B(0, n).
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By classical results (see e.g., [4]), the function vn belongs to C
1,2((s, T )×B(0, n)).
Moreover, it can be extended by continuity up to t = s setting vn(s, ·) = |ηf |2.
A long but straightforward computation shows that the function vn solves the
Cauchy problem
Dtvn(t, x) = Avn(t, x) + gn(t, x), t ∈ [s, T ], x ∈ B(0, n),
vn(t, x) = 0, t ∈ [s, T ], x ∈ ∂B(0, n),
vn(s, x) = (ηf)
2(x), x ∈ B(0, n),
where gn =
∑9
i=1 gi,n, with
g1,n =− 2Q(un, un)− 2a(t− s)η2
N∑
i=1
Q(Diun, Diun)
− 2a2(t− s)2η4
N∑
i,j=1
Q(Dijun, Dijun)
− 2a3(t− s)3η6
N∑
i,j,h=1
Q(Dijhun, Dijhun),
g2,n =2a(t− s)η2B(un, un) + 4a2(t− s)2η4
N∑
i=1
B(Diun, Diun)
+ 6a3(t− s)3η6
N∑
i,j=1
B(Dijun, Dijun),
g3,n = −2a(t− s)
(|∇xun|2 + 6a(t− s)η2|D2xun|2 + 15a2(t− s)2η4|D3xun|2)Q(η, η),
g4,n =− 2(A η − cη)
{
a(t− s)η|∇xun|2 + 2a2(t− s)2η3|D2xun|2
+ 3a3(t− s)3η5|D3xun|2
}
− 8a(t− s)η
N∑
i=1
Q(η,Diun)Diun − 16a2(t− s)2η3
N∑
i,j=1
Q(η,Dijun)Dijun
− 24a3(t− s)3η5
N∑
i,j,h=1
Q(η,Dijhun)Dijhun,
g5,n =2a(t− s)η2
N∑
i,j,h=1
DhqijDhunDijun
+ 4a2(t− s)2η4
N∑
i,j,h,k=1
DhqijDhkunDijkun
+ 6a3(t− s)3η6
N∑
i,j,h,k,l=1
DhqijDhklunDijklun,
g6,n =2a
2(t− s)2η4
N∑
i,j,h,k=1
DhkqijDijunDhkun
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+ 6a3(t− s)3η6
N∑
i,j,h,k,l=1
DhkqijDijlunDhklun
+ 2a2(t− s)2η4
N∑
i,j,h=1
DjhbiDiunDjhun
+ 6a3(t− s)3η6
N∑
i,j,h,k=1
DjhbiDikunDjhkun,
g7,n =2a
3(t− s)3η6
N∑
i,j,h,k,l=1
DhklqijDijunDhklun
+ 2a3(t− s)3η6
N∑
i,j,h,k=1
DjhkbiDiunDjhkun,
g8,n = aη
2|∇xun|2 + 2a2(t− s)η4|D2xun|2 + 3a3(t− s)2η6|D3xun|2,
g9,n =2cvn + 2a(t− s)η2un〈∇xc,∇xun〉+ 4a2(t− s)2η4〈D2xun∇xc,∇xun〉
+ 2a2(t− s)2η4unTr(D2xcD2xun) + 2a3(t− s)3η6un
N∑
i,j,h=1
DijhcDijhun
+ 6a3(t− s)3η6
( N∑
i,j,h=1
DicDjhunDijhun +
N∑
i,j,h=1
DjhcDiunDijhun
)
.
Taking Hypothesis 2.1(ii) into account, we easily deduce that
g1,n ≤− 2ν|∇xun|2 − 2a(t− s)η2ν|D2xun|2 − 2a2(t− s)2η4ν|D3xun|2
− 2a3(t− s)3η6ν|D4xun|2.(2.14)
As far as the function g2,n is concerned, we observe that condition (2.4) implies
that B(ζ, ζ) ≤ d|∇ζ|2 for any ζ ∈ C1(RN ). Hence, we can estimate
(2.15) g2,n ≤ 2a(t−s)dη2|∇xun|2+4a2(t−s)2dη4|D2xun|2+6a3(t−s)3dη6|D3xun|2.
The function g3,n can be estimated trivially from above by zero. So, let us
consider the function g4,n. Using conditions (2.1), (2.2) and (2.3) and recalling that
∇η and D2η identically vanish in B(0, n/2) and in RN \ B(0, n), it is not difficult
to check that
|Tr(Q(t, x)D2xη(x))| ≤
1 + n2
n3
(2C1‖ψ′′‖∞ + 2C2‖ψ′‖∞n+ 2C1‖ψ′‖∞) ν(t, x),
〈b(t, x),∇xη〉 ≥ −2C3‖ψ′‖∞ 1 + n
2
n2
ν(t, x),
for any (t, x) ∈ [0, T ]× RN . Hence, for n sufficiently large, it holds that
(2.16) A η − cη ≥ −C′ν := −4 ((C1 + C2 + C3)‖ψ′‖∞ + C1‖ψ′′‖∞) ν.
Arguing similarly, we can estimate
(2.17) |Q(η, ζ)| ≤ 4C1‖ψ′‖∞ν|∇xζ| := C′′ν|∇xζ|,
for any function ζ ∈ C1(RN ). Using (2.16) and (2.17), we now get easily that
g4,n ≤2aC′(t− s)νη|∇xun|2 + 4a2C′(t− s)2νη3|D2xun|2
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+ 6a3C′(t− s)3νη5|D3xun|2 + 8aC′′(t− s)ην|∇xun||D2xun|
+ 16a2C′′(t− s)2η3ν|D2xun||D3xun|+ 24a3C′′(t− s)3η5ν|D3xun||D4xun|.
Using Young inequality we can estimate
η|∇xun||D2xun| ≤ εη2|D2xun|2 +
1
4ε
|∇xun|2,
η3|D2xun||D3xun| ≤ εη4|D3xun|2 +
1
4ε
η2|D2xun|2,
η5|D3xun||D4xun| ≤ εη6|D4xun|2 +
1
4ε
η4|D3xun|2,
for any ε > 0. Hence,
g4,n ≤2a
(
C′ +
C′′
ε
)
Tν|∇xun|2
+ 4a
(
aC′T + 2C′′ε+
C′′
ε
aT
)
(t− s)νη2|D2xun|2
+ 2a2
(
3aC′T + 8εC′′ + 3
C′′
ε
aT
)
(t− s)2νη4|D3xun|2
+ 24a3C′′ε(t− s)3νη6|D4xun|2.(2.18)
The terms g5,n, g6,n and g7,n can be estimated in a similar way. Hypotheses
2.1(v) and 2.1(vi) imply that∣∣∣∣∣
N∑
i,j,h=1
DhqijDijζDhζ
∣∣∣∣∣ ≤ NK1ν|∇ζ||D2ζ|,
N∑
i,j,h,k=1
DhkqijDijζDhkζ ≤ K2ν|D2ζ|2,
∣∣∣∣∣
N∑
i,j,h,k,l=1
DhklqijDijζDhklζ
∣∣∣∣∣ ≤ NK3ν|D2ζ||D3ζ|,∣∣∣∣∣
N∑
j,h,k=1
DhkbjDjζDhkζ
∣∣∣∣∣ ≤ rN 12 |∇ζ||D2ζ|,∣∣∣∣∣
N∑
j,h,k,l=1
DhklbjDjζDhklζ
∣∣∣∣∣ ≤ rN 12 |∇ζ||D3ζ|,
for any smooth function ζ. Hence,
g5,n ≤aTK1N
2
2ε
ν|∇xun|2 + aK1
(
2ε+ aT
N2
ε
)
(t− s)νη2|D2xun|2
+ a2K1
(
4ε+ 3aT
N2
2ε
)
(t− s)2νη4|D3xun|2 + 6a3(t− s)3εK1νη6|D4xun|2,(2.19)
g6,n ≤a2(t− s)η2rN
2ε
T |∇xun|2 + a2(t− s)2η4
[
2K2ν+
(
2ε+ 3a
N
2ε
T
)
r
]
|D2xun|2
+ 6a3(t− s)3η6 (K2ν + εr) |D3xun|2,(2.20)
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g7,n ≤a3(t− s)T 2η2rN
2ε
|∇xun|2 + a3(t− s)T 2η4K3νN
2
2ε
|D2xun|2
+ 2a3(t− s)3η6ε (K3ν + r) |D3xun|2.(2.21)
The function g8,n can be estimated as follows:
(2.22) g8,n ≤ a|∇xun|2 + 2a2(t− s)η2|D2xun|2 + 3a3(t− s)2η4|D3xun|2.
Finally, taking Hypotheses 2.1(iv) and 2.1(vi) into account, we can estimate
g9,n ≤ 2c0vn + T (1 + T + T 2)u2n + a
3
2 (t− s) (2T̺−10 +√a+ 3T 2̺−10 a) ̺2η2|∇xun|2
+ a
5
2 (t− s)2
(
2̺−10 + 3T̺
−1
0 + a
3
2
)
η4̺2|D2xun|2
+ a
7
2 (t− s)3
(
6̺−10 + a
5
2
)
η6̺2|D3xun|2.
From (2.14), (2.18)-(2.21) we obtain, for any t ∈ [0, T ],
gn ≤
{
− ν0 + a+ ν
[
−1 + aT
(
2C′ + 2
C′′
ε
+K1
N2
2ε
)]
+ a(t− s)η2
[
2d+ aT (1 + aT )
N
2ε
r(2.23)
+
√
a
(
2T̺−10 +
√
a(1 + 3T 2̺−10
√
a)
)
̺2
]}
|∇xun|2
+ a
{
− ν0 + 2a+ ν
[
− 1 + 2ε(4C′′ +K1) + a2T 2K3N
2
2ε
+ aT
(
4C′ + 4
C′′
ε
+K1
N2
ε
+ 2K2
)]
+ a(t− s)
[
4d+
(
2ε+ 3a
N
2ε
T
)
r
+
√
a
(
2̺−10 + 3T̺
−1
0 + a
3
2
)
̺2
]
η2
}
(t− s)η2|D2xun|2
+ a2
{
− ν0 + 3a+ ν
[
− 1 + 4ε(4C′′ +K1)
+ aT
(
6C′ + 6
C′′
ε
+ 3K1
N2
2ε
+ 2K2(3 + ε)
)]
+ a(t− s)
(
2(3d+ 4εr) +
√
a(6̺−10 + a
5
2 )ρ2
)
η2
}
(t− s)2η4|D3xun|2
+ 2a3 (−1 + 3ε(4C′′ +K1)) (t− s)3νη6|D4xun|2
+
{
2c0 + T (1 + T + T
2)
}
vn.(2.24)
It is now easy to check that ε and a can be fixed sufficiently small such that all the
terms in the right-hand side of (2.24), but the last one, are negative. We thus get
gn(t, x) ≤
(
2c0 + T (1 + T + T
2)
)
vn(t, x) := c1vn(t, x),
for any t ∈ [0, T ] and any x ∈ B(0, n). The maximum principle now yields
(2.25) |vn(t, x)| ≤ ec1(t−s)‖ηf‖2∞ ≤ ec1T ‖f‖2∞, t ∈ (s, T ], x ∈ B(0, n).
The proof of Theorem 2.3 shows that the function un converges to u in C
1,2(D)
for any compact set D ⊂ (s, T ] × RN . We claim that u is thrice continuously
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differentiable with respect to the spatial variables in (s, T ]×RN andD3xun converges
to D3xu as n→ +∞, locally uniformly in (s, T ]×RN . Indeed, since the coefficients
of the operator A are smooth, the interior Schauder estimates imply that the first-
order spatial derivatives of the function un are bounded in C
1+δ/2,2+δ(D) for any
D as above. Ascoli-Arzela` theorem now yields the claim. Hence, taking the limit
as n→ +∞ in (2.25), estimate (2.13) follows at once.
To prove (2.13) in the other situations when α, β ∈ N and α ≤ β, it suffices to
apply the same arguments as above to the function
w(t, x) =
β∑
j=0
aj(t− s)(j−α)+η(x)2j |Djun(t, x)|2, t ∈ (s, T ], x ∈ B(0, n),
where (·)+ denotes the positive part of the number in brackets.
2.2.2. The case when (α, β) /∈ N × N. As it has been already claimed, to prove
(2.13) in the general case we use an interpolation argument. It is well known that,
given four Banach spaces X1, X2, Y1, Y2, with Yi continuously embedded into Xi
(i = 1, 2), any linear operator S, which is bounded from X1 into X2 and from Y1
into Y2, is bounded from the interpolation space (X1, Y1)θ,∞ into the interpolation
space (X2, Y2)θ,∞ for any θ ∈ (0, 1) and
(2.26) ‖S‖L((X1,Y1)θ,∞;(X2,Y2)θ,∞) ≤ ‖S‖1−θL(X1,X2)‖S‖θL(Y1;Y2),
see e.g., [15, pag. 25]. We apply estimate (2.26) with X1 = Cb(R
N ), X2, Y1, Y2 =
C3b (R
N ) and S = G(t, s). Since (Cb(R
N ), C3b (R
N ))θ,∞ = C
3θ
b (R
N ) (for any θ ∈ (0, 1)
such that 3θ /∈ N) and (C3b (RN ), C3b (RN ))θ,∞ = C3b (RN ), with equivalence of the
corresponding norms (see e.g., [15, Chapter 2, Section 7, Theorem 1]), from the
results in Subsection 2.2.1, we obtain (2.13) with α ∈ (0, 3) and β = 3. A similar
argument allows us to prove (2.13) also when α < β = 1, 2 and α /∈ N.
Now, we observe that the maximum principle yields
‖G(t, s)‖L(Cb(RN )) ≤ C, s ≤ t ≤ T,
for some positive constant C. Hence, applying (2.26) with X1 = X2 = Cb(R
N ) and
Y1 = Y2 = C
3
b (R
N ), (2.13) follows for any 0 ≤ α = β ≤ 3 such that α, β /∈ N.
To prove (2.13) in the general case, it now suffices to fix α and β ∈ [0, 3], with
α < β, α, β /∈ N, and apply (2.26) with X1 = X2 = Y1 = Cαb (RN ), Y2 = C3b (RN )
and θ = (3− α)−1(β − α).
Remark 2.5. Let I be a right-halfline and assume that Hypotheses 2.1, but 2.1(i),
are satisfied with [0, T ] being replaced by I. Further assume that
(i’) the coefficients qij , bj, c (i, j = 1, . . . , N) are thrice continuously differen-
tiable with respect to the spatial variables in I×RN and their first-, second-
and third-order spatial derivatives are in Cδ/2,δ(D) for some δ ∈ (0, 1) and
any compact set D ⊂ I × RN .
Then, for any α, β ∈ [0, 3], with α ≤ β, there exists a positive constant C = C(α, β)
such that
(2.27) ‖G(t, s)f‖Cβb (RN ) ≤ C(t− s)
− β−α2 ec0(t−s)‖f‖Cαb (RN ), f ∈ Cαb (RN ),
for any s, t ∈ I with s < t. Here, c0 is the constant in Hypothesis 2.1(vii).
The proof of Theorem 2.4 shows that
(2.28) ‖G(t, s)f‖Cβb (RN ) ≤ C1(t− s)
− β−α2 ‖f‖Cαb (RN ), f ∈ C
α
b (R
N ),
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for any t, s ∈ I such that 0 < t− s ≤ 1 and some positive constant C1, independent
of s and t. On the other hand, if t > s+1, by virtue of Proposition 2.2 we can split
G(t, s)f = G(t, t− 1)G(t− 1, s)f . Hence, from (2.10) and (2.13) with α = 0, β = 3
we get
‖G(t, s)f‖Cβb (RN ) = ‖G(t, t− 1)G(t− 1, s)f‖Cβb (RN )
≤ C1‖G(t− 1, s)f‖∞
≤ C1ec0(t−s−1)‖f‖∞
≤ C1ec0(t−s−1)‖f‖Cαb (RN ).(2.29)
Estimate (2.27) now follows immediately from (2.28) and (2.29).
2.3. Optimal Schauder estimates. Using the uniform estimates in Theorem 2.4,
we will prove an existence and uniqueness result for the Cauchy problem
(2.30)
{
Dtu(t, x) = (Au)(t, x) + g(t, x), t ∈ [0, T ], x ∈ RN ,
u(0, x) = f(x), x ∈ RN .
as well as optimal Schauder estimates for its solution. For this purpose, we introduce
the following definition.
Definition 2.6. For any α /∈ N, we denote by C0,α([0, T ] × RN ) the set of all
continuous functions f : [0, T ] × RN → R such that f(t, ·) ∈ Cαb (RN ) for any
t ∈ [0, T ] and
‖f‖C0,α([0,T ]×RN) := sup
t∈[0,T ]
‖f(t, ·)‖Cαb (RN ) < +∞.
We state the main result of this first part of the paper.
Theorem 2.7. Suppose that Hypotheses 2.1 are satisfied. Fix θ ∈ (0, 1), g ∈
C0,θ([0, T ]×RN) and f ∈ C2+θb (RN ). Then, problem (2.30) admits a unique bounded
classical solution. Moreover, u(t, ·) ∈ C2+θb (RN ) for any t ∈ [0, T ] and there exists
a positive constant C such that
(2.31) ‖u‖C0,2+θ([0,T ]×RN ) ≤ C
(
‖f‖C2+θb (RN ) + ‖g‖C0,θ([0,T ]×RN )
)
.
Proof. The proof can be obtained repeating almost verbatim the arguments in the
proof of [13, Theorem 2] (see also [2, Chapter 5]). For the reader’s convenience we
sketch it.
The uniqueness part of the assertion is an immediate consequence of the maxi-
mum principle in Proposition 2.2.
As far the existence part and the optimal Schauder estimates are concerned,
we show that the solution to problem (2.30) is given by the variation-of-constants
formula
(2.32) u(t, x) = (G(t, 0)f)(x) +
∫ t
0
(G(t, r)g(r, ·))(x)dr, t ∈ [0, T ], x ∈ RN ,
as in the classical case of bounded coefficients. Of course, it is enough to consider
the convolution term in (2.32) (which we denote by v). The main step of the proof
consists in showing that v belongs to C0,2+θ([0, T ]× RN ) and
(2.33) ‖v‖C0,2+θ([0,T ]×RN ) ≤ C˜‖g‖C0,θ([0,T ]×RN ),
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for some positive constant C˜, independent of g. Estimate (2.33) follows from the
interpolation argument in [12], based on the uniform estimates of Subsection 2.2.
For any ξ ∈ (0, 1), v(t, ·) is split into the sum v(t, ·) = aξ(t, ·) + bξ(t, ·) where
aξ(t, x) =

∫ t
t−ξ
(G(t, r)g(r, ·))(x)dr, ξ ∈ [0, t),∫ t
0
(G(t, r)g(r, ·))(x)dr, otherwise,
and
bξ(t, x) =

∫ t−ξ
0
(G(t, r)g(r, ·))(x)dr, ξ ∈ [0, t),
0, otherwise.
The uniform estimates in Theorem 2.4 can be used to check that aξ(t, ·) and bξ(t, ·)
belong respectively to Cαb (R
N ) and C2+αb (R
N ) for any α ∈ (θ, 1). Moreover,
‖aξ(t, ·)‖Cαb (RN ) + ξ‖bξ(t, ·)‖C2+αb (RN ) ≤ C1ξ
1−(α−θ)/2‖g‖C0,θ([0,T ]×RN ),
for some positive constant C1, independent of ξ and g. This estimate shows that
v(t, ·) belongs to the interpolation space (Cαb (RN ), C2+αb (RN ))1−(α−θ)/2,∞ for any
t ∈ [0, T ], and
‖v(t, ·)‖(Cαb (RN ),C2+αb (RN ))1−(α−θ)/2,∞ ≤ C1‖g‖C0,θ([0,T ]×RN ),
for any t ∈ [0, T ]. Since (Cαb (RN ), C2+αb (RN ))1−(α−θ)/2,∞ = C2+θb (RN ) with equiv-
alence of the corresponding norms (see [15, Chapter 2, Section 7, Theorem 1]),
estimate (2.33) follows.
Estimate (2.33) combined with the fact that v is continuous in [0, T ] × RN ,
shows that the spatial derivatives of u, up to the second-order, are continuous in
[0, T ]× RN .
To conclude the proof, one just needs to show that the function v is differen-
tiable with respect to time in [0, T ] × RN and Dtv = A v + g, but this is rather
straightforward and the proof is omitted. 
Remark 2.8. (i) The proof of Theorem 2.7 shows that the constant C in (2.31)
only depends on the constants in (2.13) which, in their turn, only depend on
the constants Cj , Kj, Lj (j = 1, 2, 3) as well as the ellipticity constant ν0 in
Hypotheses 2.1.
(ii) Formula (2.32), Theorem 2.3 and the proof of Theorem 2.7 show that the as-
sumption f ∈ Cb(Rd) is enough for problem (2.30) to have a bounded classical
solution.
3. The case when the diffusion coefficients are only measurable in
the pair (t, x)
In this section, we consider some situation in which the diffusion coefficients are
bounded but not continuous in [0, T ]× RN .
To state our standing assumptions and, then, the main result of this section, let
us give the following definition, which is the counterpart of Definition 2.6 in this
new setting.
Definition 3.1. Fix α > 0.
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(i) M0,α([0, T ] × RN ) denotes the space of all measurable functions f : [0, T ] ×
RN → R such that f(t, ·) ∈ Cα(B(0, R)) for any t ∈ [0, T ] and any R > 0,
and the supremum of the Cα(B(0, R))-norms of f(t, ·), when t runs in [0, T ],
is finite for any R > 0. Note that it may blow up as R→ +∞.
(ii) B0,α([0, T ] × RN ) denotes the subset of M0,α([0, T ] × RN ) of all bounded
functions f : [0, T ] × RN → R such that f(t, ·) ∈ Cαb (RN ) for any t ∈ [0, T ]
and the supremum of the Cαb -norms of f(t, ·), when t runs in [0, T ], is finite.
We norm B0,α([0, T ]× RN ) by setting
‖f‖B0,α([0,T ]×RN) := sup
t∈[0,T ]
‖f(t, ·)‖Cαb (RN ).
Hypotheses 3.2.
(i) the coefficients qij = qji, bj (i, j = 1, . . . , N) and c belong to M
0,3+δ([0, T ]×
RN ) for some δ ∈ (0, 1).
(ii) Hypotheses 2.1(ii) to 2.1(vii) are satisfied with [0, T ] being replaced by D,
where [0, T ] \ D is a negligible set. Moreover, for any x ∈ RN , the functions
d(·, x), r(·, x) and ̺(·, x) are bounded and measurable in (0, T ).
Since the coefficients of the operator A are not continuous, we do not expect
that the Cauchy problem
(3.1)
{
Dtu(t, x) = (Au)(t, x) + g(t, x), t ∈ [0, T ], x ∈ RN ,
u(0, x) = f(x), x ∈ RN .
has a solution u with the smoothness properties in Theorem 2.7 even if the data
f and g are smooth. In the spirit of [6, 10, 11], we give the following definition of
solution to problem (3.1).
Definition 3.3. Let f ∈ C2b (RN ) and g be a bounded and measurable function
such that g(t, ·) is continuous in RN for any t ∈ [0, T ]. A bounded function u :
[0, T ]×RN → R is called a solution to (3.1) if the following conditions are satisfied:
(i) the function u is Lipschitz continuous in [0, T ] × B(0, R) for any R > 0, its
first- and second-order space derivatives are bounded and continuous functions
in [0, T ]× RN ;
(ii) u(0, x) = f(x) for any x ∈ RN ;
(iii) there exists a set G ⊂ [0, T ] × RN , with negligible complement, such that
Dtu(t, x) = A u(t, x) + g(t, x) for any (t, x) ∈ G. Moreover, for any x ∈ RN ,
the set Gx = {t ∈ [0, T ] : (t, x) ∈ G} is measurable with measure T .
Let us now prove the following lemmas which play a fundamental role in the
proof of the main result of this section.
Lemma 3.4. Let f ∈ M0,θ([0, T ]× RN ) for some θ ∈ (0, 1). Then, the following
properties hold.
(i) The function f(·, x) is measurable for any x ∈ RN .
(ii) There exists a measurable set C ⊂ [0, T ], whose complement is negligible in
[0, T ], such that the function F : [0, T ]× RN → R, defined by
F (t, x) =
∫ t
0
f(s, x)ds, (t, x) ∈ [0, T ]× RN ,
is differentiable with respect to t in C × RN and, therein, DtF = f .
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Proof. (i). Since f is measurable, the function f(·, x) is measurable in (0, T ) for
almost any x ∈ RN . Let us denote by H the set of all x ∈ RN such that the
function f(·, x) is measurable, and prove that H = RN . For this purpose, we
observe that, since it has a negligible complement, H is a dense subset of RN .
Hence, for any x ∈ RN , there exists a sequence (xn) ⊂ H converging to x in RN .
Since f ∈ M0,θ([0, T ] × RN ), the function f(t, ·) is Ho¨lder continuous in B(0, R)
of exponent θ, uniformly with respect to t ∈ [0, T ], where R := maxn∈N |xn| + 1.
Hence, there exists a positive constant C, independent of n and t, such that
|f(t, x)− f(t, xn)| ≤ C|x− xn|θ, t ∈ [0, T ].
This shows that f(·, xn) converges to the function f(·, x) uniformly in [0, T ]. Con-
sequently, f(·, x) is measurable in [0, T ].
(ii). Since, by step (i), f(·, x) ∈ L∞(0, T ) for any fixed x ∈ RN , the function F is
well defined and, for any x ∈ RN , there exists a measurable set Cx, with negligible
complement, such that F (·, x) is differentiable in Cx and DtF (t, x) = f(t, x) for any
t ∈ Cx.
Let us set C = ∩x∈QNCx and fix (t, x) ∈ C × RN . Further, let (xn) ⊂ QN
converge to x as n→ +∞. Then, for any h ∈ R \ {0}, we can estimate∣∣∣∣F (t+ h, x)− F (t, x)h − f(t, x)
∣∣∣∣
≤ 1|h|
∣∣∣∣∣
∫ t+h
t
|f(s, x)− f(t, x)|ds
∣∣∣∣∣
≤ 1|h|
∣∣∣∣∣
∫ t+h
t
|f(s, x)− f(s, xn)|ds
∣∣∣∣∣ + 1|h|
∣∣∣∣∣
∫ t+h
t
|f(s, xn)− f(t, xn)|ds
∣∣∣∣∣
+ |f(t, xn)− f(t, x)|
≤2 sup
t∈[0,T ]
‖f(t, ·)‖Cθ(B(0,R))|x− xn|θ +
1
|h|
∣∣∣∣∣
∫ t+h
t
|f(s, xn)− f(t, xn)|ds
∣∣∣∣∣ ,
where R := maxn∈N |xn|+ 1. Letting h→ 0, we get
lim sup
h→0
∣∣∣∣F (t+ h)− F (t)h − f(t, x)
∣∣∣∣ ≤ 2‖f‖B0,θ([0,T ]×RN )|x− xn|θ,
for any n ∈ N, which implies that F is differentiable with respect to time at (t, x)
and DtF (t, x) = f(t, x). This completes the proof. 
Lemma 3.5. Assume that Hypotheses 3.2 are satisfied. Then, there exist sequences
(q
(n)
ij ), (b
(n)
j ) and (c
(n)) with the following properties:
(i) q
(n)
ij , b
(n)
j (i, j = 1, . . . , N), c
(n) and their spatial derivatives, up to the third-
order, belong to Cδ/2,δ([0, T ]×B(0, R)) for any R > 0;
(ii) there exists a measurable set E ⊂ [0, T ], whose complement in [0, T ] is negli-
gible, such that, for any i, j = 1, . . . , N , q
(n)
ij , b
(n)
ij and c
(n) converge pointwise
in E × RN , respectively to qij, bj and c, as n→ +∞;
(iii) for any n ∈ N, the functions q(n)ij , b(n)j (i, j = 1, . . . , N) and c(n) satisfy Hy-
potheses 2.1(ii) to 2.1(vii) with the functions ν, d, r, ̺ being replaced by new
functions νn, dn, rn, ̺n and the same constants C,L1, L2, L3. Moreover, there
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exist two positive constants νˆ0 and cˆ0 such that νn(t, x) ≥ νˆ0 and cn(t, x) ≤ cˆ0
for any (t, x) ∈ [0, T ]× RN and any n ∈ N.
Proof. By Lemma 3.4, the functions qij(·, x), bj(·, x) (i, j = 1, . . . , N) and c(·, x)
are in L∞(0, T ) for any x ∈ RN . Thus, for any n ∈ N, we can define the functions
q
(n)
ij , b
(n)
ij and c
(n) by setting
q
(n)
ij (t, x) =
( n
4π
) 1
2
∫ T
0
qij(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
b
(n)
j (t, x) =
( n
4π
) 1
2
∫ T
0
bj(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
c(n)(t, x) =
( n
4π
) 1
2
∫ T
0
c(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
for any (t, x) ∈ [0, T ]×RN and any i, j = 1, . . . , N . Clearly, q(n)ij , b(n)j and c(n) and
their spatial derivatives, up to the third-order, belong to Cδ/2,δ([0, T ]×B(0, R)) for
any i, j = 1, . . . , N and any R > 0.
Let us prove that, for any i, j = 1, . . . , N , q
(n)
ij converges pointwise in E ×RN to
qij , for some measurable set E ⊂ [0, T ] whose complement is negligible. Then, the
same argument can be applied to prove the convergence of b
(n)
j and c
(n) to bj and
c, respectively.
Since q
(n)
ij (·, x) → qij(·, x) in Lp(0, T ) for any p ∈ [1,+∞), any x ∈ RN and
any i, j = 1, . . . , N , we can find out an increasing sequence (nxk) ⊂ N such that the
subsequence q
(nxk)
ij (t, x) converges to qij(t, x) as n tends to +∞ almost everywhere in
(0, T ). By a classical diagonal procedure, we can determine an increasing sequence
(nk) ⊂ N and a measurable set E ⊂ [0, T ], whose complement is negligible in [0, T ],
such that
lim
k→+∞
q
(nk)
ij (t, x) = qij(t, x), (t, x) ∈ E ×QN , i, j = 1, . . . , N.(3.2)
Let us now show that we can extend (3.2) to any (t, x) ∈ E × RN . For this
purpose, we fix (t, x) ∈ E × RN and a sequence (xm) ⊂ QN converging to x as m
tends to +∞. Since
sup
t∈(0,T )
‖q(nk)ij (t, ·)‖Cθ(B(0,R)) ≤ sup
t∈(0,T )
‖qij(t, ·)‖Cθ(B(0,R)),
for any i, j = 1, . . . , N , where R = 1 + supm∈N |xm|, we can write
|q(nk)ij (t, x) − qij(t, x)|
≤ |q(nk)ij (t, xm)− q(nk)ij (t, x)|+ |q(nk)ij (t, xm)− qij(t, xm)|+ |qij(t, xm)− qij(t, x)|
≤ 2 sup
t∈(0,T )
‖qij(t, ·)‖Cθ(B(0,R))|x− xm|θ + |q(nk)ij (t, xm)− qij(t, xm)|,
(3.3)
for any k,m ∈ N. Taking, first, the limsup as k → +∞ in the first- and last-side
of (3.3), and then letting m→ +∞, (3.2) follows, for any x ∈ RN . Property (ii) is
proved.
Let us now prove property (iii). Taking Hypotheses 2.1(i) into account, we get
〈Q(n)(t, x)ξ, ξ〉 ≥ |ξ|2
( n
4π
) 1
2
∫ T
0
ν(τ, x)e−
n
4 |t−τ |
2
dτ := νn(t, x)|ξ|2,
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for any ξ ∈ RN , any (t, x) ∈ [0, T ] × RN and any n ∈ N, where Q(n) = (q(n)ij ).
Note that the function νn can be bounded from below in [0, T ]× RN by a positive
constant, independent of n. Indeed,
νn(t, x) ≥ ν0
( n
4π
) 1
2
{∫ t
0
e−
n
4 τ
2
dτ +
∫ T−t
0
e−
n
4 τ
2
dτ
}
≥ ν0
( n
4π
) 1
2
∫ T
2
0
e−
n
4 s
2
ds
≥ ν0
2
√
π
∫ T
2
0
e−
1
4 s
2
ds,(3.4)
for any (t, x) ∈ [0, T ]× RN .
Now, an easy computation shows that, for any n ∈ N, the functions q(n)ij , b(n)j
(i, j = 1, . . . , N) and c(n) satisfy Hypothesis 2.1(iii) and 2.1(v) as well as conditions
(2.4)-(2.6), with the same constants Cj and Kj (j = 1, 2, 3) and ν, d, r, ̺ being
replaced with the functions νn, dn, rn, ̺n, where
dn(t, x) =
( n
4π
) 1
2
∫ T
0
d(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
rn(t, x) =
( n
4π
) 1
2
∫ T
0
r(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
̺n(t, x) =
( n
4π
) 1
2
∫ T
0
̺(τ, x) exp
(
−n
4
|t− τ |2
)
dτ,
for any (t, x) ∈ [0, T ] × RN . Arguing as in the proof of (3.4), we can easily show
that
̺n(t, x) ≥ ̺0
2
√
π
∫ T
2
0
e−
1
4 s
2
ds.
Moreover, integrating condition (2.7) we get
dn(t, x) + L1rn(t, x) + L2
( n
4π
) 1
2
∫ T
0
̺2(τ, x) exp
(
−n
4
|t− τ |2
)
dτ ≤ L3νn(t, x),
for any (t, x) ∈ [0, T ]× RN and any n ∈ N. Ho¨lder inequality yields( n
4π
) 1
2
∫ T
0
̺2(τ, x) exp
(
−n
4
|t− τ |2
)
dτ ≥ n
4π
(∫ T
0
̺(τ, x) exp
(
−n
4
|t− τ |2
)
dτ
)2
= (̺(n)(t, x))2,
for any (t, x) as above. Hence, condition (2.7) is satisfied with d, r, ̺ being replaced
by dn, rn, ̺n and the same constants L1, L2, L3.
Next, we observe that c(n) satisfies Hypothesis 2.1(iv) with c0 being replaced by
c0
2
√
π
∫ T
2
0
e−
1
4 s
2
ds.
Finally, integrating condition (2.8) with respect to time, we easily deduce that
sup
(t,x)∈[0,T ]×RN
{(A (n)ϕ)(t, x)−λϕ(x)} ≤ sup
(t,x)∈(0,T )×RN
{(A ϕ)(t, x)−λϕ(x)} < +∞,
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for any n ∈ N, where by A (n) we have denoted the elliptic operator whose coeffi-
cients are q
(n)
ij , b
(n)
j (i, j = 1, . . . , N) and c
(n). This completes the proof. 
We now consider the following maximum principle, which generalizes Proposition
2.2 to the case of noncontinuous coefficients.
Proposition 3.6. Assume that Hypotheses 3.2 are satisfied and let u be a solution
to problem (3.1), in the sense of Definition 3.3, corresponding to f ∈ C2b (RN ) and
a bounded and measurable function g : [0, T ]×RN → R such that the function g(t, ·)
is continuous for any t ∈ [0, T ]. If f ≤ 0 and g ≤ 0, then u ≤ 0.
Proof. To begin with, we observe that there exists a positive function ϕˆ : RN → R
which blows up as |x| → +∞ and A ϕˆ− λˆϕˆ < 0 in [0, T ]× RN for some λˆ > 0. It
suffices to replace in Hypothesis 2.1(vii) the function ϕ and the positive constant
λ, respectively, with the function ϕˆ = ϕ + C and λˆ = max{λ, 2c0}, and to take C
sufficiently large.
Let u be a solution to problem (3.1). For any n ∈ N, we introduce the function
vn : [0, T ]× RN → R defined by
vn(t, x) = e
−λˆtu(t, x)− 1
n
ϕˆ(t, x), (t, x) ∈ [0, T ]× RN .
Clearly, vn ∈ W 1,1∞ ((0, T ) × B(0, R)) ⊂ W 1,2N+1((0, T ) × B(0, R)) for any R > 0,
it satisfies the differential inequality Dtvn − A vn + λˆvn ≤ e−λˆ·g in the sense of
distributions, and vn(0, ·) ≤ f . Hence, the Nazarov-Ural’tseva maximum principle
(see [14, Theorem 1]) may be applied. It yields
vn(t, x) ≤ sup
(t,x)∈(0,T )×∂B(0,R)
v+n (t, x),
for any (t, x) ∈ [0, T ]×B(0, R) and any R > 0. Here, v+n denotes the positive part of
the function vn. Since, for any n ∈ N, vn(t, x) tends to −∞ as |x| → +∞, uniformly
with respect to t, vn(t, x) ≤ 0 for any (t, x) ∈ [0, T ]×RN . Letting n→ +∞, yields
the assertion. 
We are now in a position to prove the main result of this section.
Theorem 3.7. Let Hypotheses 3.2 be satisfied. Fix θ ∈ (0, 1) and suppose that
f ∈ C2+θb (RN ) and g ∈ B0,θ([0, T ]× RN ). Then, the Cauchy problem (3.1) admits
a unique solution u, in the sense of Definition 3.3. The function u belongs to
B0,2+θ([0, T ]×RN) and there exists a positive constant C, independent of f and g,
such that
‖u‖B0,2+θ([0,T ]×RN ) ≤ C
(
‖f‖C2+θ
b
(RN ) + ‖g‖B0,θ([0,T ]×RN )
)
.
Proof. The uniqueness of the solution is a straightforward consequence of the max-
imum principle in Proposition 3.6.
To prove that problem (3.1) actually admits a solution in the sense of Definition
3.3, we use an approximation argument. For any n ∈ N, we introduce the operator
A (n) defined by
A
(n) =
N∑
i,j=1
q
(n)
ij D
2
ij +
N∑
j=1
b
(n)
j Dj + c
(n)I,
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where the coefficients q
(n)
ij , b
(n)
j (i, j = 1, . . . , N) and c
(n) are defined in Lemma
3.5. We further approximate the function g by a sequence of functions g(n) ∈
C0,θ([0, T ]× RN ), defined by
g(n)(t, x) =
( n
4π
) 1
2
∫ T
0
g(τ, x) exp
(
−n
4
|t− τ |2
)
dτ, (t, x) ∈ [0, T ]× RN .
Clearly, ‖g(n)‖C0,θ([0,T ]×RN ) ≤ ‖g‖B0,θ([0,T ]×RN) for any n ∈ N. Moreover, by the
proof of Lemma 3.5, there exists a set D, whose complement is negligible in [0, T ],
such that g(n)(t, x) tends to g(t, x) as n → +∞, for any (t, x) ∈ D × RN . Again,
Lemma 3.5 implies that the coefficients of the operator A (n) satisfy Hypotheses
2.1, with constants independent of n. Hence, the Cauchy problem
(3.5)
{
Dtu(t, x) = A
(n)u(t, x) + g(n)(t, x), t ∈ [0, T ], x ∈ RN ,
u(0, x) = f(x), x ∈ RN ,
admits a unique classical solution un which belongs to C
0,2+θ([0, T ]× RN ) and
‖un‖C0,2+θ([0,T ]×RN) ≤ C1
(
‖f‖C2+θb (RN ) + ‖g
(n)‖C0,θ([0,T ]×RN )
)
≤ C1
(
‖f‖C2+θb (RN ) + ‖g‖B0,θ([0,T ]×RN)
)
,(3.6)
for some positive constant C1, independent of n (see Remark 2.8(i)).
From the differential equation in (3.5) and the estimate (3.6) it follows that, for
any R > 0, the sequence (Dtun) is bounded in [0, T ] × B(0, R). As a byproduct,
‖un‖Lip([0,T ]×B(0,R)) ≤ C for some positive constant, independent of n. Using an
interpolation argument, we can now show that the functions Diun and Dijun (i, j =
1, . . . , N , n ∈ N) are equibounded and equicontinuous in [0, T ]× B(0, R). Indeed,
it is well known that there exists a positive constant K such that
‖ψ‖C1(B(0,R)) ≤ K‖ψ‖
1+θ
2+θ
C(B(0,R))‖ψ‖
1
2+θ
C2+θ(B(0,R))
,
‖ψ‖C2(B(0,R)) ≤ K‖ψ‖
θ
2+θ
C(B(0,R))‖ψ‖
2
2+θ
C2+θ(B(0,R))
,
for any ψ ∈ C2+θ(B(0, R)). It follows that
‖∇xun(t, ·)−∇xun(s, ·)‖C(B(0,R))
≤K‖un(t, ·)− un(s, ·)‖
1+θ
2+θ
C(B(0,R))‖un(t, ·)− un(s, ·)‖
1
2+θ
C2+θ(B(0,R))
≤Kθ‖un‖
1
2+θ
C0,2+θ([0,T ]×RN )
[un]
1+θ
2+θ
Lip([0,T ]×B(0,R))|t− s|
1+θ
2+θ
≤K ′θ
(
‖f‖C2+θb (RN ) + ‖g‖B0,θ([0,T ]×RN)
)
|t− s| 1+θ2+θ ,
and, similarly,
‖D2un(t, ·)−D2un(s, ·)‖C(B(0,R))
≤K ′′θ
(
‖f‖C2+θb (RN ) + ‖g‖B0,θ([0,T ]×RN )
)
|t− s| θ2+θ ,
for any s, t ∈ [0, T ]. Here, Kθ, K ′θ and K ′′θ are positive constants which may
blow up as R → +∞. The previous estimates show that, for any i, j = 1, . . . , N ,
the sequences (Djun) and (Dijun) are equibounded and equicontinuous in [0, T ]×
B(0, R). Since R is arbitrary, by Ascoli-Arzela` theorem there exists a function
u ∈ C0,2([0, T ]× RN ) and a subsequence (unk) converging to u in C0,2([0, T ]×K)
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for any compact set K ⊂ RN . Moreover, u belongs to Lip([0, T ] × B(0, R)) for
any R > 0. Hence, for any x ∈ RN , the function u(·, x) is differentiable almost
everywhere in (0, T ). Clearly, u(0, ·) ≡ f since unk(0, ·) ≡ f for any k ∈ N.
To complete the proof, let us show that u is differentiable with respect to t in
G × RN , for some measurable set G ⊂ [0, T ], whose complement is negligible, and
Dtu(t, x) = A u(t, x) + g(t, x) for such values of t. For this purpose, we observe
that, for any (t, x) ∈ [0, T ]× RN , it holds that
unk(t, x) = f(x) +
∫ t
0
(
A
(nk)unk(s, x) + g
(nk)(s, x)
)
ds.(3.7)
Taking Lemma 3.5 into account, we can let k → +∞ in both the sides of (3.7).
This yields
u(t, x) = f(x) +
∫ t
0
(A u(s, x) + g(s, x)) ds, (t, x) ∈ [0, T ]× RN .
The assumptions on the coefficients of the operator A and the regularity properties
of the function u, already proved, imply that the function A u + g satisfies the
assumptions of Lemma 3.4(ii). Therefore, there exists a set G ⊂ [0, T ], whose
complement is negligible in [0, T ], such that u is differentiable in G × RN with
respect to the time variable and Dtu = A u+ g in G× RN . This accomplishes the
proof. 
Taking Remark 2.8(i) into account and using the same argument as in the proof
of Theorem 3.7, one can show that Theorem 2.7 holds true also under a slightly
weaker regularity assumption on the coefficients of the operator A . More precisely,
Theorem 3.8. Suppose that Hypotheses 2.1 are satisfied, but 2.1(i), in which the
space Cδ/2,δ((0, T )×B(0, R)) is replaced with C0,δ([0, T ]×B(0, R)) (defined as in
Definition 2.6, with RN replaced by B(0, R)). Then, the assertion of Theorem 2.7
holds true.
4. An example
In this section, we exhibit a class of nonautonomous elliptic operators with un-
bounded coefficients that satisfy the assumptions of Theorems 3.7 and 3.8.
Let A be the elliptic operator defined by
(A ψ)(t, x) =(1 + |x|2)p
N∑
i,j=1
q
(0)
ij (t, x)Dijψ(x) + b
(0)(t)(1 + |x|2)q〈x,∇xψ(x)〉
+ (c(0)(t, x) − |x|2r)ψ(x),
for any (t, x) ∈ [0, T ]×RN , on smooth functions ψ : RN → R. We assume that the
coefficients of the operator A satisfy either
Hypotheses 4.1.
(i) The functions q
(0)
ij (i, j = 1, . . . , N) and c
(0) are thrice continuously differen-
tiable with respect to the spatial variables in [0, T ]×RN . Moreover, they are
bounded together with their spatial derivatives up to the third-order. Fur-
ther, there exists δ ∈ (0, 1) such that, for any R > 0, the third-order spatial
derivatives of q
(0)
ij (i, j = 1, . . . , N) and c
(0) are δ-Ho¨lder continuous in B(0, R),
uniformly with respect to t ∈ [0, T ];
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(ii) there exists a positive constant ν0 such that
〈Q(0)(t, x)ξ, ξ〉 ≥ ν0|ξ|2, t ∈ [0, T ], x, ξ ∈ RN ;
(iii) p, q, r ∈ N ∪ {0} satisfy p ≤ q;
(iv) the function b(0) is continuous and b(0)(t) < 0 for any t ∈ [0, T ],
or
Hypotheses 4.2.
(i) The functions q
(0)
ij (i, j = 1, . . . , N) and c
(0) are B0,3([0, T ] × RN ) and the
third-order spatial derivatives are in M0,δ([0, T ]× RN ) for some δ ∈ (0, 1);
(ii) there exists a positive constant ν0 such that
〈Q(0)(t, x)ξ, ξ〉 ≥ ν0|ξ|2, t ∈ F, x, ξ ∈ RN ,
where F is a measurable set whose complement is negligible in [0, T ];
(iii) p, q, r ∈ N ∪ {0} satisfy p ≤ q;
(iv) the function b(0) is bounded and measurable in (0, T ) and there exists a neg-
ative constant b0 such that b
(0)(t) ≤ b0 for almost any t ∈ (0, T ).
Let us check that, under Hypotheses 4.1, the operatorA satisfies the assumptions
of Theorem 3.8. The same arguments will show that, if A satisfies Hypotheses 4.2,
then it satisfies also Hypotheses 3.2, so that Theorem 3.7 holds true.
It is immediate to check that the coefficients qij , bj and c, where
qij(t, x) = q
(0)
ij (t, x)(1 + |x|2)p,
bj(t, x) = b
(0)(t)xj(1 + |x|2)q,
c(t, x) = c(0)(t, x)− |x|2r,
for any (t, x) ∈ [0, T ]×RN and any i, j = 1, . . . , N , are thrice continuously differen-
tiable with respect to x, and, for any R > 0, the third-order derivatives are Ho¨lder
continuous of exponent δ with respect to the variable x ∈ B(0, R), uniformly with
respect to t ∈ [0, T ]. Similarly, checking Hypotheses 2.1(ii) to 2.1(v) is an easy task.
As far as Hypothesis 2.1(vi) is concerned, we observe that
〈Db(t, x)ξ, ξ〉 = b(0)(t)(1 + |x|2)q−1 ((1 + |x|2)|ξ|2 + 2q〈ξ, x〉2) ,
for any t ∈ [0, T ] and any x, ξ ∈ RN . Since b is negative in [0, T ], we can estimate
〈Db(t, x)ξ, ξ〉 ≤ b0(1 + |x|2)q|ξ|2 := d(t, x)|ξ|2,
for any t, x, ξ as above, where b0 := supt∈[0,T ] b
(0). It is then easy to check that
|Dβbj(t, x)| ≤ κ1(1 + |x|2)q, |β| = 2, 3,
|Dβc(t, x)| ≤ κ2(1 + |x|2)r, |β| = 1, 2, 3,
for some positive constants κ1 and κ2, any (t, x) ∈ [0, T ]×RN and any j = 1, . . . , N .
Hence, we can take r(t, x) := κ1(1 + |x|2)q and ̺(t, x) := κ2(1 + |x|2)r in (2.5) and
(2.6). Condition (2.7) then reads as follows:
b0(1 + |x|2)q + L1κ1(1 + |x|2)q + L2κ22(1 + |x|2)2r ≤ L3ν0(1 + |x|2)p,
for any t ∈ [0, T ] and any x ∈ RN . This inequality is clearly satisfied by suitable
constants L1, L2, L3 by Hypothesis 4.1(iii). Finally, taking ϕ(x) = 1 + |x|2 for any
x ∈ RN , we get
(A ϕ)(t, x) = 2Tr(Q(t, x)) + 2b(0)(t)|x|2(1 + |x|2)q + (c0(t, x)− |x|2r)(1 + |x|2)
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≤ 2‖Q(0)‖∞(1 + |x|2)p+2b0|x|2(1 + |x|2)q+(‖c(0)‖∞ − |x|2r)(1 + |x|2),(4.8)
where ‖Q(0)‖∞ = sup(t,x)∈[0,T ]×RN ‖Q(0)(t, x)‖. Due to Hypothesis 4.1(iii), we can
estimate the last side of (4.8) from above by κ3 + ‖c(0)‖∞(1 + |x|2) for any (t, x) ∈
[0, T ]× RN and some positive constant κ3. Hence, Hypothesis 2.1(vii) is satisfied
with λ = ‖c(0)‖∞ + κ3.
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