W hen designing supply chains, firms are often faced with the competing demands of improved customer service and reduced cost. We extend a cost-based location-inventory model (Shen et al. 2003) to include a customer service element and develop practical methods for quick and meaningful evaluation of cost/service trade-offs. Service is measured by the fraction of all demands that are located within an exogenously specified distance of the assigned distribution center. The nonlinear model simultaneously determines distribution center locations and the assignment of demand nodes to distribution centers to optimize the cost and service objectives. We use a weighting method to find all supported points on the trade-off curve. We also propose a heuristic solution approach based on genetic algorithms that can generate optimal or close-to-optimal solutions in a much shorter time compared to the weighting method. Our results suggest that significant service improvements can be achieved relative to the minimum cost solution at a relatively small incremental cost.
Introduction
Strategic supply chain design and redesign have become a major challenge for firms as they simultaneously try to improve customer service and reduce operating costs. Three major cost factors associated with designing and managing a supply chain are the facility location costs, the inventory management costs, and the distribution costs. These three cost elements are highly related and, ideally, should be considered jointly when making supply chain design decisions. Although building a decision-support system that integrates these cost elements with customer service goals is a considerable undertaking for most businesses, doing so can provide a company with a tremendous competitive advantage in the marketplace.
Determining the number and location of distribution centers (DCs) is a critical task in the design of an effective supply chain network. The location theory literature that addresses this problem is extensive; however, the majority of these location models do not consider the inventory related costs. Only recently, Shen (2000) , Shen et al. (2003) , and Daskin et al. (2002) introduced a joint location-inventory model that incorporates working inventory and safety stock inventory costs at the DCs into the location model. Working inventory cost includes the fixed costs of placing orders, the shipment costs from the supplier to the DCs, and holding cost of the working inventory. The problem is to find the number and location of the DCs, and to assign customers to DCs, so as to minimize facility location costs, shipment costs, and inventory costs. The key difficulty in the model is that both the inventory costs at each DC and the shipment costs from the plant to the DCs depend nonlinearly on customer assignments, which are endogenously determined and are not known a priori. However, the pricing subproblem (in the case of column generation used by Shen 2000 and Shen et al. 2003) or the Lagrangian subproblem (in the case of Lagrangian relaxation as used by Daskin et al. 2002) can be solved efficiently in low order polynomial time, resulting in effective solution algorithms that can solve the overall problem for instances with hundreds of customer and candidate DC nodes in a few minutes. One key observation they make is that the traditional uncapacitated fixed charge (UFC) location model, which does not include any inventory costs, always underestimates the total cost and opens more DCs than does the location-inventory model.
An important supply chain design consideration that has been ignored in these papers is customer responsiveness. For instance, in the Shen et al. (2003) cost-based model, a retailer may be assigned to a DC that is very far away if doing so reduces the total costs. This may not be desirable in a highly competitive business environment. Many companies consider service time, defined as how long it takes to transport the products (services) to the customer site when they are needed, to be a critical performance metric. For example, General Motors Corporation developed a program in Florida to reduce the amount of time that Cadillac buyers wait for new cars. New cars are held at a DC and are made available to the dealers on order. A 24-hour delivery standard was used to deliver new cars from DCs to dealers (Stern 1995) . This program has since been expanded to include areas in Maryland and California. Another example comes from the PC industry. To provide high-quality service, IBM has implemented a parts stocking plan to support a time-based service strategy. Specifically, IBM wants to keep the response time within a threshold level, say 2 hours to one set of customers, 8 hours to another set of customers, and 24 hours for the rest of the customers (Ma and Wilson 2002) .
In both of the above environments, determining the locations of the DCs that will hold the inventory (e.g., vehicles, parts) is critical, because it will impact both the total costs (facility location costs, inventory costs, and transportation costs) and the customer responsiveness. There is a clear need to evaluate tradeoffs among the total costs and customer service. In this paper, we incorporate customer responsiveness into a supply chain design model and analyze such trade-offs.
The rest of this paper is organized as follows. Section 2 discusses relevant results in the literature. Section 3 provides the formulation of the model, and §4 explains how to generate the trade-off between cost and service using the weighting method. Section 5 proposes a genetic algorithm approach to generating the trade-off curve. Computational results are provided in §6. Finally, §7 concludes this paper with directions for future research.
Literature Review
There exists an extensive literature on the multiobjective analysis of location problems; however, most of these papers focus on continuous and network models. We review only multiobjective discrete location models in this paper. Ross and Soland (1980) , in one of the earliest papers on multiobjective location problems, argue that practical problems involving the location of public facilities should be modeled as multiobjective problems. Cost and service are the typical objectives, although there exist several distinct objectives in each of those two categories: fixed investment cost, fixed operating cost, variable operating cost, total operating cost, and total discounted cost are all reasonable cost objectives to consider; and both demand served and response time (or distance traveled) are appropriate objectives for service measurement. They treat such multiobjective questions in the framework of a model for selecting a subset of M sites at which to establish public facilities to serve client groups located at N distinct points. They use an interactive approach that involves solving a finite sequence of the generalized assignment problems. Lee et al. (1981) apply an integer goal programming technique to a facility location problem with multiple cost-related objectives. The same technique has been applied to a multiobjective fire station location problem by Badri et al. (1998) , who consider objectives that incorporate costs, travel times, and travel distances from stations to demand sites. Another technique, hierarchical programming, has also been applied to multiobjective location models where a clear ranking or hierarchy of the different objectives exists. Daskin and Stern (1981) address two hierarchical objectives in their paper on emergency medical service vehicle deployment. The primary objective is to minimize the number of service vehicles needed to satisfy a certain service requirement; and the secondary objective is to maximize the extent of multiple coverage of service zones. There also exist works that apply general multiobjective mixed-integer linear programming techniques to location problems. For example, Solanki (1991) develops an algorithm for solving biobjective mixed-integer linear programming problems and then applies it to biobjective location problems. This algorithm uses an approximate scheme to represent the noninferior solutions. Finally, simulation has also been used to validate multiobjective location models (Heller et al. 1989) .
Multiobjective programming has also been applied to dynamic location problems (Schilling 1980 ) and location problems with uncertainty (Belardo et al. 1984) . Belardo et al. study the problem of locating oil spill response equipment using a partial set covering model. With the existing equipment, their objective is to attain the best protection while minimizing the risk of being unprepared for events like oil spills. Other earlier works on multiobjective location models include a decision-support computer system (Hultz et al. 1981 ) and surveys (ReVelle et al. 1981 , Current et al. 1990 .
In a more general model, Jayaraman (1999) studies a multiobjective model for a service facility location problem with multiple products. Three objectives are considered in his model: (1) minimizing the fixed cost of opening facilities, (2) minimizing the total variable costs of serving customer demands, and (3) minimizing the average response time for serving customers.
Recently, Fernandez and Puerto (2003) consider the multiobjective uncapacitated facility location problem. Each objective corresponds to a different scenario proposed by a different decision maker on the realizations of facility setup costs and the allocation costs of customers to facilities. They also provide a review of other multiobjective location models, including continuous and network location models.
There are several papers that apply a multiobjective approach to supply chain planning models. For example, Sabri and Beamon (2000) propose an integrated multiobjective supply chain model for use in simultaneous strategic and operational supply chain planning. The objectives include cost, customer service levels (fill rates), and flexibility (volume or delivery). They tested their mathematical programming model on an example system consisting of three raw materials, two finished products, five vendors, three plants, four DCs, and five customer zones. Nozick and Turnquist (2001) present an optimization model that is closely related to ours: minimize cost and maximize service coverage. They adapt the simple S − 1 S inventory policy and use a linear function to approximate the safety stock inventory cost function, which is then embedded in a fixedcharge facility location model. Using a linear function to approximate a nonlinear function makes the corresponding model much simpler; however, the error induced can be significant unless the number of DCs is very large. Furthermore, in their regression model, they need to recalibrate their model (the contribution to the fixed cost due to inventory) in every case because there is no clear relationship between the underlying costs (e.g., holding costs, fixed order costs, fixed transportation costs) and the fixed component of the regression they fit. The Nozick and Turnquist model is further simplified by ignoring some of the costs we consider (e.g., fixed order costs, fixed transportation costs from a plant to the DCs). Finally, they solve the problem heuristically.
In this paper, we propose a more realistic model by adding a service consideration into the supply chain design model proposed by Shen et al. (2003) . As a result, we have a multiobjective optimization model that includes the fixed order costs, the fixed transportation costs from a plant to the DCs, and the nonlinear working inventory cost and the nonlinear safety stock inventory cost, resulting from a Q r inventory policy with a specified cycle service level requirement. Furthermore, two solution approaches, one based on the weighting method and the other based on genetic algorithms, are proposed to solve this multiobjective model. The genetic algorithm performs very well compared to the weighting method, and it is the only feasible approach for large-sized problem instances, because the weighting method requires excessive computational time in these cases.
Formulation of the Model
In this section, we formulate a multiobjective model that can be used to explore the trade-off between the location, transportation, and inventory costs on the one hand and the level of service provided to the customers on the other. We explore this trade-off in the context of a multiechelon distribution system composed of a single plant, multiple DCs, and multiple retailers. The location-inventory model at the heart of this trade-off finds the optimal number and location of the DCs and the assignment of retailers to the DCs that minimize the sum of the (1) fixed DC location costs, (2) transportation costs from the plant to the DCs, (3) working inventory costs at the DCs, (4) safety stock costs at the DCs, and (5) transportation costs from the DCs to the retailers. Service is measured by the percentage of demand volume that can be served within an exogenously specified coverage distance.
We begin by summarizing the formulation of the location-inventory model on which our model is based on (Shen 2000 , Daskin et al. 2002 , Shen et al. 2003 . We define the following notation:
I set of retailers, ing an order to the plant from candidate DC site j, z critical value of a standard normal random variable, Z, such that P Z > z = , v j x cost of shipping an order of size x from the plant to DC j which we later assume to be given by v j x = g j + a j x, where we have: g j fixed transportation cost per shipment and a j cost per unit of a shipment from the plant to candidate site j. To begin modeling the problem, assume for the moment that we know which customers are to be assigned to a specific DC. Assume that the demand at each retailer is Normally distributed with a daily mean of i and a daily variance of 2 i , and the demands at each retailer are uncorrelated over time and across retailers. Let S be the set of customers assigned to the DC. Then, we let D = i∈S i be the total annual (expected) demand going through the DC. The safety stock required to ensure that stockouts during a lead time occur with a probability of or less is z L i∈S 2 i . Let v j x be the cost of shipping an order of size x from the plant to the DC. Then, the expected annual cost of ordering and holding working inventory at the DC is given by
where n is the (unknown) number of orders per year. The first term of (1) represents the total fixed cost of placing n orders per year. The second term represents the shipment cost v j D/n per shipment multiplied by the number of shipments per year. D/n is the expected shipment size per shipment. The third term is the holding cost at the DC of the average working inventory. On average, there will be D/ 2n items of working inventory on hand at a cost of h per item per year.
If v j x is linear in x, that is, v j x = g j + a j x, where g j denotes the fixed transportation cost per shipment and a j denotes the cost per unit of a shipment from the plant to candidate site j, it is easy to show that n = hD / 2 F j + g j minimizes (1). By substituting this into the cost function (1), we obtain a working inventory cost of 2hD F + g + aD.
We also define the following decision variables as follows: 
subject to
whered
The objective function (2) is composed of four terms. The first term represents the annual fixed cost of locating DCs. The second term captures the average annual cost of shipping goods from the DCs to the retailers, as well as the variable costs of shipping from the plant to the DCs. The third term represents the average annual working inventory costs and includes the fixed administrative and handling cost of ordering from the DC to the plant, as well as the fixed shipment costs from the plant to the DCs. Finally, the fourth term captures the average annual safety stock carrying costs. The first constraint (3) ensures that each demand node is assigned to exactly one DC. The second constraint (4) stipulates that demands can only be assigned to open DCs. Finally, constraints (5) and (6) are integrality constraints. Note that were it not for the final two terms of the objective function, the model would be structurally identical to an uncapacitated fixed charge location model.
The working inventory carrying costs represent the optimal economic order quantity costs, while the safety stock costs capture the cost of holding sufficient inventory to ensure that the probability of stocking out during a lead time is less than or equal to . In essence, we are using a Q r inventory model with a type I service-level requirement (Hopp and Spearman 1996, Nahmias 1997) .
Finally, we assume that the ratio of the variance of the demand per unit time to the mean demand per unit time is the same for every retailer, that is, 2 i / i = for every demand node i. While this may seem like an overly restrictive assumption, if the retailer demands are Poisson-and the Poisson distribution can be approximated very well by the normal distribution if the mean is sufficiently large-then this assumption is exact with = 1. With this additional assumption, we can combine the two nonlinear terms in (2) and rewrite the objective function as
where
This model is still a nonlinear integer programming model, but Daskin et al. (2002) show that the subproblems that result from relaxing constraint (3) can be solved in O I log I time for each such problem and there are O J such subproblems that must be solved at each Lagrangian iteration. When coupled with intelligent heuristics for finding good upper bounds and when the Lagrangian problem is embedded in a branch-and-bound solution approach, problems with hundreds of retailers and hundreds of candidate DCs can typically be solved in minutes on today's computers. Shu et al. (2005) report an efficient algorithm to solve the original problem (2)- (6) with two nonlinear terms in the objective function. To facilitate the computational work, we still assume that 2 i / i = for every demand node i in this paper.
While the above model captures important facility location, transportation, and inventory costs, some retailers may be served very well, in the sense that they are located very close to the DCs to which they are assigned, while other retailers may be served very poorly by this criterion. The maximal covering location problem (Church and ReVelle 1974) maximizes the number of customers that can be covered by a fixed number of facilities. Customer i is covered if node i is assigned to a facility that is within d c of node i, where d c is the coverage distance. Instead of maximizing covered demand volume, for fixed total demand, we can minimize the uncovered demand volume. In a manner similar to Daskin (1995) , we can then formulate a problem that simultaneously minimizes the fixed costs of the facilities and a weighted sum of the uncovered demand volume as follows:
subject to (3)- (6) where W is the weight on the uncovered demand volume andd
Objectives (7) and (8) can be combined as follows:
whered ij =d ij + Wd ij . This model is structurally identical to (7). The only difference is that we penalize all assignments of demand nodes to DCs that are more than d c away from the DC. By varying the weight W on uncovered demand volume, we can trace out an approximation to the set of noninferior solutions to the trade-off between location-inventory costs (7) and customer responsiveness. Very small values of W correspond to minimizing the total location-inventory cost; very large values of W are equivalent to minimizing the total location-inventory cost subject to the constraint that all demands are covered within a distance d c of the DC to which they are assigned.
Generating the Trade-off Between Cost and Service Using the Weighting Method
With respect to a particular coverage distance d c , we now illustrate how to determine appropriate values for W , the weight to be placed on uncovered demand volume to generate a trade-off curve. We define a solution with location-inventory costs C and uncovered demand volume U to be noninferior if there does not exist some other solution with cost C and uncovered demand volume U such that C ≤ C and U ≤ U with strict inequality holding for at least one of the two inequalities. Suppose that we already have two different noninferior solutions with location-inventory costs C 1 and C 2 , respectively, and uncovered demands U 1 and U 2 , respectively, as shown in Figure 1 . The weighting method (Cohon 1978) attempts to find noninferior solutions to the south and west of the line connecting any two noninferior solutions when plotted in objective space. If we equate the objective function values at each of the two solutions, we obtain
which, when solved for W , yields
By selecting two adjacent noninferior solutions, we can use the weight determined in (10) in objective function (9) to determine whether or not there is a noninferior solution to the south and west of the line connecting the two solutions; i.e., in region A. The weighting method will not find noninferior solutions that might exist to the north and east of the line; i.e., in region B.
Determining the first two points to use in this process is relatively easy. To determine the bottom-most point, the one that minimizes the location-inventory cost, we simply minimize (7) subject to (3)-(6). For real-world systems there is unlikely to be a solution with equal (minimal) cost and smaller uncovered demand (i.e., directly to the left of the first point). For artificial data sets or for cases in which the analyst believes that such solutions might exist, objective function (7) can be minimized and the total locationinventory cost recorded. Then, objective function (9) can be minimized subject to (3)-(6) with a small weight on the uncovered demand volume. The total cost (excluding any penalties for uncovered demand volume) from this model can be compared to the total cost recorded for objective function (7) alone. If the two objective function values are the same, then the solution to (9) provides the optimal bottom-most solution in the objective space shown in Figure 1 (i.e., the bottom-most solution that is furthest to the left). If the costs are not the same (i.e., the cost from (9) exceeds that found using (7) alone), the weight W should be halved in the objective function (9) and the process repeated until the two costs are identical. In the computational results outlined below, we did not implement this process of halving the weight W because the data sets with which we are dealing are representative of real data for which the likelihood of there being an alternate optimal solution with smaller levels of uncovered demand is very small.
To find the left-most point of Figure 1 , the solution that covers all demand at minimum cost, consider any demand node m that is not covered in the solution that minimizes cost without regard for coverage. The contribution of this node to the objective function (9) is
where j m is the index of the facility to which demand node m is assigned, W is the weight that will be assigned to uncovered demands, and S j m is the set of demand nodes assigned to j m . One way for node m to be covered is to locate a facility at that node at a fixed cost of f m . In that case, the contribution of node m to the objective function would be f m +
If this cost is less than the contribution of node m to the objective function when node m is assigned to j m , it will be advantageous to open a facility at m to serve node m. In other words, if
it is better to open a facility at m to serve node m than to continue serving node m from j m . In our tests, all K j are equal as are all a j . Also, d mm = 0 for all nodes m. Thus, the condition above becomes
. The lefthand side of this inequality is easier to compute because it does not entail identifying the set S j m . Thus, to find the solution that covers all demand at minimal cost, we can set
where U is the set of demand nodes that are not covered in the solution to the pure minimum cost problem.
Once the two extreme solutions are known-the solution that minimizes the location-inventory cost and the solution that covers all demand at minimal cost-the procedure outlined above can be used iteratively until the solution to (9) for every pair of adjacent solutions in the solution space fails to identify a new point on the trade-off curve. Note that if n points on the final trade-off curve are identified (including the end points), we must solve 2n − 1 problems of the form of (9) subject to (3)-(6). Each of these problems is identical in structure to the model outlined in Daskin et al. (2002) and is solved using the algorithm outlined in that paper. In solving problems other than those needed to get the extreme points of the tradeoff curve, however, we can provide an initial upper bound to the Lagrangian algorithm. In finding solutions that may lie between two solutions with coordinates in the objective space of U 1 C 1 and U 2 C 2 , we know that C 1 + WU 1 = C 2 + WU 2 is an upper bound on the objective function. In most of the results reported in the next section we used this bound and discuss the efficacy of this bound in §6.3. Qualitatively, this bound will affect the step size used at each iteration of the Lagrangian procedure. More importantly, it may allow us to prune certain nodes in the branch-and-bound tree earlier than we might be able to do in the absence of this bound.
As shown in the section on computational results, the exact algorithm outlined in this section requires excessive computational time for certain problem instances. One approach to resolving this problem is to solve the optimization problems approximately by considering a node in the branch-and-bound tree as pruned if the lower and upper bounds differ by less than percent, where > 0. In the next section, we discuss another approach based on a genetic algorithm.
A Genetic Algorithm Approach
In addition to implementing the solution technique outlined in §4, we developed a heuristic solution approach based on a genetic algorithm. Within the context of this approach, a solution is represented by a series of zeros and ones whose length is equal to the number of candidate DC nodes in the problem. This series corresponds to the location variables, X j , defined earlier. In decoding a solution, we open facilities at the locations encoded as a one and assign every demand node to its nearest open facility. We do not attempt to improve the cost by exchanging assignments for demand nodes even though a solution that minimizes the combined location-inventory cost for given facility sites may entail assigning a demand node to a facility other than the nearest open site. We do this for three reasons. First, we want to keep the solution times relatively low. Second, the number of demand nodes that are assigned to a site other than the nearest site is often very small, as indicated in the computational results below. Finally, in our experience, the cost penalty that is paid for assigning demand volumes to the nearest facility as opposed to assigning them optimally is only on the order of a fraction of a percent. We note, however, that adding a heuristic to improve the assignment of customers to DCs may be important for systems whose parameters differ markedly from those we have tested. In particular, for systems with large variance to mean ratios for customer demands, the benefits of a more careful assignment of customers to DCs may be significant.
To evaluate the quality of any solution, we first find its cost and the demand volume that is left uncovered by the solution. Any solution k that is not dominated is assigned a score or value, V k , of zero. Solutions that are dominated are compared to the nondominated solution that is to the immediate left and below the dominated solution in question. Dominated solutions are assigned a score that is equal to the product of the absolute value of the difference between the location-inventory cost of the dominated solution and the nondominated solution to which it is compared and the absolute value of the difference in uncovered demand volume between the two solutions. If one of the absolute values is zero (e.g., if the dominated solution has the same cost as the nondominated solution), the score is simply equal to the absolute value of the measure whose absolute value is nonzero (e.g., the uncovered demand in this case).
The genetic algorithm is based on five genetic operators: elite preservation, expansion, importation, crossover, and mutation. Each is described below. In addition, we applied an improvement algorithm to selected members of the population at each generation.
We implemented a generational replacement genetic algorithm, in which a new generation replaces the previous generation, as opposed to a steady-state algorithm in which the least desirable elements of the population are replaced as new solutions are identified. To initiate the construction of generation t + 1, all nondominated solutions in generation t are copied to the emerging generation t + 1. This is the elite preservation operator. Because the number of nondominated solutions is unknown a priori, there is a risk that a very large fraction of the solutions in generation t + 1 will be nondominated, leaving little room for new solutions. To mitigate against this possibility, we implemented a new genetic algorithm operator that we term expansion. After the nondominated solutions from generation t are copied to generation t + 1, we set the population size for generation t + 1 to be the maximum of the population size at generation t and twice the number of nondominated (elite) solutions copied to generation t + 1, as long as this maximum was less than 2,000. If the maximum exceeded 2,000, we capped the population size at 2,000. In the 31 runs summarized in §6 below, this cap was never reached, even though expansion occurred in 24 of the 32 instances.
The remainder of generation t + 1 is filled using importation, crossover, and mutation. Twenty percent of the remaining solutions in generation t + 1 are generated randomly using an importation operator. For each such solution, we first generate a random number that is used as a cutoff. Then, for each node, we draw a new random number. If the random number associated with a node is less than the cutoff value, we locate a facility at that node in the trial solution; otherwise, we do not. The purpose of the cutoff (which itself is uniformly distributed between zero and one as are all of the random numbers associated with each individual node) is to ensure that the distribution of the number of sites in the imported solutions is uniform. Each trial solution that is generated in this way is added to generation t + 1, provided the solution is not already part of generation t + 1.
The remaining solutions in generation t + 1 are generated using crossover and mutation. Two different parents are selected at random from the generation t population with a bias toward the better solutions. The probability that solution k is selected as a parent from generation t is given by
where V t max is the largest value in the population at generation t, V t k is the value of solution k at generation t, and P t is the population of solutions at generation t. We ensure that the two parents are not the same by rejecting the second parent if it is the same as the first and sampling again until a different parent is identified. A random crossover point is selected and the genes to the left of the crossover point of the first selected parent and those to the right of the crossover point of the second selected parent are merged to create a child solution. Then, with probability equal to the mutation probability, the solution is mutated. If the solution is to be mutated, a single gene is selected at random and the value of this gene is switched (from one to zero or vice versa). Child solutions generated in this manner are added to the population of generation t + 1, provided the solution is not already part of generation t + 1.
Once generation t + 1 has been fully populated, with the exception of one set of runs specifically identified in the results section, we apply one or both of two improvement operators to a randomly selected member of the population that has not been improved before as well as to all supported solutions after an initial evaluation of generation t + 1. (Note that improving one solution may result in another solution no longer being supported.) Recall that a supported solution is a nondominated solution that is also on the convex hull of the solutions when the solutions are plotted in objective space. (Note that elite solutions that are carried over from generation t might have been improved in an earlier generation.) The first improvement operator, which we term a change, considers changing every gene, one at a time, from its current state to the opposite state (from zero to one or vice versa) to see if any such change will reduce at least one of the two objectives-the locationinventory cost or the uncovered demand-without increasing the other objective. If such a change is found, it is immediately implemented and the search for additional improvements continues with the next gene. The search is repeated until no gene can be altered to improve at least one objective without degrading the other. If the improved solution differs from a solution in the population, it is saved as improved; otherwise, the unimproved solution remains in the population. In either case, the solution is identified as having been improved so we do not subsequently attempt to improve the solution. In addition to the randomly selected solution, all supported solutions that have not been subjected to the improvement operator are also improved in this way. For supported solutions, we also considered a second improvement operator that we call a swap, in which all possible ways of swapping a facility that is in the solution for one that is not in the solution are considered. As indicated above, in one set of runs, no improvements were attempted on any members of the population so that we could assess the impact of the pure genetic algorithm, without the improvement operators. In the runs in which improvement was attempted, we improved only one solution per generation, in addition to the supported solutions.
To generate each solution of the initial population, we first pick the number of facilities to be in the solution from a uniform distribution between one and the number of candidate locations. Then, we randomly select that number of candidate sites to be facilities. This process is repeated for each member of the population. For the initial population, all supported solutions are improved and an additional 50 solutions (out of an initial population of 100) are also improved using both improvement operators, changes, and swaps.
The genetic algorithm terminates when either of two conditions is satisfied. The algorithm is stopped if a user-specified number of generations have been generated. Alternatively, the algorithm is stopped if the number of consecutive generations in which no change in the set of nondominated solutions has been found exceeds a (different) user-specified value.
Computational Results

Input Conditions
Five realistically sized data sets were used to test the model outlined above. Basic characteristics of the data sets as well as key input parameters for the runs are shown in Table 1 . Great circle distances were used in all five data sets. The data sets ranged in size from 49 nodes to 263 nodes. Sortcap is a 49-node data set representing the 48 capitals of the contiguous United States as well as Washington, D.C. The population at each node is equal to the 1990 population of the state (or city in the case of Washington, D.C.). The fixed facility location cost is equal to the 1990 median home value in the city. City1990 is the Sortcap data set expanded to 88 nodes to include the 50 largest cities in the continental United States according to the 1990 census. The population at each node in this data set equals the 1990 city population. 150City represents the 150 largest cities in the continental United States according to the 1990 census. Again, a node's population is equal to the city's population. All fixed costs, however, are set equal to $100,000 in 150City.
Two different coverage distances were tested for this data set-150 miles and 300 miles. USA2000 263 Big Cities represents the 263 largest cities in the continental United States according to the 2000 census. Populations again correspond to the city population and all fixed costs again equal $100,000. Finally, Europe150 includes the 150 largest cities in Europe. As before, a node's population is equal the city population and all fixed costs equal $100,000. The coverage distance for this data set was set to 150 kilometers. Table 2 gives the values of the model parameters that are common to all five data sets. In all cases, the demand at node i i is set equal to three demands per day per million people in the population. Table 3 summarizes the Lagrangian parameter settings for the computational results. These parameters can be used in the SITATION software (Daskin 2004 ). Table 4 contains a summary of the Lagrangian results for the five test problems for which the optimal tradeoff curve was identified. After running for more than three days or more than 260,000 seconds, the program had not identified more than about half a dozen supported points on the optimal trade-off curve for the European data set. When we relaxed the optimality criterion for this data set, as outlined in §6.3, we identified over 30 noninferior solutions for this data set. The limited results shown in Table 4 for the European data set are based on the merging of the trade-off curves found in eight runs-two using the Lagrangian approach with relaxed optimality criteria as shown in Table 6 and six using the genetic algorithm with varying termination criteria as shown in Table 9 . In the merged data set there were 52 solutions that were supported relative to the other solutions. The number of facilities in these 52 solutions ranged from 1 to 52. The time required to solve for the entire trade-off curve generally increases as the number of nodes increases. For the two data sets with under 100 nodes, the total solution time was under five minutes. For the larger data sets with 150 nodes and 263 nodes, the solution time ranged from more than 9 minutes to more than 32 hours.
Lagrangian Model Results
(All computation times are on a Dell Latitude C640 laptop computer running at 2.0 GHz. The program was coded in Delphi.) The number of Lagrangian iterations and the number of branch-and-bound nodes required to solve for the entire trade-off curve exhibit similar patterns. The computation time increases as the coverage distance decreases because additional solutions are typically found.
In addition to information about the computation times, Table 4 also provides information on the number of supported solutions found for each data set. For the 4 data sets based on U.S. data and a coverage distance of 300 miles, the number of solutions ranged from 12 to 19; when the coverage distance decreased to 150 miles for 150City, 39 supported solutions were identified. For the European data with a coverage distance of 150 kilometers or about 90 miles, 52 supported solutions were identified in the merged trade-off curve as described above. The minimum number of sites-the number associated with the minimum cost solution-ranged from 1 to 5 while the maximum number-the number of sites needed to cover all demands within the coverage distanceranged from 13 to 52. As expected, the maximum number of sites increases as the coverage distance decreases because more facilities are needed to cover all demands. Note also that while many solutions involved assigning demand nodes to facilities other than the closest one, the aggregate percent of all assignments that were to nonclosest facilities was under 5% in all cases for which we could identify the optimal trade-off curve. Finally, we selected one solution from the 150City (300 mile) case in which 12 of the 150 nodes were assigned to facilities other than the closest facility. Forcing these 12 nodes to assign to the Location/Inventory objective function Number of sites closest facility increased the cost from $1,906,878 to $1,908,747, a difference of $1,869 or less than 0.1%. We believe that this justifies our choice of not implementing a search for nonclosest assignments in the genetic algorithm. Figure 2 shows typical results that we obtained using the Lagrangian approach. The figure shows the trade-off curve for the 150City data set and a coverage distance of 300 miles. The step function is the location-inventory model objective function while the bar graph, with a scale on the right-hand side of the figure, is the number of facilities located. The minimum cost solution is at the far right of the figure; two facilities are located at a total annual cost of approximately $896,000 leaving more than 44,385 annual demands (or nearly 70% of the total annual demand) uncovered. This solution is shown in Figure 3 . However, for less than a 6% increase in annual cost, the uncovered demand volume can be reduced to less than 38% of the total annual demand. This entails locating one additional facility, as shown in Figure 4 . On the other hand, covering all demands necessitates a 113% increase in cost and the siting of 13 facilities. Figure 5 shows the trade-off curve that resulted from using the 150City data set with a coverage distance of 150 miles. Again, significant reductions in the uncovered demand can be achieved at relatively little increase in cost, while covering all demands requires a very large cost increase. With the smaller coverage distance, the increase in cost associated with covering all demands is even greater (more than 400% more than the minimal cost).
Effects of Upper Bounding and Different
Optimality Gaps on the Lagrangian Solutions In this section, we evaluate the impact of changing the Lagrangian convergence criterion and using or not using the bounding rule outlined in §4, which states that the upper bound on any solution that lies between two solutions U 1 C 1 and U 2 C 2 is
The effects are evaluated in terms of three measures of the solution difficultythe solution time, the number of branch-and-bound nodes evaluated, and the number of Lagrangian iterations needed to identify the trade-off curve-and one measure of the solution quality, the number of solutions found. Table 5 presents the results of tests applied to the 150City data set with a service distance of 300 miles. The solution time, number of branchand-bound nodes, and number of Lagrangian iterations all go down as the convergence criterion is relaxed from optimality (0.0%) to 0.5% and, finally to 1.0%. The three measures all increase by about 50% if Percent of total demand that is uncovered 500,000 0 1,000,000 1,500,000 2,000,000 2,500,000 3,000,000 3,500,000 4,000,000 4,500,000 5,000,000
Location/Inventory objective function Number of sites bounding is not employed. Bounding has no effect on the final trade-off curve that is identified if the optimality gap is zero; however, for nonzero optimality gaps, the number of solutions found on the trade-off curve depends on the optimality gap and on whether or not bounding is used. For nonzero optimality gaps, the trade-off curve that is found is an approximation of the actual curve. At least in the limited testing reported below, the number of solutions found for these approximate curves is less than the number identified in the optimal curve. Despite the fact that the trade-off curve identified with an optimality gap of zero is the "optimal" curve, it does not necessarily include all noninferior solutions, as there may be solutions in the duality gap region. This is region B of Figure 1 . In the experiments outlined below, one such solution was identified. When the optimality gap was set to 1% and bounding was not used, one additional noninferior point was identified. It lies between the fourth and fifth least costly solutions shown in Figure 2 , which depicts the optimal trade-off curve for the 150City data set with a coverage distance of 300 miles. Thus, while allowing a nonzero optimality gap will result in a trade-off curve that is not guaranteed to be optimal, doing so may allow the analyst to find solutions, which would not otherwise be found using the weighting method.
To test the effect of the optimality gap further, we varied the optimality gap in all five test problems for which we could find the optimal solution using Lagrangian relaxation as well as the results for the Europe150 data set for which an exact solution is not known. The results are shown in Table 6 . The first three columns describe the problem. The fourth column gives the optimality gap. The solution time, number of Lagrangian iterations, and number of branch-and-bound nodes are shown in Columns 5 through 7. The remaining eight columns give an indication of the quality of the solution curve. Column 8 gives the number of supported solutions found by the algorithm with the indicated optimality gap. The final row for each data set gives the optimal set of supported solutions (or the best-known solution in the case of the Europe150 data set). When the optimality gap is greater than zero, the algorithm may find solutions that are not supported even with respect to the other solutions found. In other words, the algorithm can find a solution that ends up in region B of Figure 1 . Column 9 gives the number of solutions that are supported with respect to the other solutions found in that run. Not all of the supported solutions reported in Column 8 are optimal. This number is reported in Column 10.
The next three columns provide a measure of the deviation of the suboptimal trade-off curve from the optimal set of supported solutions. Column 11 reports the number of solutions found that had the same total demand coverage as one of the optimal supported solutions. For example, for the 49-node Sortcap data set, with an optimality gap of 1%, the algorithm found 8 solutions that had the same total coverage as one of the 12 optimal supported solutions. The next two columns report the average and maximum percentage error in the location-inventory cost objective for the suboptimal solutions whose coverage corresponds to that of an optimal supported solution.
Finally, Column 14 reports the number of solutions (out of the total number of solutions found reported in Column 8) that entailed assigning any nodes to a nonclosest facility. Column 15 reports the total number of such nonclosest assignments over all solution assignments (which equals the number of solutions times the number of nodes given in Column 2). The percentage of all assignments that are to nonclosest facilities is under 5%, except for the Europe150 solution run with a 1% convergence criterion for which the percentage is 5.03%. Averaged over all runs, 3.14% of the assignments are to nonclosest facilities.
While the quality of the solution degrades as the optimality gap increases in all cases, the solution quality remains high for optimality gaps below about 0.5%. Columns 11, 12, and 13 of the table indicate that most of the suboptimal solutions have the same uncovered demand as one of the optimal solutions and that the location-inventory cost differs from the optimal cost by under 0.06% on average and under 0.5% in all cases reported. However, increasing the optimality gap significantly reduces the solution time. Increasing the optimality gap from 0.0% to 0.01% reduced the solution time more than 30% on average. At an optimality gap of 0.5%, the solution time was approximately 75% less than the time required for the optimal solution. These results suggest that very good approximations to the trade-off curve can be found by reducing the optimality gap in the Lagrangian algorithm.
Genetic Algorithm Results
The genetic algorithm was tested on each of the six test problems identified in Table 1 . The parameters for the genetic algorithm are shown in Table 7 . All runs, Table 7 Basic Genetic Algorithm Parameters
Parameter Parameter value
Initial population size 100 Mutation probability 0 1 Fraction of nonelite solutions 0 2 generated via importation Table 8 Termination Criteria for Genetic Algorithm Cases
Maximum number of generations Maximum number without a change in the set Case of generations of nondominated solutions 1 100 100 2 1 000 100 3 2 500 100 4 5 000 100 5 1 0 000 100 6 100 000 1 000 except one, were done using the improvement operators described in §5. To test the impact of the genetic algorithm without improvements, we ran a series of runs on the largest problem, the U.S. 263-node data set.
To test the effect of running the genetic algorithm for more iterations, a number of different termination criteria were considered, as shown in Table 8 . Table 9 presents the results of our experiments with the genetic algorithm. For the U.S.-based data sets, m rows of results are given. The first m − 2 rows correspond to cases in which the genetic algorithm terminated when either the maximum allowable number of generations was reached or 100 consecutive generations passed without any change in the tradeoff curve. The m − 1 row corresponds to Case 6 of Table 8 in which we set a large limit on the maximum number of generations (100,000) and terminated the genetic algorithm when 1,000 consecutive generations had passed without a change in the trade-off curve. The final row summarizes key characteristics of the optimal solution found using the Lagrangian procedure outlined above. Recall that the Lagrangian procedure finds all supported solutions on the tradeoff curve, but does not find any nonsupported but nondominated solutions. For the European data set, the first four rows correspond to Cases 1 through 4 outlined in Table 8 . Row 5 corresponds to Case 6. For Row 6, we allowed the genetic algorithm to generate 100,000 generations. Finally, Row 7 summarizes the best-known results. The last block of results are those for the large U.S. data set without the use of any of the improvement operators.
The columns in Table 9 are, for the most part, similar to those in Table 6 . Columns 4, 5, and 6 summarize the nominal number of generations, the actual Table 9 Genetic Algorithm Results number of generations and the reason the algorithm terminated. Column 8 gives the final population size while Column 9 provides the number of nondominated solutions found. The final population size will typically be about twice the number of nondominated solutions provided the latter number exceeds 50.
Column 12 reports the number of solutions found by the genetic algorithm that had the same total coverage as one of the optimal supported solutions. For example, for the 49-node Sortcap data set, the genetic algorithm found 4 solutions after 100 generations that had the same total coverage as one of the 12 optimal supported solutions. Columns 10, 11, 13, and 14 of Table 9 are similar to Columns 9, 10, 12, and 13 of Table 6 . In many cases, the number of nondominated solutions found by the genetic algorithm greatly exceeds the optimal number of supported solutions found by the Lagrangian procedure. For example, for the 150City data set with a coverage distance of 150 miles, when the genetic algorithm terminated after only 100 generations, it had found 74 nondominated solutions compared to 39 supported solutions in the optimal trade-off curve. After 3,866 generations (which took about five minutes of time), the genetic algorithm had found 222 nondominated solutions. The Lagrangian algorithm for this problem took more than two hours to find 39 optimal supported solutions.
To illustrate the quality of the genetic algorithm solutions further, Figure 6 compares the genetic algorithm trade-off curve to the optimal solutions for the 150City data set with a coverage distance of 300 miles after 100 and 10,876 generations. While the solution after 100 generations differs significantly from the optimal curve on visual inspection, the solution after 10,876 generations does not appear to differ appreciably from the optimal curve except for the fact that the curve from the genetic algorithm includes many nonsupported nondominated solutions.
Finally, Figure 7 shows the progress of the algorithm for this problem over the first 10,876 generations. Values shown are for every twentieth generation. The graph plots the number of consecutive generations with the same trade-off curve on the left-hand axis. On four occasions, beginning around Figure 6 Optimal and Heuristic Trade-off Curves for the 150City Problem with a Coverage Distance of 300 Miles
Optimal vs. genetic algorithm-150City data set, 300 miles 0 500,000 1,000,000 1,500,000 2,000,000 2,500,000 0% 10% 20% 30% 40% 50% 60% 70% 80%
% Uncovered demand
Location/Inventory cost 10,876 generations Optimal generation 4,700, this exceeded 800 before attaining the termination criterion of 1,000 at generation 10,876. The right-hand axis plots the population size and the number of nondominated solutions. Both values increase rapidly through the first 3,000 generations and then begin to stabilize.
Managerial Insights and Conclusions
In this paper, we have extended a nonlinear integrated location-inventory model to incorporate a measure of customer service quality. Key costs represented by the model include fixed DC location costs, working and safety stock costs at the DCs, fixed and variable shipment costs from the plant to the DCs, and transportation costs from the DCs to the customers. Customer service is measured by the fraction of all customer demands that are within a specified distance or service standard of the DC to which they are assigned.
Through tests of the model on data sets ranging in size up to 263 demand nodes, we showed that it is important for a company to find the right trade-off between supply chain cost and service. The cost difference between the cost-minimization solution and the service-maximization solution can be quite large. In our tests, the service-maximization solution ranged from 6 to 20 times bigger than the cost-minimization solution. We also showed that significant improvements in customer service can often be achieved at relatively little cost. While this often entails locating additional DCs, the cost of the incremental facilities is largely offset by reduced outbound transportation costs.
Furthermore, we found that it can be very time consuming to find the optimal cost-service trade-off curve for large problem instances. In this case, our proposed genetic algorithm can be a very good alternative to solve the problem because it can generate high-quality solutions quickly. Furthermore, the number of nondominated solutions found by the genetic algorithm greatly exceeds the optimal number of supported solutions found by the Lagrangian procedure. We believe that similar algorithms can be developed for more general supply chain design problems.
As indicated earlier, many firms maintain different service levels for different types of customers (e.g., We are exploring ways of extending the model to examine the trade-off between cost and service for several different classes of customers.
