Cross-level interactions among fixed effects in linear mixed models (also known as multilevel models) are often complicated by the variances stemming from random effects and residuals. When these variances change across clusters, tests of fixed effects (including cross-level interaction terms) are subject to inflated Type I or Type II error. While the impact of variance change/heterogeneity has been noticed in the literature, few methods have been proposed to detect this heterogeneity in a simple, systematic way. In addition, when heterogeneity among clusters is detected, researchers often wish to know which clusters' variances differed from the others. In this study, we utilize a recently-proposed family of score-based tests to distinguish between cross-level interactions and heterogeneity in variance components, also providing information about specific clusters that exhibit heterogeneity. These score-based tests only require estimation of the null model (when variance homogeneity is assumed to hold), and they have been previously applied to psychometric models. We extend the tests to linear mixed models here, detailing their implementation and performance when the data generating model is known. We also include an empirical example illustrating the tests' use in practice.
Introduction
The estimation and testing of cross-level interactions in linear mixed models (LMMs) is often complicated by the multiple variance terms in the model. For example, when a crosslevel interaction (such as a treatment-subgroup interaction) exists, it may not be detected due to heterogeneity in a random effect variance or in a residual variance (Fokkema, Smits, Zeileis, Hothorn, & Kelderman, 2015) . If this heterogeneity is unaccounted for, it can lead to biased standard error estimates (Leckie, French, Charlton, & Browne, 2014; Verbeke & Lesaffre, 1996) and incorrect significance tests (Kwok, West, & Green, 2007) .
Along with treatment-subgroup interactions in cross-sectional studies, heterogeneous (co-)variances often occur in longitudinal studies, where the heterogeneity is observed across individuals. For example, recent ecological momentary assessment (EMA) studies have shown that substantial heterogeneity exists across individuals in the variance and covariance of emotional states over time (Röcke, Li, & Smith, 2009; Thompson et al., 2012; Knight, 2013; Ebner-Priemer et al., 2015) . A similar phenomenon occurs in education research, where it is of interest to model student achievement over time (Lockwood, McCaffrey, et al., 2007) . This heterogeneity is often due to unobserved covariates or to confounding with other covariates (such as time; Koval & Kuppens, 2012; Bresin, 2014) ; issues that are inevitable given the complicated observation scenario (Lockwood et al., 2007) . Hence, it is important to develop accessible methods to detect heterogeneity in the multiple variance parameters observed in mixed models.
Several methods can be used to test for heterogeneity in specific situations, including the likelihood ratio (LR) test and the Kolmogorov-Smirnov test (Verbeke & Lesaffre, 1996; McLachlan & Basford, 1988; Stephens, 1974) . The LR test can be used when heterogeneity can be explained by an observed, unordered categorical variable. However, this test can be cumbersome when the variable has many categories, suboptimal when the variable has ordered categories, and not applicable when the variable is continuous instead of categorical. In contrast, the Kolmogorov-Smirnov test utilizes a mixture model framework, and checks the correct number of mixture components in an omnibus goodness-of-fit test. However, as shown by Verbeke and Lesaffre (1996) , this approach is subject to low power, even decrease to zero when residual variance is large.
In this paper, we aim to extend a family of score-based tests (e.g., Zeileis & Hornik, 2007; Merkle & Zeileis, 2013) to linear mixed models, focusing on distinguishing cross-level interactions from heterogeneous residuals. We also discuss graphical methods associated with the tests, which can be helpful for identifying clusters that exhibit similar variance estimates. In the following section, we provide a brief overview of the score-based tests' generalizations to linear mixed models. Next, we report on the results of a simulation to examine the tests' abilities in the context of linear mixed models. Finally, we provide an empirical example and discuss the tests' future generalizations.
Linear Mixed Model
The linear mixed model (LMM) can be expressed in both conditional and marginal forms. The former facilitates theoretical understanding, and the latter simplifies the computational expression. We will detail these two expressions in the following sections, focusing on a two-level model where individual observations are nested within a series of clusters.
Conditional Expression
The conditional version of the LMM can be written as
where y j is the observed data vector for the jth cluster, j = 1, . . . , J (so that the level 1 sample size is given as J j=1 n j ); X j is an n j × p matrix of fixed covariates; β is the fixed effect vector of length p; Z j is an n j × q design matrix of random effects; and b j is the random effect vector of length q.
The vector b j is assumed to follow a normal distribution with mean 0 and covariance matrix D, where D is a matrix composed of variances/covariances for random effect parameters. The residual covariance matrix, R j , is the product of the residual variance σ 2 r and an identity matrix of dimension n j . Later, the matrix R will include residuals across all clusters, so the identity matrix is of dimension J j=1 n j . Using the notation above, the following notation is used to represent data and parameters across all clusters in the data.
where ⊗ is the Kronecker product.
Finally, we define σ 2 to be a vector of length K, containing all variance/covariance parameters (including those of the random effects and the residual). This implies that the matrix D has (K − 1) unique elements. For example, in a model with two random effects that are allowed to covary, σ 2 is a vector of length 4 (i.e., K = 4). The first three elements correspond to the unique entries of D, which are commonly expressed as σ 2 0 , σ 01 , and σ 2 1 . The last component is then the residual variance σ 2 r .
Marginal Expression
Based on Equations 1, 2, and 3, the marginal distribution of the LMM is
where
By using the combined notation from Equation (4) to Equation (7), we can further define V as
Thus, Equation (9) can be rewritten as:
From Equation (13), we can perceive the LMM as a regular linear model with correlated residual variance V . From this perspective one can easily deduce that heterogeneity in V has little impact on the estimate of β, but can have a large impact on the significance test of β (D. Bates, Kliegl, Vasishth, & Baayen, 2015) .
Problems Stemming from Heterogeneity
We now illustrate implications of heterogeneity via both theoretical results and simulation.
Theoretical Demonstration
The variance-covariance matrix w.r.t. the fixed parameter corresponds to the inverse of the model's Fisher information, the relevant part of which can be expressed as (e.g., Wang & Merkle, 2018) :
The standard error of fixed parameter, SE β , is then the square root of the diagonal elements of V β . This shows that V directly contributes to the fixed parameters' standard errors, which in turn influences the fixed parameters' test statistics. With the under/over-estimates of SE β , the t-statistic will be larger/smaller than it should be. Generally one can expect that the increasing of V results in Type II error whereas decreasing of V leads to Type I error. In practice, the former happens more often. Kwok et al. (2007) conducted a series of Monte Carlo simulations and found underspecification and misspecification of V result in overestimation of SE β , which lead to lower statistical power in significance tests of the fixed parameters. Although their simulations only examined main effects, one can expect similar results for interaction effects. We illustrate this issue in the next section.
Data Demonstration
In this section, we specifically illustrate how the change (increase) in V could impact the significance of fixed parameters by using artificial data similar to the sleepstudy data (Belenky et al., 2003) included in lme4. This dataset includes 18 subjects participating in a sleep deprivation study, where each subject's reaction time (RT) 1 was monitored for 10 consecutive days. The reaction times are nested by subject and continuous in measurement.
Then we fit a model with day of measurement ("Days") as the covariate, including random intercept and slope effects that are allowed to covary. This leads to a model whose free parameters include: the fixed intercept and slope β 0 and β 1 ; the random variance and covariances σ 2 0 , σ 2 1 , and σ 01 ; and the residual variance σ 2 r . To illustrate the impact of heterogeneity on cross-level interactions, we also simulate an ordinal variable with four levels loosely called Cognitive Ability (CA), with its own main effect coefficient as β 2 and its interaction effect Cognitive Ability (CA) ×Days coefficient as β 3 . In the simulation, we focus on the significance test results of β 1 and β 3 . The true values were set to be 10.47 and 6.27, respectively, with both far different from 0. The full model is displayed from Equation (17) to Equation (19).
From Equation (10), it can be observed that changes in V can come from either G, which is composed of between-subjects variance parameters σ 0 , σ 1 and σ 01 , or the residual variance σ 2 r . We generated data so that V changed with each of these four parameters, including the between subjects intercept variance σ 2 0 , slope variance σ 2 1 , covariance σ 01 and residual variance σ 2 r , along with different sample sizes as small (n = 120), medium (n = 480) and large (n = 960). Changes in these variance parameters began at cognitive ability level 2 and were consistent thereafter. Participants below cognitive ability level 2 deviated from participants at or above level 2 by dtimes the parameters' asymptotic variance, with d = 0, 1, 2, 3, 4.
The magnitude of change is reflected in d. When d is 0, it represents homogeneity in the corresponding parameter, which serves as the baseline; when d is greater than 0, it represents heterogeneity in V (increasing with Cognitive Ability in this example), with larger d indicating more severe heterogeneity. One example of data with and without heterogeneity is displayed in Figure 1 . In the left panel, data were generated without heterogeneity in random slope (d = 0); whereas in the right panel data were generated with heterogeneity in random slope as large as d = 4. Within each panel, 12 different colored lines represent 12 subjects' response time trajectory during 10 days, composing the small sample size as 120. It can be observed heterogeneity results in more varying individual trajectories. To formally examine the impact of heterogeneity, we computed the percentage of significant fixed parameters (β 1 and β 3 ) among 1, 000 replications in each condition.
The full simulation results for β 1 and β 3 are demonstrated in Figure 2 , with the panel titles first indicating the tested parameter and then indicating the heterogeneous parameter, and the y-axis representing power (using α = 0.05). In general, when sample size is medium or large, increasing heterogeneity in the slope variance σ 2 1 or covariance σ 01 reduces power for both the main effect and interaction effect. Heterogeneity in the residual variance or intercept variance does not impact power for β 1 or β 3 , because they can be compensated for during estimation (Kwok et al., 2007) . That is to say, when the intercept variance (or residual variance) increases, the residual variance (or intercept variance) estimation will decrease to compensate for the change, leading to the diagonal of V being unchanged. This compensation effect exists because the intercept covariate in the random effect design matrix (Z) is all 1, which results in the same contribution to the diagonal of V as the residual variance matrix. When sample size is small (n = 120), power is generally lower in all scenarios. In addition, greater heterogeneity in the residual variance also leads to lower power, which might be due to the fact that heterogeneity combined with small sample size is more likely to result in unstable variance/covariance estimates, or even convergence issues.
Overall, however, failing to account for the upward changes in V would generally result in Type II error. Although it is important to systematically monitor heterogeneity in variance components, it is also plausible that a fixed parameter indeed changes according to another variable (e.g., that an interaction exists). Ideally, there would exist a statistical test that can differentiate between these two kinds of changes. In the next section, we will introduce a score-based family of statistical tests that can fulfill this need.
Score-based Tests
In this section, we will introduce the score-based test in the framework of LMM. This introduction draws on LMM results described by Wang and Merkle (2018) , and is related to tests described by, e.g., Zeileis and Hornik (2007) , Merkle, Fan, and Zeileis (2014) , and Wang, Merkle, and Zeileis (2014) .
Scores
Based on the marginal model expression shown in Equation (13), the log likelihood of the LMM can be expressed as: 
Scores, denoted s i () in this paper, are based on the first partial derivatives of w.r.t. ξ = (σ 2 β) . The scores involve these partial derivatives evaluated for each case i, and they can be viewed as a residual: values close to 0 imply that the model provides a good fit to case i, and values far from 0 imply the opposite. The model gradient is equal to the sum of scores across all individuals and clusters:
represents the first derivative within cluster c j , which can be expressed as the sum of the casewise score s i () belonging to cluster j. For LMMs, the function s i () w.r.t. σ 2 and β can be expressed as the ith component of the vectors (Wang & Merkle, 2018; McCulloch & Neuhaus, 2001; Stroup, 2012) :
where • represents the Hadamard product (component-wise multiplication). These equations provide scores for each observation i, and we can construct the clus-terwise scores by summing scores within each cluster. In situations with one grouping (clustering) variable, the clusterwise scores can be obtained from a fitted lme4 model via R package merDeriv (Wang & Merkle, 2017) .
Statistics
As applied to the LMMs considered here, score-based tests can be used to study heterogeneity that is potentially explained by an auxiliary variable T ; for example, in the data demonstration considered earlier, the auxiliary variable could have been Cognitive Ability. Because the scores can be viewed as a type of residual, the score-based tests basically help us judge whether the residual magnitudes are associated with T . Because we have unique scores for each model parameter, we can also obtain information about where heterogeneity occurs.
Statistically, the tests considered here can be viewed as a generalization of the Lagrange multiplier test. The tests are based on a cumulative sum of scores, where the order of accumulation is determined by T . If there is no heterogeneity explained by T , then this cumulative sum should fluctuate around zero. Otherwise, the cumulative sum would systematically diverge from zero.
To formalize these ideas, we first define the (scaled) cumulative sum of the ordered scores. This can be written as
whereÎ is an estimate of the information matrix, jt is the integer part of jt (i.e., a floor operator), and x (j) reflects the cluster with the j-th smallest value of the auxiliary variable T . While the above equation is written in general form, we can restrict the value of t in finite samples to the set {0, 1/J, 2/J, 3/J, . . . , J/J}. We focus on how the cumulative sum fluctuates as more clusters' scores are added to it, e.g., starting with the person of lowest cognitive ability and ending with the person of highest cognitive ability. The summation is premultiplied by an estimate of the inverse square root of the information matrix, which serves to decorrelate the fluctuation processes associated with model parameters. For LMMs,Î can be written as expected information matrix (e.g., Wang & Merkle, 2018) :
Score-based tests statistics
To obtain an official test statistic, we must summarize the behavior of the cumulative sum in a scalar. Multiple summaries are available, leading to multiple tests of the same hypothesis. For example, one could take the absolute maximum that the cumulative sum attains for any parameter of interest, resulting in a double max statistic (the maximum is taken across parameters and clusters entering into the cumulative sum). Alternatively, one could sum the (squared) cumulative sum across parameters of interest and take the maximum or the average across clusters, resulting in a maximum Lagrange multiplier statistic and Cramér-von Mises statistic, respectively (see Merkle & Zeileis, 2013 , for further discussion). These statistics are given by
For an ordinal auxiliary variable T with m levels, we can modify the statistics above so that the maximum is only considered after all clusters at the same level of T have entered the summation. This leads to test statistics that are especially sensitive to heterogeneity that is monotonic with T . Formally, we define t L (L = 1, . . . , m − 1) to be the empirical, cumulative proportions of clusters observed at the first m − 1 levels of T . The modified statistics are then given by
Finally, if the auxiliary variable T is only nominal/categorical, the cumulative sums of scores can be used to obtain a Lagrange multiplier statistic. This test statistic can be formally written as
where B(θ) j 0 k = 0 for all k. This statistic is asymptotically equivalent to the usual, likelihood ratio test statistic, and it is advantageous over the likelihood ratio test because it requires estimation of only one model (the restricted model). We make use of this advantage in the simulations, described later.
In the following section, we apply these tests to a linear mixed model with one grouping variable, studying the tests' ability to distinguish between heterogeneity and interactions.
Simulation
The goal of the simulation is to examine score-based tests' ability to differentiate between changes in fixed effect parameters (i.e., interaction effects) and changes in variance parameters (i.e., heterogeneity). For ease of description, we frame the data-generating model as being based on a longitudinal depression intervention study administered to participants with different levels of cognitive ability (here, we assume that m = 4, i.e., that there are four ordered levels of cognitive ability). Each participant's depression magnitude is measured once per month during a 10 month period. Thus 10 measurements are nested within each participant, which comprises a typical application for LMMs. It is plausible that the months needed to change the magnitude of depression is dependent on subjects' cognitive ability. If so, there exists an interaction between time and cognitive ability. However, it is also possible that patient with higher cognitive ability has larger intercept variance (σ 2 0 ) or residual variance (σ 2 r ). In addition, the interaction and heterogeneity might occur simultaneously. Since both interaction and heterogeneity can be viewed as parameter instability w.r.t. an auxiliary variable, we aim to examine the extent to which the score-based tests could attribute the parameter instability to the truly changing parameter(s) in an LMM framework.
Method
Data were generated from an LMM. The predictor is time, with its associated coefficient as β 1 , and β 0 serves as the fixed intercept, which completes the fixed parameters in the model. For the random effect, we have two covarying random effect as intercept and slope as well, with the variance and covariance as σ 2 0 , σ 01 , σ 2 1 respectively. The variances not captured by the random effects' variance covariance is modeled in residual variance σ 2 r . The true parameter change occur in one of the four places: fixed parameter for time coefficient β 1 , random intercept variance σ 2 0 , residual variance σ 2 r or simultaneously β 1 and σ 2 r . The fitted models matched the data generating model, and parameter estimates were obtained by marginal maximum likelihood. Parameter changes were tested in each of the 6 estimated parameters, respectively.
Power and Type I error were examined across three sample sizes (n = 120, 480, 960), testing parameters and 5 magnitudes of parameter change. The parameter change point and changing magnitude is manipulated in the same way as an artificial example.
For each combination of sample size (n) × testing parameter × violation magnitude (d), 1, 000 data sets were generated and tested. Two ordinal statistics (maxLM o , WDM o ) and one categorical statistic were examined (LM uo ) Wang et al., 2014) . The categorical statistic is asymptotically equivalent to the usual likelihood ratio test. Thus, this statistic provides information about the relative performance of the ordinal statistics vs. the LRT.
Results
Full simulation results are presented in Figure 3 to Figure 6 . In each graph, the x-axis represents the violation magnitude and the y-axis represents power. Figure 3 demonstrates power curves as a function of violation magnitude in β 1 , with sample size changing across rows, the tested parameters changing across columns, and lines reflecting different test statistics. Figure 4 and Figure 5 display similar power curves when the true changing parameter is σ 0 and σ 2 r , respectively. Figure 6 shows the power curves when there exist two changing parameters, β 1 and σ 2 r .
From these figures, one can generally observe that the score-based statistics could isolate the truly-changing parameter, with non-zero power curves for changing parameter(s), whereas near-zero power curves for non-changing parameters. For example, in Figure 3 , the power curves for β 1 get larger with increasing violation magnitude d and sample size (across rows); by contrast, all the power curves for the other five non-changing parameters (across columns) stay near zero.
Within each non-zero power curve panel of Figure 3 to Figure 6 , the two ordinal statistics, maxLM o and WDM o , exhibit higher (when testing fixed parameter or random intercept variance) or similar (when testing residual variance) power compared with categorical statistic LM uo . This is partially consistent with the results demonstrated in Merkle et al. (2014) , where ordinal statistics are shown to be more sensitive to monotonic parameter changes. The residual variance results might be due to a ceiling effect, where all three power curves quickly increase to 1. In conditions with only one changing parameter (Figure 3 to Figure 5 ), maxLM o and WDM o are mathematically equivalent . In conditions with two changing parameters (Figure 6 ), maxLM o and WDM o still demonstrate similar power curves. The advantages of WDM o are only apparent when testing many (more than two) parameters at a time Wang et al., 2014) .
Comparing the non-zero power curves across these four figures, it shows the scorebased tests have somewhat higher power to detect residual variance change when sample size is medium or large, followed by fixed parameter change and random intercept variance parameter change. This phenomenon is most apparent by comparing Figure 4 and Figure 6 , with the power curve for the residual variance and fixed parameter approaching 1 in conditions with medium or large sample sizes, while the power curve for the random intercept variance no greater than 0.8 for all values of sample size and d.
In summary, we found that the score-based tests can attribute heterogeneity to the truly problematic parameter(s) in LMM context. Additionally, the tests were more sensitive to changes in variance parameters, as compared to fixed effect parameters. In the next section, we will fit real data set to illustrate the potential usage of the score-based tests in an empirical study. The general approach is to fit a LMM of interest, then obtain the score-based test statistics associated with each parameter w.r.t. an auxiliary variable in level 2 (e.g. person's cognitive ability). If the variance (either random effect or residual) component is detected to have parameter instability, it indicates heterogeneity present in the data; if the fixed parameter demonstrates instability, then we can claim interaction between the covariate and the auxiliary variable. 
Application
We illustrate the tests' applications using data from the 1982 "High School and Beyond" survey funded by National Center for Education Statistics (NCES), which is available in R package mlmRev. The aim of the current analyses is to determine how students' math achievement scores are related to their family socioeconomic status.
In the dataset, 7185 U.S. high-school students from 160 schools completed a math achievement test, with the students' socioeconomic status (SES) as a level 1 predictor. For the ease of parameter interpretation, we center SES around its school average, yielding a variable denoted cSES.
It is plausible that the relationship between cSES and math achievement differs across schools with different mean SES (denoted as meanSES). If so, then the model should include an interaction term between meanSES and cSES. However, as shown in the Problem Demonstration section, the significance test for the interaction might be impacted by variance/covariance heterogeneity in random effects. Thus, we use the score-based tests to distinguish between the cross-level interaction and variance heterogeneity. To illustrate the ordinal score-based test statistics, we recode school-level meanSES into five ordered categories.
Results
The fitted LMM includes 6 parameters, which are β 0 β 1 , σ 2 0 σ 01 , σ 2 1 and σ 2 r . Applying the score-based tests to each individual parameter, we obtain the results in Figure 7 . In that figure, the first column displays the fluctuation process associated with max LM o , and the second column displays the fluctuation process associated with WDM o . Within each panel, the horizontal line represents the 5% critical value. If the solid line crosses the critical value, then there is evidence that the corresponding parameter fluctuates across meanSES. Since the final level's statistics always equal zero, they are not displayed.
In Figure 7 , it is observed that the β 0 , β 1 , σ 2 0 and σ 2 1 demonstrate parameter instability, whereas σ 01 and σ 2 r do not. The instability of β 0 indicates that there exists a main effect of meanSES, and the instability of β 1 implies that there exists a cross-level interaction effect between meanSES and cSES. In addition, the random intercept and the random slope demonstrate instability. As discussed earlier, this heterogeneity in random variance/covariance, could "mask" the significance of interaction term. In this specific example, fitting the model with the cross-level interaction included in the model leads to a non-significant interaction due to the heterogeneity in the random effects' variances. On the other hand, the score-based test could differentiate these changes by fitting a model with only one main effect (cSES), using meanSES as an auxiliary variable.
Beyond the formal score-based tests, Figure 7 provides information about levels of meanSES where parameters differ from one another; this can be discerned from levels where the solid line crosses the dashed horizontal line. Thus, the intercept parameter changes w.r.t. each of the four levels of meanSES (all points are above the line); the effect of SES (β 1 ) at meanSES level 1 differs from the other levels; random intercept σ 2 0 has two changing points: one is level 1 and the other is level 4; and the random slope σ 2 1 differs between level 1 and the remaining levels. Taken together, results imply that associations between students' SES and math achievement function differently in schools with lowest meanSES, as compared to schools with higher meanSES.
Given the changing point information provided by the empirical plot, we can create a dummy variable by separating students at level 1 (coded as 1) or not (coded as 0). The dummy variable replace the previous position of meanSES. The interaction between cSES and dummy variable is 1.09 with p < 0.05, indicating significant interaction. Informed by this optimal cutting point, we can detect the previous "missing" interaction effect. Alternatively, we can fit the model separately for students at schools with meanSES at level 1 and students at other schools. The former model results in β 1 (coefficient of SES) as 1.21, whereas the latter model has β 1 as 2.31. These results indicate that students cSES has stronger relationship with math achievement in schools with higher meanSES.
In summary, score-based tests provide a statistical tool to closely examine an LMM's parameter estimates with respect to an auxiliary, level-2 variable. The examination of variance components (random effect (co)variance and residual variance) provide tests of heterogeneity. Additionally, the fluctuation plots can be used to interpret the nature of heterogeneity or interactions, without arbitrary median splits or use of subsamples with small numbers of observations.
Discussion
In this paper, we extended a family of score-based tests to linear mixed models, focusing on models with one grouping variable. We found that the tests can isolate specific parameters that exhibit instability, which avoids spurious cross-level interaction effects in the presence of heterogeneity. They also provide specific information about groupings of the auxiliary variable whose parameter values differ. The tests developed in this paper can currently only be carried out on an auxiliary variable measured at the model's upper level (level 2), a restriction that leads to the future directions described below.
Grouping with multiple variables
The auxiliary variable is specifically required to be at the upper level because the tests described here require that the scores be independent. This independence assumption challenges models with at least two variables defining clusters, such as models with (partially) crossed random designs, or models with multilevel nested designs (D. M. Bates, 2010, Ch.2) . In these cases, we cannot simply sum scores within a cluster to obtain independent, clusterwise scores, because observations in different clusters on the first grouping variable may be in the same cluster on the second grouping variable. A related issue occurs when the auxiliary variable is at the lowest (first) level of the model: scores at the lowest level are not independent, so the tests described here cannot be immediately used to test parameters with respect to a level-one variable.
A natural approach to deal with the issue of dependent scores is to find a heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator. The traditional Hessian matrix only accounts for the correlations among score columns, whereas the HAC estimator is a robust Hessian estimator that can serve the purpose of de-correlating the scores under a generalized linear model framework. Several methods have been proposed here, including kernel HAC estimators with automatic bandwidth selection and weighted empirical adaptive variance estimators (Andrews, 1993) . With regard to the model with Berger, Graham, Zeileis, et al. (2017) recently implement sandwich approach to obtain robust variance covariance. It might be possible to deploy these methods in the linear mixed model context.
Model Estimation
Along with independence issues, general model estimation issues may influence the score-based tests' accuracies. For example, in the relatively-common case where a parameter estimate lies on the boundary (e.g., a correlation between random effects near ±1 or a variance approaching to zero), then it may be impossible to carry out the proposed tests due to the non-positive definite structure of the model information matrix. Additionally, model misspecification can also influence the tests. Wang et al. (2014) examined the tests' performance in the factor analysis framework, and they found that unmodeled parameters' instability would lead the tests to identify instability in related model parameters. Thus, it is important to carefully consider the covariates and random effects that enter into the model.
Summary
In this paper, we generalized a family of score-based tests to two-level linear mixed models, which allow researchers to test whether model parameters fluctuate with an unmodeled level two variable. We found that the tests could successfully decouple cross-level interactions from variance heterogeneity, whereas heterogeneity could cause the traditional significance test of a cross-level interaction to exhibit a Type II error. Along with providing information about parameter stability across all estimated LMM parameters, the tests provide additional information about heterogeneous subgroups when parameter instability is detected. Thus, applied researchers in psychology and education can use the tests to examine potential cross-level interactions while ruling out possible spurious results due to heterogeneity.
Computational Details
All results were obtained using the R system for statistical computing (R Core Team, 2018) , version 3.4.4, employing the add-on package lme4 1.1-13 (D. Bates, Mächler, Bolker, & Walker, 2015) for fitting of the linear mixed models and strucchange 1.5-1 (Zeileis, Leisch, Hornik, & Kleiber, 2002; Zeileis, 2006) for evaluating the parameter instability tests. R and both packages are freely available under the General Public License from the Comprehensive R Archive Network at http://CRAN.R-project.org/. R code for replication of our results is available at http://semtools.R-Forge.R-project.org/.
