In this paper, we propose a method of generating text about human behavior from video images using hierarchical concepts of motions of body parts including body, head and hands. In natural language, there are various expressions about human acts, so we firstly analyze and classify concepts of several motion verbs about each body part using case frame expressions which represent semantic structure of natural language sentences. By making correspondence between these concepts and estimated positions, postures and motions of human body parts from video images, appropriate verbs, objects, locus etc. are determined and expressed in case frames. Lastly these case frames of each body part are integrated into a total body expression, and translated into natural language text by applying case patterns and syntactic rules.
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