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Abstract
Uncertainty quantification (UQ) has become a necessary step in the design of most modern en-
gineering systems due to the need to create robust devices that can tolerate variations in the
manufacturing process or in the operating environment. These variations or uncertainties can be
represented by stochastic variables which perturb the deterministic behaviour of the device about
the nominal value for which it was designed. The UQ process consists of identifying the relevant
uncertain parameters, assigning appropriate stochastic models to them and quantifying their effect
on the final performance of the device. In this work, we restrict our focus to a broad category of
devices that are collectively called microelectromechanical systems (MEMS). These devices have
dimensions that are of the order of micrometers and are particularly sensitive to uncertainties that
arise due to an inability to precisely control manufacturing tolerances.
Deterministic modeling of such devices is itself quite difficult because of the number of coupled
multiphysics interactions that need to be considered. When stochastic variations are also con-
sidered, it becomes very challenging to account for all the sources of variation accurately and to
reproduce the effect of uncertainty using finite computational resources. Performing UQ for these
devices is further complicated by the fact that the characterization data, which describes stochastic
variation, is very often sparse in quantity. This work tackles all these challenges in order to develop
a comprehensive framework for UQ. We do this by developing new ways to represent uncertain
parameters and to estimate good stochastic models for these parameters using the limited amount
of data available. We also improve the simulation tools at hand so as to reduce the computa-
tional effort required. Using a combination of methods like density estimation, stochastic process
modeling, Bayesian inference, Monte Carlo sampling and stochastic collocation, we are able to suc-
cessfully model device behavior in the presence of uncertainties and validate some of these results
with experimental measurements. The overall contribution of this work is to make the process of
UQ more tractable and reliable so that it becomes an integral part of every design scenario.
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Chapter 1
Introduction
Uncertainty quantification has become an important component in the design of most engineering
systems and is widely used to predict the performance of a device, given a random manufacturing
or operating environment. It is especially important in areas like micromachining, where manu-
facturing tolerances are much worse than what one might design for. Micromechanical devices are
typically fashioned on wafers, with each wafer supporting anywhere from a few hundred to a few
thousand devices. Ideally, the design of a typical microelectromechanical system (MEMS) must
be robust enough to tolerate deviations in fabrication processes not only from one wafer to the
next, but also spatially across a single wafer. However, due to practical limitations, it is not always
possible to tightly control tolerances and this results in very different behavior, going from one
device to the next. Although several advances have been made in the development of high-fidelity
numerical methods to model microsystems [1–6], there is a pressing need to augment the capability
of these methods to handle the uncertainties that are encountered in a realistic device model.
In some cases, the undesirable effects caused by certain uncertainties can be mitigated by over-
compensating other parameters e.g. by increasing the voltage applied on an RF-MEM switch, one
can ensure that pull-in will occur even in the presence of variations in the mechanical stiffness of
the switch electrodes. However, this practice results in poor, inefficient designs and may even affect
the lifetime of the device, e.g. the lifetime of an RF-MEM switch is shown to decrease exponentially
with the voltage applied across it [7], due to phenomena like dielectric charging. Therefore the in-
corporation of uncertainty analysis in the design process could be viewed as an extension of design
for manufacturing principles so that the resulting device performance is optimal, yet repeatable.
Since the goal is to model and predict results in the presence of uncertainties, we try our best to
gain an understanding of the device physics as well as the manufacturing process so that we can
make sure to include the important effects while performing numerical simulations.
Electrostatic actuation is the primary mechanism of generating motion in a large proportion
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of micromechanical transducers that are developed in the industry today. It involves generating
an electric field between flexible electrodes that leads to the development of electrostatic charges
on their surfaces. In the presence of electric field, this surface charge experiences a Coulombic
force, which is responsible for deformation in the electrodes [1,2,8]. The relative magnitude of this
electrostatic force scales favourably with decreasing length scales [9], making it an ideal mode of
transduction in mechanical systems that are built using microfabrication technology. Although it
is based on a simple and well-understood phenomenon, the design of electrostatic microactuators
is a complex and challenging problem due to the numerous sources of uncertainty that need to
be accounted for. Deviation of device behavior from nominal values can be caused by a variety of
factors ranging from uncertainties in material properties, variation in the rate of deposition/etching
and photolithographic mask misalignment to random variation in the operating environment.
In order to make uncertainty modeling an integral part of the design process, we will augment
the numerical model of the device by identifying certain parameters as sources of uncertainty.
This is followed by a stochastic modeling step where we estimate accurate stochastic models that
capture the nature of uncertainty. In this context, we strive to use data-driven models, where
the uncertainty is not determined on the basis of expert assumptions but rather on the basis of
measured experimental data. Stochastic modeling is followed by an uncertainty propagation step
to determine the variation in output parameters of interest. Finally, suitable postprocessing may
be performed to extract statistical metrics of the output uncertainty so that they may be validated
with experiments.
There are many different ways of propagating uncertainties through a numerical model of a
device. Although traditionally, sampling-based methods were popular for design optimization
in microsystems [10–12], they have been replaced by faster methods like generalized polynomial
chaos [13–15] and more recently, by stochastic collocation [16, 17] that do not rely on statistical
sampling. Adaptive improvements to these methods [15,18–20] have further improved the efficiency
by adaptively concentrating the computational effort in the areas where the error is large. With
the help of these methods, we can carry out the step of propagating uncertainties to any arbitrary
precision in an efficient manner.
With the advent of these efficient propagation methods, the error in predictions is no longer
limited by the precision of the propagation methods, but rather, by the accuracy of the stochastic
models that represent the input uncertainties. For many sources of randomness, the nature of
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uncertainty is not known in advance and in the absence of a physical justification, it is not possible
to apply a standard distribution function to represent the uncertainty. Instead we resort to a
data-driven approach, where we estimate a probabilistic model using experimentally measured
characterization data. Although density estimation methods have been popular for a few decades
with the advent of kernel density estimation (KDE) [21–24] and its adaptive modifications [25],
these methods are mostly designed for aymptotic convergence when the size of the data set is large.
On the other hand, for the purpose of UQ in MEMS, it is more appropriate to pick methods that
try to preserve what is known from the limited data. We look at moment matching methods [26–28]
that try to estimate PDFs that reproduce the statistics of either the raw data, or more interestingly,
the statistics of the system response with respect to the data.
A more comprehensive approach towards stochastic modeling could include spatial variations in
order to better describe the uncertainty. Due to the nature of batch-processing in the microfabrica-
tion workflow, we commonly observe spatial variation in properties ranging from the length scale of
the entire wafer, down to device-level variations [29–31]. If the length scales are large enough, then
we can assume that the properties are roughly uniform at the level of an individual device. This
allows us to model these variations as random parametric variations, which can be handled using
the treatment described above. This carries with it an implicit assumption that the variation in one
device is independent of that in another. However, a proper treatment of the uncertainty requires
explicit modeling of the covariance strucure in the spatial measurements. This becomes essential
when modeling spatial variations that are present at length scales comparable to the dimensions
of the device, because they may change the physics of the device. Finally, in order to sustain the
same data-driven approach towards uncertainty quantification, we need to come up with a rigorous
procedure for measurement, modeling and propagation that can handle spatial uncertainties to the
desired level of complexity.
In this work, we shall attempt to examine the state-of-the-art in each of these areas so that we can
suggest improvements that will augment the predictive capabilities of the MEMS designer. We start
with a description of the physical model governing electrostatic microactuators in Chapter 2. This
will cover the entire mathematical framework required in order to numerically simulate the behavior
of these devices. This will lead on to an overview of stochastic analysis in Chapter 3, where we shall
discuss several of the uncertainty quantification techniques popular in the literature. Chapter 4
discusses the software tools used to perform the simulations. The problem of stochastic modeling
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under the limitation of meagre data, is considered in Chapter 5. We look at moment matching
methods and modify them to operate under this constraint. This is followed by improvements to
the uncertainty propagation step in Chapter 6, where adaptive stochastic collocation methods are
discussed in detail. The problem of handling spatial uncertainties is considered in Chapter 7. This
chapter covers both the theoretical framework for estimating spatially varying stochastic models as
well as their effect on the static and dynamic behavior of microactuators. Chapter 8 takes this a step
further by describing real-world examples of uncertainty quantification where we use experimental
data to generate data-driven stochastic models, which are then applied to actual MEM devices.
The concluding remarks and a summary of the entire work are presented in Chapter 9.
4
Chapter 2
Physical level modeling
We are interested in performing UQ for microelectromechanical actuators, which employ electro-
static force as the primary actuation mechanism. As shown in Figure 2.1, these actuators can be
modeled as a pair of electrodes, of which one is deformable while the other is held fixed at a small
distance away. The region between the electrodes is considered to be a uniform dielectric material,
usually air. A potential difference, that is applied across the two electrodes, sets up an electric field
in the region between them. This results in an attractive electrostatic force on the compliant elec-
trode, causing it to deform. The air medium is also responsible for providing mechanical damping
that retards the motion of the cantilever.
Damping pressure
Electrostatic traction
Cantilever beam
Ground plate
Ω1
Ω2
Γd Γh
Ω
Location of RSFD domain (Ωf )
Ωf
Γf
x
x
z
y
b
L
w
g
x
z y
Figure 2.1: Schematic of the cantilever beam actuator showing the different forces acting on the
movable beam (left) along with the domains used in the numerical model (right).
2.1 Numerical model
The actuator domain is modeled as shown on the right side of Figure 2.1. The two electrodes are
assumed to be perfect conductors and are represented in their initial undeformed configuration as
Ω1 and Ω2, while Ω refers to the dielectric region surrounding the electrodes. The top electrode is
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deformable and is anchored at its left end. Since the electrostatic traction as well as the damping
pressure have a nonlinear dependence on the separation between the electrodes, we need to solve
for the unknown state variables in a coupled manner to ensure a consistent solution. This is done
by expressing the equations using a Lagrangian formulation, where the equations are expressed for
the system in the deformed configuration and then mapped back to the undeformed configuration
by means of the deformation gradient, F . We assume that the width, w, of the cantilever beam is
large enough that a plane strain approximation can be used to reduce the elasticity equations to the
x-z plane.Using a 2D geometrically nonlinear elastodynamics formulation [32], the displacement of
the deformable electrode is given by,
ρu¨ = ∇ · (FS) in Ω1, (2.1)
u = 0 on Γd, (2.2)
P ·N = Hf +He on Γh, (2.3)
u|t=0 = u˙|t=0 = 0 in Ω1, (2.4)
where u, u˙ and u¨ are the vector fields corresponding to displacement, velocity and acceleration,
F = I + ∇u, I being the identity tensor, Γd is the anchored portion of the electrode boundary
corresponding to a Dirichlet boundary condition, P is the first Piola-Kirchhoff stress tensor and
N is the outward normal vector at every part of the boundary in the reference configuration. The
terms, Hf and He, are the boundary traction vectors corresponding to electrostatic and damping
traction respectively, that act on the free surfaces of the movable electrode, Γh1. S in Eq. (2.1) is
the second Piola-Kirchhoff stress tensor that can be expressed in terms of a constitutive relationship
involving the material tensor, C, and Green-Lagrangian strain tensor, Es, as [33],
S = CEs, Es =
1
2
[
F TF − I] . (2.5)
We see that the driving force for the mechanical displacement is the electrostatic traction, which
can be obtained by solving for the electrostatic potential. Since the electrodes are assumed to be
metallic, the electric field within them is zero and so, it is sufficient to solve for the potential field
in the dielectric region surrounding the electrodes. This can be written in terms of the Laplace
equation, with a Dirichlet boundary condition on the boundaries of the electrodes, as,
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∇ · (JF−1F−T∇ψ) = 0 in Ω, (2.6)
ψ = ψ0 on Γd (2.7)
where J = detF is the Jacobian of the deformation gradient and ψ0 is the prescribed potential
applied on the boundaries of the electrodes. The electrostatic potential that is obtained by solving
Eq. (2.6) is coupled back to the mechanical displacement by way of the electrostatic traction term,
He, which is given by,
He = J
∣∣F−TN ∣∣f es, (2.8)
where f es is the electrostatic traction acting on the movable electrode in the deformed configuration.
This traction depends on the normal electric field at the interface between the electrode and the
dielectric, En, and the surface charge density, σs = En, where En is the normal component of
the electric field, E = −∇ψ, along the unit normal vector in the deformed configuration, n. The
complete expression for the electrostatic traction is given by, f es = [σs
2/(2)]n, where  is the
dielectric permittivity of the surrounding medium.
In practice, we do not solve Eq. (2.6) directly, since it is defined over Ω, which is infinitely
large. Instead we transform this equation using boundary integral formulation [34,35] into a set of
integral equations defined on the boundaries of the electrodes. The boundary integral formulation
is an efficient way of solving the Laplace equation for exterior-domain problems such as this one.
Additional details about this procedure are given in [2, 36].
The ambient air pressure acts on all sides of the cantilever, with the pressure acting on the short
edge and the top edge not varying significantly from the ambient air pressure, Pa. However, due
to the motion of cantilever, the air film between the cantilever and the ground plate gets squeezed,
resulting in a back-pressure that damps the motion of the beam. Thus, we can simply solve for
this excess pressure, Pe, relative to the ambient pressure, where the absolute fluid pressure is
Pf = Pa + Pe, along the bottom edge. Also, since the gap of the cantilever is very small compared
to its width and length, the pressure is taken as uniform in the z-direction. The fluid damping
problem can be solved in the domain, ωf , obtained by taking the projection of the cantilever beam
on the x-y plane. The fluid pressure in this domain is governed by the isothermal Reynolds squeeze
film damping (RSFD) equation [37,38],
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∂∂x
[
(1 + 6Kn)h
3Pf
∂Pf
∂x
(
1 +
∂ux
∂x
)−1](
1 +
∂ux
∂x
)−1
+
∂
∂y
[
(1 + 6Kn)h
3Pf
∂Pf
∂y
]
= 12η
∂ (hPf )
∂t
in Ωf , (2.9)
Pf = Pa on Γf , (2.10)
where Kn is the non-dimensional Knudsen number, h is the point-wise separation or gap height
between the cantilever and the ground plate, ux is the x-component of the displacement vector,
u, and η is the viscosity of the fluid medium. The height, h, is obtained from the mechanical
displacement of the beam as h(x) = g + uz(x), where g is the gap between the electrodes in the
undeformed configuration. We assume that the pressure fluctuations die out at the boundary, Γf ,
of the fluid domain. This is represented as a Dirichlet boundary condition in Equation (2.10).
The damping pressure on the mechanical structure along the bottom edge can be obtained by
integrating the fluid pressure across the y direction to get the traction per unit width as,
Hf = − 1
w
 w∫
0
Pe dy
 JF−TN . (2.11)
8
Chapter 3
Incorporation of stochastic models
In Section 2.1, we described the physical model and the set of equations that govern the electrostatic
microactuators. Typically, we construct such a model to obtain the relationship between a few
output parameters of interest like displacement of the actuator tip, pull-in voltage, etc. and a
number of input parameters like device dimensions and properties of the materials that make up
the device. For example, in the case of the electrostatic actuator, we observe that the actuator
displacement depends on the device dimensions like actuator length, inter-electrode gap, etc. as well
as the material properties like the elastic modulus of the material comprising the cantilever-beam
electrode. In a real device, several of these parameters could have large uncertainties and can vary
quite significantly from one device to the next. This would cause a significant deviation in average
device behaviour from the nominal values predicted by the model using only one set of parameters.
To obtain a better picture of the actuator performance, it is important to perform a stochastic
analysis, where we model the uncertainties in the inputs and propagate these uncertainties through
the system to predict the variation in output quantities of interest.
Stochastic analysis of a system can be conceptually thought of as replacing a system of deter-
ministic equations by an equivalent system of equations where the terms have stochastic variables.
We apply a finite noise assumption that limits the number of sources of uncertainty to be a finite
number n. Assuming that the range of variation in these n stochastic variables is continuous and
bounded, we consider an n-dimensional random space, Dn, which forms the stochastic space that
describes the perturbations in the deterministic model. Each point, ξ, in this stochastic space
represents one random realization of the uncertainties. Since we assume the random variables to
be continuous, there is a corresponding joint probability density function (PDF) that describes the
probability density at any point in the random space. The output from the deterministic solver can
be thought of as a function, f(ξ) that maps points in Dn to R. This function is called the system
response function or response surface. Thus the goal of uncertainty quantification is to summarize
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the variation in f(ξ), given the PDF that represents the uncertainty in ξ.
3.1 Generation of stochastic models
In order to quantify the variation in the device behaviour, it is important to have an accurate model
for the uncertainty in the inputs. In the context of MEMS, this translates into developing stochastic
model for device-specific input parameters. In most cases, the only available information regarding
the uncertainty is a set of measurements obtained from device characterization experiments. As
a first approximation, it may be possible to assume that uncertain quantities follow some known
standard distribution function e.g. that the values are uniformly distributed in some interval or
that they are normally distributed about some mean value. This forms the basis of parametric
estimation, where we first assume that the data belongs to a certain class of distribution functions
and then try to estimate the parameters of the distribution to obtain a close match to the data.
However, in the absence of any physical justification for such an assumption, it may be incorrect
to try to empirically fit some standard distribution to the given data.
3.1.1 Density estimation
Non-parametric density estimation is a better alternative, as it does not make any assumptions
about the nature of randomness in the data; rather the model structure is determined from the
data. Although this class of methods employs models that use parameters, they are distribution
free in the sense that the number and type of parameters are not assumed a priori. As a result,
this method is robust and in most cases, it can accurately model the underlying distribution in the
data. One of the most popular methods for non-parametric density estimation is kernel density
estimation (KDE) [24]. Consider a data set, X = {x1,x2, . . . ,xM}, where each point is randomly
chosen from Dn and is one specific instance of the n random input parameters. We use KDE
to construct an estimate ρˆ(x) to the unknown PDF ρ0(x). KDE applies the concept of kernel
smoothing, where symmetric functions called kernels are centered at the data points and the PDF
at any point is expressed as the sum of contributions from these kernels. The bandwidth of these
kernels controls the amount of smoothing that is applied to the data and this parameter is tuned so
that the resulting PDF is optimal with respect to some risk function. This optimization procedure
is done in such a way that the estimated density function converges to the actual PDF in an
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asymptotic sense as the size of data set increases. The estimated PDF is expressed in terms of the
data set as,
ρˆ(x) =
1
M
M∑
i=1
KΣ (x− xi) , (3.1)
where KΣ(x) is the kernel function. The kernel function can be of many different forms, but one
that is popularly used is the Gaussian kernel. The Gaussian kernel is given by,
KΣ(x) =
1
(2pi)n/2|Σ|1/2
exp
(
−1
2
xTΣ−1x
)
, (3.2)
where Σ is the covariance matrix associated with the kernel bandwidths and |Σ| is the determinant
of this matrix. We assume that the covariance matrix is diagonal and that it is identical for all the
kernels. Expressing Σ as diag([h1, h2, . . . , hn]), we see that ρˆ(x) depends on n unknown parameters.
We use an optimization procedure to determine the value of Σ that optimizes some risk function.
A common choice for the objective function is the Maximum Likelihood Cross-Validation (MLCV)
score [39,40]. This uses likelihood as the objective function and uses leave-one-out cross-validation
to tweak the objective function in order to avoid the trivial solution where the bandwidths are all
zero. The MLCV score can be written as,
MLCV (Σ) =
1
M
M∑
i=1
log ρˆ−i(xi), (3.3)
where ρˆ−i(x) is the leave-one density that uses the same value of Σ as used in ρˆ(x), but omits
the i-th data point from the estimate. The value of Σ that maximizes this score is chosen as the
optimal bandwidth, Σ∗, which is used in Equation (3.1) to get the final estimated density.
3.1.2 Spatial variation in parameters
The stochastic modeling procedure introduced in the previous section consists of identifying key
parameters in the numerical model of the device and treating them as jointly varying random
variables. However, a more comprehensive model could include spatial variations as well in the
stochastic model in order to better describe the uncertainty. Spatial non-uniformities are usually
represented by random processes, which are mathematical models that describe the variation of a
collection of random variables indexed by a spatial co-ordinate. In the context of MEMS, random
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processes have been used to model surface roughness that affects the measurement of electrical
properties [29, 41] as well as for modeling inhomogeneous material properties like elastic modulus
which causes variations in thermoelastic damping of microresonators [31]. In most of these cases,
the random process is assumed to have a known form and the focus is restricted to examining the
influence that it plays on the physics of the device under question. However, in a realistic scenario
the nature of uncertainty is usually not known and so, we adopt a data-driven approach, where we
estimate the stochastic process using measured data.
A typical data-driven approach involves estimating a model for the stochastic process using
experimental measurements. For the case of spatially varying processes, these measurements must
be made at different spatial locations in order to get an accurate idea of the spatial variation. MEM
devices are usually batch-fabricated on semiconductor or glass wafers, so that hundreds of devices
can be manufactured simultaneously. Spatial variations in each processing step across the wafer can
cause variations from one device to the next as well as within a single device. Here, we only consider
variations in geometrical dimensions of the device, since these are the quantities that are affected
the most by spatial non-uniformities. This can be illustrated by means of the example shown in
Figure 3.1. The figure shows the same cantilever-beam actuator depicted in Figure 2.1 and assumes
that the surface of the ground plate has some spatial variation. The attractive electrostatic force
that arises when a potential difference is applied between the electrodes, is a function of the gap
between the two electrodes and is sensitive to spatial variations in the interacting surfaces. We
can model the spatial variation in the gap by repeatedly measuring the gap over a given set of
devices. Data corresponding to one instance of this random variation is obtained by sampling the
surface at a set of points using a profilometer as shown in Figure 3.1. This dataset represents one
replicate of sampled data corresponding to some unknown random process. A similar procedure
can be followed for all the devices that are available, to get a set of replicates that characterize the
spatial variation in the parameter of interest.
Mathematically, random processes may be characterized to the second order by the mean and
covariance functions [42]. In this case, the process of estimation involves choosing the unknown
parameters in the mean and covariance functions, also known as hyperparameters, using data mea-
sured at different points in domain of the random process [43]. The techniques employed in the
estimation of random processes fall within the field of spatial statistics and numerous methods
have been developed for the representation of random spatially-varying datasets [42,44,45]. While
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Figure 3.1: Process of sampling spatial uncertainties in microsystems.
it is relatively simple to approximate the mean function by computing the average over multiple
datasets, the choice of the covariance function is a more challenging task. Besag [46] developed
conditional probability models that described the relation between a set of random variables asso-
ciated with uniform as well as irregular lattice points in the domain. Bjørnstad and Falck [47] used
continuous spline correlograms to represent the covariance function in a non-parametric manner
such that it could be estimated from a given dataset, while Zhu and Liu [48] proposed the use of a
penalized likelihood estimator to learn the covariance matrix of a discrete Gauss Markov random
field (GMRF) that approximates the actual random process. Other approaches include the pa-
rameter estimation of homogeneous GMRFs using a maximum likelihood approach [49] as well as
the Bayesian estimation of multi-scale random field models using the Markov Chain Monte Carlo
(MCMC) approach [50]. In this work, we assume that the underlying random process can be rep-
resented by a Gaussian process, which means that the joint distribution of the values at any set of
points can be described by a multivariate normal distribution. Moreover, we model the covariance
function using the Mate´rn family of covariance functions [42], since this family represents a broad
class of covariance functions and is a reasonable model for a variety of physical random processes.
The mean function is parametrized as a polynomial with unknown coefficients. We use the MCMC
approach to learn the optimal values of the parameters that match the uncertainty in the given
data. Chapter 7 gives additional details about the generation of spatially varying stochastic models
13
and discusses their application to micromechanical systems.
3.2 Propagation of uncertainties
The second step of uncertainty quantification is to propagate the stochastic model through the sys-
tem to understand how the uncertainties propagate into output quantities of interest. Traditionally,
the engineering answer to this problem is to construct an elaborate design of experiments (DOE)
that sufficiently replicates the gamut of variations that might typically be encountered. However,
in the case of micromechanical devices, such an approach might turn out to be quite expensive in
terms of time and effort. For particular types of uncertainty, it may not even be possible to come
up with a comprehensive DOE procedure that captures the randomness with sufficient accuracy.
With the advent of numerical solvers that accurately model complex multiphysics phenomena in
devices, it is now possible to replicate the DOE on a computer without compromising on the accu-
racy in the results. There are many methods available in the literature, that are tailored towards
performing this uncertainty quantification efficiently.
Sampling-based methods like the Monte Carlo method [51] have been used as the basis for
implementing reliability-based design optimization techniques [10–12] to achieve robust designs in
microsystems. The common feature of these methods is that they involve drawing samples from
the stochastic model, specifically from the joint PDF corresponding to the random parameters,
followed by evaluating the response function at each of these samples. The statistics obtained by
aggregating these evaluations can be used to estimate the true moments of the system response
for the given PDF. The biggest advantage of these methods is that they can be implemented
without requiring any intrusive modification of the deterministic solver, since we only evaluate the
solver at certain deterministic parameter sets. However, in order to obtain a reliable estimate, the
deterministic solver must be evaluated for a very large number of samples that cover the entire
range of the input PDF. This results in prohibitively long computations in the case of MEMS
devices, since each deterministic solver run is computationally expensive. We observe that random
sampling of the PDF is an inefficient way of propagating uncertainties and hence, we look for
methods that make a more judicious use of function evaluations to estimate the statistics. In this
work, we employ sampling-based uncertainty propagation methods only in connection with spatial
uncertainties, since they are a natural extension of the MCMC approach used during Bayesian
inference.
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Recently, there has also been a focus on non-statistical methods based on the Galerkin formula-
tion, such that those that employ wavelet-based basis functions [52,53] and generalized polynomial
chaos [13–15]. Stochastic collocation [16,17] is another method that has recently gained popularity.
This method uses the idea of collocation, where the stochastic solution is approximated by inter-
polating the values of the solution obtained at specific collocation points in the parameter space.
Modifications of this method have been suggested, where adaptive refinement of the collocation
grid [18, 19] is used to reduce the computational cost of constructing the interpolant. To perform
UQ in realistic MEM devices, it is important to keep in mind that the particular method that
we employ should also be flexible enough to accommodate any arbitrary stochastic model that is
generated by the data-driven framework. It is also highly desirable to be able to propagate the
uncertainty with minimal computational effort.
Stochastic collocation interpolates the output solution as a sum of nodal values weighted by
basis functions. Instead of evaluating the system at randomly sampled points, the stochastic
differential equations are collocated at a pre-determined set of nodal points in the random space.
By selecting the location of the nodes and the corresponding basis functions efficiently, a sparse
multivariate interpolation scheme is obtained, which can be used to perform the collocation. The
sparse interpolant takes advantage of the regularity in the stochastic solution to obtain a good
approximation of the output solution using a much smaller number of system evaluations [54].
Given a function, f(ξ), that describes the dependence of the stochastic solution on the uncertain
parameters, we can approximate it using the interpolant, If , given by,
If(ξ) =
N∑
i=1
f(ξi)Li(ξ), (3.4)
where ξi and Li(ξ) denote the i-th node in the random domain and its corresponding basis function,
respectively. The basis functions satisfy the property that Li(ξj) = δij ,∀1 ≤ i, j ≤ N . When
using the SC method for micromechanical devices, almost all the computational effort is spent in
evaluating the stochastic solution at each node, f(ξi), and hence, this scales with the number of
nodes, N , in the multivariate grid. Therefore, it is imperative to choose an interpolation scheme
that economizes on the number of nodal evaluations.
We follow the procedure for construction of an efficient multivariate interpolation scheme as
described in [19], by first constructing a family of univariate grids for each dimension in the random
space. Consider, for example, any one dimension in this space that corresponds to one of the random
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variables. We construct sequences of univariate gridpoints, χk, where each sequence contains mk
gridpoints, i.e., χk = {ξkj , j = 1, 2, ...,mk}. The grid points lie within the range of values that this
random dimension can take and can be expressed as ξkj = a + (b − a)ηkj , where a and b are the
minimum and maximum values, respectively, that this random variable takes, while ηkj ∈ [0, 1] is
the normalized co-ordinate corresponding to each gridpoint. We choose the normalized co-ordinates
according to the rule,
mk =

1 if k = 1,
2 if k = 2,
2k−2 if k > 2,
(3.5)
ηkj =

0.5 for j = 1 if k = 1,
0, 1 for j = 1, 2 if k = 2,
2j−1
2mk
for j = 1, 2, . . . ,mk if k > 2.
(3.6)
For each of these gridpoints, we choose corresponding piecewise linear basis functions, lkj (ξ(η)),
which are given by,
lkj (ξ(η)) =

1 for j = 1 when k = 1,
max
(
0, 1− 2
∣∣∣η − ηkj ∣∣∣) for j = 1, 2 when k = 2,
max
(
0, 1− 2mk
∣∣∣η − ηkj ∣∣∣) for j = 1, 2, . . . ,mk when k > 2,
(3.7)
where η ∈ [0, 1] is any arbitrary point in the normalized range for the random variable under
consideration, while ξ(η) is the corresponding value in the sample space of the random variable.
The univariate grid points and their corresponding basis functions for k = 1, 2, 3 are shown in
Figure 3.2. We see that the basis functions are all piecewise linear functions. Since the multivariate
basis functions are formed by taking appropriate products of univariate basis functions, they too
share the piecewise linear property. If we fix the maximum level of interpolation to be k along
each dimension, we can construct sequences of univariate grids and basis functions along each
random dimension as shown above. Using these, it is possible to conceive of a naive multivariate
interpolation scheme where we simply take tensor products of all possible combinations of grids
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along each dimension. However, it can be shown that this would yield a scheme that requires
N = (
∑k
i=1m
i)n nodal evaluations, which becomes very expensive as n increases.
Figure 3.2: First three sets (k = 1, 2, 3) of gridpoints, ξkj , and their corresponding basis functions,
lkj along any random dimension.
A better way of generating a sparser multivariate grid is to use the Smolyak algorithm [55].
Instead of using tensor products of all univariate grid combinations, the Smolyak algorithm retains
only selected tensor products that are chosen according to a special rule. Consequently, it achieves
the goal of reducing the number of nodes in the interpolation scheme, while maintaining the quality
of interpolation up to a logarithmic factor [54]. We consider the interpolation of a function, f ,
defined on Hn and define a parameter, q = 0, 1, 2, . . ., which denotes multivariate interpolation
level. We construct a sparse interpolant, Aq,n(f), in a hierarchical fashion with A−1,n(f) = 0 as,
Aq,n(f) = Aq−1,n(f) + ∆Aq,n(f), (3.8)
where ∆Aq,n(f) is the incremental interpolant corresponding to an interpolation level of q, given
by,
∆Aq,n(f) =
∑
|k|=n+q
∑
j
lkj ·
(
f(ξkj )−Aq−1,n(f)(ξkj )
)
︸ ︷︷ ︸
ωkj
, (3.9)
where k is the vector of length n, whose components kj are the interpolation levels along each
random dimension and |k| = k1 + . . . + kn is the sum of these levels. For each k such that
|k| = n+ q, we perform a tensor product of univariate grids along each dimension that correspond
to the components of k and evaluate the function at those points. For each k, there are Mk =
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mk1mk2 · · ·mkn gridpoints that are added to the interpolant. The multi-index, j = (j1, j2, . . . , jn),
where each individual index, ji, takes the values 1, . . . ,m
ki , is used to index these gridpoints.
lkj = l
k1
j1
⊗· · ·⊗lknjn is the multivariate basis function corresponding to each gridpoint, ξkj . We observe
that in the incremental interpolant, the basis functions are weighted by the coefficients, ωkj , which
are defined as the hierarchical surpluses corresponding to each gridpoint. The hierarchical surpluses
are computed by taking the difference between the function value and the interpolated value from
the lower order interpolant evaluated at each new gridpoint. In other words, the interpolation
is performed hierarchically, where new gridpoints are added at each new level and the difference
between the actual function value and the previous interpolant is stored as the coefficient that
weights the basis function at each new gridpoint. Figure 3.3 gives an example of a sparse grid
generated on a two-dimensional space using the Smolyak algorithm with q = 2. We see that the
sparse grid uses only 13 nodes as opposed to a full tensor product grid, which would have used
25 nodes. We see that the resulting interpolant is piecewise linear and can be constructed in a
straight-forward way once the range of each random dimension is established. By increasing the
order parameter, q, it is possible to refine the interpolant to achieve the desired level of precision.
1
2
3
1
2
3
xy
x
y
Figure 3.3: Multivariate grid of order q = 2 for 2 random dimensions (n = 2). The basis functions
corresponding to three different gridpoints (denoted by red squares) are also shown. Basis function
1 is a product of l21 along x and l
2
2 along y. Similarly, case 2 is a product of l
1
1 and l
3
2, while case 3
is a product of l22 and l
1
1.
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3.3 Computing output statistics
Having constructed the interpolant using stochastic collocation, one can easily estimate statistical
indicators like the mean and variance of the system response by computing the moments of f(ξ)
with respect to the joint PDF of the stochastic input parameters. This is fairly straightforward
when sampling-based methods are used, since it only involves computing the statistics over the
set of output values obtained after propagating the sampled parameter sets. By ensuring that the
sampling of the input PDF is accurate enough, we can make sure that the resulting statistics are
estimated to a fair degree of accuracy.
Denoting the joint PDF of the set of random parameters as ρ(ξ), we can express the mean and
variance of the output as,
Mean = Eξ∼ρ[f(ξ)] =
∫
Dn
f(ξ)ρ(ξ) dξ, (3.10)
Variance = Eξ∼ρ[f2(ξ)]− (Eξ∼ρ[f(ξ)])2
=
∫
Dn
f2(ξ)ρ(ξ) dξ −
(∫
Dn
f(ξ)ρ(ξ) dξ
)2
, (3.11)
where Eξ∼ρ[g(ξ)] is the expectation of a function g(ξ) with respect to the ρ(ξ), which is nothing
but the integral of the product of the function and the PDF. To evaluate these integrals, we use
a multivariate numerical quadrature scheme over the entire random space. Normally, this process
would call for evaluating the function at the quadrature points. However, if stochastic collocation is
employed for uncertainty propagation, we can approximate the value of these integrals by replacing
the actual response function in Eq. (3.10) and Eq. (3.11), with its sparse-grid interpolant, Aq,n(f).
The advantage of using the interpolant is that having constructed it as a weighted sum of known
basis functions, we can evaluate its value at the quadrature points with much lower computational
effort. Moreover, it has been shown that the error in the statistical moments that are computed
using the sparse interpolant, is bounded and monotonically decreases as we increase the refinement
level of the sparse grid [56]. An important point to note in the computation of variance is that the
first term involves the expectation of f2. This is done by constructing an interpolant for f2 using
the same multivariate grid and basis functions as for f . Since we already have the values of f at
the gridpoints, the construction of this additional interpolant for f2 is a fairly trivial task.
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Chapter 4
Software implementation
The software implementation to solve the discretized form of the equations given in Section 2.1
is written in C++ with a front-end interface written in Python. The uBLAS package in the Boost
programming library contains the basic C++ data structures, which are used for storing solver data
and for assembling the matrix equations. The Boost programming library is particularly convenient
because it also provides Python wrappers for exposing C++ functions, so that they can then be called
from within Python. We also use the PyUblas Python package to expose the uBLAS data structures
as NumPy arrays in Python for easy manipulation and interoperability with other Python packages.
The generation of finite element meshes is handled by the MeshPy package in Python, which is
itself a Python wrapper around the Triangle 2D mesh generator. MeshPy takes as input, a polygon
representing the exterior boundary of the finite element domain and generates a list of nodes placed
within the domain as well as the elemental connectivity information. To generate the mesh, we
use second order triangular elements, which have nodes at the mid-points of the triangle edges in
addition to the corner vertices. The output from MeshPy can be fed directly into the C++ solver
functions through the wrapper interface provided by Boost. After solving the matrix equations, the
solver calls appropriate postprocessing functions to generate the desired output, which is returned
back to the Python framework. An additional advantage of using Python-compatible libraries is
that the intermediate state of the solver can be serialized and saved on a storage device, so that it
can be recovered at a later point in time in order to continue the simulation. This is particularly
useful when performing complex, time-consuming simulations, where periodic caching helps to
protect against loss of information in the event of the simulation getting interrupted midway. This
feature also enables easy scheduling of simulations on computational clusters, where there is an
inherent risk of the simulation process being killed if its duration exceeds a specified time limit.
The software framework integrates support for the use of parallel computing to reduce compu-
tational time. This is done using a Python wrapper around the message passing interface (MPI)
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paradigm, which is contained within the mpi4py (MPI for Python) package. A common character-
istic of uncertainty quantification routines is the need to simulate the system for a large number of
parameter sets in order to quantify statistical quantities of interest. This translates to repeatedly
calling the FEM solver with different parameter sets as input arguments. This task is trivially
parallelizable if the individual solver runs are independent of each other. Using MPI, we set up
the simulation on a cluster of processors, with one processor acting as a common master node that
directs all communication. The master node reads in the input data and shares this information
with all the other worker processors. A task queue is set up, comprising a list of parameter sets
for which the FEM solver is to be called. The workers pick tasks from this queue as and when
they complete a task by finishing a solver run. The results generated by the worker nodes are
passed back to the master node, which handles the task of logging and storing the results. The
master node is responsible for setting up the entire stochastic collocation framework, which in-
cludes generation of gridpoints using the Smolyak algorithm as well as evaluation of the stochastic
collocation interpolant to compute statistics. We use a combination of NumPy arrays and Boost
data structures for generating and storing the gridpoints and the SciPy package for the quadrature
routines that are used for computing statistics. The final results are stored in an object database
using the ZODB package. This allows for flexible storage of objects of varying datatypes and also
provides protection against corruption of stored data in case of interruptions during the storage
process.
The entire software framework has been written in the form of a Python package called UnyQuE
(Uncertainty Quantification Environment), which has been made available as free software under
the GNU Public License. It can handle stochastic inputs corresponding to individual random pa-
rameters as well as spatially varying uncertainties represented by random processes. Uncertainty
quantification can be performed either using stochastic collocation or using sampling-based meth-
ods. In the latter case, UnyQuE takes in a list of replicates sampled from the stochastic model,
evaluates the numerical model at each of those parameter sets and returns a list of output values
for postprocessing. This workflow is specifically applicable for stochastic models generated using
Bayesian inference, where MCMC sampling is used to generate a set of realizations that correspond
to the desired posterior PDFs. The Python package, PyMC, is used for formulating the Bayesian
network and generating samples from it. Although UnyQuE provides options for both stochastic
collocation as well as sampling-based methods, when the PDFs for stochastic inputs are explicitly
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known, stochastic collocation is usually a faster alternative.
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Chapter 5
Density estimation with meager datasets
For most micromechanical devices, it is a relatively simple task to identify input parameters that
are uncertain and hence, are associated with appropriate stochastic variables. However, we may
not always know the nature of the uncertainty that is associated with these inputs. For any
parameter, we may only have a set of measurements that are obtained through the course of
several characterization experiments, which are performed as a part of model calibration. This set
of measurements can be thought of as a single random set of values that are sampled from the
actual, though unknown, distribution that describes the uncertainty in that parameter. Our goal
is to use this set of measurements to estimate a data-driven PDF for the stochastic inputs so that
our stochastic model is based on the actual uncertainty in the data.
Since characterization experiments are difficult and time-consuming, the given set of measure-
ments is usually quite small, hardly containing about 50 samples. This poses a challenge during
estimation, since we have to contend with the statistical noise in the samples due to insufficient
size of the data set. We also impose an additional constraint that the estimated density should
have a non-parametric form. Non-parametric estimators try not to make any assumptions about
the nature of the underlying distribution, which in contrast with parametric estimation, where we
assume that the uncertainty matches some standard distribution function. This is important in the
case of MEMS, since we do not have a sizable sample or a physical justification to draw inferences
about the actual distribution.
5.1 Adaptive kernel density estimation
Although the KDE method described in Section 3.1.1 generates a data-driven non-parametric
estimate of the PDF, it is limited by the fact that the same bandwidth is used for all the kernels.
For sparse data, especially where there are a few random outliers, KDE tends to over-smooth the
density by choosing a large bandwidth for the kernels [57]. This over-smoothing is mainly caused
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by the fact that KDE does not have the flexibility to spatially adapt the PDF depending on the
sparsity in the data. When estimating PDFs for sparse data sets, it is often desirable to concentrate
the mass of the PDF in regions where there is a greater concentration of data points and to reduce
the mass in regions where the data points are sparse. This motivates an adaptive modification to
the KDE procedure mentioned above. The adaptive kernel density estimation (AKDE) method
proposed by Abramson [25], expresses the estimated density as,
ρˆ(x) =
1
M
M∑
i=1
1
λi
KΣ′ (x− xi) , (5.1)
where Σ′ = λiΣ is the modified bandwidth covariance matrix and λi is a scaling factor that
spatially modifies the effective bandwidth from one data point to the next. λi is chosen to be equal
to
√
G/ρˆKDE(xi), where G is the geometric mean of ρˆKDE(xi) for i = 1, 2, . . . ,M . By modifying
the effective bandwidth in this way, we see that the bandwidth is increased for data points for
which ρˆKDE(xi) is small. This effectively reduces the contribution from those data points, by
making the spread diffuse. On the other hand, the bandwidth is decreased at points where the
KDE estimate is high, causing the final PDF to become sharper at those points. This process of
adaptively modifying the bandwidth results in a PDF estimate that is higher in regions of higher
concentration of data points and lower elsewhere. This reduces the excessive smoothing caused by
KDE to a certain extent. The density estimation is performed in a two-step procedure, where we
first estimate the PDF using KDE and use the values of this estimate at the data points to evaluate
the local bandwidth factors. These factors are then used to determine the PDF using Eq. (5.1).
5.2 Matching moments of the PDF
So far we have looked at density estimation methods based on maximizing the likelihood of the
estimated density. The idea of maximizing the likelihood is motivated by the fact that the density
estimate will converge to actual PDF asymptotically as M increases. However, when the data set
is small there is significant noise in the data due to insufficient sampling. In this case, maximizing
the likelihood may not be the obvious choice for the objective function [58]. In the UQ framework,
the estimated PDFs are propagated through the system response function and ultimately used to
compute the statistics of the output response. For this task, it may be better to estimate the PDFs
so that they reproduce the output statistics with greater accuracy.
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Before proceeding to the actual estimation procedure, we introduce some terminology to better
define the goal of reproducing output statistics. Given the actual PDF describing the input uncer-
tainty, we can compute the moments of the system response function to get the actual mean and
variance of the output, as described in Eq. (3.10) and Eq. (3.11). However, in practice, we do not
know the actual PDF and we only have a sample derived from this PDF. This sample can be used
to compute the empirical or sample mean, which is the average system response evaluated at each
of the points in the data set. For large data sets, the value of empirical mean will be very close
to the actual one if the data set represents a reasonably good sample of the actual uncertainty.
However, that is not the case for small data sets where there can be a significant difference between
the two. In addition to these two quantities, we can also estimate a PDF from the given data
and compute the mean of the system response with respect to this PDF. We refer to this as the
estimated mean. Depending on the estimation method used, the value of the estimated mean may
be very different from the actual and empirical mean.
Our primary goal for PDF estimation is to be able to represent the uncertainty in the system
response as accurately as possible. We argue that given the limited size of the data, a PDF
that reproduces the statistics of the system response with greater accuracy, is more useful when
performing UQ since it can be easily validated against experimental measurements. Ideally we
would prefer an estimation method that optimizes the PDF so that the estimated mean is known
to be close to the actual mean of the response function. However it is not possible to test this with
real data, since we do not know the actual PDF from which the data has been sampled. Instead we
can compare different estimation procedures by providing them with artificial data samples derived
from known synthetic PDFs. If the match between the estimated and actual mean can be shown
for these known PDFs, one might hope that the procedure would work well for the case where the
actual PDF is unknown. We can also test the accuracy of the PDF by comparing the estimated
mean with the empirical mean. Since the empirical mean can be readily computed from just the
data sample, we can perform this comparison even for real data sets. Finally, in addition to the
mean, similar arguments can be applied to higher order moments of the PDF.
An important point to note in this discussion about matching the moments is that we are referring
to the moments of a specific system response function. However, we would ideally like to estimate
PDFs that are not specific to one particular function, but rather, work well for all or at least a large
class of functions. This idea of generating a transferable stochastic model is important to ensure
25
that the density estimation step need not be repeated for every new response function. Instead
of optimizing the PDF for a specific function, if we can optimize it for some common property
that can be identified for a large class of functions, then the resulting PDF will be optimal for all
functions in that family. We shall use this idea to guide the process of generating a transferable
model.
5.2.1 Kernel moment matching
There has been a lot of research work in generating PDF estimates based on this concept of moment
matching [26–28]. A recent paper by Song et al. [58] generalizes this idea to non-parametric density
estimators. Their method, called kernel moment matching (KMM), tries to optimize the PDF such
that it reproduces the moments of all functions which have the common property that they belong
to some Reproducing Kernel Hilbert Space (RKHS). They argue that if we have some knowledge of
the function class for which we will be computing moments, then this can be used in the optimization
procedure to ensure that the resulting PDF will be optimal for all functions in that space.
The method discussed in [58] is briefly presented here; additional details may be found in the
original paper. We first assume that our system response function belongs to a known reproducing
kernel Hilbert space, H. We will examine the significance of this assumption in greater detail at
the end of this section, but for now we will take it for granted. This space has a corresponding
reproducing kernel k(x,x′) such that for any function g ∈ H, we have g(x) = 〈g, k(x, ·)〉H, where
k(x, ·) is called the feature map of the RKHS. The feature map associates a point, x in the domain
of the RKHS, with a function in the RKHS. Varying x is equivalent to horizontally translating the
kernel function to different points in the domain.
For any PDF, ρ(x), that is derived from the data set, X, we can define two functions: the kernel
mean map of the PDF, µ[ρ] = Ex∼ρ[k(x, ·)] and the empirical mean map, µ[X] = 1M
∑M
i=1 k(xi, ·).
These quantities are linear transformations of the kernel map and hence they map the PDF and the
given data set respectively, to functions that are elements of the RKHS. Similarly we can map the
actual PDF, ρ0(x), to the RKHS by defining µ[ρ0] = Ex∼ρ0 [k(x, ·)]. These quantities can be viewed
as the expected shape of the function that is obtained by translating the feature map according
to a given PDF. In other words, the kernel mean map associates an element of the RKHS, i.e. a
function in the Hilbert space, with a given probability density function (PDF). This provides a
way of embedding PDFs in a Hilbert space, so that different PDFs can be compared with respect
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to that space.
Song et al. [58] use a result proved in [59] to argue that for a given RKHS, µ[ρ0] can be ap-
proximated well by µ[X] and so, the estimated density, ρˆ, should be chosen such that µ[ρˆ] matches
µ[X], since this automatically ensures that µ[ρˆ] will be close to µ[ρ0]. They show that choosing
ρˆ in this manner, puts an upper bound on the difference between Ex∼ρˆ[f(x)] and Ex∼ρ0 [f(x)] for
functions that belong to the RKHS. In other words, they show that if the goal of PDF estimation
is to match the estimated mean with the actual mean for functions that belong to the RKHS,
then it is sufficient to minimize the distance between the kernel mean map of estimated PDF and
the empirical mean map. This can be posed as an optimization problem, where we choose ρˆ that
optimizes the following objective function:
min
ρˆ
‖µ[X]− µ[ρˆ]‖2H . (5.2)
where ‖·‖H is the norm operator that is defined in terms of the inner product as, ‖g(x)]‖2H =
〈g(x), g(x)〉H, for any function, g(x) in the RKHS.
To solve this optimization problem, we choose ρˆ to have a general form similar to that used in
KDE. We assume that ρˆ is the weighted sum of contributions from kernels centered at each of the
data points and can be expressed as,
ρˆ(x) =
M∑
i=1
αiKΣ (x− xi) ;
M∑
i=1
αi = 1, αi > 0, (5.3)
where the weights, αi, are tunable parameters that can be varied to increase or decrease the
dependence of the estimated density on each data point. Unlike KDE, this weighted form of
the estimator is not affected by the issues relating to over-smoothing, since it has the flexibility
to decrease the contribution from outliers by reducing the corresponding weight. By plugging
Eq. (5.3) into Eq. (5.2), we get,
min
α
‖µ[X]− µ[ρˆ]‖2H ;
M∑
i=1
αi = 1, αi > 0. (5.4)
By substituting the expressions for µ[X] and µ[ρˆ] into Eq. (5.4) and using the reproducing
property of k(x,x′), we get a form for the objective function that can be solved using convex
optimization methods. Appendix A details the steps involved in casting the above optimization
problem in terms of a quadratic program. The final expression [58] that we get is given by,
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min
α
1
2
αT (Q+ γI)α− lTα;
M∑
i=1
αi = 1, αi > 0, (5.5)
where Q is an M ×M matrix whose elements are given by,
Qij = 〈µ[ρi], µ[ρj ]〉H = Ex∼ρi,x′∼ρj [k(x,x′)], (5.6)
and l is an M × 1 vector whose elements are given by,
lj = 〈µ[X], µ[ρj ]〉H =
1
M
M∑
i=1
Ex′∼ρj [k(xi,x
′)]. (5.7)
In the above equations, ρi is defined as KΣ (x− xi), I is the identity matrix and γ is a constant
used to introduce regularization in the quadratic program. In this paper, we use a value of 10−10
for γ. By solving Eq. (5.5), we can obtain the values of the weights, αi, that can be used in Eq. (5.3)
to get the estimated PDF. We have adapted this procedure to be used in conjunction with KDE
in a nested fashion, wherein we choose the covariance matrix, Σ, that maximizes the MLCV score,
while ensuring that the weights are optimized using the KMM procedure for each iterative guess
of Σ. The optimization routine is written in the Python programming language, where we use the
CVXOPT package [60] for solving the quadratic program, while the maximization of MLCV score
is done using the BFGS algorithm [61] that is implemented in the optimization package included in
Python’s scientific computing library, SciPy [62]. The whole process is summarized in Algorithm 1.
The advantage of choosing the weights according to Eq. (5.5) is that it directly ensures that
the estimated mean computed using the resulting PDF is close to empirical mean for all functions
in the RKHS. An additional advantage of this procedure, as shown in [58], is that choosing the
density in this manner, puts an upper bound on the difference between the estimated mean and
the actual mean which is calculated with respect to the original PDF, ρ0, from which the data is
sampled. Similar to the previous result, this result holds for functions that lie in the RKHS. This
gives us confidence that the estimated density, ρˆ is optimal not only for the given data set but is
also the best estimate of the actual PDF as far as computing the mean of functions in the RKHS
is concerned. In other words, the KMM method tries to reproduce features of the actual PDF that
are most responsible for estimating the statistics of the system response function, assuming that
we know that this function lies in a known RKHS. This result is achieved without requiring the
actual system response function but instead, using the property that the function, for which we
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Algorithm 1: Algorithm for estimating the PDF using the KMM method.
Data: Set of points, X, that represent data sampled from the unknown PDF, ρ0.
Result: Optimal α and Σ that can be used in Eq. (5.3) to get the estimated PDF, ρˆ.
1 begin
2 Initialize αj = 1/M,∀j = 1, 2, . . . ,M .
3 Initialize h←− (h1, h2, . . . , hn), where hi = 1.
4 Define Σ(h)←− diag(h) as the current value of Σ.
5 Define F ←− −MLCV (Σ(h)) as the current value of the objective function.
6 Minimize F using the BFGS algorithm as follows:
7 repeat
8 Obtain a new guess, h′, by performing one step of the BFGS method.
9 Compute Q and l using Eq. (5.6) and Eq. (5.7) respectively.
10 Solve the quadratic program given by Eq. (5.5) to get the new value of α.
11 Compute F ′ ←− −MLCV (Σ(h′)).
12 Update h←− h′.
13 until |(F − F ′)/max(F, F ′)| < tolerance.
14 Return Σ(h) and α as the optimal parameters for the estimated PDF.
15 end
are computing the expectation, lies in a specific RKHS. This can be readily seen from the fact that
the objective function mentioned in Eq. (5.5) is defined in terms of quantities that only depend on
k(x,x′) and not on the actual system response function. Hence the entire estimation procedure
can be performed in an oﬄine manner without requiring computationally expensive evaluations of
the system response function.
The original KMM method proposed in [58] allows the choice of the RKHS to be dependent on
the properties of the system response function. However, in the context of MEMS, the response
surfaces may vary widely from one situation to the next, depending on the physical model used
to simulate the device as well as on the particular output quantity that we are interested in. In
general, the typical response surfaces that we encounter may not even have any common property,
much less lie in a known RKHS. To counter this problem, we review our UQ procedure and note
that irrespective of the nature of the system response function, we always use stochastic collocation
to construct an interpolant that approximates the actual function. It is this interpolant that is
used when estimating output statistics. Therefore, even though the function may have any general
form, stochastic collocation projects it into a subspace that is spanned by piecewise linear basis
functions. We readily see that for the univariate case these piecewise linear basis functions belong
to the Sobolev space W 12 (R), which consists of all functions whose derivatives lie in L2(R). This
space is known to be an RKHS and its kernel is the Ornstein-Uhlenbeck kernel [63], given by,
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k(x, y) =
1
2
e−|x−y|, (5.8)
which can be extended to the multivariate case as follows,
k(x,y) =
1
2n
n∏
i=1
e−|x
i−yi|, (5.9)
where xi and yi are the i-th components of x and y respectively.
Hence, we propose a modification to the original KMM method, where we use the above kernel
in Eq. (5.5) to estimate the density that is optimal for all piecewise linear functions that belong to
the Sobolev RKHS. This means that this PDF is optimal for any function that is approximated by
stochastic collocation using piecewise linear basis functions. This greatly extends the scope of the
KMM method by incorporating it into a general framework for UQ, since we do not need to know
the exact function class as we only deal with the approximate interpolant generated by stochastic
collocation. It is important to note here that the PDF is not being calibrated for a specific response
function, but rather, it is optimized for any response function that can be approximated by the
stochastic collocation procedure mentioned above.
The PDF that is estimated using this method can also be used to compute the variance according
to Eq. (3.11). We readily see that in addition to evaluating Eξ∼ρ[f(ξ)], we also need to compute
the expectation of f2, which involves constructing a stochastic collocation interpolant for f2 as
well. Since this interpolant is also built using the same piecewise linear basis, it lies within the
RKHS that we considered for f . This means that the PDF that is optimized to reproduce the
mean of the system response will also be optimal for the variance, since it is optimal for both
the terms in Eq. (3.11). The same argument can be extended to any higher order moment, since
the expectations of higher powers of f can be computed using the same procedure. This is an
additional advantage over the regular KMM method since the PDFs that are optimized for the
stochastic collocation interpolant, can be used to accurately compute not only the mean but also
higher order moments.
5.2.2 Test procedure
We have stated that the goal of density estimation in this paper is to reduce the prediction error
measured with respect to empirical mean and variance, since the empirical quantities are good
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proxies for the actual ones, when the latter is not known. In order to compare the performance
of the three density estimation methods discussed above, we employ a test procedure where we
sample a known PDF to obtain data, which is then used to estimate the PDF using each of the
three methods. The PDF may be a univariate PDF that describes the variation in a single random
variable or may be the joint density for multiple random variables. The generated PDFs can then
be used to compute the estimated moments for specific system response functions. This allows us
to compare the estimated moments with respect to the empirical value that is obtained using the
data, as well as the actual moment that can be calculated using the known parent PDF.
The first step of this procedure is data sampling. We consider a known PDF and generate
multiple replicates of data, where each replicate is a data set that comprises samples that are
drawn independently from the same PDF. Each sample is a point in the bounded random space in
which we perform UQ. The samples are drawn using the Metropolis-Hastings algorithm, where we
generate a Markov chain of samples drawn from the PDF such that the distribution of the samples
matches that of the parent PDF. The replicates are all of a known size, M , ranging from 5 to
160. The number of replicates is chosen to be large enough to allow for sufficient averaging when
computing the statistics. For each replicate, we estimate the PDF using KDE, AKDE and KMM.
The density estimation procedure has already been described in the previous sections. Thus, we
obtain one PDF corresponding to each of the three methods, for each replicate.
We also choose functions for which the moments will be calculated. These functions may be
randomly generated from a known RKHS or may be specifically chosen. For the univariate case,
we specifically choose 100 random functions that belong to the RKHS described in Section 5.2.1,
with the reproducing kernel function given by Equation (5.8). Given that each replicate contains
M samples denoted by {x1, x2, . . . , xM}, we generate the functions as f =
∑M0
i=1 ωik(xi, ·), where
M0 is a random number between 1 and M, k(x, y) is the reproducing kernel and ωi is a random
value between -1 and 1. This method of generating random functions ensures that the functions
will lie in the required RKHS. Consequently, we expect that the KMM procedure will be able to
estimate PDFs that will reproduce the mean with greater accuracy.
For each function, we compute the estimated values of the mean with respect to each of the
estimated PDFs. We also compute the empirical means for each random function with respect to
all the replicates. Finally, we compute the actual mean of each of the functions with respect to
the known PDF. We use these values to compute the normalized error in the estimated expecta-
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tions,  = ‖(Ex∼ρˆ[f(x)]− µ0)/µ0‖, where Ex∼ρˆ[f(x)] is the estimated mean, while µ0 could be the
empirical mean or the actual mean. Since we are generating the functions randomly, the error in
the expectations is normalized so that the values are readily comparable. We can then calculate
the median normalized error in the expectation (MNEE) for each of the three estimation methods.
The MNEE can be calculated with respect to the empirical mean as well as the actual mean, by
using the corresponding value for µ0 in the expression mentioned above. In general, a lower value
of the error should indicate that the method is able to generate PDFs that reproduce the statistics
more accurately for the given functions.
The MNEE value that is computed in this manner, is an average quantity and only reflects the
general trend in the error values. A more rigorous comparison of the performance can be obtained
by performing a paired sign test [64]. The paired sign test is meant to test the hypothesis that the
difference between the medians is significant. To do this, we first compile the list of normalized
error values for the PDFs that are obtained using each of the three estimation methods. Each list
is ordered by the replicate index as well as the random function for which the expectation error is
computed. We count the number of cases where error values obtained using KDE are lower than
KMM. Assuming that this number should follow a binomial distribution with a probability of 0.5,
we can compute the p-value, which is the probability that the error obtained using KDE is lower
than KMM. If this value is 0.5, then there is no significant difference between the performance
of the two methods. However, if the p-value is lower than some small threshold, then we can
conclude that KMM performs better than KDE in a majority of the cases. In this paper, we use a
significance level of 0.01 to perform the sign test. This testing procedure is used to compare KDE,
AKDE and KMM with each other and we conclude that a particular method performs the best
only if the p-value with respect to both the other two methods is lower than the significance level.
When there is no one method that shows a significant benefit, we conclude that all three methods
perform equally well.
The above testing procedure can be extended to the case of multivariate PDFs as well. The only
difference in this case is that we use stochastic collocation to compute the expectations. Hence,
we are free to choose any system response function that can be approximated well by stochastic
collocation. This removes the restriction that the function must lie in the RKHS, since stochastic
collocation automatically ensures that the interpolant is constructed by projecting the function into
this space. We choose arbitrary test functions to test the performance and then demonstrate the
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framework for models of micromechanical devices. As mentioned in Section 5.2.1, the additional
benefit of choosing the RKHS that corresponds to the stochastic collocation interpolant is that the
estimated PDFs reproduce the variance in addition to the mean. This is attributed to the fact that
the interpolant for f2 lies in the same space as that for f . Hence, for the multivariate case, we can
also compare the median normalized error in variance (MNEV) between the three methods. The
MNEV value is obtained using the same procedure used for MNEE described above, except that
we do it for the variance instead of the mean. We show that KMM works better than KDE and
AKDE in estimating the output statistics with greater accuracy, even when the size of the data set
is limited. This makes the method ideal for use in the UQ of micromechanical devices.
5.3 Numerical results
In this section, we look at some numerical examples where we compare the performance of the
three density estimation methods discussed above. We start with density estimation for univariate
PDFs, followed by bivariate PDFs. This will be followed by PDF estimation for a micromechanical
device, where we generate samples from a known synthetic distribution and then perform density
estimation on the samples to compare the results with the actual PDF. Finally, we look at a real
world example, where we look at actual data samples for the parameters of a micromechanical
device and try to estimate the unknown PDF from which they were derived.
5.3.1 Univariate PDFs
In order to compare the performance of the three density estimation methods, we first choose the
four known distributions shown in Figure 5.1. We sample each of the distributions and estimate
the density for each sample using each of the three density estimation methods. We then generate
random functions in the RKHS and compute the expectations of these functions with respect to
the three estimated PDFs. These values are compared with the empirical means of the functions
to obtain the median normalized error in expectation. This value is compared across the three
density estimation procedures for sample sizes varying from 5 to 160. For each case, the results
are aggregated over 50 sample sets and 100 random functions. Thus we compute the statistics over
5,000 values corresponding to each value of the sample size. A similar procedure is also done by
comparing the estimated means with the actual means, which is the expectation of the random
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functions with respect to the known distribution. These results have been summarized in Table 5.1.
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(b) Kurtotic uni-modal PDF.
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(c) Strongly skewed PDF.
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(d) Claw PDF.
Figure 5.1: Standard PDFs used to test the performance of the estimation methods.
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Table 5.1: MNEE computed with respect to empirical and actual mean for univariate PDFs.
Empirical mean Actual mean
PDF type m KDE AKDE KMM KDE AKDE KMM
Bi-modal
5 0.42107657 0.41878547 0.39873682 0.27104233 0.27201588 0.27141127
10 0.30087889 0.29989356 0.29103855 0.18789780 0.19434668 0.19557148
20 0.23977959 0.24294416 0.23622297 0.16793487 0.16953210 0.16172740
40 0.15827776 0.15802949 0.15313689 0.10418371 0.10619682 0.10886268
80 0.12890512 0.12898494 0.12984552 0.09035235 0.09274833 0.09312720
160 0.09088651 0.08993969 0.09044580 0.06289690 0.06020423 0.05891577
KUD
5 0.30586604 0.3000465 0.25910434 0.26412656 0.24823495 0.21500147
10 0.21020434 0.19781770 0.16034669 0.17004458 0.15079007 0.12368095
20 0.14914699 0.13577501 0.11962624 0.11990512 0.09767222 0.08177646
40 0.09994164 0.09009459 0.08217391 0.08266654 0.06808542 0.06146460
80 0.07111639 0.06518895 0.06451986 0.05039992 0.04383713 0.04385121
160 0.04470673 0.03884934 0.03949587 0.03680616 0.02968527 0.02973749
SSD
5 0.36246449 0.35585839 0.33250831 0.25515661 0.24066083 0.22182885
10 0.26578278 0.24623124 0.22420096 0.17798267 0.15410840 0.13739876
20 0.17202963 0.16548228 0.15918609 0.12810928 0.10738178 0.09736551
40 0.10677000 0.09479283 0.08985452 0.07125182 0.06284033 0.06148162
80 0.07209760 0.06834409 0.06633426 0.04957669 0.04562024 0.04468647
160 0.04795668 0.04638099 0.04666429 0.03377096 0.03075097 0.03143608
Claw
5 0.29165746 0.28868708 0.25614023 0.17523004 0.17702440 0.15922803
10 0.19860527 0.19642110 0.18293233 0.12192943 0.12526554 0.12746289
20 0.14351700 0.14095954 0.13103473 0.10381259 0.09901543 0.09077674
40 0.10761135 0.09934702 0.08575641 0.07354243 0.06612561 0.05930838
80 0.06461594 0.06164044 0.05813168 0.04604840 0.04466935 0.03998803
160 0.05027149 0.04891416 0.04536690 0.03319306 0.03168688 0.02962931
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Table 5.1 compares the median errors in the estimated means to the empirical and actual means
respectively. Typically, a lower value indicates that a particular method is performing better than
the others. For each row, we also perform a paired sign test between the values to determine if the
difference in performance between the three methods is significant. If one of the methods shows
a significantly better performance, then this is indicated by representing its value in a bold font.
When none of the values in a row are in a bold font, it means that there is no significant difference
in the performance of the three methods for that particular case.
We see from Table 5.1, that when comparing with the empirical means, the KMM method has the
lowest values of MNEE and performs better than both KDE and AKDE in all the cases. Similarly,
we conclude that it also works quite well when the comparison metric is with respect to the actual
mean. There are only 4 cases out of 20, where either KDE or AKDE is doing better and most of
them belong to the cases where the sample size is either 5 or 10. This indicates that the benefit
obtained by KMM for these cases is counterbalanced by the inherent noise in the data due to the
small number of samples. This shows that we need at least a reasonable number of samples in
order to obtain consistent results with KMM.
5.3.2 Bivariate PDFs
We now consider the case of bivariate PDFs, where there are 2 random dimensions instead of one.
We choose the PDF shown in Figure 5.2, which is a product of two bimodal univariate PDFs. In
this section and the following ones, we assume that when there are multiple random dimensions,
the corresponding random variables are independent and hence the joint multivariate PDF is a
product of individual univariate PDFs.
To test the performance of the estimation methods, we need to compute the expectations of
functions in the random domain. Here, instead of choosing random functions that lie within the
RKHS, we choose four standard test functions called the Genz test functions. The functions are
shown in Figure 5.3. The parameters of these functions are randomly generated and they do
not lie within any standard RKHS. However, if we use stochastic collocation to approximate these
functions, we project them into a subspace that is an RKHS associated with the Ornstein-Uhlenbeck
kernel discussed earlier. Thus we extend the application of the method to any function, which can
be approximated reasonably well using stochastic collocation. For the case of the four functions
shown in Figure 5.3, we construct interpolants using stochastic collocation such that the maximum
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interpolation error is lower than 10−7 in each case. This is to ensure that the numerical errors due
to stochastic collocation are well below the errors in the estimated PDFs and hence, will not affect
the statistics.
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Figure 5.2: 2D bi-modal PDF used to test the performance of the estimation methods.
We generate the data for density estimation by drawing 200 sets of samples from the bivariate
PDF, with the size of each set varying from 5 to 160. For each sample set, we estimate the PDFs
using KDE, AKDE and KMM, and compute the expectations of each of the four test functions.
These values are compared with respect to the empirical and actual means to obtain the error
in expectations and the results are presented in Table 5.2. We see that the median error in the
estimates generated using KMM are significantly lower than the corresponding values for KDE and
AKDE. This trend is maintained for all the four test functions. The only cases where no method
is significant are when the number of samples are very low.
One of the additional benefits of using KMM optimized for stochastic collocation is that not
only does it reproduce the mean, but it is also optimal for higher moments, since they involve
terms that are merely expectations of powers of the original function. Hence we compare the errors
in the variances (MNEV) computed using the three estimation methods with the empirical and
actual variances. These results are presented in Table 5.3. Similar to the results for the mean, the
error in variance is lowest for PDFs estimated using KMM. This confirms that the KMM method
optimized for stochastic collocation can accurately reproduce higher moments as well.
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Figure 5.3: Genz test functions used for computation of expectations in the 2D case.
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Table 5.2: MNEE computed with respect to empirical and actual mean for bivariate PDF.
Empirical mean Actual mean
Test function m KDE AKDE KMM KDE AKDE KMM
Oscillatory
5 0.02428374 0.02512921 0.02773819 0.18071239 0.18160128 0.18171281
10 0.01238129 0.01223823 0.01207922 0.12121725 0.12128283 0.11839372
20 0.00697282 0.00704720 0.00607294 0.08598392 0.08628193 0.07829371
40 0.00591729 0.00609203 0.00497229 0.05828129 0.05821348 0.05164829
80 0.00513934 0.00502384 0.00428399 0.04153739 0.04148132 0.03602382
160 0.00208292 0.00214859 0.00124935 0.02901790 0.02890129 0.01927238
Corner peak
5 0.00782382 0.00827239 0.00759234 0.04741893 0.04748797 0.04123923
10 0.00369813 0.00392838 0.00303949 0.03098234 0.03097213 0.02946292
20 0.00189723 0.00207547 0.00168292 0.02193620 0.02180193 0.017033384
40 0.00143241 0.00118144 0.00096284 0.01619182 0.01611230 0.013188302
80 0.00099372 0.00107382 0.00082183 0.01028230 0.01028690 0.008026482
160 0.00061438 0.00073045 0.00047592 0.00808104 0.00817402 0.004171918
Product peak
5 0.13364384 0.14422999 0.1214626 0.30712382 0.30811239 0.28182949
10 0.12002374 0.12147343 0.12039185 0.21617499 0.21952678 0.21127392
20 0.06881239 0.06821287 0.05729208 0.17782888 0.17938304 0.16971229
40 0.05318738 0.05589823 0.04412920 0.11459335 0.11648290 0.09293920
80 0.03873276 0.03913728 0.03271956 0.07401409 0.07517265 0.06618104
160 0.02612432 0.02758283 0.01981827 0.05889294 0.06117128 0.05482910
Gaussian
5 0.04301287 0.04239128 0.02343748 0.05372779 0.05229224 0.04291920
10 0.01651240 0.01669023 0.00913457 0.02901341 0.02988123 0.02681953
20 0.01033618 0.01061838 0.00438674 0.02278129 0.02294729 0.01912281
40 0.00701023 0.00727549 0.00220183 0.01451828 0.01451038 0.01318439
80 0.00558432 0.00540192 0.00310137 0.01023749 0.01032044 0.00849227
160 0.00298101 0.00323740 0.00082301 0.00691139 0.00701282 0.00528492
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Table 5.3: MNEV computed with respect to empirical and actual variance for bivariate PDF.
Empirical variance Actual variance
Test function m KDE AKDE KMM KDE AKDE KMM
Oscillatory
5 0.35787834 0.37738444 0.25311598 0.44697377 0.45763045 0.27156778
10 0.2390894 0.24186769 0.18601935 0.18229442 0.18986481 0.15079715
20 0.13009142 0.13347679 0.11763531 0.13663031 0.13735511 0.10370658
40 0.09279845 0.09380968 0.08034692 0.08412601 0.08478872 0.07768013
80 0.07267532 0.07037185 0.05305658 0.06326487 0.06568962 0.05138308
160 0.04789011 0.04747552 0.04474528 0.04542822 0.04876326 0.03762029
Corner peak
5 0.71563634 0.78264406 0.25643194 0.68905756 0.69277839 0.35558353
10 0.2768589 0.30134636 0.14074007 0.26361951 0.25187095 0.18955332
20 0.15210102 0.1556804 0.09197129 0.20353475 0.20632385 0.13943959
40 0.11389174 0.125408 0.0594214 0.09784787 0.10358764 0.07856193
80 0.07052442 0.07927639 0.04488021 0.07678436 0.07735829 0.06704293
160 0.04842303 0.05810011 0.03229334 0.05417571 0.05984178 0.04159789
Product peak
5 0.48681322 0.4935726 0.39300303 0.57614556 0.56880473 0.4229983
10 0.29413249 0.28787331 0.28198732 0.27845821 0.27642848 0.28784277
20 0.16584175 0.16423995 0.17140714 0.22156759 0.2159918 0.19448553
40 0.14198772 0.1402631 0.13564335 0.14284206 0.13930311 0.1184679
80 0.10237679 0.10271796 0.10052229 0.09141467 0.08919647 0.09585292
160 0.06953516 0.06907068 0.06436754 0.06045815 0.06051215 0.05523534
Gaussian
5 0.87080819 0.92791772 0.41638964 0.61725005 0.6396841 0.39423494
10 0.43581791 0.4368056 0.2500894 0.30756345 0.3067043 0.23661505
20 0.2448594 0.260313 0.13231394 0.29101989 0.29054637 0.192427
40 0.24475749 0.25543318 0.17057539 0.21531359 0.21278763 0.14865019
80 0.21480841 0.21974602 0.15871722 0.21184851 0.21445405 0.1529298
160 0.04903665 0.06578042 0.02581183 0.076862 0.0798696 0.05734016
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5.3.3 Micromechanical switch with synthetic uncertainties
In this section, we look at the UQ of micromechanical devices. We use the numerical model
for an electrostatic microactuator, that was developed in Section 2.1. We consider the Young’s
modulus of the deformable electrode and the dimension of the air gap between the electrodes as
two independent sources of uncertainty. In a real device, we have no idea about the nature of the
uncertainty. Consequently, we do not have a known PDF from which we can draw samples. Since
our goal is to compare the performance of the estimation methods for micromechanical devices, we
assign synthetic PDFs to each of the uncertain parameters and draw samples from the joint density.
The PDFs that were chosen for the Young’s modulus and the air gap are shown in Figure 5.4.
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Figure 5.4: Synthetic PDFs used to generate samples for performing UQ in an electrostatic mi-
croswitch.
We first draw 200 sets of samples of sizes ranging from 5 to 160 using the same procedure
mentioned in previous sections. We then perform density estimation using KDE, AKDE and KMM.
The nominal dimensions of the microactuator are chosen to be such that the movable electrode
is 100 µm long and 1 µm thick. It is separated from the ground plate by a mean distance of 2
µm. We consider two cases, in which the externally applied potential difference between the two
electrodes is 6V and 10V respectively, and we look at the uncertainty in the displacement of the
mid-point of the top electrode. We then propagate the estimated PDFs for the Young’s modulus
and the inter-electrode gap through the numerical model of the device using stochastic collocation.
We compute the MNEE of the output displacement with respect to the empirical mean as well as
the actual mean, which corresponds to the known forms of the PDFs shown in Figure 5.4. The
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results are shown in Table 5.4.
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Table 5.4: MNEE/MNEV with respect to empirical and actual moments for electrostatic microswitch with data from synthetic PDFs.
Voltage m KDE AKDE KMM KDE AKDE KMM
Empirical mean Actual mean
V = 6
5 0.00368273 0.00386583 0.00421364 0.02152349 0.02151828 0.02038219
10 0.00261298 0.00282389 0.00182721 0.01369292 0.01391938 0.01316382
20 0.00125245 0.00167819 0.00119387 0.00798191 0.00797238 0.00718388
40 0.00083204 0.00104109 0.00072481 0.00673478 0.00672992 0.00562819
80 0.00069103 0.00072348 0.00047153 0.00511929 0.00528458 0.00417824
160 0.00053248 0.00077291 0.00032819 0.00316583 0.00327211 0.00227184
V = 10
5 0.00359202 0.00391729 0.00361839 0.02192920 0.02119192 0.02082717
10 0.00269191 0.00280239 0.00172819 0.01302738 0.01346382 0.01290183
20 0.00121728 0.00168459 0.00110337 0.00797384 0.00792398 0.00701368
40 0.00081230 0.00107268 0.00069828 0.00671291 0.00675749 0.00589210
80 0.00069504 0.00072839 0.00038718 0.00511923 0.00521018 0.00421859
160 0.00054375 0.00078193 0.00028928 0.00313739 0.00322399 0.00201838
Empirical variance Actual variance
V = 6
5 1.29679953 1.31916525 0.38607979 1.07307297 1.04691617 0.29729643
10 0.69574413 0.68707174 0.25481894 0.68980756 0.68504184 0.14530951
20 0.39337067 0.46185852 0.14247495 0.27541241 0.32637438 0.16933753
40 0.26190165 0.31704523 0.07883383 0.19217039 0.23392704 0.09312244
80 0.13077288 0.17885524 0.06401951 0.09312679 0.13080898 0.07061041
160 0.1143963 0.16754132 0.05207364 0.05895633 0.08286171 0.05137748
V = 10
5 1.27890204 1.33025914 0.39406603 1.09324049 1.11874026 0.25787827
10 0.71691072 0.71414789 0.24349418 0.6916739 0.68568407 0.10534344
20 0.40290203 0.4647116 0.12395943 0.28781397 0.33653517 0.18085136
40 0.2529714 0.31219072 0.08282513 0.18453605 0.22629601 0.10200548
80 0.13250213 0.19267291 0.06490482 0.09365743 0.11802317 0.06799152
160 0.10825347 0.15913895 0.04615518 0.05819478 0.0716369 0.0486542
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We see that for most values of M , the KMM method estimates the mean displacement as well
as the variance with lowest error. Using the paired sign test, we also determine that the difference
in performance is significant for most of the cases, except for very small sample sets with 5 and
10 samples. This is consistent with results observed in the previous sections, where it was seen
that small sample sets have a large amount of sampling variation, which affects the final result.
Aside from these extreme cases, we see a reasonable reduction in the error estimates for the PDFs
generated using KMM. This benefit holds true when computing both the empirical moments as
well as the actual ones. This gives us confidence that even when we do not know the actual PDF
that models the uncertainty in a parameter, the data-driven PDF estimated using KMM comes
closest to replicating the statistics in the micromechanical device.
5.3.4 Micromechanical switch with data-driven uncertainties
In this final section, we demonstrate the UQ process for micromechanical devices where the actual
nature of uncertainty is not known. In addition to the electrostatic microactuator considered in
Section 5.3.3, we also consider the hybrid electrothermomechanical (ETM) actuator [36], which uses
a combination of electrostatic traction and electrothermal expansion for actuation. This actuator
also comprises two electrodes, where one of them is a fixed ground plate, while the other is movable
and shaped similar to the Guckel electrothermal actuator [65]. This electrode has two terminals and
by applying a potential difference between them, the electrode undergoes electrothermal expansion
that causes it to move towards the ground plate. The presence of the grounded plate next to the
movable electrode also causes electrostatic traction, which leads to additional displacement. Thus,
the actuator moves due to the combination of electrostatic and electrothermal actuation. The
device that we consider in this work is identical to the one in [36], where a complete discussion of
the numerical model of the device may be found. We assume that the Young’s modulus and inter-
electrode gap are variable in both the electrostatic microactuator and the hybrid ETM device. We
also consider the thermal conductivity in the hybrid ETM actuator to be a source of uncertainty.
Although there may be many more sources of uncertainty in an actual device, we restrict our
focus in this paper to the above three variable parameters only. The experimental data that is
used to model the uncertainties in these parameters has been obtained from previous material
characterization studies available in the literature.
We assume that the micromechanical devices under consideration are fabricated using surface
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micromachining technology. We assume that the material that comprises the movable electrode
is isotropic and uniform. The ground plate is fabricated using the same process, but has a thin
film coating of a material of high electrical conductivity to ensure that it behaves like a metal.
Since one of our uncertain parameters is thermal conductivity, we ignore temperature-dependent
nonlinearities that would normally be considered in a realistic physical model, because of the addi-
tional complexity that temperature-dependence introduces in the stochastic model. The dielectric
medium surrounding the electrodes is assumed to be air.
In order to characterize the uncertainty in the elastic modulus, we look at changes in Young’s
modulus of polysilicon due to variations in the fabrication process. Devices that use polysilicon are
most commonly fabricated using low pressure chemical vapor deposition (LPCVD). The nature of
the deposition process is such that the final polysilicon films have widely varying material properties
depending on conditions under which they were fabricated. A study performed by Lee et al. [66]
looks at the effect of deposition temperature and phosphorous doping on the Young’s modulus
of polysilicon films. A stochastic model based on this experimental data is given in [40], where
a generalized diffusion-based model has been used to estimate the probability density function
that corresponds to the randomness in the data. The data and the resulting PDF are shown in
Figure 5.5.
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Figure 5.5: PDF describing uncertainty in Young’s modulus of polysilicon due to LPCVD process
variations. The circles represent the experimental data.
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We perform a similar procedure to create a stochastic model for thermal conductivity. We use
heterogeneous measurements of thermal conductivity of silicon from the literature and construct
a stochastic model using that data. Since these measurements are obtained from experiments
conducted by independent research groups, they represent the thermal conductivity of the same
material fabricated under different conditions and tested using different experimental setups. Fig-
ure 5.6 shows the thermal conductivity data and the estimated PDF.
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Figure 5.6: PDF describing uncertainty in thermal conductivity of silicon from heterogeneous
measurements.
Finally, we look at the uncertainty in the air gap between the two electrodes. Depending on the
micromachining processes used to fabricate the device, there may be a wide range of sources of
uncertainty that may contribute to the variation in dimensional parameters e.g. misalignment in
photolithography, variations in the etching rate, etc. Since the randomness in geometric parameters
is highly specific to the device and the manufacturing process, it is not possible to develop a generic
stochastic model for the air gap using results from similar studies in the literature, as is shown above
for the other two parameters. As a result, except in the case where dimensional data is available for
a specific device, the best option is to assume that the inter-electrode gap varies according to some
standard distribution. For this example, since there is no readily available data for the variation in
the inter-electrode gap, we simply use a set of 50 values that are uniformly sampled in the range
[1.8, 2.2] µm. The resulting PDFs are shown in Figure 5.7.
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Figure 5.7: Data-driven PDFs used to generate samples for performing UQ in an electrostatic
microswitch.
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Since the data-driven PDFs are generated from a single sample of data, in this section we do
not vary the size of the data sample. Instead, for both actuators, we vary the potential difference
from 6 to 10V and compute the expected mean and variance of the tip displacement in each case.
Except for the inter-electrode gap, we do not know the actual PDF from which the samples were
generated. Hence, we only compare the MNEE and MNEV values with respect to the empirical
moments. The results are presented in Table 5.5 and Table 5.6, respectively.
Table 5.5: Empirical MNEE for electrostatic and hybrid ETM microswitches, with respect to the
data-driven PDFs.
Device Voltage (V) KDE AKDE KMM
Electrostatic
6 1.48120112e-03 1.44347645e-03 4.25203117e-05
7 1.38503853e-03 1.43483850e-03 1.07210444e-04
8 1.35268691e-03 1.46323658e-03 1.50383339e-04
9 1.45205334e-03 1.51699939e-03 1.86809383e-04
10 1.52665983e-03 1.60255455e-03 2.10348398e-04
Hybrid ETM
6 1.158555e-02 1.232756e-02 1.113008e-02
7 1.162554e-02 1.238204e-02 1.118794e-02
8 1.166544e-02 1.240749e-02 1.119719e-02
9 1.166441e-02 1.240397e-02 1.119480e-02
10 1.140687e-02 1.250298e-02 1.101946e-02
Table 5.6: Empirical MNEV for electrostatic and hybrid ETM microswitches, with respect to the
data-driven PDFs.
Device Voltage (V) KDE AKDE KMM
Electrostatic
6 0.00992424 0.01039842 0.00031457
7 0.00897439 0.00989154 0.00081739
8 0.00958137 0.01102392 0.00113849
9 0.0109684 0.01079084 0.00128029
10 0.01058963 0.01237423 0.00152929
Hybrid ETM
6 0.12437816 0.14104549 0.10758425
7 0.12120495 0.12604988 0.11727252
8 0.12717478 0.12808531 0.11537662
9 0.12317171 0.13541386 0.1186502
10 0.1214178 0.12729905 0.11652573
We see that the error in the estimated moments is lowest for the KMM method and the difference
is significant for all values of the potential difference. The latter observation is expected because as
long as the estimated PDF is optimal, it should work well for all values of the potential difference.
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In the hybrid ETM actuator case, compared to KDE and AKDE, we see that there is not much
reduction in error due to KMM, although the reduction is still significant according to the paired
sign test. We also note that the overall magnitudes of the normalized errors are much larger in
the hybrid ETM actuator. This difference could be caused by inaccuracies in the PDF estimated
for thermal conductivity, which may in turn arise from an insufficient number of samples. As
demonstrated in Section 5.3.3, these inaccuracies readily decrease as the size of the sample set used
for PDF estimation increases. Although we cannot compare the above estimates with respect to
the actual PDF, we see that the KMM method does a good job of producing data-driven PDFs
that reproduce the sample means.
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Chapter 6
Adaptive stochastic collocation
The standard Smolyak algorithm uses the parameter, q, to determine the level of interpolation. As
q is increased, the grid is refined over the entire domain by adding new gridpoints corresponding
to the new value of q. However, in some situations, uniform refinement of the grid over the entire
random space may be unnecessary and even, wasteful. This is especially true in cases where the
stochastic solution is discontinuous in the random input space, e.g., in electrostatic microactuators,
variations in the gap between the electrodes can cause the system to go from a stable solution to
the onset of the pull-in instability, for specific values of the potential difference. In such situations,
a local refinement strategy [18] is preferred so that extra gridpoints are added in regions where the
error in the solution is large.
6.1 Interpolation-weighted adaptive refinement
One such adaptive refinement strategy is explored in [19], wherein the original random domain is
successively decomposed into subdomains in an effort to localize and reduce large errors. Each
subdomain is interpolated using a coarse interpolant (i.e. by using a low value of q, denoted as
q0), which is then used to estimate the interpolation error in that subdomain. Subdomains that do
not satisfy appropriate error tolerance criteria are repeatedly sub-divided until the error is reduced
to within acceptable limits. It is shown that for discontinuous functions, this process is more
efficient in reducing the interpolation error than the standard Smolyak refinement method using a
comparable number of gridpoints.
The key idea behind the adaptive refinement strategy is that for a given value of q, the incremental
interpolant defined in Equation (3.9) adjusts the result from the previous interpolation level by
including new gridpoints and by adding corrections (hierarchical surpluses) to the interpolant at
these points. The absolute value of these hierarchical surpluses decreases as the function gets
interpolated better. This motivates the use of the hierarchical surpluses corresponding to the
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gridpoints at the highest level of the sparse interpolant, as error indicators for adaptive analysis.
We assume that the original domain, Γ, is decomposed into Nd non-overlapping subdomains, each
of which is interpolated using the coarse interpolant with an interpolation level of q0. We define
the interpolation error in the s-th subdomain, Γs, as,
βs = max|k|=n+q0
|ωkj |, (6.1)
where we choose the interpolation error, βs to be the maximum absolute value among the hierarchi-
cal surpluses at the highest level. Using this error, we formulate the first error tolerance criterion,
in which we consider a subdomain for splitting if its interpolation error satisfies the condition,
βsJs ≥ τ1, (6.2)
where Js is the volume of the subdomain and τ1 is a tolerance parameter that is prescribed in
advance. In addition to this condition, we also use a second criterion to identify the important
dimensions along which the subdomain is to be split. For each dimension, i = 1, . . . , n, we define
a second error indicator, γi, as,
γi =
∑
ki,j
(ωkj )
2, ki = {k : ki = q0 + 1, kj = 1∀j 6= i}, (6.3)
For each dimension, i, γi picks the gridpoints that come from the tensor product of the univariate
grid of level q0 along dimension i, with the lowest univariate grid of level 1 along all the other
dimensions. The hierarchical surpluses corresponding to these gridpoints provide an estimate of
the interpolation error along the dimension i, which is stored in the error indicator, γi. Using
the value of γi along each dimension, we define the second error tolerance criterion to identify the
sensitive random dimensions as the ones which satisfy,
γi ≥ τ2 max
j=1,...,n
γj , 0 < τ2 < 1, (6.4)
where τ2 is a tolerance parameter that is usually chosen to be 0.5. Once the sensitive dimensions
are identified, the subdomain is split into two equal halves along each of those dimensions. The
algorithm starts off by interpolating the original domain. During each iteration, all the subdomains
that need refinement (according to Equation (6.2)) are identified and split along their sensitive
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dimensions (as per Equation (6.4)). This is done until the global interpolation error drops below
the specified tolerance τ1. The complete details of the algorithm for performing the adaptive
refinement of the domain to reduce interpolation error, are given in [19].
6.2 Mean-weighted adaptive refinement
The goal of this work is to create a framework for uncertainty analysis that will aid the design
of MEMS devices. From this standpoint, one is usually interested not only in the final stochastic
solution alone, but also in the statistics that describe the uncertainty. These statistics, usually
mean and variance, are useful descriptors of the uncertainty in the device and are useful for com-
parison with experimental results. Given this situation, it is natural to expect that the uncertainty
propagation method that we choose must also be guided by the same goal and must strive to reduce
the error in these statistics with minimal number of system evaluations. The adaptive refinement
strategy described in Section 6.1 is based on interpolation-weighted adaptive refinement (IWAR),
where the goal is to reduce the interpolation error. This has the secondary effect of reducing the
error in the statistics of the solution, as shown in [19]. However, in this work, we are interested
in optimizing the method to reduce the error in one of the statistics, say the mean value of the
stochastic solution. Hence, we seek a mean-weighted adaptive refinement strategy (MWAR), which
adaptively decomposes the domain to reduce the error in the mean.
We motivate the MWAR strategy by first deriving the expressions for computing the statistics
of the stochastic solution on the set of subdomains obtained from adaptive analysis. Given the
function, f , that represents the stochastic solution that we are interested in, we compute its mean
as,
E[f ] =
∫
Γ
f(ξ)ρ(ξ) dξ =
Nd∑
s=1
∫
Γs
f(ξ)ρ(ξ) dξ, (6.5)
where ρ(ξ) is the joint PDF of the stochastic model that we have chosen in Section 3.1.1. As
mentioned above, due to the assumption of independence among the random variables, ρ(ξ) can be
expressed as a product of marginal PDFs, ρi(ξ), i = 1, . . . , n, corresponding to each dimension. In
order to compute the above integral, we replace the function, f(ξ), in Equation (6.5) by the sparse
interpolant Aq,n(f). We then use the relation in Equation (3.8) to rewrite Equation (6.5) as,
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E[f ] ≈
Nd∑
s=1
[∫
Γs
Aq−1,nρ(ξ) dξ +
∫
Γs
∆Aq,nρ(ξ) dξ
]
. (6.6)
The second term in Equation (6.6) can be thought of as the correction to the value of the mean
in the subdomain, Γs, using the gridpoints added at the topmost level. Using Equation (3.9), we
can rewrite this term as,
∫
Γs
∆Aq,nρ(ξ) dξ =
∑
|k|=n+q
∑
j
ωkj
∫
Γs
lkj (ξ)ρ(ξ) dξ. (6.7)
This motivates us to define an error indicator, ekj , that is suitable for mean-weighted adaptive
refinement, as,
ekj = ω
k
j
∫
Γs
lkj (ξ)ρ(ξ) dξ.. (6.8)
Using this error indicator, we can define our adaptivity criteria in a similar manner as in Sec-
tion 6.1. We decide to split a particular subdomain, Γs, if its error indicators satisfy,
max
|k|=n+q0
|ekj | ≥ τ1, (6.9)
where τ1 is a tolerance parameter similar to that used in Equation (6.2). Furthermore, we replace
ωkj with e
k
j in Equation (6.3) and use Equation (6.4) to decide which are the sensitive dimensions
along which the subdomain is to be split.
In order to implement this refinement technique, we identify a starting domain and successively
refine it into smaller subdomains according to MWAR. The standard approach towards performing
adaptive refinement is to perform the refinement in successive iterations. In each iteration, all
subdomains that do not satisfy the error tolerance criterion are chosen for splitting. The direction
along which splitting occurs is determined by the secondary error tolerance criterion. In the case
of stochastic collocation, the solution in any one subdomain is independent of that in any other.
Hence, the refinement process can be modified by choosing the subdomain that has the maximum
error in each step and performing refinement only in that element. This is a more efficient utilization
of computational resources because the refinement is performed only where it is most needed. This
sequential mean-weighted adaptive refinement (SMWAR) technique can be efficiently implemented
by putting all the subdomains in a special data-structure called a heap or priority queue. In this
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data structure, the subdomains are arranged as nodes in a binary tree with the special property
that the node with the maximum error is always placed as the root of the tree. Operations that
perform successive addition or deletion of nodes maintain this property of the tree. As a result, the
subdomain with the maximum error can be fetched in logNd operations, where Nd is the number
of subdomains. We use this sequential version of the MWAR method to implement the adaptive
refinement operation.
6.3 Numerical results
In this section, we present the numerical results obtained by performing uncertainty quantification
on the electrostatic and hybrid ETM microactuators presented in Section 2.1 and Section 5.3.4
respectively. As mentioned before, we consider the stochastic models that have been developed for
geometric and material parameters and propagate them through the physical system to look at
the variation in output parameters of interest. Since we are primarily interested in obtaining the
statistics of the outputs, we shall limit our focus to determining the mean and variance (or equiv-
alently, standard deviation) of these quantities to a reasonable degree of accuracy. In this context,
we shall show how the SMWAR method provides significant reduction in the computational time
needed to compute these quantities. Since we perform numerical simulations of micromechanical
devices, we measure computational time in terms of the number of function evaluations, where
each evaluation is an instance of the numerical solver being run on a single set of input parameters
that corresponds to a point in the uncertain input space.
6.3.1 Simulation of an electrostatic microactuator
We first consider the simple case of the electrostatic microswitch. The device under consideration
consists of a polysilicon beam that is 100µm long, 1µm thick and 10µm wide. The beam is clamped
at its left end, while the right end is free to move. It is separated from the ground plate by the
inter-electrode gap, which varies uniformly in the range [1.8, 2.2]µm. This corresponds to a 10%
variation on either side of the mean value of 2µm. A potential difference, V , is applied between
the two electrodes, causing the movable beam to deflect towards the ground plate under the action
of electrostatic force. The potential difference is varied between 6-10 volts. We measure the
displacement of the tip of the beam from its original position. In addition to the uncertainty in
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the gap, the Young’s modulus of the beam is assumed to vary between 140 GPa and 178.7 GPa,
according to the stochastic model described in Section 5.3.4. Together, these two models describe
the variation in input parameters of a typical electrostatic microactuator due to uncertainties that
are encountered in microfabrication processes. The goal is to compute the mean and variance
in the actuator displacement as a result of randomness in the gap and elastic modulus. We use
a tolerance value of τ1 = 10
−5 to specify the desired level of accuracy in the value of the mean
displacement that is computed. Each subdomain uses a coarse interpolant with the level q0 = 2,
which corresponds to a grid of 13 points per subdomain in the two-dimensional random input space.
The stochastic tip displacement is plotted as a function of the uncertain parameters in Figure 6.1a
for a potential difference of 10 volts. Figure 6.1b shows the PDF of this stochastic solution. We use
both IWAR and SMWAR to propagate the uncertainties in Young’s modulus and inter-electrode
gap through the device model. The final set of gridpoints generated by these adaptive refinement
methods for the case V = 10, is shown in Figure 6.2. These gridpoints correspond to the sets of
parameter values for which the tip displacement is computed in order to construct the interpolant
that approximates the stochastic solution. We see that the SMWAR method uses fewer function
calls to construct an interpolant. We compare the accuracy of the interpolation in terms of the error
in the statistics of the stochastic tip displacement. Table 6.1 shows the results of the uncertainty
quantification for different values of the potential difference used to actuate the device. We see that
in each case, the SMWAR method yields statistics that are comparable to those obtained using
IWAR, showing that the differences between the mean values obtained in either case are of the order
of τ1. Finally, we compare the number of function calls made by each method while computing
the statistics of the solution. We know that for the given range of voltages applied, the actuator
tip varies nonlinearly with varying gap and Young’s modulus, but the voltage is small enough to
avoid the pull-in instability. Hence, we expect that both the refinement methods should be able
to accurately compute the output statistics with relatively few function calls. Table 6.2 compares
the number of function calls made by either algorithm for each value of the potential difference. In
each case, we see that the number of function evaluations made by the SMWAR method is about
6-8 times lower than the corresponding number for IWAR. This demonstrates that SMWAR uses
a much smaller number of function calls to obtain a value of mean with an accuracy of the order
of the tolerance used.
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(a) Stochastic tip displacement.
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(b) PDF of tip displacement.
Figure 6.1: Stochastic tip displacement computed from the UQ of an electrostatic microactuator
for a potential difference of 10 volts. (a) Tip displacement (shown on the z-axis) as a function of
the variation in Young’s modulus (shown on the x-axis in GPa) and inter-electrode gap (shown on
the y-axis in µm). (b) PDF of the output tip displacement.
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(a) Final grid obtained after IWAR.
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(b) Final grid obtained after SMWAR.
Figure 6.2: Final grids obtained after adaptive refinement of the stochastic solution of the electro-
static microactuator for a potential difference of 10 volts. We see that the grid generated by the
IWAR method, shown in (a), uses 884 nodes while the SMWAR grid, shown in (b), uses only 130
nodes to compute the stochastic solution.
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Table 6.1: Variation of electrostatic microactuator tip displacement due to uncertain gap, and
Young’s modulus.
Mean Variance
Potential difference (V) SMWAR IWAR Difference SMWAR IWAR Difference
6 -0.037873 -0.037839 3.5 ×10−5 0.000054 0.000054 0
7 -0.052163 -0.052122 4.1 ×10−5 0.000103 0.000104 1 ×10−6
8 -0.069113 -0.069061 5.1 ×10−5 0.000185 0.000186 1 ×10−6
9 -0.088977 -0.088917 6.0 ×10−5 0.000315 0.000316 1 ×10−6
10 -0.112069 -0.112013 5.5 ×10−5 0.000518 0.000519 1 ×10−6
Table 6.2: Number of function calls used in the UQ of the electrostatic microactuator.
Potential difference → V = 6 V = 7 V = 8 V = 9 V = 10
SMWAR 65 91 104 104 130
IWAR 546 546 572 676 884
6.3.2 Simulation of a hybrid ETM microactuator
The hybrid ETM microactuator is a device that integrates electrostatic and electrothermal actu-
ation. A detailed analysis of a typical hybrid ETM microactuator is given in [36]. We choose a
device with the same dimensions and material parameters as that mentioned in that paper and
perform uncertainty analysis on it, assuming that the Young’s modulus and thermal conductivity
of the movable electrode are uncertain and vary according to the stochastic models mentioned in
Section 5.3.4. Furthermore, we assume that the gap between the electrodes varies uniformly in the
range [2.8, 3.2]µm. Since the thermal conductivity is assumed to be uncertain, this uncertainty
will propagate into the temperature field as well. For simplicity, we neglect all nonlinear variations
of material parameters with temperature. We constrain the potential of terminals, V2 and Vg, to
zero and apply a potential difference, V , on V1 with respect to the other two. The value of this
potential difference is varied from 6 to 10 volts and in each case, we examine the uncertainty of
the displacement of the actuator tip due to the variation in input parameters. As in the previous
case, we limit the potential difference to a range such that the stochastic solution is continuous for
the given range of uncertainty. We use a value of τ1 = 10
−5 in the tolerance criterion to determine
when to stop domain decomposition. Each subdomain uses a coarse interpolant with the level
q0 = 2, which corresponds to a grid of 25 points per subdomain in the three-dimensional random
input space.
The variation of the stochastic tip displacement with the three uncertain parameters is shown in
57
Figure 6.3a for a potential difference of 10 volts along specific slices in random domain. Figure 6.3b
shows the PDF of this stochastic solution. Table 6.3 shows the mean and variance of the actuator
tip displacement as obtained using the SMWAR and IWAR methods. We see that both methods
produce results that are very close to each other, with the difference being of the order of τ1.
Table 6.4 shows the number of function calls used by either refinement technique. We see that the
number of function calls made by the SMWAR method is up to 8 times lower than IWAR, especially
for larger voltages, when the stochastic solution to be interpolated becomes more nonlinear.
(a) Stochastic tip displacement. (b) PDF of tip displacement.
Figure 6.3: Stochastic tip displacement of the hybrid ETM microactuator for a potential difference
of 10 volts. (a) Variation of tip displacement (indicated by color) with thermal conductivity (shown
on the x-axis in W/mK), inter-electrode gap (shown on the y-axis in µm) and Young’s modulus
(shown on the z-axis in GPa). The color bar on the right shows the corresponding value of the
displacement. (b) PDF of the output tip displacement.
Table 6.3: Variation of hybrid ETM actuator tip displacement due to uncertain gap, thermal
conductivity and Young’s modulus.
Mean Variance
Potential difference (V) SMWAR IWAR Difference SMWAR IWAR Difference
6 -0.210398 -0.210380 1.8 ×10−5 0.002583 0.002580 3 ×10−6
7 -0.286433 -0.286415 1.8 ×10−5 0.004786 0.004781 5 ×10−6
8 -0.374212 -0.374201 1.1 ×10−5 0.008168 0.008163 5 ×10−6
9 -0.473791 -0.473775 1.6 ×10−5 0.013096 0.013086 1.0 ×10−5
10 -0.585219 -0.585198 2.1 ×10−5 0.019988 0.019973 1.5 ×10−5
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Table 6.4: Number of function calls used in the UQ of the hybrid ETM actuator.
Potential difference → V = 6 V = 7 V = 8 V = 9 V = 10
SMWAR 225 250 325 325 325
IWAR 800 800 800 2150 2250
6.3.3 UQ in the presence of discontinuities
As described in [36], due to the integration of electrostatic force in addition to electrothermal
expansion in the hybrid ETM actuator, it exhibits the pull-in instability for sufficiently large values
of the potential difference applied to the device. The reason for this instability is the nonlinear
increase in the electrostatic force compared to the mechanical restoring force, due to which a stable
solution ceases to exist when the actuator displacement exceeds a certain critical value. As a result,
the actuator tip crashes on to the ground plate and the device is deemed to have “pulled-in”. For a
given set of material and device parameters, the smallest voltage at which this phenomenon occurs
is called the pull-in voltage. The pull-in voltage depends on the initial gap between the electrodes,
as well on as the stiffness and thermal conductivity of the movable electrode.
Since we are concerned with the stochastic displacement of the actuator tip, we note that when
a stable solution exists, the displacement is some value between zero and the critical gap (approxi-
mately one-third of the inter-electrode gap for many electrostatic actuators). However, after pull-in
occurs, the value of the displacement is equal to the gap, since the actuator tip has crashed onto
the ground plate. In the presence of uncertainties in input parameters, it is possible that for the
same value of potential difference, the actuator displacement has a stable solution in some parts of
the domain, while it exhibits pull-in elsewhere. This creates a sharp discontinuity in the stochastic
solution that is to be interpolated. As mentioned in Section 6.1, adaptive refinement techniques
work well to localize the error due to the discontinuity and are able to interpolate the stochastic
solution with fewer points.
In this section, we compare the performance of the two adaptive refinement techniques in esti-
mating the statistics of the solution. We consider the same hybrid ETM device as in the previous
section. We assume that the source of uncertainty is restricted to thermal conductivity and inter-
electrode gap. The stochastic model for thermal conductivity is assumed to be the same as that
described in Section 5.3.4, while the gap is assumed to vary uniformly in the range [1.8, 2.2]µm,
which corresponds to a 10% variation on either side of the mean value of 2 µm. We use a value of
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τ1 = 10
−5 and q0 = 2 and vary the potential difference between 6 and 12 volts.
Figure 6.4 shows the tip displacement as a function of thermal conductivity and inter-electrode
gap, when the potential difference is 10V and 12V. We see that for the latter case, the solution
exhibits pull-in in a particular range of the uncertain parameters. As expected, we see that pull-in
tends to occur when both the inter-electrode gap and the thermal conductivity are low. Table 6.5
shows the mean value and variance of the tip displacement for each value of potential difference.
Again we see that the results obtained from SMWAR and IWAR methods are very close, with the
difference being of the order of τ1. The deviation between the methods increases slightly for the
case when potential difference is 12 volts. This is expected, since the presence of a discontinuity
causes small errors in the interpolated value of the solution, especially in the region near the
discontinuity. Table 6.6 compares the performance of the two methods. Once again, the SMWAR
technique produces comparable results with a much small number of function evaluations, showing
the advantage of using a mean-weighted technique.
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(a) V = 10V.
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(b) V = 12V.
Figure 6.4: Stochastic tip displacement (shown on the z-axis) as a function of the variation in
thermal conductivity (shown on the x-axis in W/mK) and inter-electrode gap (shown on the y-axis
in µm). We see the onset of the pull-in instability for V = 12 volts, which causes the value of tip
displacement to be equal to the gap.
6.3.4 Experimental validation
In this section, we compare the results obtained using the UQ framework, with experimentally
determined uncertainties in MEMS devices. We consider the micromechanical switch described
in [67] shown in Figure 6.5. The microswitch, fabricated using standard CMOS processes, consists
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Table 6.5: Variation of hybrid ETM actuator tip displacement due to uncertain gap and thermal
conductivity.
Mean (µm) Variance (µm2)
Potential difference (V) SMWAR IWAR Difference SMWAR IWAR Difference
6 -0.218057 -0.218039 1.8 ×10−5 0.001181 0.001178 3 ×10−6
7 -0.297053 -0.297033 1.9 ×10−5 0.002194 0.002189 5 ×10−6
8 -0.388455 -0.388437 1.8 ×10−5 0.003757 0.003752 5 ×10−6
9 -0.492537 -0.492507 3.0 ×10−5 0.006069 0.006058 1.0 ×10−5
10 -0.609807 -0.609760 4.7 ×10−5 0.009398 0.009381 1.6 ×10−5
12 -0.896731 -0.896491 2.40 ×10−4 0.029064 0.028907 1.57 ×10−4
Table 6.6: Number of function calls used in the UQ of the hybrid ETM actuator.
Potential difference → V = 6 V = 7 V = 8 V = 9 V = 10 V = 12
SMWAR 117 130 169 169 182 520
IWAR 520 572 975 1911 2366 3692
of a square aluminium membrane suspended by tethers at the corners, which is electrostatically
actuated by a drive electrode. We examine the effect of variation in input parameters, like material
properties of the membrane and the inter-electrode air gap, on the uncertainty in the actuator’s
pull-in voltage. We use the same numerical model as the one described in [67] and show that
the error bars reported with the experimental measurements in this paper are consistent with
the uncertainties that we predict using our model. We use the variation in Young’s modulus of
aluminium with process parameters [68], to generate a stochastic model for elastic modulus, and
hence, the membrane stiffness (Figure 6.6). Since the error in air gap values reported in [68] seem
to be of the order of 0.05µm, we assume a model where the air gap varies uniformly about the
mean value by 0.05µm.
To evaluate the performance of the UQ framework, we simulate each of the devices fabricated
in [67] using the stochastic models described above. These devices differ in the length of the square
membrane and the shape of the tethers used to suspend the membrane. In each case, we compute
the uncertainty in the pull-in voltage of the switch. Figure 6.7 shows the PDF of the pull-in voltage
for the device employing straight tethers and a membrane of length 100 µm. We first compute the
PDF assuming a uniform stochastic model (where the uncertain parameters vary uniformly) and
compare this to the actual PDF obtained by propagating the data-driven stochastic model. We
note that the nature of uncertainty changes drastically when the proper stochastic model is chosen,
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Square membrane
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Tether
Figure 6.5: Schematic of micromechanical switch that uses electrostatic actuation to drive a square
membrane suspended by four tethers.
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Figure 6.6: Estimated PDF for Young’s modulus of Al used in CMOS processes. Circles show the
experimental data used for estimation.
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showing the importance of estimating the stochastic model using experimental data. We calculate
the mean and standard deviation of the pull-in voltage for all the devices and compared them with
corresponding results reported in [67] (see Table 6.7). We also compute the mean and standard
deviation of the pull-in voltage under a uniform model. We see that the mean pull-in voltages
predicted by our stochastic model compare very well with experimentally determined values and
lie within the error limits given in the experimental data. The calculated standard deviations are
also of the same order of magnitude as the error in the data, showing that the uncertainty in the
model has been captured reasonably well. The corresponding values for the uniform stochastic
model show a good agreement in the value of the mean, but underestimate the standard deviation
in the solution. The prediction accuracy can be improved if more data is available to characterize
the input uncertainty in the actual devices being tested. Thus we see that a proper analysis of
the uncertainty in the device models helps to characterize the actual randomness in the device
behaviour and aids in the design of micromechanical devices.
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Figure 6.7: PDFs of pull-in voltage obtained using different stochastic models, showing the drastic
change in the distribution of output uncertainty with different input models.
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Table 6.7: Comparison of pull-in voltages in [67] with those obtained results using our stochastic
model.
Device type1 Average air gap (µm) Exp. pull-in voltage (V) Est. pull-in voltage (V)
Uniform model Data-driven model
Meander/200 1.75 4.2 ± 0.3 4.3 ± 0.2 4.2 ± 0.6
Meander/200 2.5 6.5 ± 0.5 6.6 ± 0.4 6.5 ± 1.0
Meander/200 2.65 7.5 ± 1.0 7.1 ± 0.4 7.0 ± 1.1
Meander/200 3.0 8.7 ± 1.5 8.3 ± 0.5 8.2 ± 1.4
Meander/100 1.75 8.7 ± 2.0 9.1 ± 0.6 8.9 ± 1.5
Meander/100 2.0 12.0 ± 2.0 10.9 ± 0.7 10.7 ± 1.8
Meander/100 2.1 11.5 ± 1.3 11.6 ± 0.8 11.5 ± 2.0
Meander/100 2.25 13.0 ± 1.3 12.8 ± 0.9 12.6 ± 2.2
Straight/200 0.85 3.8 ± 2.0 3.5 ± 0.2 3.9 ± 0.5
Straight/200 0.95 4.7 ± 1.0 4.0 ± 0.2 4.0 ± 0.6
Straight/200 1.1 5.2 ± 1.3 4.7 ± 0.3 4.7 ± 0.7
Straight/100 0.95 8.5 ± 1.5 7.7 ± 0.5 7.6 ± 1.3
Straight/100 1.05 9.5 ± 1.5 8.8 ± 0.6 8.7 ± 1.5
1Shape of the tethers and the length of the square membrane in µm.
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Chapter 7
Modeling spatially varying uncertainties
An important aspect of modeling random processes is the assumption of stationarity, which implies
that the joint probability distribution of a set of points in the domain of the random process remains
the same even when the points are shifted in space. Although this assumption greatly simplifies
the parametrization and estimation of random processes, it may not be valid in the general sense,
especially when dealing with spatial uncertainties like random topography [69]. Sampson and Gut-
torp [70] proposed a method of estimating nonstationary spatial covariance functions through a
transformation of co-ordinates such that the random process has a stationary covariance function
in the new co-ordinate system. They used thin-plate splines to parametrize the transformation
function and obtain the parameters by minimizing the error in the variogram of the estimated
stochastic process. The question of postive definite-ness of the estimated covariance function and
identifiability of the nonstationary structure was formally considered in [71, 72]. This approach
has also been incorporated into a Bayesian estimation framework [73]. In this work, we incor-
porate nonstationarity by considering a physically-motivated model where we employ an additive
displacement function to implement the co-ordinate transformation in order to model the resulting
random process as stationary. We show how the physical analogy simplifies the process of impos-
ing conditions on the displacement function and establishes a direct correspondence between these
conditions and the ones derived in [71]. The entire model has been implemented in a Bayesian
framework for ease of formulation and estimation.
7.1 Modeling spatially varying random fields
As discussed in Section 3.1.2, we model spatially varying random fields using Gaussian processes. A
Gaussian process, f , may be represented by a mean function, M(X), which represents the expected
value of the process at any point in a given domain, and a covariance function, C(X,X ′), that
describes the covariance between the values at any two points, X and X ′, in the same domain [44].
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If we consider a set of points in the domain, X = {Xj ; j = 1, 2, . . . , n}, then the set of associated
random variables, d, corresponding to the values of the Gaussian process at these points, follows a
multivariate Gaussian distribution as follows:
d ∼ 1
(2pi)n/2 |Σ|1/2
exp
[
−1
2
(X − µ)TΣ−1(X − µ)
]
, (7.1)
where µ is the vector of mean values such that µj = M(Xj), while Σ is the covariance matrix
evaluated at the points in X and is computed as Σij = C(Xi, Xj), for i, j = 1, 2, . . . , n [42]. This
is illustrated in Figure 3.1, where we see one set of data points sampled at the points in X. These
values correspond to one realization of the vector of random variables, d.
We first consider a simple 1D random process with a stationary covariance function to introduce
some notation and to develop some concepts related to the estimation of random processes. To
perform estimation, we first parametrize the random field as a Gaussian process with a polynomial
mean function and a covariance function that belongs to the Mate´rn family of covariances, as
f |M,C ∼ GP (M,C) ,
M : X, a, b, c 7→ aX2 + bX + c,
C : X,X ′, ν, φ, θ 7→Mate´rn (X,X ′, ν, φ, θ) ,
d|M,C ∼ N (M(X), C(X,X)) , (7.2)
where N (µ,Σ) represents the multivariate Gaussian distribution described in Equation (7.1). The
Mate´rn covariance function is given by [42]:
Mate´rn
(
X,X ′, ν, φ, θ
)
= φ2
1
Γ(ν)2ν−1
(√
2ν
‖X −X ′‖
θ
)ν
Kν
(√
2ν
‖X −X ′‖
θ
)
, (7.3)
where Γ is the Gamma function, while Kν is the modified Bessel function of the second kind. The
covariance function is parametrized by ν, φ and θ, where ν represents the differentiability of the
resulting random process, while φ2 is the amplitude of the covariance function and is proportional to
the point-wise variance of the random process. The term, θ, is a scaling parameter that varies with
the scale of the domain. We choose the Mate´rn covariance function because it represents a diverse
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class of covariances that belong to the exponential family, which is commonly used as a model to
describe physical stochastic processes. When ν becomes 0, the covariance function reduces to the
standard exponential covariance function, whereas the covariance function approaches a Gaussian
form as ν goes to infinity. Thus, the entire random process is parametrized in terms of the unknown
polynomial coefficients, a, b and c, as well as the parameters of the Mate´rn covariance function, ν,
φ and θ. It is important to note that this parametrization is used in this paper only for illustration
and a more general form may be used in a practical situation. For instance, the mean function
could be represented in terms of a sinusoidal basis, while a different kernel function could be used
as the covariance function. The choice of this parametrization is left to the user depending on the
properties of the data that is available.
The process of estimating the random process involves choosing an appropriate set of values for
the unknown parameters in Equation (7.2) for a given set of values for d, so that the resulting
random process closely matches the actual, unknown process from which the dataset is derived.
Instead of obtaining point estimates for these parameters, we use Bayesian inference where the
goal is to estimate the associated probability density function (PDF) for each of them. We assign
a prior PDF for each parameter based on any known information that we may have and then use
Bayes theorem to derive the posterior PDF based on the prior PDF and the likelihood of observing
the given dataset. Finally we draw samples from the posterior PDF using the Metropolis-Hastings
algorithm to obtain realizations of the stochastic process that are consistent with the given data [74].
This process is known as the Markov Chain Monte Carlo method and in this paper, we implement
this algorithm using the popular Python software library, PyMC [75]. We illustrate the steps
involved by means of an example that is described below.
In this paper, we do not use actual experimental data for estimating the stochastic processes.
Instead we demonstrate a proof of concept by generating data that varies according to a known
distribution. This allows us to check the veracity of estimated models by comparing with the actual
one. Consider a 1D random process that is described by a mean function and a covariance function.
We generate realizations of this random process and sample these realizations at uniformly spaced
points. After sampling the data, we set aside the actual random process and proceed to estimate
the stochastic process using only the data and some prior assumptions that we make regarding the
form of the random process. In other words, the sampled data is used as the input for estimation,
where we try to reconstruct the parameters of the actual stochastic process from which the data
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originated. To generate the data, we use a stochastic process that is defined in the [0, 1] domain
with a linear mean function given by M(X) = 0.1X and a stationary, isotropic Mate´rn covariance
function given by Equation (7.3) with the parameters: φ = 0.02, ν = 2 and θ = 0.2. Figure 7.1
shows some realizations that have been sampled from this stochastic process and a contour plot of
the corresponding covariance function.
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(a) Realizations of the actual stochastic process
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Figure 7.1: Actual stochastic process described in Section 7.1 illustrated by (1) sampled realizations
and (2) contour plot of the covariance between points in the domain
We sample the realizations generated from the actual stochastic process at a set of 41 uniformly
spaced pointsX to create a set of values for d, which simulates profilometric data that is aggregated
over many different realizations. We ensure that the number of samples is large enough so that
the statistical properties of the data match the actual mean and covariance function quite closely,
i.e. E[dj ] ∼ M(Xj) and V ar[di, dj ] ∼ C(Xi, Xj)∀i, j = 1, 2, . . . , n. Since the standard Mate´rn
covariance function is a symmetric stationary covariance function, the covariance between the
values of the random process at any two points depends only on the distance between the points
and is independent of the locations of the points themselves. This is seen from Equation (7.3),
where the covariance between the values at X and X ′ depends only on ‖X−X ′‖. This can also be
independently verified by computing the correlation between every pair of values in d. Figure 7.2
plots the normalized covariance between every pair of values as a function of the distance between
their physical locations. We see that the points coincide quite well with the solid line, which
corresponds to the actual covariance function, showing that the process is indeed stationary.
Using the data sampled over 250 realizations, we perform Bayesian estimation to obtain estimates
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Figure 7.2: Normalized covariance between sampling points as a function of the distance between
them. The solid line represents the actual Mate´rn covariance function.
for the unknown parameters in Equation (7.2). The first step involves choosing the prior PDFs
for these parameters. In the absence of any definite prior information, we choose vague priors
with arbitrary values for most of the parameters. Since some of the quantities like ν, φ and θ
must be positive for the Mate´rn covariance function to be well-defined, we choose appropriate prior
PDFs that are non-zero only for positive values. We note that the parameter ν determines the
differentiability of the sample paths of the stochastic process and must have a value greater than
1 in order for the paths to be differentiable. In the following sections, we shall examine in greater
detail the requirement that the realizations be differentiable. For the moment, we shall assume this
condition and incorporate it into the prior PDFs as well. If some definite information is available
regarding the distribution corresponding to the unknown parameters, it can be incorporated into
the prior PDFs in a suitable form e.g. we have chosen an exponential distribution for φ and θ
since we know that these parameters must always be positive. Similarly, we have chosen a suitable
range for ν so that the resulting random process is differentiable. Apart from these restrictions,
we choose the prior PDFs to be quite general, so that the estimation process is not skewed as a
result of a choice of priors. In our numerical tests, we have repeatedly performed the estimation
using different randomly chosen values for the prior PDF parameters and have not observed any
significant variation in the results. The final set of prior PDFs are as follows:
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a, b, c ∼ Uniform[−1, 1],
ν ∼ Uniform[1, 3],
φ ∼ Exponential(10),
θ ∼ Exponential(1). (7.4)
Finally, we use the MCMC method to derive posterior PDFs for all the unknown parameters
and sample from their joint density to obtain estimates for each of them. This involves using the
Metropolis-Hastings algorithm to generate a sequence of samples that are drawn from the posterior
PDF. We applied a process of “burn-in” where we discarded the first 30,000 iterations and thinned
the remaining by a factor of 10 to finally obtain a set of 1000 samples for each parameter. Burn-in
is used to minimize the dependence of the samples on the initial values, while thinning ensures that
the samples are not correlated with one another so that the resulting set may be assumed to be
independently drawn.
We plot histograms of the unknown parameters and compare their statistical measures with
the corresponding expected values. Figure 7.3a contains histogram plots of a, b and c in the
mean function while Figure 7.3b shows similar statistics for the parameters, ν, φ and θ in the
covariance function. We also compare the mean values for the estimated parameters with the
actual values used in the original stochastic process in Table 7.1 and see that the estimated values
are accurate. The table also shows the sampling error in the estimates, which is computed as the
standard deviation over the averages computed for 100 random subsets of the values. In most of
the cases the magnitude of sampling error is quite small compared to the mean, which shows that
the estimates are trustworthy.
Table 7.1: Estimated parameter means compared with actual values for test case in Section 7.1
Parameter Actual value Estimated mean value
a 0 0.0006 ± 0.0005
b 0.1 0.1009 ± 0.0005
c 0 (5.3 ± 0.9) ×10−4
ν 2 2.05 ± 0.002
φ 0.02 0.02010 ± 0.00002
θ 0.2 0.1971 ± 0.0006
B n.a. 1.994
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Figure 7.3: Histograms of the estimated parameters in the (1) mean function and (2) covariance
function for the example described in Section 7.1
Although comparing the mean values of the estimated parameters under their respective posterior
distributions is a reasonable way of verifying that the estimation procedure is correct, it is not a
comprehensive test since it only compares the average values. A more rigorous method of verifying
the estimated model involves computing the Bayes factor. It has been extensively used in model
selection problems where the goal is to choose an appropriate model between two or more possible
options [76]. The Bayes factor, B, is defined as the ratio of the likelihood of the data conditioned
on the estimated model to the likelihood conditioned on the actual model, as follows,
B =
Pr (d|Pestimated)
Pr (d|Pactual) =
Pr (Pestimated|d)
Pr (Pactual|d)︸ ︷︷ ︸
Posterior odds
/
Pr (Pestimated)
Pr (Pactual)︸ ︷︷ ︸
Prior odds
(7.5)
where Pactual and Pestimated represent the actual and estimated models, respectively. Unlike point
estimates of model parameters, the Bayes factor uses the likelihoods marginalized over the set of
model parameters. Equation (7.5) also shows that the Bayes factor may be expressed as a ratio of
the posterior odds between the two models to the prior odds between them. This form removes
the need to integrate over all the model parameters in order to calculate the marginal likelihoods
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and can be easily computed during the MCMC process. The Bayes factor for the estimated model
is given in Table 7.1. Based on the scale given by Jeffreys [77], if the Bayes factor is less than 3,
then the difference between the estimated and the actual models is barely worth mentioning.
The advantage of using a Gaussian process-based framework is that although the given data is a
discrete sample that is obtained over a finite set of locations, by estimating the mean and covariance
functions, we get a continuous representation for the estimated random process. Figure 7.4 shows
some realizations of the estimated stochastic process for this example. This allows us to draw
realizations of the estimated process, which can then be used to perform UQ.
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Figure 7.4: Realizations of the estimated stochastic process described in Section 7.1
7.2 Nonstationary covariance functions
In order to generalize the above formulation to handle nonstationary covariance functions, we
establish a mapping between the actual covariance function and an equivalent stationary covariance
function that is obtained by means of a co-ordinate transformation [70]. For a point located at X,
we apply a displacement, u(X), to move it to a new position, x, which we denote as the displaced
position. The displacement function, u(X), is initially unknown and we want to choose it such that
C(x, x′) is a stationary covariance function. We shall continue to use the Mate´rn family to model
this covariance function. This gives us the following nonstationary formulation for the random
process:
72
f |M,C ∼ GP (M,C) ,
M : X, a, b, c 7→ aX2 + bX + c,
C : x, x′, ν, φ, θ 7→Mate´rn (x, x′, ν, φ, θ) , (7.6)
x : X,u 7→ X + u(X)
u : X, au, bu, cu, du 7→ auX3 + buX2 + cuX + du,
d|M,C ∼ N (M(X), C(x(X), x(X))) ,
where we have parametrized u(X) as a cubic polynomial. Equation (7.6) is identical to the for-
mulation presented in Section 7.1 except for the addition of 4 extra parameters that describe the
variation of the displacement field. The choice of parametrization used for u(x) is left to the dis-
cretion of the user. In this paper, we have chosen a polynomial basis as the simplest representation
of the displacement function. This representation works well as long as the actual displacement
function can be represented by a finite polynomial series. This can be empirically shown to be
true, by choosing the order of the polynomial to be sufficiently high. We observe that the mean
value of the posterior PDF for each of the coefficients of higher order terms tends to zero, showing
that the displacement function does not depend on those terms. In practice, if this condition is not
met, then it may be appropriate to use a different basis for the representation. Alternatively, one
could use a different representation using thin plate splines or some other basis with local support
as shown in [70]. To estimate the parameters from datasets, we make use of the same Bayesian
inference procedure developed in Section 7.1.
Like the previous section, we choose an illustrative example to demonstrate the method. We
generate data from a known random process that is defined in the domain [−1, 1] with a quadratic
mean function, M(X) = 10X2 + 5, and a Mate´rn covariance function with the parameters: φ = 2,
ν = 2 and θ = 0.4. Nonstationarity is introduced using the displacement function and we choose
two cases to demonstrate two different forms of nonstationarity. We denote u(X) = 0.5X(1−X2)
as Case I. This corresponds to a displacement that is directed outwards from the origin. Case II
is the opposite with u(X) = −0.5X(1−X2), which corresponds to a displacement that is directed
towards the origin. In both cases, the form of the displacement function has been chosen such that
it is zero at X = 0 as well as at both the left and right boundaries of the domain.
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(a) Realizations of the actual stochastic process
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(b) Covariance function
Figure 7.5: Actual nonstationary stochastic process corresponding to Case I illustrated by (1)
sampled realizations and (2) contour plot of the covariance between points in the domain
Figure 7.5 shows sample realizations and a contour plot of the covariance function for Case I.
We see a distinct difference in the smoothness of the sample paths between the center and the
edges. It is easy to visualize that since the displacement function is positive at points lying on
either side of 0, the region in the center is under tension whereas the edges are in compression.
As a result, the distance between points is increased in the center region, causing the covariance
function to drop down to zero quicker. This decreases the amount of correlation between the values
at neighboring points and is reflected in the sample paths as an increased roughness in the center. In
comparison, compression in the boundary regions causes points to come closer and hence, increase
the correlation between them, leading to smoother curves. We see the exact reverse of the above
situation in Case II, shown in Figure 7.6, where the center is relatively smooth while the edges are
rougher.
The nonstationarity of the covariance function can also be illustrated by plotting the normalized
covariance between points in the data set. Figure 7.7 shows the plots for both Case I and Case
II. Comparing with Figure 7.2, we see that the points deviate significantly from the solid line that
represents the stationary covariance function, showing that the data is derived from a process that
is indeed nonstationary.
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(a) Realizations of the actual stochastic process
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Figure 7.6: Actual nonstationary stochastic process corresponding to Case II illustrated by (1)
sampled realizations and (2) contour plot of the covariance between points in the domain
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(a) Case I
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(b) Case II
Figure 7.7: Normalized covariance between sampling points as a function of the distance between
them. The solid line represents the stationary Mate´rn covariance function.
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7.2.1 Uniqueness and identifiability of the displacement function
Before we look at the estimation of the random process, we shall first consider the issues related
to uniqueness and identifiability of the displacement function. Although u(X) may be represented
using any functional form, it is important to ensure that even after the co-ordinate transforma-
tion, C(x, x′) continues to be a valid covariance function. Moreover we would like to choose a
parametrization for u(X) such that it can be uniquely determined from the given data. In this
section we shall place additional constraints on u(X) so that these conditions are satisfied.
The question of validity of the nonstationary covariance function is easy to tackle. We must
ensure that even after the co-ordinate transformation, the covariance function retains its properties
of being symmetric and positive-definite. Since our formulation based on the Mate´rn covariance
function ensures that, C(x, x′) = C(|x−x′|), we can readily see that it is symmetric. The positive-
definiteness property of this form also remains unaffected as a result of this transformation and
this can be easily proved by applying Bochner’s theorem [44].
In addition to the validity, we are also interested in the identifiability of the displacement function
and in turn, the covariance function. In order to ensure that the parameters of the displacement
function can be uniquely determined from the given data, we would like to enforce a bijective
mapping between the parameters and the resulting covariance function. Unfortunately due to the
presence of norm operator in the covariance function, particular cases of the displacement function
can cause the mapping to cease being unique. More precisely, this situation arises whenever the
left-to-right ordering of two points in the domain gets reversed in the deformed co-ordinate system
as a result of any relative displacement that causes them to cross each other. We can see that the
limiting case that corresponds to the onset of this problem occurs when the displacement causes
two distinct points in X to get mapped on to the same point in x.
In order to ensure a bijective mapping, we would like to restrict the possible values of the
displacement function so that no two points cross each other in the deformed space. Physically,
this condition implies that the strain field that corresponds to the displacement does not cause
gaps or overlaps in the body. This compatiblity condition can be reduced to the assertion that
the determinant of the Jacobian of transformation is always positive. In 1D, this determinant is
nothing but 1+du/dX, and thus we derive the condition that in order for the displacement function
to be uniquely determined, we must ensure that,
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du(X)
dX
> −1. (7.7)
We can also prove the validity of this condition mathematically. Perrin and Meiring [71] derive
a uniqueness condition for a general transformation function and express this condition in terms
of the inverse of the Jacobian of transformation. We can immediately see that in order for this
condition to be well-defined, the Jacobian has to be non-singular and hence, its determinant must
be non-zero. Thus we get the same condition as that expressed in Equation (7.7). This condition
can be easily incorporated into our estimation framework given by Equation (7.6), by constraining
the parameters that govern the displacement function. We impose the additional condition, that
3auX
2 + 2buX + cu > −1 ∀X ∈ D, (7.8)
where D is the domain in which the stochastic process is defined. This condition is applied when
drawing samples for the posterior PDF to ensure that the resulting displacement function satisfies
the uniqueness condition. We see the benefit of choosing the parametric formulation given in
Equation (7.6) involving an additive displacement function, in that it allows for the incorporation
of the uniqueness condition while retaining a physical intuition for the estimation framework.
There is one final observation that we can make regarding the displacement function. We can
show that the addition of any linear term to the displacement function does not affect the value
of the covariance function as long as θ is scaled by an appropriate constant. In other words,
the displacement function is uniquely determinable only to a linear function and θ to within a
constant factor. We can show this for our specific parametrization by considering the following
transformation to the argument of the covariance function,
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‖x(X)− x′(X ′)‖
θ
=
‖X + u(X)−X ′ − u(X ′)‖
θ
,
=
‖(X −X ′) + au(X3 −X ′3) + bu(X2 −X ′2) + cu(X −X ′)‖
θ
,
=
∥∥∥∥∥∥∥
(X −X ′) + au(X3 −X ′3) + bu(X2 −X ′2)
+ (au + bu + cu)(X −X ′)− (au + bu)(X −X ′)
∥∥∥∥∥∥∥
θ
,
=
∥∥∥∥∥∥∥
(1 + au + bu + cu)(X −X ′) + au(X3 −X ′3) + bu(X2 −X ′2)
− (au + bu)(X −X ′)
∥∥∥∥∥∥∥
θ
,
=
‖(X −X ′) + a∗u(X3 −X ′3) + b∗u(X2 −X ′2)− (a∗u + b∗u)(X −X ′)‖
θ∗
,
(7.9)
where k∗ = k/(1 + au + bu + cu) for each of the terms, a∗u, b∗u and θ∗. We see that the value of the
covariance function does not change when the parametrization of u(X) is modified by the addition
or subtraction of a linear term. This property is borne out in [71] where the authors qualify the
uniqueness criterion by stating that the transformation is unique only up to a scaling factor for
θ and a homothetic Euclidean motion for the transformation function. We can therefore use a
corrected form of u(x), given by,
u : X, a∗u, b
∗
u 7→ a∗uX3 + b∗uX2 − (a∗u + b∗u)X. (7.10)
In the discussion below, we talk about this corrected form of u(X) in addition to the original
form since this form has the property that the displacement is zero at the two boundaries of the
domain. This makes it easy to compare the corrected form with the actual displacement function,
since this is a property shared by the actual function as well. It must be noted that the estimated
covariance function remains the same in either case and hence, the properties of the estimated
random process do not change.
7.2.2 Estimation of nonstationary random processes
Using the datasets generated for Case I and Case II presented earlier, we estimate the corresponding
stochastic processes. We employ the formulation given in Equation (7.6) and assign the following
prior PDFs for the unknown parameters:
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a, b, c ∼ Uniform[−20, 20],
ν ∼ Uniform[1, 3],
φ ∼ Exponential(1)
θ, θ∗ ∼ Exponential(1)
au, bu, cu, du, a
∗
u, b
∗
u ∼ Uniform[−1, 1]. (7.11)
(7.12)
Like the case of stationary covariance functions presented in Section 7.2, the prior PDFs can
be specifically chosen to incorporate any knowledge we may have on the values of the unknown
parameters or can be left sufficiently vague in the absence of such information. We note that in
addition to the usual parameters that control the mean and covariance functions, we now have
an additional set of parameters that describe the displacement function used to incorporate non-
stationarity. Using data sampled over 250 randomly generated realizations at 41 equally spaced
points, we generate the joint posterior distribution of the parameters and pick 1000 samples from
it by using the MCMC method with a burn-in of 30,000 and a thinning factor of 10.
The estimated mean value of each of the unknown parameters is compared with their actual values
for both Case I and Case II in Table 7.2. For both cases, we see a very good match between the
actual and estimated values for all parameters that directly affect the mean and covariance function.
There is some error in the estimated values of a and b for Case II, which is possibly due to statistical
error in the data samples. However, for the polynomial coefficients that govern the displacement
function, au, bu and cu, we see that there is a large mismatch between the estimated and actual
values. This discrepancy is to be expected since the displacement function, and by extension, its
polynomial coefficients, can be determined uniquely only up to a linear term. To confirm that the
covariance function has indeed been estimated properly, we examine the parameters corresponding
to the corrected form of the displacement function, namely, a∗u, b∗u and θ∗. We compute these
parameters using the expressions derived in Equation (7.9). By construction, the corrected form
of the displacement function has been specifically chosen to match the actual function at the
boundaries of the domain and therefore, we see a very good match between the estimated values of
these parameters and the actual ones. This is further attested by the comparison of the estimated
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displacement function with the actual one in Figure 7.8, where we see an almost perfect match
between the corrected form and the actual function. Since we have shown that the two forms of
the displacement function ultimately yield the same value of covariance, we are free to use either
form when generating realizations that conform to the estimated random process.
Table 7.2: Estimated parameter means compared with actual values for test cases in Section 7.2.2
Case I Case II
Parameter Actual value Estimated mean value Actual value Estimated mean value
a 10 10.0036 ± 0.0001 10 9.933 ± 0.007
b 0 -0.0135 ± 0.0002 0 0.063 ± 0.002
c 5 4.951 ± 0.002 5 5.208 ± 0.005
ν 2 2.0047 ± 0.0009 2 2.029 ± 0.001
φ 2 1.979 ± 0.002 2 1.959 ± 0.002
θ 0.4 0.3808 ± 0.0005 0.4 0.572 ± 0.008
au -0.5 -0.4788 ± 0.0003 0.5 0.737 ± 0.01
bu 0 -(2.77 ± 0.08) ×10−4 0 0.006 ± 0.0002
cu 0.5 -0.437 ± 0.001 -0.5 -0.258 ± 0.01
du 0 -0.02 ± 0.02 0 -0.009 ± 0.02
a∗u -0.5 -0.4998 0.5 0.496
b∗u 0 -0.0001 0 0.004
θ∗ 0.4 0.3975 0.4 0.385
B n.a. 1.343 n.a. 1.736
Using the parameters estimated from the sampled data, we can now construct realizations of the
random process. A few sample realizations are shown for Case I and Case II in Figure 7.9. Com-
paring with samples shown in Figure 7.5a and Figure 7.6a, we see a qualitative match between the
two. The estimated realizations clearly capture the nonstationarity in the random process, prov-
ing that this method is suitable for estimating spatially varying uncertainties with nonstationary
covariance functions.
7.3 Application to microactuators
We now use the random process estimation framework described above to generate stochastic mod-
els for spatial uncertainties in a micromechanical actuator. We first discuss the physical modeling of
the actuator, followed by examples that demonstrate the effect of spatial variations on the actuator
behavior.
The microactuator is assumed to follow the same numerical model as that presented in Sec-
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Figure 7.8: Estimated displacement functions for (1) Case I and (2) Case II. Solid lines show
the actual displacement function, dash-dotted lines represent the estimated displacement using
the original formulation and dashed lines represent the estimated function using the corrected
formulation.
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Figure 7.9: Realizations sampled from estimated stochastic process for (1) Case I and (2) Case II.
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tion 2.1. It consists of a cantilever beam that is 100µm long, 1µm thick and made of silicon with
a Young’s modulus of 169GPa. It is held at a distance of 2µm from the ground plate, which is
assumed to extend an additional 10µm on either side of the movable beam. This is to account
for the fringing effects of the electrostatic field that is generated in the medium between the two
electrodes. We solve the boundary integral equations along with the equations describing the
mechanical displacement in a coupled manner to obtain the final deformed configuration of the
actuator under a static applied voltage. Suitable postprocessing can be applied to the mechanical
displacement and electrostatic potential fields to obtain the output quantities of interest for which
we are interested in performing uncertainty analysis. We can readily see that the coupled nature
of the above multiphysics model would cause uncertainties in geometrical dimensions as well as
material properties to be propagated through the model and ultimately result in variations in the
displacement of the actuator. Through the rest of this section, we shall see how the deterministic
solver described in Chapter 2 can be used in the UQ framework to predict the uncertainty in the
actuator behavior.
We examine the effect of spatial uncertainties on the electrostatic microactuator described above.
In this work, we restrict our focus to uncertainties in geometrical dimensions rather than in material
properties. We examine a test case where the top surface of the ground plate has a rough profile
and can be considered as a spatially varying uncertainty that modulates the inter-electrode gap.
Since the focus of this paper is the modeling of spatial uncertainties, we do not worry about the
physical origin of these fluctuations. Instead we assume that we are given profilometric data of the
inter-electrode gap at discrete points along the length of the device and that this data is aggregated
across different devices. Possible sources of uncertainty in the microfabrication process are spatial
variations in deposition/etching of materials, non-uniformities in the thickness of photoresist films
that are used as sacrificial layers in a surface micromachining workflow, etc. For the purpose of this
work, we assume that the spatial variations are not significant in the y-direction i.e. perpendicular
to the plane of movement of the actuator (shown in Figure 2.1). This is a reasonable assumption
if the thickness of the device in that direction is small compared to the length of the device.
Our first task is to generate datasets from a known random process and then estimate the
stochastic variation from the data. The estimated process can then be propagated through the
physical model along with the actual process in order to demonstrate the effectiveness of estimating
spatial uncertainties in this manner. Following the same procedure described in the previous
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sections, we generate data from a known random process that is defined in the domain [−10, 110]µm.
We pick a linear mean function, M(X) = (0.05 + 0.005X)µm, and a Mate´rn covariance function
with the parameters: φ = 0.1µm, ν = 2 and θ = 20µm. To simplify notation, we introduce a
normalized spatial co-ordinate Xn = (X + 10)/120, such that Xn ∈ [0, 1], and re-define the mean
function in terms of Xn as M(Xn) = 0.6Xn. It is easily seen that the spatial roughness profile that
we have chosen, causes the top surface of the ground plate to tilt upwards, reducing the gap at
the right end of the cantilever to about 70% of its original value of 2µm on average. The choice of
the mean function profile is arbitrary, but the parameters that contribute to the spatial roughness
profile are based on physically measured roughness profiles of photoresist films [78].
Nonstationarity is introduced using a virtual displacement function and we choose two cases to
demonstrate two different forms of nonstationarity. We denote u(Xn) = Xn(1 − Xn)(2 − Xn) as
Case I. This corresponds to a virtual displacement that is directed towards the right side or the
free end of the actuator, since it is positive in the given domain. Case II is the opposite with
u(Xn) = −Xn(1−X2n), which corresponds to a displacement that is directed towards the left side
or the anchored end. In both cases, the form of the displacement function has been chosen such
that it is zero at Xn = 0, 1, which are the left and right boundaries of the domain. Figure 7.10 and
Figure 7.11 show a contour plot of the covariance function and a few realizations sampled from
the stochastic processes corresponding to Case I and Case II respectively. The trends followed by
the random functions obey the behavior seen in Section 7.2, where regions of compressive virtual
strain are comparatively smoother than regions in tension.
Using the datasets generated for Case I and Case II, we estimate the corresponding stochastic
processes. We use a nonstationary formulation that is very similar to Equation (7.6), except that
we use the corrected form of the displacement function, having shown that it is equivalent to the
regular polynomial form in the previous section. The final formulation is given by:
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(a) Realizations of the actual stochastic process
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Figure 7.10: Actual nonstationary stochastic process corresponding to Case I illustrated by (1)
sampled realizations and (2) contour plot of the covariance between points in the domain
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Figure 7.11: Actual nonstationary stochastic process corresponding to Case I illustrated by (1)
sampled realizations and (2) contour plot of the covariance between points in the domain
84
f |M,C ∼ GP (M,C) ,
M : Xn, a, b, c 7→ aX2n + bXn + c,
Xn : X 7→ (X + 10)/120
C : x, x′, ν, φ, θ 7→Mate´rn (x, x′, ν, φ, θ) ,
x : Xn, u 7→ −10 + 120(Xn + u(Xn))
u : Xn, au, bu 7→ auX3n + buX2n − (au + bu)Xn,
d|M,C ∼ N (M(X), C(x(X), x(X))) , (7.13)
Expressing the formulation in terms of the normalized spatial co-ordinate, helps to define the
problem in terms of unknown parameters that are scale-independent. This makes the formulation
very flexible for modeling uncertainties defined over spatial domains of any scale. We can now
assign the following prior PDFs for the unknown parameters, which are very similar to the ones
that we have been using so far:
a, b, c ∼ Uniform[−1, 1],
ν ∼ Exponential(10),
φ ∼ Exponential(20)
θ ∼ Exponential(0.1)
au, bu ∼ Uniform[−5, 5]. (7.14)
(7.15)
We generate 250 random realizations from the original stochastic process and sample each one
at 41 uniformly spaced points in the domain to generate the simulated profilometric data for the
random ground plate. Bayesian estimation is performed using the MCMC method with a burn-in of
30,000 samples and a thinning factor of 10. The resulting posterior distribution of the parameters
can be used to obtain the estimated stochastic process that incorporates a nonstationary covariance
model. We also estimate a different stochastic process that has exactly the same formulation as
that mentioned in Equation (7.13), but the virtual displacement function, u(Xn), set to zero. This
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corresponds to a stationary covariance model and we compare the resulting stochastic process with
the one that uses a nonstationary model. Realizations drawn from both these processes are shown
in Figure 7.12 and Figure 7.13 for Case I and Case II respectively. Comparing with Figure 7.10
and Figure 7.11, we see that the nonstationary model shows a good qualitative match with the
actual random process. With the stationary model, although the mean trend is similar, the spatial
variation of roughness is not captured at all, since this is a property of the nonstationarity in the
covariance function.
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(b) Stationary model
Figure 7.12: Realizations sampled from estimated stochastic process using (1) nonstationary and
(2) stationary covariance function for data corresponding to Case I
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Figure 7.13: Realizations sampled from estimated stochastic process using (1) nonstationary and
(2) stationary covariance function for data corresponding to Case II
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7.4 Effect of spatial uncertainties on static behavior
7.4.1 Electrostatic analysis
We first perform a pure electrostatic analysis on the actuator in the presence of the spatial uncer-
tainties. In this simulation, we do not consider the effect of electrostatic force and therefore, assume
that the top electrode does not move at all. We propagate actual stochastic model as well as the
estimated fields obtained using the nonstationary and stationary formulations. For each case, we
modulate the top surface of the ground plate by a realization sampled from the stochastic process
and then re-generate the mesh for the ground plate in order to perform finite element analysis.
We solve Equation (2.6) along with its boundary condition given by Equation (2.8) and obtain the
electrostatic potential along a plane lying mid-way between the two electrodes at a distance of 1µm
from the top electrode. These potential values are normalized by the maximum applied potential
difference and plotted in Figure 7.14 for both Case I and Case II.
For the given actuator geometry, since we know that electrostatic potential varies fairly linearly
within the gap between the electrodes, we expect that the spatial trend in the electrostatic potential
will closely follow the roughness profile of the ground plate. This is confirmed by the trends seen
in the figure. This shows that the spatial uncertainty has been propagated into the electrostatic
domain and the resulting transformation is quite linear. We see that in both cases, the nonsta-
tionary model reproduces the results corresponding to the actual stochastic process very well. The
stationary model, on the other hand, is not able to capture any aspect of the spatial variation
except for average behaviour.
7.4.2 Mechanical displacement
We now include the effect of electrostatic force by performing a complete electromechanical anal-
ysis on the actuator to compute the mechanical displacement field. We solve for the downward
displacement of the top electrode due to the electrostatic force and compute the variation of elec-
trode tip displacement due to the effect of the spatial uncertainties. Here the spatial variation in
the electrostatic potential will translate into the traction term and will result in a non-uniform
electrostatic pressure being applied on the top electrode. Moreover, since the electrostatic force is
inversely dependent on the local gap between two points on the top and bottom electrodes, as the
actuator deforms, the electrostatic traction changes accordingly and exerts an additional nonlinear
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Figure 7.14: Normalized electrostatic potential along the mid-plane for several realizations of the
random field. The left column corresponds to Case I while the right column corresponds to Case
II. The rows correspond to the results obtained using the actual stochastic process (top) and the
estimated results using the nonstationary model (middle) and the stationary model (bottom).
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influence on the resulting displacement field.
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Figure 7.15: Variation in tip displacement of the actuator under the effect of various stochastic
models
We observe the effect of this nonlinear dependence in Figure 7.15, where the device is actuated
using a potential difference of 8V and the PDF of tip displacement is plotted for the actual,
nonstationary and stationary models for Case I and II. If the tip-displacement is linearly dependent
on the input uncertainty, we would expect to see a symmetric variation about some nominal value.
Instead we see that the tails of the distributions have been stretched more to the left, towards
the region of greater displacement (more negative values). Comparing the PDFs for Case I and
Case II using the actual process (solid and dashed lines with circles), we see that the spread in tip
displacement for Case I is almost three times the amount seen for Case II. To explain this difference,
we look at the realizations and note that in Case I the realizations are relatively smoother on the
right side of the domain, close to the tip of the actuator, whereas in Case II, the smoother regions
are closer to the anchored end of the cantilever. In general, if the inter-electrode gap fluctuates
sharply about a mean value, then the positive and negative contributions tend to cancel out and
the resulting electrostatic force is no different from the mean trend. However, if the spatial profile
changes slowly, there is a greater degree of correlation between the values of electrostatic force
at neighboring points and this results in a net increase or decrease in the local electrostatic force.
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When this increase or decrease occurs near the tip of the cantilever (as in Case I), its effect on the tip
displacement is more pronounced than when it happens close to the anchored end of the cantilever
(Case II). This is clearly seen in the figure, where we note that the range of tip displacement
increases almost three-fold going from Case II to Case I.
Between the three models, we again see a close match between the nonstationary model (solid
and dashed lines with squares) and the actual one, while there is a significant discrepancy in
the results predicted by the stationary model (solid and dashed lines with triangles). In fact,
the stationary model is unable to even differentiate between Case I and Case II, and ends up
predicting a trend that is close to the average of the two. This shows the importance of using a
nonstationary model to represent spatial uncertainties, since we clearly see that capturing the mean
trend using a stationary covariance model is not sufficient to accurately reproduce the variation
in tip displacement. Instead we need an inhomogeneous model that can correctly include spatial
variations. This is crucial especially when the physical system has a nonlinear dependence on the
input uncertainty, which causes the effect of nonstationarity to become amplified.
7.4.3 Pull-in voltage
Electrostatic MEMS actuators are known to be subject to an instability phenomenon called pull-in.
When the actuation voltage rises high enough, the mechanical restoring force in the deformable
electrode is unable to resist the electrostatic force and the top electrode crashes onto the ground
plate. The voltage at which this happens is known as the pull-in voltage and is a characteristic
quantity for a given electrostatic actuator. It is also a quantity of interest in the design of electro-
static switches, where the pull-in phenomenon is used to make the device behave like a mechanical
switch.
We perform a complete electromechanical analysis on the actuator by considering the effect of
the electrostatic force. We use bisection method to solve for the pull-in voltage for the case of
the actual stochastic model as well as the estimated fields obtained using the nonstationary and
stationary formulations. The results are shown in Figure 7.16. For Case I, the pull-in voltage varies
between 8.5V and 16V, while this range drops down by half when Case II is considered. With regard
to the estimated models, we see a similar trend as that seen in the previous section. Again the
nonstationary model gives the best results while the stationary model is unable to differentiate
between Case I and Case II. This shows the importance of using the correct stochastic model when
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including the effect of spatial uncertainties in electrostatic microactuators.
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Figure 7.16: Variation in pull-in voltage of the actuator under the effect of various stochastic models
7.5 Effect of spatial uncertainties on dynamic behavior
7.5.1 Variation of damping ratio
It can be immediately seen that as a result of the spatial variations, the gap between the cantilever
beam and the ground plate is not constant, even when there is no deformation in the cantilever
beam. The spatial roughness directly affects the damping pressure, since it is coupled into the
RSFD equation by way of the gap height term, h(x), as seen in Equation (2.9). In addition to this
effect, the roughness affects the magnitude of the electrostatic force acting on the beam, which in
turn changes the amplitude of beam displacement, as is seen in Section 7.4.2. In contrast to the
variation in damping pressure, the electrostatic force variation has only an indirect effect on the
damping ratio by way of changing the amplitude of displacement, which has a corresponding effect
on the damping pressure due to the nonlinear nature of the RSFD equation (Equation (2.9)). Since
there are two routes of uncertainty propagation, it would be interesting to see which one is more
dominant and thus is more responsible for the variation in the damping characteristics. We take
the realizations generated from the actual model for both Case I and Case II and compute the
change in damping ratio in the presence of these variations. Figure 7.17 shows the corresponding
PDFs of the damping ratio.
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Figure 7.17: Variation of damping ratio due to spatial realizations generated from the actual
stochastic model for Case I and II under three different physical conditions.
Narrowing our focus to the blue lines that correspond to the full system, we see that there is a
significant difference between the PDFs for Case I and Case II, with the latter showing a narrower
range of variation. These two cases correspond to the two different forms of the nonstationary
covariance function, where the region near the cantilever tip is relatively smooth for Case I whereas
Case II is smoother in the region close to the anchor. From Equation (2.9), we can infer that the
effect of squeeze film damping will be inversely proportional to the gap between the cantilever and
the ground plate. If the spatial profile of the surface varies rapidly about its mean value, then we
can expect that the net effect on the damping pressure from the positive and negative contributions
will approximately even out. However, in the smoother regions, where the spatial profile is more
correlated, we expect to see a marked shift in the damping pressure. We know that the squeeze-film
pressure profile is zero near the anchor and increases as we go towards the cantilever tip since it
is proportional to the beam displacement. This means that fluctuations in the pressure near the
tip have a greater effect on the total damping force than those near the anchor. This explains
why we observe a greater range of variation in the damping ratio for Case I, since the smoother
regions, which cause a greater shift in the damping pressure, are closer to the cantilever tip, where
the magnitude of damping pressure is higher. We can also argue that since the cantilever is more
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compliant near its tip, the fluctuations in the damping force there have a greater effect on the
system than fluctuations of the same magnitude near the anchor. This serves as another reason to
explain why the range of variation is much higher for Case I.
7.5.2 Variation of potential energy
As mentioned earlier, the effect of spatial variation not only propagates into the damping pressure,
but it also modifies the electrostatic force. Just like the damping pressure, the electrostatic traction
is also inversely proportional to the gap between the electrodes. Hence, we expect to see a similar
trend in the variation of electrostatic force when we compare Case I to Case II. It is interesting to
note that the electrostatic and damping forces are linked to one another. Since both forces depend
on the displacement of the cantilever, as the magnitude of one changes, it affects the displacement
and thereby changes the magnitude of the other. Hence, it is impossible to completely divorce the
effect of the two mechanisms of uncertainty propagation as far as the damping ratio is concerned.
In order to gain more physical insight into the underlying mechanism, we look at the variation
of the potential energy of the system. This is a relevant parameter because for a periodically
oscillating system, the damping ratio is calculated as the ratio of the total energy dissipated in
a single oscillation period to the amplitude of the potential energy. The potential energy of the
system is roughly proportional to the electrostatic driving force, whereas the energy dissipated
is the work done in overcoming the damping force. Therefore we shall use the potential energy
amplitude as a means to separate out the roles of two uncertainty propagation mechanisms in
causing the variation in the damping ratio. The PDFs of the amplitude of potential energy for the
full system are shown as blue lines in Figure 7.18. Again we see that the PDFs for Case I and Case
II have some differences, but the difference in the range of variation is not as much as it was for
the damping ratio in Figure 7.17. This is expected because the variation in the damping ratio is
the result of uncertainty in both the electrostatic force as well as the damping pressure.
7.5.3 Turning off electrostatic force variation
Having identified two different mechanisms of uncertainty propagation, the easiest way to compare
the effect of the two is to examine them in isolation. As explained earlier, in the real device,
these two are inextricably linked. However, in the numerical simulations, we have the luxury of
artificially turning off one or both routes of uncertainty propagation. We first take the case of
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Figure 7.18: Variation of damping ratio due to spatial realizations generated from the actual
stochastic model for Case I and II under three different physical conditions.
electrostatic force. From Section 2.1, we know that the electrostatic force is obtained by solving
Equation (2.6) in the air domain. The effect of spatial variations is introduced by modulating the
domain boundary mesh to match the realizations generated from the stochastic model. By solving
Equation (2.6) on the original domain without applying the spatial variations, we can effectively
decouple the spatial variations from the electrostatic force computation.
The PDFs of the damping ratio and the potential energy amplitude, computed without the effect
of spatial roughness on electrostatic force, are shown as red lines in Figure 7.17 and Figure 7.18
respectively. We can immediately see that when the electrostatic force variation is turned off, both
the mean and the variance of the potential energy amplitude are decreased. The potential energy
is related to the square of the displacement amplitude, as is the energy dissipated per cycle, if
nonlinear effects on damping pressure are not considered. Hence, for a linear system, the drop
in potential energy is compensated by a corresponding drop in the energy dissipated and the net
result is that the damping ratio remains roughly the same. However, since the RSFD equation
has a nonlinear dependence on the gap height (and consequently, the displacement amplitude), we
hypothesize that the drop in the damping pressure will be slightly more and hence, we expect to
observe a drop in the net damping ratio. This is borne out in Figure 7.17, where we see that the
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red lines are shifted a good deal to the left of the blue ones, showing that when the electrostatic
variation route is turned off, the mean value of the damping ratio is almost half that of the full
system. However, we still see a fair bit of variation in the damping ratio, evidently due to the
direct fluctuations in damping pressure which are still present in the system.
7.5.4 Turning off damping pressure variation
We now consider the opposite situation, where the spatial variations are considered during the
computation of the electrostatic force, but not while solving the RSFD equation. In other words,
we still compute the gap height as h(x) = g+uz(x), but assume that g is equal to the nominal gap
height in the undeformed configuration and does not vary with the roughness in the ground plate.
This allows us to decouple the spatial variations from the damping pressure calculations. However,
it must be noted that since the roughness does modulate the electrostatic force, the uncertainty will
ultimately get coupled into the damping pressure as well through the displacement term, uz(x).
We compute the PDFs of damping ratio and potential energy amplitude, which are shown as
green lines in Figure 7.17 and Figure 7.18 respectively. We observe that in the absence of spatial
variations directly modulating the damping pressure, the damping ratio to almost a third of its
original value corresponding to the full system. The amplitude of potential energy, on the other
hand, is seen to be higher than that for the full system. However, the increase in the potential
energy is less than the proportionate decrease in the damping ratio, indicating that it cannot be
the sole reason for this change. Moreover, as seen in the previous section, due to a coupling of the
displacement amplitude into the damping pressure calculations, an increase in the potential energy
amplitude should actually cause an increase in the energy dissipated per cycle. Since the damping
ratio is seen to decrease, despite this coupling, we conclude that the decoupling of pressure variations
from the damping pressure calculation has a much greater effect on the damping ratio than due to
the coupling through the electrostatic force. This means that the pressure damping route is the
dominant mechanism for uncertainty propagation as far as the damping ratio is concerned.
7.5.5 Comparison with a 1D mass-spring-damper model
To further understand the role of nonlinear coupling in uncertainty propagation, we consider a
simplified physical model for the system, where we simulate the dynamic behavior using a mass-
spring-damper (MSD) model. The mass and spring constant used in the model are obtained by
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calculating the effective values corresponding to the first mode of a vibrating cantilever beam.
The damping coefficient is obtained by modeling the squeeze-film damping for a pair of flat plates
moving towards each other. The electrostatic force corresponds to that acting on the electrodes of
a parallel plate capacitor, where the separation between the electrodes is equal to the sum of the
undeformed gap height and the amplitude of displacement of the first mode of the cantilever beam.
The final expression for the motion of the MSD system is given by,
ms¨+ cs˙+ k s =
wLV 2
2 (g − s)2 , (7.16)
where m, c and k are the effective mass, damping coefficient and stiffness, respectively, of the first
transverse vibration mode of the cantilever beam and s is the modal displacement amplitude taken
to be positive in the negative z-direction. First of all, we note that the nominal gap-height, g, figures
in the computation of the electrostatic force as well as the damping coefficient. This is similar to
the situation in the full numerical model, except that nonlinear variation of damping as well as
spatial variations of the ground plate are ignored. In order to perform uncertainty propagation,
we compute the average gap height over the spatial domain for each realization sampled from the
stochastic model and apply that variation to the value of g.
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Figure 7.19: Damping ratio for the MSD model.
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Figure 7.20: Amplitude of potential energy for the MSD model.
The damping ratio and amplitude of potential energy are computed in the same way as for the
numerical model, and the variation in these quantities are shown in Figure 7.19 and Figure 7.20
respectively. As in the case of the full numerical model, we compare the results with simulations
where uncertainty propagation through either the electrostatic force or the damping coefficient is
turned off. Since the MSD model is a drastic simplification of the physics in the full numerical
model, we may at most expect to have a qualitative match with the results in Figure 7.17 and
Figure 7.18. We observe that for the MSD model, the variation in the damping ratio is solely
caused by the change in the value of c and that when the damping pressure variation is turned off,
all the uncertainty in the damping ratio disappears. On the other hand, turning off the variation
in the electrostatic force seems to have only a marginal effect on the damping. The plots for the
potential energy amplitude all follow the same general trend as that seen in Figure 7.18. Despite
this qualitative match in the amplitude of potential energy, the simplified model is quite inaccurate
in predicting the variation in the damping ratio, even in terms of capturing the general trend.
Moreover, we see that the estimated PDFs for Case I and Case II have almost no difference,
showing that the MSD model is insensitive to the nonstationarity in the stochastic model. This
shows the importance of properly accounting for spatial variations when performing numerical
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simulations so that the resulting predictions are more accurate.
7.5.6 Importance of nonstationarity during stochastic modeling
In this section, we examine the importance of nonstationary stochastic modeling in the context
of dynamic behavior. This is similar to the study of tip displacement variation described in Sec-
tion 7.4.2, except that here we perform dynamic simulations to examine the variation in damping
ratio. We gather the results predicted by the estimated stochastic models with nonstationary and
stationary covariance functions and contrast them with results predicted by the actual model. The
resulting PDFs are plotted in Figures 7.21–7.26 for both damping ratio and amplitude of potential
energy and for cases with and without the variation in electrostatic force and damping pressure. In
all the figures, we see that the results from the nonstationary model (red lines) show a close match
with those from the actual model (blue lines), clearly distinguishing between Case I and Case II,
the two types of nonstationarity that are considered. The stationary model (green lines) is unable
to capture the spatial variation properly and hence, unable to distinguish between the two cases.
Consequently, the corresponding results only capture an average sense of the variation seen in the
two cases.
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Figure 7.21: Damping ratio for the full system.
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Figure 7.22: Amplitude of potential energy for the full system.
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Figure 7.23: Damping ratio for the system with electrostatic force variation turned off.
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Figure 7.24: Amplitude of potential energy for the system with electrostatic force variation turned
off.
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Figure 7.25: Damping ratio for the system with pressure variation turned off.
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Figure 7.26: Amplitude of potential energy for the system with pressure variation turned off.
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Chapter 8
Data-driven stochastic models
8.1 Generalization of stochastic modeling framework
The stochastic modeling framework presented in Section 7.1 and Section 7.2 is limited in the
sense that the parametrization applies only to a specific class of random processes. Although the
assumption of a second-order random process with a Mate´rn covariance function is quite general,
the parametrization of the mean function, M(X), and the virtual displacement function, u(X),
using a polynomial basis might be restrictive. In this section, we extend that framework by using
a cubic B-spline representation, which makes the formulation applicable to more realistic scenario
where the form of these functions is not known a priori.
B-splines are piecewise-polynomial functions that are expressed as the weighted sum of spline
basis functions, which have a localized support [79]. They are a popular means of representing an
unknown function in terms of basis functions that possess desirable smoothness properties and yet,
are easy to evaluate due to their local support. Given a vector of knots, t = {t1, t2, . . . , tp+k}, a
spline function of degree k may be expressed as,
Sk(X; t) =
p∑
i=1
γiBi,k(X; t),
Bi,1(X; t) =

1 if ti ≤ X < ti+1
0 otherwise
, (8.1)
Bi,k(X; t) =
X − ti
ti+k−1 − tiBi,k−1(X) +
ti+k −X
ti+k − ti+1Bi+1,k−1(X),
(8.2)
where γi is the weighting coefficient associated with each individual basis. In order to equip the
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spline representation with a continuous derivative, we choose k = 3 corresponding to cubic B-
splines. Using this representation, we modify the nonstationary covariance formulation for 1-D
stochastic processes, presented in Section 7.2, as follows,
f |M,C ∼ GP (M,C) ,
M : X,α, tM 7→
∑
i
αiBi,3(X; tM ),
C : x, x′, ν, φ, θ 7→Mate´rn (x, x′, ν, φ, θ) , (8.3)
x : X,u 7→ X + u(X)
u : X,β, tu 7→
∑
i
βiBi,3(X; tu),
d|M,C ∼ N (M(X), C(x(X), x(X))) ,
where tM and tu are the knot vectors for the mean function and displacement function respectively,
that are chosen to lie in the domain of the stochastic process, while α and β are the corresponding
weight vectors that are unknown and are estimated from the data along with the other hyper-
parameters. The advantage of this formulation is that it is more general than the previous case,
where a polynomial basis was assumed. Secondly, due to our choice of cubic B-splines, we ensure
that the functions are differentiable, which allows us to specify uniqueness conditions that involve
the derivative of the displacement function.
8.2 Characterization of spatial variations using profilometric data
In order to estimate stochastic models to describe spatial uncertainties, we need to have multiple
replicates of data, where each replicate is obtained by measuring the height of one instance of the
random surface at several pre-determined points. This procedure is described in Figure 3.1, where
a profilometer is used to scan the surface in order to measure the variation in height. In the case of
MEMS, this kind of measurement is limited to those surfaces that are accessible to the profilometer
probe; typically, those that lie in the plane of the substrate wafer.
To illustrate this procedure, we model the random surfaces generated during deep reactive ion
etching (DRIE), specifically along the floor of etched trenches. DRIE consists of short alternating
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steps, where an ion-assisted isotropic etch step by a chemical species is followed by a passivation
step in which a polymer is deposited conformally in order to protect the side walls of the trench
during subsequent etching steps [80]. The combination of passivation followed by etching allows
for the creation of channels with high aspect ratios. A popular choice of the gas used for etching
silicon is SF6, while the polymer-forming gas used for passivation is typically C4F8. DRIE has been
widely accepted as the method of choice for etching, since it is capable of achieving higher etch
rates and bigger aspect ratios, while maintaining a relatively uniform etch profile.
One of the side effects of using DRIE is the generation of spatial asperities on the floor of the
etched trench which, in extreme cases, manifests as vertical filaments of silicon that are popularly
referred to as “grass”. Dixit and Miao [81] showed that the generation of grass is related to the
flow rate of SF6 as well as the ratio of etching to passivation cycle times. They argue that the
grass formation is caused by localized concentration of flouride ions at the bottom of the trench,
which causes the resulting surface after etching to become uneven. For devices manufactured using
DRIE, this roughness becomes a source of device-level spatially-varying uncertainties, affecting
critical device parameters either directly or as a result of subsequent manufacturing steps.
The first step in estimating the stochastic model is to gather data characterizing the uncertainty.
As explained in Section 3.1.2, in order to estimate the mean and covariance function for second order
random processes, we measure the surface height at fixed locations across multiple replicates of the
rough surface. For shallow trenches etched using DRIE, we can use a profilometer to measure the
variation in surface height along the floor of the trench and use this data to estimate an appropriate
stochastic model. We use experimental data obtained from 600 µm wide trenches etched into silicon
wafers, by scanning the trench width with a profilometer probe. Figure 8.1 shows the variation
in surface profile over a 100 µm section. We see that except for a few outliers the magnitude of
roughness is fairly uniform over the entire section, indicating that a stationary stochastic model
may be sufficient to capture the variation.
The characterization data obtained using profilometry is then plugged into the estimation frame-
work outlined in Section 8.1. We first estimate the stochastic process using the full nonstationary
covariance model and then set the displacement function to zero to mimic a stationary formulation.
Using Equation (7.5), we compute the Bayes factor that compares the similarity between the two
models. We obtain a value of 2.684, which indicates that there is no significant difference between
the two [77]. This confirms our hypothesis that the data can be modeled well using a stationary
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Figure 8.1: Profilometric data showing variation of trench floor after DRIE.
covariance formulation. Figure 8.2 shows a few realizations sampled from the stochastic model
estimated using a stationary covariance model, while Figure 8.3 approximates the posterior PDFs
of the covariance function hyperparameters by computing histograms of the trace values generated
by the MCMC sampler.
In order to demonstrate the significance of this surface roughness, we apply the estimated stochas-
tic model to a MEM device and examine the resulting variation in device performance. We choose
a micromirror, whose schematic is shown in Figure 8.4. The micromirror is modeled as a flat
plate with electrodes, that is suspended over a grounded plate by means of a torsional hinge. The
device is actuated using electrostatic force, when a potential difference is applied between one of
the electrodes and the ground plate. When a beam of light is incident on the top surface of the
micromirror, which is reflective, the rotation in the mirror can be used to steer the reflected beam
in different directions. This kind of a device finds application in a variety of optical components
including digital displays, where a displayed pixel can be turned on or off depending on the position
of the mirror. It is important to tightly control the amount of rotation for a given voltage in order
to reproduce the on and off states of the mirror with good fidelity. Moreover, since the dynamic
characteristics of the movable electrode determine the transition time between the two states, it is
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Figure 8.2: Realizations sampled from the estimated stochastic model.
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important to understand the performance of the device with respect to these metrics in order to
ensure long-term reliability.
42µm
1500µm
150µm
505µm
3µm
Electrode
Ground plate with surface roughness
Micromirror Torsional hinge
Figure 8.4: Schematic of the micromirror with a torsional hinge.
We assume a simplified manufacturing workflow where a shallow trench is first etched into a
silicon substrate wafer using DRIE to define the gap between the electrodes. We then planarize the
top silicon layer of a silicon-on-insulator (SOI) wafer so that the silicon thickness is brought down
to 3 µm and define the conductor electrodes. This wafer is then flipped and anodically bonded
with the substrate wafer so that the thin silicon layer on the SOI wafer fuses with the substrate
wafer. The backing and insulating parts of the SOI wafer are then etched away revealing the 3
µm silicon layer, which is then coated with a reflective layer, patterned and etched through to
release the movable electrode. As in any electrostatically actuated system, the performance of the
device is very sensitive to the gap between the electrodes. The dimensions of the gap, in turn, are
controlled by the precision in the initial DRIE step. Consequently, we expect that any roughness
on the trench floor that is generated during the DRIE step will result in a spatially-varying gap,
which will change the performance characteristics of the device in terms of its static as well as
dynamic behavior.
In order to model the effect of spatial uncertainties on this device, we assume that the ground
plate roughness can be represented as a stochastic process, which can be estimated using the
procedure given above. The data for the stochastic model can be obtained by using a profilometer
to map out the spatial variations immediately after the trench is etched into the substrate wafer.
Using the trench floor profilometric data presented in Figure 8.1, we estimate a stochastic model
for the spatial variation and use it to quantify the variation in device performance. The dimensions
of the micromirror device are as shown in Figure 8.4 and the physical model for the device has
been described in [38]. We use the electromechanical solver framework developed in Section 2.1 and
model the hinge as a torsional spring with a stiffness of 4.49× 10−7N m rad−1. The ground plate
profile is modulated by the spatial variation estimated from the stochastic model and we compute
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the variation in quantities of interest, like actuator displacement and damping ratio. Since the
stochastic models obtained using the nonstationary and stationary covariance formulations are
almost the same, we report results only from the latter method. By propagating the stochastic
model, we obtain PDFs corresponding to the variation in various parameters of interest.
We first apply a static potential difference between one of the electrodes on the mirror and the
ground plate. This displacement causes the mirror to rotate until the displacement attains the
steady-state equilibrium value. Due to spatial variation in the gap, we observe a spread in the
steady-state displacement. This spread increases as the steady-state voltage in raised, due to the
nonlinear nature of the actuator. Figure 8.5 shows the variation in the vertical position of the
mirror edge as a function of the voltage applied. The red and green dotted lines correspond to the
lower and upper bounds for the 95% confidence interval corresponding to the stochastic variation.
The cyan dash-dotted line is the median displacement. For comparison, we also computed the
mirror position in the deterministic case, where spatial variations are ignored. We see that there is
a difference between the median value in the stochastic case and the deterministic value, especially
at larger voltages. The realizations drawn from the estimated stochastic model, shown in Figure 8.2,
show that the variation in the gap is roughly equal along both positive and negative directions,
meaning that the mean trend is approximately zero. However, since the electrostatic force increases
nonlinearly as the gap decreases, the variation in the displacement is amplified as the mirror edge
gets closer to the ground plate. This causes the median edge position to be different from the
nominal deterministic case, showing that a proper stochastic analysis is needed even in order to
predict the average trend. In addition to the estimated stochastic process, we also randomly choose
6 replicates from the measured characterization data and propagate the raw variation through
the numerical model. The corresponding results for 20, 25 and 30V are shown as black dots
in Figure 8.5. We see that the spread in the dots corresponds well with the confidence interval
predicted using stochastic analysis, which serves as an additional check for the whole exercise. We
also plot the PDFs of the mirror edge position corresponding to actuation voltages of 20, 25 and
30V, as shown in Figure 8.6. Here we can clearly see the nonlinear behavior of the actuator that
causes the spread in the displacement to increase, as the voltage is raised.
Using the stochastic model, we also predict the variation in the pull-in voltage of the micromirror
device. The pull-in voltage defines the limit of operation for the actuator and in some situations,
the pull-in instability is directly used to switch the mirror between two different states. Hence, it
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Figure 8.5: Variation of vertical position of mirror edge with voltage. The black dots correspond
to results obtained using 6 randomly chosen replicates from the measured data.
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Figure 8.6: PDFs of vertical position of mirror edge for actuation voltages of 20, 25 and 30V.
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is an important metric that governs actuator performance. Figure 8.7 shows the PDF of pull-in
voltage for the micromirror along with the results corresponding to six randomly chosen replicates
from the measured data. We see that the pull-in voltage varies by over 10V, showing that the
effect of spatial uncertainties cannot be ignored in such a device. We also examine the effect of
spatial uncertainties on the dynamic behavior of the actuator by computing the damping ratio.
The PDF of the damping ratio is shown in Figure 8.8 and we see a 20% variation on either side
of its median value. Again, we see the importance of incorporating spatial uncertainties during
uncertainty quantification in order to make accurate predictions of the variation in parameters.
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Figure 8.7: Variation in pull-in voltage of the micromirror due to spatial uncertainties. The black
dots correspond to results obtained using 6 randomly chosen replicates from the measured data.
8.3 Extraction of data using image segmentation
Generation of data using profilometry is a particularly fast and easy way of obtaining characteriza-
tion data to estimate spatial uncertainties. However, profilometry is limited to measuring surface
roughness along the surface of the wafer and cannot be used to measure variations in orthogonal
planes that go into the wafer substrate e.g. spatial variation in the side-wall profiles produced
during the etching of channels. Another disadvantage of profilometry is that it is primarily suited
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Figure 8.8: Variation in damping ratio of the micromirror due to spatial uncertainties. The black
dots correspond to results obtained using 6 randomly chosen replicates from the measured data.
to measuring the physical height of surface asperities and cannot be directly used to measure varia-
tion in other physical properties like electrical conductivity. In this context, image-based techniques
provide alternate tools to extract spatially varying data that can be used in stochastic model es-
timation framework in a manner similar to that for profilometric data. The idea is to gather
multiples images corresponding to the spatial variation in different replicates of a device and to
then digitize these images using a combination of various image processing techniques in order to
obtain a coherent dataset that quantifies the spatial variation at certain fixed spatial locations.
Since we are dealing with images, this method can be applied to other situations as well that do
not involve surface roughness e.g. in quantifying the spatial variation in the boundaries of infected
regions in biological tissue samples that have been stained using a suitable method.
In this work, we consider the variation in side-wall profiles of channels etched using DRIE.
As explained in Section 8.2, the Bosch process used for DRIE consists of a series of alternating
etching and passivation steps to achieve large aspect ratios. However, a curious side-effect of this
process is that the side walls developed a characteristic wavy pattern known as “scalloping”. This
scalloping is a result of the anisotropic nature of the SF6 etch step being periodically interrupted
by the passivation polymer [82]. The magnitude and extent of scalloping depends on the width and
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aspect ratio of the etched channel. In general, it is observed to be most prominent near the top of
the channel and gradually disappears as the channel depth increases [82,83]. The surface roughness
produced by scalloping has been extensively studied in the context of optical MEMS, where the
smoothness and optical quality of the sidewalls governs the performance of the device [83–85].
In order to generate a stochastic model to describe the variation in sidewall profiles of DRIE
channels, we use cross-sectional images of the channels obtained using scanning electron microscopy
(SEM). Figure 8.9a shows one such example of the sidewall profile variation in a cross-sectional
image of a channel in a silicon wafer. We clearly see the presence of scalloping in the top portion
of the channel. In order to quantify the variation of the sidewall profile, we first perform image
segmentation to identify the boundary between the channel interior and the silicon substrate.
There are several sophisticated techniques to perform image segmentation and they mostly involve
using local changes in contrast to identify the boundary between adjacent segments. We employ
a simpler method which involves applying a Sobel filter [86] to the image. The Sobel filter is a
discrete differentiation operator which can be used to extract gradients along either the row or
column direction for a 2D image array. Since the channel walls are fairly vertical, we use the filter
along the direction perpendicular to the channel walls in order to identify the points where the
gradient is maximum. Mathematically, this can be seen as the convolution of a 3 × 3 matrix with
the image array as follows,
Gx =

−1 0 +1
−2 0 +2
−1 0 +1
 ∗A (8.4)
where A is a 2-D array corresponding to the original image and Gx is the result of applying the
Sobel operator. The 2-D convolution operation is denoted using the ∗ symbol. The array, Gx, can
be thought of as the discrete directional derivative along the x-direction. By scanning each row
in Gx, we can identify the points where the gradient is maximum or minimum. These correspond
to location of the right and left walls, respectively. We can thus obtain the pixel locations of the
points that form the sidewall boundary. The segmented image that we obtain after applying the
above edge extraction algorithm is shown in Figure 8.9b. We thus obtain the pixel locations for
two sidewall profiles for every available image replicate.
After image segmentation, we compute the pixel-length of the calibration scale included at the
bottom of Figure 8.9a. This allows us to convert the pixel locations of the sidewalls into real-world
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(a) SEM image of channel etched using DRIE (b) Image after segmentation
Figure 8.9: Image processing of SEM micrograph showing (a) the cross-sectional view of a channel
etched using DRIE and (b) the binary image obtained after segmentation.
113
coordinates. Since the left and right wall variations are approximately mirror images of each other,
we flip the data from the right sidewalls so that it aligns with the data from the left side. The
coordinates are then rotated by 90◦ so that the edge data from the vertical sidewalls is aligned
horizontally. This is followed by a normalization step, where we fit a linear regression to each
sidewall dataset and subtract this value from the entire dataset. This centers all the datasets and
removes any rotations introduced during image capture. This entire sequence is repeated for each
available image. In this work, we use SEM images of channels etched at 5 locations on a silicon
wafer namely, along the four cardinal directions and at the center of the wafer. The resulting set
of ten replicates is shown in Figure 8.10a, where the individual datasets have been staggered by 2
µm in the vertical direction for visual clarity. We notice that in addition to the scalloping, there
are large artifacts at certain locations. If we compare these artifacts with the original images, we
see that they correspond to foreign material occluding the sidewall in the SEM image. This is seen
near the top of the channel on both sides in Figure 8.9a. This foreign material could either be stray
substrate material that is thrown up during the dicing step that is performed prior to imaging or it
could be a result of the substrate material being cut in a haphazard matter during dicing. In either
case, the presence of these artifacts confounds the image extraction process, resulting in abnormal
variations being seen in the final digitized data.
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(a) Raw data obtained after image processing
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(b) Data after removal of imaging artifacts
Figure 8.10: Digitized data extracted from SEM images of DRIE channels (a) before and (b) after
clean-up of imaging artifacts. The datasets have been staggered vertically for visual clarity.
Since these variations are not characteristic of DRIE, it is best to ignore them when generating the
stochastic model. This is done by marking the data at these locations as invalid before passing the
data to the stochastic model estimator. Unfortunately this has to be done manually, since the image
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extraction algorithm has no way of automatically knowing whether an artifact is naturally present
or generated during dicing. The data after clean-up of imaging artifacts is shown in Figure 8.10b.
As long as we have a sufficient number of datasets, we can handle missing data by estimating the
stochastic variation using data from other datasets at the same location. This is formally handled
during the stochastic model estimation step, where we extend the Bayesian formulation to include
additional hyperparameters corresponding to the missing data values. We assign uninformative
priors to these parameters and use Monte Carlo sampling to estimate their posterior PDFs. This is
automatically taken care of by the PyMC [75] software package, which is used to set up the Bayesian
network and to perform MCMC sampling.
We employ the formulation developed in Section 8.1 to estimate the stochastic model corre-
sponding to the sidewall profile data. From Figure 8.10b, we see that the effect of scalloping is
mostly present for about the first 60 µm into the channel and is significantly diminished after that.
This suggests that the corresponding stochastic model is likely to have a nonstationary covariance
function in order to handle the variation in the roughness profile. We plot the estimated mean
function and the virtual displacement function in Figure 8.11a and Figure 8.11b respectively. We
see that the estimated mean function is more or less zero, indicating that there is no average trend
in the data. This is expected because the normalization step during data extraction removes any
linear trend in the data. We also see fluctuations in the mean profile that have roughly the same
period as that seen in the input characterization data, which might be related to the natural scal-
loping pattern seen in DRIE. However, the magnitude of the fluctuations is lower than that seen
in the input data. This is because the scalloping pattern in different datasets is not necessarily
aligned and the phase differences that exist between them causes the mean function to average out
to a very small value. It may be possible to capture this variation more accurately by aligning
the peaks in the datasets, but we have not attempted to do this because of the complication of
missing data and because of the scalloping periods not being exactly equal across all datasets. The
virtual displacement function shown in Figure 8.11b clearly captures the extent of nonstationarity
in the covariance function. From Section 7.2, we know that the displacement function transforms
the coordinate system by applying a compressive or a tensile strain field at different points in the
domain. In regions where the gradient is close to zero, there is no relative movement between
adjacent points and the resulting covariance function is locally stationary. From the Figure, we
expect the estimated covariance function to have a high degree of nonstationarity until about 60
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µm, after which it becomes more or less stationary. This corroborates well with the data shown in
Figure 8.10, where we see that most of the nonstationary variation due to scalloping is contained
within the first 60 µm or so, after which the variation is uniform.
0 20 40 60 80 100 120 140
Spatial co-ordinate, X (µm)
−1.0
−0.5
0.0
0.5
1.0
V
a
lu
e
 o
f 
m
e
a
n
 f
u
n
ct
io
n
 (
µ
m
)
(a) Mean function
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(b) Virtual displacement function and its gradient
Figure 8.11: Plots of (a) the mean function and (b) the virtual displacement function as well as its
gradient, corresponding to the stochastic model estimated from DRIE cross-sectional SEM data.
Setting the displacement function to zero results in a stationary covariance formulation. How-
ever, unlike the example presented in Section 8.2, here we expect to see a significant difference
between the stochastic models estimated using stationary and nonstationary covariance functions.
Comparing the likelihoods of the two models, we get a Bayes factor of 9.73, which indicates a
significant difference between the two. This shows that the results predicted by the nonstationary
and stationary covariance formulations will also show a fair amount of discrepancy. Hence, we
perform uncertainty propagation with the two models separately and compare the results obtained
from the two.
We apply the estimated stochastic models to electrostatic microactuators, specifically to the
MEMS piggyback actuator example mentioned in [38]. This application is particularly interesting
because it employs a comb-drive mechanism for actuation. Comb-drive actuators consist of inter-
leaving fingers shaped liked a comb. One set of fingers is movable while the other set is fixed. A
potential difference applied between the two sets of fingers generates an electrostatic force that
causes them to attract one another. The comb-drive structure is typically fabricated using DRIE
in order to leverage the high aspect ratio etching technique to increase the surface area of interac-
tion between the fingers and thereby increase the sensitivity. However, the disadvantage of using
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DRIE is that unless the process is well controlled, we expect to see asperities along the sidewalls,
especially due to scalloping, which changes the inter-electrode gap and hence, the electrostatic
force. This makes the comb-drive actuator an ideal application for testing the stochastic models
estimated using DRIE sidewall profile data.
We take the comb-drive actuator example presented in [38], and consider a simplified version
that comprises only one set of moving and fixed fingers. The behavior of the actuator as a whole
can be calculated by simply multiplying the force generated by one set of fingers by the total
number of fingers. We apply the spatial sidewall variation to the fixed ground plate and compute
the variation in actuator displacement under a constant applied voltage, as well as the dynamic
behavior in terms of the damping ratio. The results are presented in Figure 8.12 and Figure 8.13
respectively. We see that the range of variation predicted by the nonstationary covariance model
is larger than that predicted using a stationary covariance.
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Figure 8.12: Variation in comb-drive actuator displacement due to spatial uncertainties estimated
from DRIE sidewall scalloping data.
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Figure 8.13: Variation in damping ratio of comb-drive actuator due to spatial uncertainties esti-
mated from DRIE sidewall scalloping data.
8.4 Wafer-level stochastic processes
After developing methods for the estimation of stochastic models from spatial characterization
data, we finally extend the framework to model wafer-level stochastic processes. Wafer-level un-
certainties are very common in microfabrication process workflows, where controlling uniformity of
a particular etching or deposition step across the entire wafer can be quite challenging. In terms
of mathematical modeling, wafer-level uncertainties pose the additional challenge of handling 2-D
stochastic processes whose domain covers the surface of a wafer. Finally, the biggest hurdle in the
way of estimating 2-D stochastic processes is the lack of sufficient characterization data with the
required spatial resolution in order to resolve the variations properly.
We first extend the stochastic process formulation to handle 2-D data. Since we express the
covariance function in terms of the Mate´rn covariance function, which in turn is a function of
the normed distance between two points, the extension of the covariance function to 2-D merely
involves using the Euclidean norm in two dimensions. We need to modify the basis representation
of the mean function and the virtual displacement function. Since we used cubic splines in the 1-D
case, we can extend the framework to 2-D by using 2-D bicubic splines. This has exactly the same
118
form as that used in Equation (8.3), except that the 2-D basis functions are obtained by taking
the tensor product of corresponding 1-D basis functions. Finally we need to replace the uniqueness
criterion given in Equation (7.7) with a new one that enforces the determinant of the Jacobian of
transformation in the 2-D space is positive.
We pick an example to demonstrate the application of stochastic analysis using 2-D wafer-
level stochastic processes. We consider a MEMS pressure sensor that is manufactured using bulk
micromachining techniques. The pressure sensor consists of a circular diaphragm that is suspended
over an enclosed etched cavity. A glass wafer is bonded to the back-side of the pressure sensor
wafer in order to enforce an air-tight seal around the cavity. The resulting device behaves as a
pressure sensor, where variations in the external atmospheric pressure cause the diaphragm to
flex. By measuring the strain in the diaphragm, we can estimate the corresponding fluctuation
in atmospheric pressure using simple mechanical models for the diaphragm flexure. The most
popular way of measuring strain is to use a piezoresistive contact strain gauge. A metal film
deposited over the membrane and etched into an appropriate shape, has the property that changes
in the membrane strain are translated into variations in the resistance of the metal element. This
resistance change can be measured using a Wheatstone bridge network and calibrated to yield the
corresponding change in pressure. Figure 8.14a shows the combined photolithography masks used
to fabricate multiple pressure sensor devices on a single wafer, while Figure 8.14b shows the same
thing for a single die.
We see the position of the metal piezoresistive element that is positioned directly over the circular
membrane as well as the reference element with the same dimensions, that is outside the zone of
deflection of the pressure sensor diaphragm. The primary source of variation in the piezoresistive
element is the uncertainty in the thickness of the metal film. We note that although the metal film
is deposited as a single layer over the entire wafer, the spatial uniformity in its thickness is rarely
perfect. The variation in the thickness can be estimated by using a profilometer to calculate the
step height of the conductor lines at different parts of the wafer, after the conductor etch has been
performed. Since the measurements are only taken at a small set of points (one per die), it is not
possible to estimate any fine-scale roughness in the thin film. However, the resolution is adequate
in order to generate a 2-D random surface corresponding to wafer-level variations in the thickness.
We choose the domain for the stochastic process by picking the smallest rectangle that covers the
21 points (corresponding to 21 dies) where the thickness measurements are available. The spatial
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(a) Top view of lithography mask for entire wafer (b) Top view of lithography mask for a single die
Figure 8.14: Combination of photolithographic masks used for fabrication of a pressure sensor,
showing (a) the masks for the entire wafer and (b) the masks for a single die..
coordinates are normalized with respect to the dimensions of the wafer so that we need to only
deal with dimensionless data during estimation. The output from the estimation procedure is given
in Figure 8.15, where contour plots of 9 randomly sampled realizations are shown in Figure 8.15a
and a surface plot of a single representative realization is shown in Figure 8.15b. We also plot the
estimated mean function in Figure 8.16. We see that the mean function is fairly uniform in the
center, while there are fluctuations towards the periphery of the stochastic domain. This is likely
due to the lack of information regarding the thickness near the periphery of the stochastic domain,
since most of the data sampling are clustered in the center.
Using the estimated stochastic model, we compute the variation in the output current obtained
from the sensor as a function of the applied pressure. This gives an idea of the sensitivity of the
pressure sensor. The use of output current as a performance metric is also motivated by the fact
that we can experimentally measure the same quantity for the fabricated sensors so that the results
can be compared with the predicted values. The results obtained by propagating the estimated
stochastic model through a numerical model of the device are given in Table 8.1, where they are
compared with experimentally determined values. In each case, we present the variation as a mean
value with the corresponding standard deviation as an error. The observed drift in the predicted
mean value from the experimental one is likely due to inaccuracies in the physical model used to
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(a) Contour plots of the thickness for 9 random realizations
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(b) Surface plot of a single realization
Figure 8.15: Realizations sampled from the estimated stochastic model for metal film thickness,
shown as (a) contour plots for 9 different realizations and (b) a surface plot of a single realization
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Figure 8.16: Esimated mean function for metal film thickness during the manufacture of pressure
sensors.
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simulate the device behavior. However, the predicted standard deviation of the output current is
seen to be consistently lower than that observed in the experimental case. This is probably due to
the fact that we have only considered uncertainty in the metal film thickness, whereas the actual
device may have other sources of uncertainty as well. Nevertheless, it serves as a conservative
estimate of the minimum amount of variation that we expect to see in the real device. Overall, we
see a reasonable match between the predicted results and the experimental ones, both in terms of
the mean and the standard deviation.
Table 8.1: Comparison of experimental results with predicted values obtained from a 2D stochastic
process and a univariate PDF, for the variation of output current with applied pressure.
Pressure (Pa)
Output current (nA)
Experimental Estimated - 2D process Estimated - Univariate PDF
1 13.3 ± 1.5 13.8 ± 1.1 20.8 ± 3.0
2 31.7 ± 2.8 32.3 ± 1.9 41.2 ± 5.5
3 50.2 ± 4.7 51.5 ± 3.3 65.4 ± 10.2
4 65.6 ± 10.5 67.4 ± 6.9 81.7 ± 20.2
5 82.1 ± 18.1 86.2 ± 11.8 104.9 ± 34.6
6 98.2 ± 22.8 105.5 ± 16.6 123.6 ± 50.4
7 113 ± 31.6 123.7 ± 21.3 150.8 ± 65.9
In order to highlight the importance of stochastic process modeling, we perform an alternate
simulation where we estimate a univariate PDF using the KDE method described in Section 3.1.1.
We assume that the data for the estimation comes from the entire set of measured thickness
values. This amounts to ignoring any spatial correlation in the data and treating each data point
as independent from and identically distributed as every other data point. We propagate the
estimated PDF through the numerical model of the device and compute the variation in output
current as before. The results are presented in the last column in Table 8.1. We now see that this
estimated model is neither able to predict the mean nor the standard deviation with any degree of
accuracy. While the predicted means are consistently higher than experimental values, the predicted
standard deviation values are almost twice that of their experimental counterparts. Since we have
already declared that there may be additional sources of uncertainty in the device, these results
point to the fact the univariate PDF model is not as accurate as the full stochastic process model,
where the spatial correlations are included. This shows the benefit of proper stochastic modeling
in being able to predict the output uncertainty with a greater degree of accuracy.
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Chapter 9
Conclusions
This work describes a comprehensive framework for performing uncertainty quantification in mi-
cromechanical devices. The overall goal is to advance the role of numerical simulations in the
design process by augmenting their predictive capabilities when dealing with uncertainties in ma-
terial properties or geometrical parameters. This includes developing techniques to employ exper-
imental data to accurately estimate stochastic variations and then to use the estimated models to
generate reliable predictions about variation in device performance with the least possible compu-
tational effort. Reliability is of key concern because it is important that the predictions ultimately
corroborate well with experimental observations.
To achieve this goal, we first look at improving the quality of estimated stochastic models when
the available data is limited. Given this limitation, we restrict the goal of UQ to accurately
estimating the statistics of a parameter of interest. We choose the kernel moment matching method
to ensure that the resulting PDFs will be optimal in terms of reproducing the statistics for all
functions that belong to a known RKHS. One of the novel contributions in this work, is to identify
an RKHS that is specific to stochastic collocation. This ensures that irrespective of the properties
of the actual system response function, the PDFs may be tuned to be optimal for the piecewise-
linear form of the interpolant constructed using stochastic collocation. This greatly extends the
scope of the KMM method, because we do not need to know the specific function class of the actual
system response, as long as it is possible to approximate it well using collocation. An added benefit
is that the PDFs are also optimal for calculating the variance and higher order moments, since
powers of the response function can also be approximated by the same interpolant. We show that
KMM performs better than other estimation methods like KDE and AKDE. When the number of
samples is very low, we see that no method is significantly better. This is likely due to the inherent
noise in the sample sets since they are so small. For larger sample sizes, we readily see that the
KMM method offers an improvement over KDE and AKDE. We also compare the performance of
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these methods with respect to UQ in micromechanical devices. Since UQ in this field is plagued
by problems relating to insufficient data, it is expected that this method will help improve the
accuracy of estimated statistics.
Turning to the uncertainty propagation step, we focus on reducing the computational effort
involved in propagating stochastic models. In particular, we focus on stochastic collocation, es-
pecially on adaptive refinement methods based on decomposition of the input random domain.
We motivate the use of the mean-weighted adaptive refinement method to efficiently compute the
statistics of the stochastic solution. The results that we obtain after performing UQ on the devices,
show that the SMWAR method estimates the statistics of the stochastic solution quite accurately
when compared to IWAR, with deviations of the order of the tolerance parameter used. However,
the SMWAR method is able to produce these results with a much smaller number of function eval-
uations. We show improvement in performance that is almost of an order of magnitude in many
cases. In the case of micromechanical devices, since each function evaluation corresponds to a run
of the deterministic solver, this translates into a huge savings in computational time and effort.
In order to expand the scope of uncertainty quantification, we introduce stochastic processes
to model spatially varying uncertainties. We develop a nonstationary formulation to handle het-
erogeneous random processes. The transformation function used to introduce nonstationarity, is
specified as an additive displacement that transforms the co-ordinate space to a deformed configu-
ration in which the covariance between points can be represented by a stationary model. Bayesian
estimation involving the Markov Chain Monte Carlo (MCMC) method is used to estimate the
parameters of the stochastic model. This approach is then used to model spatial uncertainties in
microelectromechanical actuators, where the ground plate is assumed to have a spatially-varying
profile. This allows us to demonstrate the effect of these uncertainties on the static and dynamic
behavior of these actuators. By estimating the stochastic model using synthetic profilometric data,
we demonstrate how experimental measurements of the ground plate surface roughness can be used
to predict the variation in performance of these devices.
We show that nonstationarity is essential for accurate modeling of spatial uncertainties in electro-
static microactuators. While a stationary model can approximate the average trend to a reasonable
extent, the nonlinearities in the physical model get amplified in the presence of nonstationary un-
certainties. This difference is seen in the shape of the resulting PDF of any output quantity and
most notably manifests itself by modifying the expected range of variation. UQ of dynamical
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behavior is particularly interesting because of the two coupled mechanisms that are involved in
uncertainty propagation. By selectively turning off one of these two routes during simulations, we
are able to establish that the propagation of spatial uncertainties through the pressure damping
term is more significant than that through the electrostatic force coupling. This helps the MEMS
designer in determining the parameters sensitive to uncertainties and in coming up with robust
designs in which the uncertainty propagation can be controlled. We also demonstrate that accurate
modeling of the nonstationarity in the data is important when trying to predict the variation in the
performance of these devices and hence, emphasize the necessity for the inclusion of nonstationarity
during stochastic modeling.
We finally employ these computational techniques to perform uncertainty quantification in a
variety of micromechanical devices that are affected by spatial uncertainties. We generate data for
stochastic modeling either through profilometric measurements or from digitized data extracted
from cross-sectional images of the roughness. The stochastic modeling framework is modified to
use a spline basis in order to make the approach more non-parametric. We focus on spatial uncer-
tainties encountered in the microfabrication workflow, specifically those resulting from variations
in processes like etching and deposition. After estimating the stochastic models, we apply them
to real-world MEM devices to demonstrate how UQ may be carried out for a real device. Where
experimental results are available, we are able to validate the predictions generated through UQ,
thus meeting the original goal of generating reliable predictions.
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Appendix A
Derivation of the KMM objective function
We start with the KMM objective function given in Eq. (5.4). Rewriting the norm in terms of the
inner product operator, we get,
min
α
〈µ[X]− µ[ρˆ], µ[X]− µ[ρˆ]〉H ;
M∑
i=1
αi = 1, αi > 0. (A.1)
Since the inner product is a linear operator, we can expand the above expression as,
min
α
〈µ[X], µ[X]〉H − 2 〈µ[X], µ[ρˆ]〉H + 〈µ[ρˆ], µ[ρˆ]〉H ;
M∑
i=1
αi = 1, αi > 0. (A.2)
The first term is a constant that depends only on X and is independent of α. Hence, it can
be dropped from the objective function. We now consider Eq. (5.3), in which ρˆ is expressed as∑M
i=1 αiρi, where ρi is defined as KΣ (x− xi). Plugging this expression into µ[ρˆ] and noting that
this is a linear transformation, we can write,
µ[ρˆ] =
M∑
i=1
αiµ[ρi] =
M∑
i=1
αiEx∼ρi [k(x, ·)]. (A.3)
We can now re-write Eq. (A.2) as,
min
α
M∑
i=1
M∑
j=1
αiαj 〈µ[ρi], µ[ρj ]〉H − 2
M∑
j=1
αj 〈µ[X], µ[ρj ]〉H ;
M∑
i=1
αi = 1, αi > 0, (A.4)
which can also be written in matrix form as,
min
α
αTQα− 2lTα;
M∑
i=1
αi = 1, αi > 0, (A.5)
where Qij = 〈µ[ρi], µ[ρj ]〉H and lj = 〈µ[X], µ[ρj ]〉H are the elements of the M ×M matrix, Q, and
the M × 1 vector, l, respectively. This can be cast into the usual form of a quadratic programming
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problem as,
min
α
1
2
αT (Q+ γI)α− lTα;
M∑
i=1
αi = 1, αi > 0, (A.6)
where γ > 0 is the regularization constant and I is the identity matrix of sizeM×M . To simplify the
expressions for Qij and lj , we use the fact that µ[X] =
1
M
∑M
i=1 k(xi, ·) and µ[ρi] = Ex∼ρi [k(x, ·)].
We can then express Qij as,
Qij =
〈
Ex∼ρi [k(x, ·)],Ex′∼ρj [k(x′, ·)]
〉
H
= Ex∼ρi,x′∼ρj
[〈
k(x, ·), k(x′, ·)〉H]
= Ex∼ρi,x′∼ρj
[
k(x,x′)
]
, (A.7)
where we have used the reproducing property of the RKHS to reduce the expression in the last
step. Similarly we can simplify the expression for lj as,
lj =
1
M
M∑
i=1
Ex′∼ρj [k(xi,x
′)]. (A.8)
The expectations can be evaluated by computing the corresponding multivariate integrals, given
by,
Qij =
∫
RM
∫
RM
k(x,x′)KΣ (x− xi)KΣ
(
x′ − xj
)
dx dx′, (A.9)
lj =
1
M
M∑
i=1
∫
RM
k(xi,x
′)KΣ
(
x′ − xj
)
dx′. (A.10)
For a given covariance matrix, Σ, all the quantities in the above expressions are known and the
integrals can easily be evaluated using numerical quadrature. We can thus solve the quadratic
program given in Eq. (A.6) to get the weights and thereafter, compute the estimated density.
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