Abstract. This paper deals with boundary exact controllability for the dynamics governed by the wave equation with nonconstant coefficients in the principal part, subject to Dirichlet or Neumann boundary controls. The observability inequalities are established by the Riemannian geometry method under some geometric condition for the Dirichlet problem and for the Neumann problem, respectively. Next, a number of nontrivial examples are presented to verify the observability inequality. In particular, a counterexample is given without boundary exact controllability, where the control is exerted on the whole boundary.
for some constant a > 0.
We ask whether there is some constant T 0 > 0 such that if T > T 0 , the following steering property of (1.1) and (1.1a) holds true: for all initial data y 0 , y 1 in (Ω) and ϕ 1 ∈ L 2 (Ω), we have defined, in a unique fashion, Λ :
A formal use of Green's formula gives, after we multiply ( (Ω), ϕ 1 ∈ L 2 (Ω), where φ solves problem (1.4) . This problem has received considerable attention in the literature, with numerous contributions achieved over the past several years. For the constant coefficient case, see Chen [3] , Lagnese [7, 8] , Lions [12] , and Triggiani [18] . For the variable coefficient case, the observability inequalities were obtained in Bardos, Lebeau, and Rauch [1] and in Tataru [15, 16, 17] . In [1] , the observability inequality is established subject to some geometric optics conditions that are almost necessary conditions for the exact controllability. However, as explicitly recognized by the authors, for a ij (x), Ω given, except for the constant coefficient case, it is not an easy matter to verify the (sharp) condition that all rays hit Γ 0 at a nondiffractive point since rays are solutions of a system of nonlinear ordinary equations (Hamilton). In Tataru [15, 16, 17] , the observability inequality is obtained by the Carleman estimate, subject to the existence of a pseudoconvex function. Both works above succeed in handling arbitrary firstorder terms (energy level) as well as time-dependent coefficients.
We note here that nontrivial examples have not been available in the literature until now.
In the present paper, we consider observability inequality (1.9) by the Riemannian geometry method, subject to a different geometric condition (1.16), which is motivated by geometric multiplier identities. Several multiplier identities, which have been built for constant coefficient wave equation (Lions [12] ), are generalized to the variable coefficient case by some computational techniques in Riemannian geometry so that observability inequality (1.9) is derived from those identities. The situation here is very similar to that in the constant coefficient case.
If there is a strictly convex function φ on Ω, then vector field H = Dφ meets condition (1.16), where D is a connection that will be specified later. At the same time, since φ − ct 2 is pseudoconvex for some constant c, Tataru's work can be applied so that some of the examples, given in section 3, can be derived from Tataru's work. However, in general, vector field H is not the covariant differential of a function (for instance, see Example 3.4).
An interesting problem for exact controllability is to give the time T 0 that the control needs. Similar to the case of constant coefficients, our estimates present an explicit formula for T 0 . In addition, our approach also works well for the EulerBernoulli equation (Yao [20] ) and is available for some nonlinear boundary feedback problems.
The sufficient and necessary conditions, given by Bardos, Lebeau, and Rauch [1] , show that if Γ 0 is "small," the exact controllability may not hold true. Such a counterexample is presented by Ralston [13] for the constant coefficient case. It is, however, well known that in the case of constant coefficients one can always find Γ 0 ("large" enough) such that the exact controllability holds true. The situation is very different in the case of variable coefficients. Indeed, by a combination of Riemannian geometry and geometric optics, section 4 presents a counterexample without exact controllability, where the control is exerted on the whole boundary; that is, there exists a ray that never hits the boundary.
We note that for the case n = 1 the exact controllability always holds true without geometric condition; that is, the one-dimensional problem (space dependent) fits all the theories above. We give a sketch of the proof for the case n = 1 in the appendix at the end of this paper. Now we are back to our main problem and we focus on observability inequality (1.9), or equivalently, on the following question, raised by Lions [12] . Set
Open question. How can we characterize the Hilbert space F T,Γ0 ? Is F T,Γ0 always equal to
n have the usual topology and x = (x 1 , x 2 , . . . , x n ) be the natural coordinate system. For each x ∈ R n , define the inner product and norm over the tangent space
It is easily checked from (1.11) that (R n , g) is a Riemannian manifold with Riemannian metric g. Denote the Levi-Civita connection in metric g by D. Let H be a vector field on (R n , g).
where D X H is the covariant derivative of vector field H with respect to X.
be a vector field on R n . Denote the divergence of X in the Euclidean metric by div 0 (X). Then
For f ∈ C 1 (Ω), denote the gradients of f by ∇ 0 and ∇ g in the Euclidean metric and in Riemannian metric g, respectively.
Let 
It is obvious that exp x 0 (E) is a star domain and
Now we are in a position to state our main results. Theorem 1.1. Let H be a vector field on Riemannian manifold (R n , g) such that
where
Remark 1.1. In the case of constant coefficients, where a ij (x) = δ ij , the above results were obtained by Lions [12] for the radial field H = x − x 0 . Komornik [6] improved the estimate T 0 .
In general, it is not easy to find a vector field H verifying condition (1.16). In the following, we relate the existence of such a vector field to sectional curvature by several corollaries that are useful for the examples in section 3.
) is a noncompact complete Riemannian manifold of everywhere positive sectional curvature, there exists a C ∞ strictly convex function h on (R n , g) by Greene and Wu [4] . All the eigenvalues of its second covariant differential are everywhere positive. Take H = Dh, and we have 
) with the center at x 0 and the radius γ > 0. Set
This corollary is a global result. For any a ij , however, we can derive local boundary exact controllability from it since, for any x 0 ∈ R n , there exists a γ > 0 such that B(x 0 , γ) ⊂ exp x 0 (E) (Cheeger and Ebin [2] ). In addition, if g, defined by (1.14), is the usual dot product of R n , it is easily checked that
) is of everywhere nonpositive sectional curvature, then, for all x 0 ∈ R n , exp x 0 (E) = R n and k B ≤ 0 (see Spivak [14] ). The following corollary is immediate from Corollary 1.2.
By the Bonnet theorem (Cheeger and Ebin
Set
half the length of the shortest closed geodesic in R n , (1.21) then vector field H = ρDρ meets condition (1.16).
Here we turn to the Neumann action problem and examine problem (1.1) with, instead of the Dirichlet action in (1.1a), the Neumann action
We say that the dynamic (1. 
such that the solution of (1.1) and (1.1b) satisfies (1.3). The control v has the following structure:
Similar to Lions [12] , if Ω and H are subject to the geometrical conditions 
such that the solution of (1.1) and (1.1b) satisfies (1.3).
Finally, we consider the exact controllability problem for
We have the Dirichlet condition (no action) on Γ 1 and a Neumann action on Γ 0 . Set
In this case, the preceding approach leads to the following result. For the case of the Laplace A = −∆, the same result was obtained by Lions [12] and Lasiecka and Triggiani [10] . It is mentioned that, unlike the Dirichlet case (see (1.5)), the corresponding regularity inequality does not hold true for dimension Ω ≥ 2.
(Ω)) , we can find v such that the solution y of problem (1.24) satisfies (1.3), where
2. The proof of the results.
Multiplier identities.
To estimate the observability inequality (1.9), we need some multiplier identities which have been built for the classical wave equations, where a ij = δ ij (Lions [12] , Komornik [6] , Lasiecka and Triggiani [10] ). We now consider their generalizations in the variable coefficient situations.
With two metrics on R n in mind, one the Euclidean metric and the other Riemannian metric g, we have to deal with various notations carefully.
We recall that E 1 , E 2 , . . . , E n is a frame field normal at x (Wu, Shen, and Yu [19] ) on Riemannian manifold (R n , g) if and only if it is a local basis for vector fields with
Let H be a vector field on R n and f ∈ C 1 (Ω). We have the formulae for divergence in the Euclidean metric
and
We shall write (φ, ψ) for Ω φψ dx and φ for (φ, φ)
, and H, X vector fields. Then (1)
where A(x) is given by (1.12).
Proof . Set
It follows from (1.15) that
an n × n matrix. It follows from (2.8) that
where C(x) τ is the transpose of the matrix C(x) and G(x) is defined by (1.13); that is,
From (2.8) and (2.11), we obtain
This yields
We now prove part 4. Let x ∈ R n . Let E 1 , E 2 , . . . , E n be a frame field normal at x. There are functions h 1 , h 2 , . . . , h n on some neighborhood of
where E i (f ) are the covariant differential of f with regard to E i in Riemannian metric g. For the covariant differential of vector field H, we obtain (2.14) since E k , E j g = δ kj and D Ei E k (x) = 0. It follows from (2.12)-(2.14) and (2.1) that
Proof . (1) We multiply (2.15) by H(φ) and integrate by parts. Using Green's formula and Lemma 2.1, parts 2-4, we find that
On the other hand, we obtain from integration by parts and (2.1)
Equations (2.19) and (2.18), together with (2.15), yield (2.16).
(2) Lemma 2.1, part 2, gives
From (2.20) and formula (2.1), we thus obtain
It follows from (2.15), (2.21), (2.2), and Green's formula that 
2.2.
The proofs of the results. Now we derive some inequalities that will be used later on.
Let H be a vector field on (R n , g) satisfying condition (1.16) and a, which is given by (1.16). Set
Proof . We use a technique given in Komornik [6] . Applications of divergence formulae (2.1) and (2.2) yield
since φ| Γ = 0. It follows from (2.27) and (2.26) that
Consider the operator A on L 2 (Ω), given by
It is well known that the spectrum of positive self-adjoint A consists of eigenvalues 
Lemma 2.1, part 1, and (2.31) yield
that is, Y (x) ∈ Γ x , the tangent space of Γ at x. It follows from (2.31) and (2.32) that
since φ| Γ = 0. Similarly, H can be decomposed into a direct sum
where Z(x) ∈ Γ x . Formula (2.34) and Lemma 2.1, part 1, give
By Proposition 2.1, parts 1 and 2, (1.17), (1.16), (2.33), (2.35), and Lemma 2.2, we find that
where inequalities
are used. This completes the proof.
It is well known that A 0 is nonnegative, self-adjoint on L 2 (Ω) and that its spectrum consists of eigenvalues 
(2.38) 
for which the left-hand side of (2.39) is finite, where inequalities
The spectrum of A Γ1 consists of eigenvalues 
(2.42) 
for which the left-hand side of (2.45) is finite, where this time inequalities
Proof of Theorem 1.1. Let T 0 be as defined in (1.18). Let T > T 0 . Let m be given large enough such that
Lemma 2.3 yields the following inequality:
where φ solves (1.4) for initial data (ϕ 0 , ϕ 1 ) and
Inequalities (1.5) 
(t) is an almost parallel field along r. Let E(t) be a unit parallel field such that E(b) = X. Then J(t) = f(t)E(t), where f solves problem
we then obtain
is smooth on Ω/{x 0 }. We obtain from the Hessian comparison theorem (Greene and Wu [5] ) and (2.50) that
where inequality
We thus obtain from (2.51), (2.52), and (2.53), for any
Proof of Corollary 1.4. Set
half the length of the shortest closed geodesic in R n . 
Corollary 1.2 completes our proof. Proof of Theorem 1.2. It is well known that Γ is a submanifold of Riemannian manifold (R n , g) with the induced Riemannian metric g Γ in (R n , g). Denote gradient, divergence, and the Laplace operator on (Γ, g Γ ) by ∇ Γ , div Γ , and ∆ Γ , respectively. Set G(x) = det G(x) for x ∈ R n . Let ∆ g be the Laplace operator on R n in Riemannian metric g. Then, in the natural system x = (x 1 , x 2 , . . . , x n ) ,
By the formula of divergence in Riemannian metric g and from part 1 of Lemma 2.1, we have
where Ω g and dσ Γ are the metric volume element and the metric surface element in Riemannian metric g, respectively. It is easily checked that dΩ g = G(x)dx. We thus obtain from (2.55) and part 2 of Lemma 2.1 that
Formulae (2.57) and (2.56) give
In addition, by the Stokes theorem for Riemannian manifold (Γ, g Γ ), we have
for any f ∈ H 1 (Γ). In the following, let φ solve problem (2.38) for initial data (ϕ 0 , ϕ 1 ). Then
The solution of (2.61) is a weak solution, defined by transposition. Therefore, given ϕ 0 , ϕ 1 , we have defined, in a unique fashion,
Then, from (2.38), (2.61), (2.60), and (2.58), we obtain, in the sense of distribution,
We define on initial data (ϕ 0 , ϕ 1 )
Let T 0 be given in (1.18). Let T > T 0 . Suppose that m is given large enough such that
Lemma 2.4, (2.58), (2.67), and (2.68) then yield the following:
By the compactness-uniqueness argument, we now show that there is a c(T ) > 0 such that
Suppose that inequality (2.70) does not hold true. There is a sequence {(ϕ
(Ω) be decomposed into a direct sum:
Since · F is a seminorm on X (T ), we obtain from (2.40), (2.69), (2.72), and (2.75) that
This means that by (2.76), 
, we can derive the system in (1.1) and (1.1b) to rest at T by the control function v given by
This completes the proof of Theorem 1.2.
Proof of Theorem 1.3. Let T 0 be given in (1.18) and T > T 0 . Since 
where c T > 0 is a constant. This time we define a norm on initial data (ϕ 0 , ϕ 1 ) by
From (2.81), a technical argument similar to Lions [12] gives
This completes our proof. Proof of Theorem 1.4. Let T 0 be given in (1.18) and T > T 0 . Let φ solve problem (2.42). From Lemma 2.5 and by following the proof of Theorem 1.3, we can obtain c T > 0, satisfying
, for which the left-hand side of (2.82) is finite. On the initial data (ϕ 0 , ϕ 1 ), we define the norm by
From (2.82), we have
This completes our proof, where we take
Examples.
Example 3.1. Let (a ij ) be a positive, symmetric constant matrix. Consider the operator A on R n , given by
It is easily verified that Riemannian manifold (R n , g) is of zero sectional curvature, where
We obtain
where h = (3.6) so that vector field H = ∇ g h meets condition (1.16) with T 0 = 2 sup x∈Ω ρ(x) for any Ω ⊂ R n . This coincides with the result in Komornik [6] , where a ij = δ ij . Lemma 3.1. Let a 1 , a 2 , . . . , a n be positive numbers and M be the hypersurface of R n+1 given by
with the induced Riemannian metric in R n+1 . Then M is of everywhere positive sectional curvature.
Proof 
It follows from (3.10) and (3.12) that
Denote the curvature tensor of the Riemannian metric of M by R. Let π ⊂ M p be a two-dimensional subspace and X, Y be a basis of π, where
From (3.13) and the Gauss equation (Wu, Shen, and Yu [19] ), we have (3.14) since X, Y are linearly independent. Equation (3.14) completes the proof.
Example 3.2. Let a i > 0 be constants, with i = 1, 2, . . . , n. Consider the operator on R n :
Consider Riemannian manifold (R n , g), where Riemannian metric g is determined in the natural coordinate system x = (
It is easily checked from (3.18) that (R n , g) is a complete noncompact Riemannian manifold.
Let M be the hypersurface of R n+1 given by Lemma 3.1 with the induced Riemannian metric in R n+1 . It is easily verified from (3.17) and (3.8) that map Φ : M → (R n , g), defined by
is an isometry. By Lemma 3.1, (R n , g) is of everywhere positive sectional curvature. By Corollary 1.1, H = Dh verifies condition (1.16) for any Ω ⊂ R n , where h is a strictly convex function over (R n , g). 
Consider Riemannian manifold (R 2 , g), where Riemannian metric g is defined in the natural coordinate system (x, y) by
with the induced Riemannian metric in R 3 . Then the map Φ(x, y, z) = (x, y), for any (x, y, z) ∈ M , determines an isometry from M to (R 2 , g). We obtain the Gaussian curvature of (R 2 , g) at (x, y): with (x(0), t(0), ζ(0)) = (x 0 , t 0 , ζ 0 ) and τ (0) chosen so that p(x 0 , t 0 , ζ 0 , τ(0)) = 0. To abbreviate the terminology, the projection of a bicharacteristic curve is called a ray.
Lemma 4. Proof . From Lemma 3.2, we obtain k(x, y) = 4 for any (x, y) ∈ R 2 . (R 2 , g) is then a space form of constant curvature 4. Let M be the sphere of radius 
