Finite mixture models for clustering can often be improved by adding a regularization that is specific to the topology of the data. For instance, mixtures are common in unsupervised image segmentation, and typically rely on averaging the posterior mixing probabilities of spatially adjacent data points (i.e. smoothing). However, this approach has had limited success with natural images. Here we make three contributions. First, we show that a Dirichlet prior with an appropriate choice of parameters allows -using the Expectation-Maximization approach -to define any linear update rule for the mixing probabilities, including many smoothing regularizations as special cases. Second, we demonstrate how to use this flexible design of the update rule to propagate segmentation information across layers of a deep network, and to train mixtures jointly across layers. Third, we compare the standard Gaussian mixture and the Student-t mixture, which is known to better capture the statistics of low-level visual features. We show that our models achieve competitive performance in natural image segmentation, with the Student-t mixtures reaching state-of-the art on boundaries scores. We also demonstrate how to exploit the resulting multilayer probabilistic generative model to synthesize naturalistic images beyond uniform textures.
Introduction
Finite mixture models are a class of unsupervised learning methods that assume the density of observed data is a weighted sum of a parametric template distribution (e.g. Gaussian, Exponential, . . . ). Finite mixture models aggregate data points by their statistical similarity and are widely applied in unsupervised clustering problems [26] . In practice, clustering results are often improved by accounting for the topology of the data [16, 52, 21, 10] . For instance, in image segmentation it is common to encourage the assignment of spatially neighboring pixels to the same cluster, via heuristic spatial smoothing [28, 42] or by augmenting the generative model with ad-hoc topology [14, 45] . These approaches however still achieve limited performance in natural image segmentation, compared to state of the art methods based on contour detection [23, 53] , and cannot be readily extended to different topologies.
Specifically, in natural images there is a topology associated with the hierarchy of visual features, and segmentation maps based on features at different hierarchical levels could influence (regularize) each other. Studies of human perception have shown that humans are sensitive to segmentation cues at several levels [49, 8, 43, 24, 9] , that they can combine segmentation information from multiple levels efficiently [38] , and that high level features like objects strongly affect segmentation in human observers [27, 31] . Furthermore, electrophysiology in non-human primates has revealed Notations We use the following notation. Integers H, N and K denote respectively, the number of layers, the number of samples and number of classes/labels. A random variable is denoted by a capital letter X. The probability density function of X is denoted P X while x n denotes a sample. The set ∆ K represents the K-dimensional simplex. A bold letter (lowercase or capital) is a collection of K variables b = (b 1 , . . . , b K ).
Mixture Models with Custom Mixing Probabilities Update
We consider a mixture model (1) with Dirichlet prior (2) P X|P (x n |p n ; a) = K k=1 p n,k P X (k) (x n ; a k ), (1)
where p n , p ∈ ∆ K are mixing probabilities, a is the mixture distribution parameter and b is the Dirichlet prior parameter. The model assumes that the mixing probabilities p n depend on the index n of a data sample x n . As such the mixing probabilities can account for an underlying topology of the dataset (x n ) n (e.g. when n is attached to a spatial location or a time stamp). The classical Expectation-Maximization (EM) approach consists in completing each sample x n with a random variable C n that corresponds to their class. Here, we additionally complete the sample data with another random vector B n ∈ R K which will act as a parameter of the Dirichlet distribution. Therefore, we consider ((x n , C n , B n )) n∈{1,...,N } and the completed log-posterior writes
where θ = (p n , a) and δ j i is the Kronecker symbol. The estimation of component parameter a is independent from the estimation of the mixing probabilities p n . It is therefore possible to derive a custom update rule for the mixing probabilities which is applicable to any mixture model as stated in the following proposition. Proposition 1. For all (n, k) ∈ {1, . . . , N } × {1, . . . , K}, let f n,k : R N −→ R be any linear function such that f n,k [0, +∞[ N ⊂ R + . Set B n = (f n,1 (δ as the Dirichlet prior parameter. Then, the mixing probability updates are
where τ (t)
n,k = P Cn|Xn,Θ (k|x n , θ (t) ) is the k th component posterior probability of sample x n at the previous E-step and θ (t) is the previous parameter estimate.
Proof. The proof has two steps: (i) take the conditional expectation of the log-posterior (3) knowing the data and the parameters estimated at the last M-step and use the equality E((B n,
·,k ); (ii) write the Karush-Kuhn-Tucker condition [5] for p n,k . See supplementary section A for details.
In particular, when f n,k (τ ·,k ) = m τ m,k , the update corresponds to the standard mixture model. When f n,k (τ ·,k ) = τ n,k , the mixing probabilities will be equal to the component posterior probability of x n . Finally, when f n,k (τ ·,k ) = K * τ .,k |n where K is any averaging kernel and * is a convolution operator, both adapted to the topology of indexes n, the update corresponds to a local average of the posterior as has been used recently for spatial smoothing [46, 16] .
The graphical representation of the proposed mixture models 1b has an additional node compared to the graph of the standard mixture models 1a. Note that the loop in the graphical model complicates full inference. However, in practice, we perform only a partial inference: variables a and P are inferred (M-step) while variables C and B are estimated by posterior expectation (E-step). Alternatively, to avoid such a loop, it is possible to restrict the variables B n,k to depend only on contextual points (i.e. excluding n), yet this leads to similar results in our application. Proposition 1 allows to simplify the graphical representation 1b because B is a deterministic function of C which can be represented as an undirected edge between P and C, see 1c. 3 Multilayer Mixture Model for Image Segmentation and Synthesis
Learning Probabilistic Segmentation Maps using Mixture Models
To tackle multilayer image segmentation with mixture models, we assume that a collection of feature vectors (x (h) n ) h∈{1,...,H} is associated with a pixel n at location l n ∈ L where L denotes the image lattice. The index h denotes a layer and different layers represent features that are different in nature i.e. that are not directly comparable. We assume that an ideal observer learns, at each layer h ∈ {1, . . . , H}, a probabilistic mapp (h) n =p (h) (l n ) (and also mixture parametersâ (h) ) which are mixing probabilities of a mixture model. Inference is achieved by maximum a posteriori estimation
where we dropped the dependence on h because all variables depend on h. The posterior in Equation (5) is obtained using the Bayes theorem as the combination of the mixture model (1) that accounts for local image statistics and the Dirichlet prior (2) that accounts for the hierarchical local grouping. For a feature vector x associated with location l,
The proposed custom mixture model offers a flexible framework to combine the multiple layers using the Dirichlet prior on the probability maps. In Proposition 1, B n is a function of C · , here
i.e. it will regularize the mixing probability p (h) (l n ) with the knowledge of the class in the neighboring pixels and layers. First, we consider that layers are independent (Figure 2a) , second, that all layers share the same prior probability maps (Figure 2b ) and third, that the prior probability maps of each layer accounts for the classes of the previous and next layers ( Figure 2c) .
. . . . . .
. . .
. . . We only represent connections between P and C, yet C has an implicitly directed connection to X which receives a directed connection from a (see figure 1c ). Index n is omitted.
By choosing B
(h) (l n ) appropriately (see supplementary section A, Proposition 3), the three models have respectively the following update rules for all h ∈ {1, . . . , H},
where
are respectively the local mean and variance of the posterior maps at layer h, τ
is the posterior maps at layer h and G (h) is a Gaussian kernel with width σ (h) . As such, these updates correspond to the sum of local evidence in each layer (local pixel statistics) weighted by their uncertainty. The first update combines local (m (h,t) n,k ) and single pixel (τ (h,t) n,k ) evidence from independent layers in independent collections of mixing probability maps (p n,k is removed in updates (7) and (8) because its weights will always be one order of magnitude smaller than other terms.
The three models 2a,2b and 2c are fitted by running H EM algorithms with respectively the modified update rule 6,7 and 8. See algorithm 1 for pseudo code.
Image Synthesis from Mixtures
The proposed multilayer mixture models capture the statistics of image features at each layer, inside each segment (component), and thus represent generative models of those features. Therefore, to synthesize images, a direct approach would be to sample features values from the learned mixture components at all layers and segments, and then modify the pixels of a white noise image (the seed) by minimizing the mean squared error between the sampled features and the features of the seed image.
Algorithm 1: Algorithm for models 2b/2c. Input :Number of iteration n iter , of components K, of layers H, kernel widths (σ (h) ) h and data (x (h) n ) n,h . Output :Mixing probability mapsp (h) and mixture parameterŝ a (h) . Initialize mixture parameters of layer 1 with K-means algorithm. Initialize mixing probabilities of other layers with the posterior probabilities of layer 1. Run M-step for all layer h 2.
-compute mixing probability maps p (h,t+1) n,k using Equation (7) or (8), -compute model parameter a (h,t+1) . end end This approach however does not converge to anything resembling a natural image, because our models do not account for the fact that features at one layer are computed from the previous layer (in other words, in the generative model there are no dependencies between features across layers, only between segmentations). To preserve the relations between layers, we propose a variant of the deep texture synthesis algorithm introduced by Gatys et al. [11] : we enforce the statistics of the deep features of the seed image to be close the statistics of a target natural image, at each layer and within each segment. Specifically, we define the following loss function, and minimize it with respect to the pixels of the seed image using backpropagation
where Ave
k ) are the empirical mean and covariance of segment k at layer h of the deep features of the seed image x (0) (resp. the target image).
In this paper, we limit ourselves to enforce the means and covariances, but future work could include also the Student-t scale parameter, or use optimal transport theory to directly adjust features to the desired distributions [13, 12] . Importantly, in Equation (11) the statistics are computed within each segment, and incompatible segmentations across layers could in principle produce conflicts in the optimization. Our models 2b and 2c offer two ways to enforce consistentcy across layers. In practice, we find that the color space of the synthesized image often appears different from the target; this is corrected by color histogram matching using sliced Wasserstein projections [3] .
Results
Segmentation We test the three models presented in section 3 using Gaussian mixture models (GMM) and Student-t mixture models (SMM) with image deep features obtained with the pre-trained deep network VGG 19 [44] . See [26] and references therein for complete EM algorithms. We use Gaussian distributions because they are a popular choice for finite mixtures, and the Student-t distributions because it captures better the sparse, heavy-tailed behavior of low-level features in natural images [50, 39] . To quantify natural image segmentation performances, we use three widelyadopted scores: the adjusted Rand Index (aRI) [17] , the F-score for boundaries (F b ) and for objects and parts (F op ) [32] .
Applying the framework described in section 3 requires few elaborations. First, the number of pixels (i.e. the number of samples) is not same in the different layers, therefore we up-sample the posterior probability maps τ (h,t) k using nearest neighbor interpolation before the convolution with kernel G (h) when it is necessary. Second, the decreasing number of samples and the increasing dimension of features along the depth of the network often causes numerical issues, therefore we reduce the dimension at each layer using Principal Component Analysis (PCA) to capture 90% of the variance. Third, the first layer of the deep network is a linear transform of the input image in contrast with all subsequent layers, therefore we add the features of the first layer to all subsequent layers (using average pooling when necessary Figure 3 , using the number of components K that gives the maximal score. 
Human COB Figure 3 : Results on the BSD 500 for the three scores referred in text. Left: results for each layer for models 2a and 2c averaged over the BSD (with best number of components K per image). Right: results averaged over the BSD (with best number of components K and best layer h per image). COB refers to the algorithm presented in [23] . Error bars indicates 3 standard error of the mean.
First, all three scores share a similar trend associated with the considered mixture model. For SMM, the average scores decrease from superficial to deep layers (with the exception of aRI with model 2c which is marginally increasing after layer 10). These decreases are due to the reduction in resolution with the increasing depth (see supplementary Figure 7 ). The decrease is linear and more pronounced for F b than for aRI, while it is decreasing in three steps for F op (layer 1-8, layer 9-12 and layer 13-16). These differences may arise because accurate contour detection (F b ) requires more resolution than region identification (aRI and F op ). For GMM, the scores are slightly decreasing between layers 1 and 4 to reach a plateau between layers 5 and 9. Then, aRI and F b jump up and fill the gap with the SMM scores. The trend is similar but weaker in F op . Together, these trends suggest that deep features initially become less Gaussian before being more Gaussian in the deepest layers. This contrasts with Sanchez et al. [39] where Gaussianity is proposed to increase monotonically along the depth of the network. Yet, our measures are segmentation-based and results from single-image statistics. For example, the similar performance of GMM and SMM in deep, lowresolution layers may reflect that there are not enough samples to accurately fit the Student-t distributions.
Second, for SMM, we observe that model 2c often increases the layers-wise scores obtained with model 2a, particularly in the deep layers, where model 2c can use information from the higher resolution layers. In contrast for GMM, model 2c decreases the scores obtained with model 2a up to layers 11 (aRI) and 7 (F b ). Overall, the trends in F op are less clear because of the large error bars. The scores obtained for model 2b are similar to the maximal average scores over all layers. For models 2a and 2c, choosing the maximal score obtained among layers per image often increases the overall performance for all scores (Figure 3 right) . In particular, SMM reaches state-of-the art performance for F b . These results indicates that the simple proposed layer combination 2b is too simplistic to increase the overall Figure 5 illustrates that the best number of components varies across layers.
Layer 1 Segmentations 2a Segmentations 2c
Layer 5
Layer 9
Layer 13
Original Image Segmentation 2b
Segmentations 2a Segmentations 2c
Original Image Segmentation 2b Figure 5 : Segmentation maps obtained with Student-t mixtures for the three models. For each layer we show the number of components that gives the best aRI score for that layer.
Image synthesis Beyond capturing segmentation maps, our multilayer mixture models also capture the statistics of the contents of each segment at each layer. Therefore the resulting segmentations can guide the synthesis of naturalistic images as a collage of textures that match the statistics inside each segment at each layer, as detailed in section 3. Figure 6 demonstrate the feasibility of this approach, using the SMM with model 2c) to encourage consistent segmentations across layers. As expected the fine details inside each segment are lost and replaced by textures, but the overall image composition is preserved. This approach to synthesis can be applied and extended to address several interesting questions. First, enforcing different levels of consistency across layers would allow us to explore the effect of segmentation inconsistency on image appearance. Second, we find for the example images that to achieve good quality synthesis we need to capture more variance (i.e. more dimension) at each layer ( 99%), compared to segmentation. This could be because few dimensions are sufficient to discriminate segments in an image, but more are required to fully capture their natural appearance. We hypothesize that the different textures composing images do not lie in a common low dimensional sub-space, but in multiple low dimensional linear sub-spaces. Lastly, we speculate that these synthetic images would be indistinguishable from natural images in peripheral vision [51] , and therefore the proposed synthesis method could be readily applied to study perceptual segmentation in humans.
Input image Synthesis (Model 2c) Input image Synthesis (Model 2c) Figure 6 : Examples of image synthesis using the five first layers (see the segmentation maps used for synthesis in supplementary Figures 8-11 ). Left: good synthesis. Right: bad synthesis.
Discussion
We propose a flexible extension to mixture models that allows to choose any linear update rule for the mixing probabilities in the EM algorithm. We empirically observe the likelihood to increase at each step as it is the case for the classical EM algorithm. While, we do not provide any proof of convergence, no further elaborations are required in the standard proof of EM convergence to prove convergence to a local minimum of the proposed mixture model [25] .
The subsequent proposed multilayer combination differs from previously proposed deep GMMs [48, 47] . First, it applies to any kind of mixture models, and second it does not learn a multilayer representation but instead it aims at capturing the statistics of an existing multilayer representation. In addition it affords full flexibility in how to combine different layers.
Our results show that mixture models could achieve state of the art on boundary F-score. Yet, this requires using the ground-truth (human) segmentation maps to select the layer and number of components that maximized the scores. Furthermore, the three scores often lead to different choices for the best layers and the best number of components. A better model requires automatic selection of these two variables, which could be achieved using the Bayesian Information Criterion [26] or by multiplying the mixing probabilities p n by a single Dirichlet vector q with parameters that favor sparsity [35] .
We also propose an image synthesis algorithm that exploits our multilayer mixture models, and demonstrate how synthesis can be an important complement to segmentation to assess the quality of such models. We also observe that dimensionality reduction can be effective for segmentation but it is limited to achieve good synthesis. Possible improvement in segmentation and synthesis could be achieved by using more involved mixture models such as subspace clustering methods [4] which can find the right low-dimensional subspace for each mixture component (see section 4 end of image synthesis paragraph).
The present work also offers insights into natural images statistics and their role in biological vision. First, assuming Gaussian distributions for the features of deep networks leads to worse segmentation, compared to Student-t, for superficial layers, but similar performance for deeper layers. This is broadly consistent with the known sparsity of low-level features [50] and with the recent observation that deeper layers are more Gaussian [39] , and illustrates the functional consequence of accounting for those statistics. Second, similar to our model, different visual-cortical areas convey information about different features. Our multilayer segmentations could be used to probe segmentation in different cortical areas. In addition, in line with previous work in low-level vision [20] and more broadly with the theory of probabilistic inference in the brain [33] , our methods to combine these maps by accounting for their uncertainties could inform studies of cortical feedback. The models could also be extended to include other influences like environmental context or task-oriented attention (e.g. visual search).
The proposed segmentation models rely on the use of the introduced flexible mixture models. There is no indications of what could physiologically account for the mixing probabilities. A possible alternative is to formulate explicitly the Student-t mixture models as mixtures of Gaussian scale mixtures, which explain neural activity in visual cortex [7] . In such double mixture models, it should be possible to apply the smoothing regularization not on the mixing probabilities but on the scale mixers [7, 40] .
as the Dirichlet prior parameter. Then, the mixing probability updates are
Proof. Using the Dirichlet prior (2) of the main paper, the completed log-posterior writes
where W is the function that gathers all the terms of that does not depend on p n,k . Knowing the previous parameter estimate θ (t) , the E-step consists in taking the conditional expectation of the log-posterior which is
where w((x n ) n ; α, θ
n,k is defined in the proposition. Then, the M-step consists in maximizing the expected log-posterior Q with respect to θ = (p n , α). We only consider optimization with respect to p n which is independent from the optimization with respect to α. To obtain the update rule for p n with first add the Lagrange multiplier associated to the constraint k p n,k = 1 and compute the partial derivative with respect to p n,k . Therefore,
which leads to the update rule (4) by setting λ n such that k p n,k = 1.
as the Dirichlet prior parameter. Then, the mixing probability updates of layer h are ∀(n, k, h) ∈ {1, . . . , N } × {1, . . . , K} × {1, . . . , H},
where τ h) ) is the k th component posterior probability of sample
n at the previous E-step and θ (t,h) is the previous parameter estimate.
Proof. The proof is similar to the proof of Proposition 1 and starts by writing the log-posterior of each layers and then taking the conditional expectation knowing all the other features and previous parameter estimations at all layers
We conclude by using Lagrange multipliers as in the proof of Proposition 1.
The update rules (6, 7, 8) of the main paper are obtained by respectively setting f Figure 7: Adjusted Rand Index (aRI) and F-score for boundaries (F b ) for low resolution segmentation maps. All segmentation maps are sub-sampled to the resolution of the deepest layer.
Segmentations 2a
Segmentations 2c Figure 8 : Segmentation maps obtained with Student-t mixtures for the three models. All layers have the same number of components that is used for synthesis (main paper Figure 6 ). The red frame indicates the best layer (with highest aRI score). Figure 10 : Segmentation maps obtained with Student-t mixtures for the three models. All layers have the same number of components that is used for synthesis (main paper Figure 6 ). The red frame indicates the best layer (with highest aRI score).
Segmentations 2c Figure 11 : Segmentation maps obtained with Student-t mixtures for the three models. All layers have the same number of components that is used for synthesis (main paper Figure 6 ). The red frame indicates the best layer (with highest aRI score). Figure 12 : Segmentation maps obtained with Student-t mixtures for the three models. All layers have the same number of components corresponding to the number of components of the best layer. The red frame indicates the best layer (with highest aRI score).
Segmentations 2c Figure 13 : Segmentation maps obtained with Student-t mixtures for the three models. All layers have the same number of components corresponding to the number of components of the best layer. The red frame indicates the best layer (with highest aRI score). Original Image Segmentation 2b
Segmentations 2a Segmentations 2c
Original Image Segmentation 2b Figure 15 : Segmentation maps obtained with Student-t mixtures for the three models. Layers 1, 5, 9 and 13 have the number of components that gives the best aRI score.
Layer 1 Segmentations 2a Segmentations 2c
Segmentations 2a Segmentations 2c
Original Image Segmentation 2b Figure 16 : Segmentation maps obtained with Student-t mixtures for the three models. Layers 1, 5, 9 and 13 have the number of components that gives the best aRI score.
