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Abstract
Blood flow in arterial systems can be described by the three-dimensional Navier-Stokes equations
within a time-dependent spatial domain that accounts for the elasticity of the arterial walls. In
this article blood is treated as an incompressible Newtonian fluid that flows through compliant
vessels of general cross section. A three-dimensional semi-implicit finite difference and finite volume
model is derived so that numerical stability is obtained at a low computational cost on a staggered
grid. The key idea of the method consists in a splitting of the pressure into a hydrostatic and a
non-hydrostatic part, where first a small quasi-one-dimensional nonlinear system is solved for the
hydrostatic pressure and only in a second step the fully three-dimensional non-hydrostatic pressure
is computed from a three-dimensional nonlinear system as a correction to the hydrostatic one.
The resulting algorithm is robust, efficient, locally and globally mass conservative and applies to
hydrostatic and non hydrostatic flows in one, two and three space dimensions. These features are
illustrated on nontrivial test cases for flows in tubes with circular or elliptical cross section where
the exact analytical solution is known. Test cases of steady and pulsatile flows in uniformly curved
rigid and elastic tubes are presented. Wherever possible, axial velocity development and secondary
flows are shown and compared with previously published results.
keywords– blood flow; compliant arteries; moving boundaries; non-hydrostatic; semi-implicit;
three-dimensional; curved blood vessels; general cross-sections; secondary flows; finite difference; finite
volume.
1 Introduction
Blood flow in medium to large arterial systems can be accurately described by the three-dimensional
Navier-Stokes equations within a time-dependent spatial domain. These equations, however, are too
complex to be efficiently solved over a large network of systemic arteries, and alternatively, simpli-
fied one-dimensional equations are often used [32, 33, 41, 42]. Two dimensional models, like the ones
proposed in [48] and [11], have the aim of filling the gap between highly complex and computa-
tionally expensive three-dimensional fluid-structure interaction models [16, 18–20,31, 34] and reduced
one-dimensional equations, where the missing information about the velocity profiles has to be derived
from empirical closure relations. Recently a very efficient semi-implicit method for two-dimensional
axially symmetric blood flow in compliant arterial systems has been introduced in [11], which has
been subsequently extended also to the simulation of substance transport in [45]. The present three-
dimensional model aims at extending the above-mentioned two-dimensional model to the third spatial
dimension in order to give accurate and detailed three-dimensional information about the pressure and
the velocity field. Non-hydrostatic corrections of the pressure along the cross section are necessary
to give an accurate description of secondary flows, and consequently to simulate blood flow through
curved sections in the vascular tree. This is very important because asymmetric irregularities of blood
flow due to curved sections, junctions [29], stenosis [27], and turbulence instabilities [38] can cause the
leading contributions to the wall shear stress.
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Figure 1: Geometry of the numerical grid: (1a) Typical geometry of a control volume of the model;
(1b) Axial projection of the nodes and velocity points of the j -th segment; (1c) Example of a curved
numerical grid; (1d) Staggered representation of the (j + 12)-th segment;
In general fully non-hydrostatic problems show no favorite direction. This implies that a fine
spatial discretization is needed along any spatial coordinate. However, certain non-hydrostatic flow
problems may still contain a preferential direction, such as the gravity direction for gravity-driven free
surface flows or the axial direction for blood flow in compliant arteries. In the 1990ies, very efficient
semi-implicit fractional step methods have been developed for gravity-driven three-dimensional non
hydrostatic free-surface flows. In [7, 14], the hydrostatic component of the pressure is computed in
a first fractional step and in a second fractional step a non-hydrostatic correction is determined in
order to obtain the fully three-dimensional non-hydrostatic pressure field. The method is relatively
simple, numerically stable for large Courant numbers and particularly suitable for three-dimensional
problems in which the non-hydrostatic correction is small compared to the hydrostatic components.
For such methods, the computational efficiency is the larger the more the problem is hydrostatic.
Encouraged by the success of those methods, a new fractional method is designed in this paper in
order to face the problem of three-dimensional non-hydrostatic blood flow in compliant vessels with
rather general cross section. At first the model is developed in cylindrical coordinates, then curvature
is introduced. The resulting approach is fast, simple and provides full details of the radial and angular
velocity profiles and of the non-hydrostatic pressure field. It will be shown by computational results
that the new numerical method is also able to model secondary flows correctly.
2
2 Governing equations
In this article the three-dimensional momentum and continuity equations in cylindrical coordinates
are considered,
du
dt
= −∂p
∂x
+ ν
[
∂2u
∂x2
+
1
z
∂
∂z
(
z
∂u
∂z
)
+
1
z2
∂2u
∂ϕ2
]
, (1)
dv
dt
= −1
z
∂p
∂ϕ
+ ν
[
∂2v
∂x2
+
∂
∂z
(
1
z
∂
∂z
(zv)
)
+
1
z2
∂2v
∂ϕ2
+
2
z2
∂w
∂ϕ
]
, (2)
dw
dt
= −∂p
∂z
+ ν
[
∂2w
∂x2
+
∂
∂z
(
1
z
∂
∂z
(zw)
)
+
1
z2
∂2w
∂ϕ2
− 2
z2
∂v
∂ϕ
]
, (3)
0 =
∂
∂x
(zu) +
∂
∂z
(zw) +
∂v
∂ϕ
. (4)
where (x, z, ϕ) are the axial position along the vessel, the radial coordinate and the radial angle,
respectively; u(x, z, ϕ, t), v(x, z, ϕ, t) and w(x, z, ϕ, t) are the velocity components in the x-, ϕ- and z-
directions, respectively; p(x, z, ϕ, t) is the normalized pressure field defined as the pressure divided by
the density ρ of the fluid, that is assumed to be constant; ν is the kinematic viscosity coefficient; the
left hand sides are the material derivatives of the respective velocity components.
In this paper the (normalized) pressure p is written as a sum of the hydrostatic component p˜, that
is only a function of the axial coordinate and time, and the fully three-dimensional non-hydrostatic
component q , having
p (x, z, ϕ, t) = p˜ (x, t) + q (x, z, ϕ, t) . (5)
Note that for curved vessels the pressure field can actually be written as the sum of a hydrostatic
pressure and some perturbative corrections, which can be expressed as a power series in the curvature
ratio, see [1]. Hence, the choice of splitting the total pressure into a hydrostatic one and a non-
hydrostatic correction as done in Eq. (5) is justified. For flow problems in curved vessels the algorithm
designed in the following will be therefore particularly efficient when corrections caused by curvature
are actually perturbative.
In order to close the problem, an equation of state relating the arterial radius R(x, ϕ, t) to the
unknown pressure at the wall boundaries p(x,R, ϕ, t) is needed. To this purpose, a typical choice is
the law of Laplace, see [47] for example,
p(x,R, ϕ, t) = pext(x, ϕ, t) + β(x, ϕ, t) (R(x, ϕ, t)−R0(x, ϕ)) , (6)
where pext is a prescribed external pressure function, β is a positive and in general variable rigidity
coefficient that can be obtained for example by the solution of inverse problems, see for example [28,36],
and R0(x, ϕ) is the equilibrium radius, the dependence of which on the axial and angular coordinate
allows to represent rather general cross-sections. According to [41], the coefficient β is related to basic
material properties by the formula
β =
h0E
(1− ν2)R20
, (7)
where h0 is the wall thickness, E is the Young modulus and ν is the Poisson ratio of the vessel wall.
The only restriction on the cross section in our present model is that the equilibrium radius must
be a single-valued function of x and ϕ. Often, the geometry of large to medium-scale blood vessels
is obtained from in vivo CT images, but usually the vessel geometry obtained in that manner is not
the equilibrium geometry, but already a deformed configuration. A special technique to obtain the
corresponding stresses, a so-called prestressing method for patient-specific geometries and material
parameters can be found in [23].
Integrating the continuity equation over the cross sectional area and using a kinematic condition
at the moving boundary leads to the following equation for the moving vessel boundary
∂A
∂t
+
∂
∂x
(∫ 2pi
0
∫ R
0
zu dz dϕ
)
= 0, (8)
where A is the area of the cross section.
3
The no-slip boundary conditions and the kinematic radial condition at the vessel wall can be
summarized as
u (x,R, ϕ, t) = v (x,R, ϕ, t) = 0; (9)
w (x,R, ϕ, t) =
∂R
∂t
. (10)
3 A semi-implicit finite difference-finite volume model
In non-hydrostatic flow models for incompressible fluids the pressure terms must always be discretized
implicitly, due to the elliptic nature of the PDE that governs the non-hydrostatic pressure. However,
if a fully implicit method was used, the resulting numerical scheme would be far too complex and
difficult to control, mainly because of its nonlinearities.
The criteria for choosing the precise terms that need to be discretized implicitly or explicitly are
clearly indicated in [6] for the two-dimensional shallow water equations, with the aim of improving
efficiency, robustness and to ensure stability. It is shown how the characteristic analysis of the gov-
erning equations leads to a particular semi-implicit discretization. The resulting algorithm was soon
extended to three-dimensional problems [9, 10], non-hydrostatic flows [7] and it was further adapted
to orthogonal unstructured grids, which admit higher flexibility in fitting complex geometries [2, 13]
and are suitable for general irregular domains of arbitrary scale [14].
Within the aforementioned framework, it has been shown that an implicit discretization of the
pressure gradients in the momentum equations (1)-(3) and of the velocity in the moving boundary
equation (8) can avoid the CFL restriction on the gravity wave speed. Stability has been further
ensured by an implicit discretization of the viscosity and the wall friction [9]. Further to that, the
discretization in the moving boundary equation (8) gives rise to a particular nonlinearity. This kind
of nonlinearity can be efficiently solved by an iterative Newton-type algorithm as pointed out in later
works, see [8] and [12]. A detailed convergence analysis of this solution algorithm for the resulting
mildly nonlinear systems is illustrated in [3–5] and [15]. The resulting algorithm is very efficient,
highly accurate, and stable for large time-steps.
3.1 Unstructured staggered grid
To simulate arterial flows, one assumes that the arterial system consists in a set of interconnected
arterial branches where the flow is governed by equations (1)-(10). For a single branch of reference
the axial domain is discretized in Nx non overlapping segments, the radial domain up to Nz rings and
the angular domain in Nϕ slices (see Figure 1c). The resulting control volumes are at most NxNzNϕ
three-dimensional annular sectors. Velocity components are defined on the barycentres of the faces of
such control volumes, in such a way that the fluxes in the local mass conservation equations are well
defined. Figures 1a and 1b summarize efficiently the chosen convention of the indexing on the chosen
staggered grid.
The discrete arterial radius at the i-th axial location, l-th angular slice and time level tn is denoted
with Rni,l. Specific details about the chosen radial mesh are available in [11].
When axial intervals are labeled with only the axial index, the intervals are referred to the central
position, along the axis of the vessel. For simplicity, the angular mesh is chosen to be uniform, having
∆ϕ = 2pi/Nϕ.
3.2 Semi-implicit discretization
A consistent semi-implicit finite difference discretization of the momentum equations for each control
volume (j, k, l) reads
un+1
j+ 1
2
,k,l
− un,L
j+ 1
2
,k,l
∆t
= −p
n+θ
j+1,k,l − pn+θj,k,l
∆xj+ 1
2
,k,l
+ ν
(
Lux
j+ 1
2
,k,l
[un,L] + Luzϕ
j+ 1
2
,k,l
[un+θ]
)
, (11)
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vn+1
j,k,l+ 1
2
− vn,L
j,k,l+ 1
2
∆t
= −p
n+θ
j,k,l+1 − pn+θj,k,l
zn
j,k,l+ 1
2
∆ϕ
+ ν
(
Lvxϕ
j,k,l+ 1
2
[vn,L, wn,L] + Lvzϕ
j,k,l+ 1
2
[vn+θ]
)
, (12)
wn+1
j,k+ 1
2
,l
− wn,L
j,k+ 1
2
,l
∆t
= −p
n+θ
j,k+1,l − pn+θj,k,l
∆zn
j,k+ 1
2
,l
+ ν
(
Lwxϕ
j,k+ 1
2
,l
[wn,L, vn,L] + Lwzϕ
j,k+ 1
2
,l
[wn+θ]
)
, (13)
where ∆t is the time-step size; θ is an implicitness factor to be taken in the range 12 ≤ θ ≤ 1 ( [9] );
pn+θ = θpn+1 + (1 − θ)pn; un,Lj+1/2,k,l, vn,Lj,k,l+1/2 and wn,Lj,k+1/2,l denote respectively the axial, tangential
and radial velocity components interpolated at time tn at the end of the Lagrangian trajectory in the
three-dimensional space. In particular, one has
Lux
j+ 1
2
,k,l
[un,L] =
un,L
j+32 ,k,l
−un,L
j+12 ,k,l
∆xj+1,k,l
−
un,L
j+12 ,k,l
−un,L
j− 12 ,k,l−1
∆xj,k,l
∆xj+ 1
2
,k,l
,
Luzϕ
j+ 1
2
,k,l
[un+θ] =
1
z2
j+ 1
2
,k
un+θ
j+ 1
2
,k,l+1
− 2un+θ
j+ 1
2
,k,l
+ un+θ
j+ 1
2
,k,l−1
∆ϕ2
+
+
zn
j+ 1
2
,k+ 1
2
un+θ
j+12 ,k+1,l
−un+θ
j+12 ,k,l
∆zn
j+12 ,k+
1
2
− zn
j+ 1
2
,k− 1
2
un+θ
j+12 ,k,l
−un+θ
j+12 ,k−1,l
∆zn
k− 12
zn
j+ 1
2
,k
∆zn
j+ 1
2
,k
, (14)
Lvxϕ
j,k,l+ 1
2
[vn,L, wn] =
vn,L
j+1,k,l+12
−vn,L
j,k,l+12
∆xj,k,l+1
−
vn,L
j,k,l+12
−vn,L
j−1,k,l+12
∆xj,k,l
∆xj,k,l+ 1
2
+
+
wj,k+ 1
2
,l+1 + wj,k− 1
2
,l+1 − wj,k+ 1
2
,l − wj,k− 1
2
,l
z2j,k∆ϕ
,
Lvzϕ
j,k,l+ 1
2
[vn+θ] =
znj,k+1v
n+θ
j,k+1,l+12
−znj,kvn+θj,k,l+12
zn
j,k+12
∆zn
j,k+12
−
znj,kv
n+θ
j,k,l+12
−znj,k−1vn+θj,k−1,l+12
zn
j,k− 12
∆zn
k− 12
∆znj,k
+
+
1
z2j,k
vn+θ
j,k,l+ 3
2
− 2vn+θ
j,k,l+ 1
2
+ vn+θ
j,k,l− 1
2
∆ϕ2
, (15)
Lwxϕ
j,k+ 1
2
,l
[wn,L, vn] =
wn,L
j+1,k+12 ,l
−wn,L
j,k+12 ,l
∆xj,k+1,l
−
wn,L
j,k+12 ,l
−wn,L
j−1,k+12 ,l
∆xj,k
∆xj,k+ 1
2
,l
+
−
vj,k,l+ 1
2
+ vj,k+1,l+ 1
2
− vj,k,l− 1
2
− vj,k+1,l− 1
2
z2
j,k+ 1
2
∆ϕ
Lwzϕ
j,k+ 1
2
,l
[wn+θ] =
zn
j,k+32
wn+θ
j,k+32 ,l
−zn
j,k+12
wn+θ
j,k+12 ,l
znj,k+1∆z
n
j,k+1
−
zn
j,k+12
wn+θ
j,k+12 ,l
−zn
j,k− 12
wn+θ
j,k− 12 ,l
znj,k∆z
n
k
∆zn
j,k+ 1
2
+
+
1
z2
j,k+ 1
2
wn+θ
j,k+ 1
2
,l+1
− 2wn+θ
j,k+ 1
2
,l
+ wn+θ
j,k+ 1
2
,l−1
∆ϕ2
. (16)
Alternative explicit schemes for discretizing the advective terms can be employed. For example, an
accurate description of rapidly varying flows can be achieved by using a conservative formulation [43].
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In (11)-(13) the operators νLuzϕ
j+ 1
2
,k,l
[un+θ], νLvzϕ
j,k,l+ 1
2
[vn+θ] and νLwzϕ
j,k+ 1
2
,l
[wn+θ] denote the implicit
discretization of the viscous force acting respectively on u, v and w in the radial direction, while
νLux
j+ 1
2
,k,l
[un,L], νLvxϕ
j,k,l+ 1
2
[vn,L, wn,L] and νLwxϕ
j,k+ 1
2
,l
[wn,L, vn,L] denote discretization of the remaining
viscous terms and are taken explicitly at the footpoint of the Lagrangian trajectory.
Concerning the discrete boundary conditions, the radial component of the velocity w at the wall
is the time derivative of the local radius, see Eq. (10), that is related to the local pressure through
the equation of state (6). Hence, one obtains the boundary conditions
un+1
j+ 1
2
,K(j)+ 1
2
,l
= vn+1
j,K(j)+ 1
2
,l+ 1
2
= 0, (17)
wn+1
j,K(j,l)+ 1
2
,l
=
1
β
pn+1j,K,l − pnj,K,l
∆t
. (18)
where K is the local radial index such that zni,K+1/2,l = R
n
i,l, with z
n
i,1/2,l = 0. At each hydrostatic
pressure point j, the semi-implicit finite volume approximation of the moving boundary equation (8)
reads
Vj
(
pn+1
)
= Vj (p
n)−∆t
Nϕ∑
l=1

Kn
j+12 ,l∑
k=1
an
j+ 1
2
,k,l
un+θ
j+ 1
2
,k,l
−
Kn
j− 12 ,l∑
k=1
an
j− 1
2
,k,l
un+θ
j− 1
2
,k,l
 , (19)
Vj (p) =
pi
2Nϕ
Nϕ∑
l=1
{
∆xj+ 1
2
[
Rj+ 1
2
,l (pj,K,l)
]2
+ ∆xj− 1
2
[
Rj− 1
2
,l (pj,K,l)
]2}
, (20)
where Vj is the nonlinear volume function, a
n
j+ 1
2
,k,l
= zn
j+ 1
2
,k,l
∆zn
j+ 1
2
,k,l
∆ϕ is the area of the axial
surface, Rj+ 1
2
,l(pj,K,l) is computed through the equation of state (6).
Let us write the velocity and pressure fields as the sum of the hydrostatic component (v˜ and p˜)
and the non-hydrostatic correction (δv and q). At the first fractional step a hydrostatic problem is
solved, defined by equations (11)-(13) and (19) by neglecting all the implicit non-hydrostatic terms
and by using a purely explicit discretization of non-hydrostatic viscous terms, having
u˜n+1
j+ 1
2
,k,l
− un,L
j+ 1
2
,k,l
∆t
= − p˜
n+θ
j+1 − p˜n+θj
∆xj+ 1
2
,k,l
− (1− θ′) qnj+1,k,l − qnj,k,l
∆xj+ 1
2
,k,l
+
+ ν
(
Lux
j+ 1
2
,k,l
[
un,L
]
+ Luzϕ
j+ 1
2
,k,l
[
u˜n+θ
]
+ Luzϕ
j+ 1
2
,k,l
[
δun,L
])
, (21)
v˜n+1
j,k,l+ 1
2
− vn,L
j,k,l+ 1
2
∆t
= − (1− θ′) qnj,k,l+1 − qnj,k,l
zn
j,k,l+ 1
2
∆ϕ
+
+ ν
(
Lvxϕ
j,k,l+ 1
2
[
vn,L, wn,L
]
+ Lvzϕ
j,k,l+ 1
2
[
v˜n+θ
]
+ Lvzϕ
j,k,l+ 1
2
[
δvn,L
])
, (22)
w˜n+1
j,k+ 1
2
,l
− wn,L
j,k+ 1
2
,l
∆t
= − (1− θ′) qnj,k+1,l − qnj,k,l
∆zn
j,k+ 1
2
,l
+
+ ν
(
Lwxϕ
j,k+ 1
2
,l
[
wn,L, vn,L
]
+ Lwzϕ
j,k+ 1
2
,l
[
w˜n+θ
]
+ Lwzϕ
j,k+ 1
2
,l
[
δwn,L
])
, (23)
Vj
(
p˜n+1 + qn
)
= Vj (p
n)−∆t
Nϕ∑
l=1

Kn
j+12 ,l∑
k=1
an
j+ 1
2
,k,l
(
θu˜n+1
j+ 1
2
,k,l
+ (1− θ)un
j+ 1
2
,k,l
)
−
Kn
j− 12 ,l∑
k=1
an
j− 1
2
,k,l
(
θu˜n+1
j− 1
2
,k,l
+ (1− θ)un
j− 1
2
,k,l
) . (24)
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Vj,l
Rc
c
Figure 2: Example of a curved slice. C is the center of curvature.
It is important to notice that equations (21)-(24) depend on the non-hydrostatic pressure and velocity
fields through explicit terms, while on the other hand implicit terms are hydrostatic. In the system
above a different implicitness factor θ′ can be used to discretize the non-hydrostatic terms in time.
Then, in the second fractional step the non-hydrostatic problem is solved, defined as the difference
between the original system of equations and the hydrostatic problem.
Then, local and global mass conservation are ensured by a conservative finite-volume discretization
of the continuity equation, i.e.(
an
j+ 1
2
,k,l
un+1
j+ 1
2
,k,l
− an
j− 1
2
,k,l
un+1
j− 1
2
,k,l
)
+
(
bn
j,k,l+ 1
2
vn+1
j,k,l+ 1
2
− bn
j,k,l− 1
2
vn+1
j,k,l− 1
2
)
+(
cn
j,k+ 1
2
,l
wn+1
j,k+ 1
2
,l
− cn
j,k− 1
2
,l
wn+1
j,k− 1
2
,l
)
= 0, (25)
for each control volume Vj,k,l below the radius, where b
n
j,k,l+1/2 and c
n
j,k+1/2,l are the angular and radial
surfaces of Vj,k,l, respectively, and at the walls a local semi-implicit finite-volume expression of the
kinematic boundary condition reads
Vj,l
(
pn+1
)
= Vj,l (p
n)−∆t
Kni,l∑
k=1
[(
an
j+ 1
2
,k,l
un+θ
′
j+ 1
2
,k,l
− an
j− 1
2
,k,l
un+θ
′
j− 1
2
,k,l
)
+
(
bn
j,k,l+ 1
2
vn+θ
′
j,k,l+ 1
2
− bn
j,k,l− 1
2
vn+θ
′
j,k,l− 1
2
)]
(26)
where Vj,l is the l -th slice of the volume of the j -th axial segment Vj (see Figure 2).
3.3 Solution algorithm
First fractional step. Equations (24) and (21) constitute a mildly nonlinear system of at most
NzNxNϕ + Nx equations. This system has to be solved at each time step in order to calculate the
new hydrostatic field variables u˜n+1j+1/2,k,l and p˜
n+1
j throughout the flow domain.
Upon multiplication by anj+1/2,k,l∆t∆ϕ and after including the boundary conditions (17), equations
(19)-(21) are first written in a compact matrix form as
Mˆn
j+ 1
2
· U˜n+1j+ 1
2
= Gˆn
j+ 1
2
− θ∆t∆ϕ
[
p˜n+1j+1 − p˜n+1j
]
A˜n
j+ 1
2
(27)
Vj
(
p˜n+1 + qn
)
= Vj (p
n)−∆t
[(
Aˆn
j+ 1
2
)T (
θU˜
n+1
j+ 1
2
+ (1− θ) Un
j+ 1
2
)
−
(
Aˆn
j− 1
2
)T (
θU˜
n+1
j− 1
2
+ (1− θ) Un
j− 1
2
)]
(28)
The four vectors U˜
n+1
j+1/2, Aˆ
n
j+1/2, A˜
n
j+1/2, Gˆ
n
j+1/2 and the matrix Mˆ
n
j+1/2 are defined as follows: U˜
n+1
j+1/2
collects all the discrete axial velocity components on the surface j+1/2; Aˆnj+1/2 and A˜
n
j+1/2 collect the
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areas of each axial surface anj+1/2,k,l and the ratio a
n
j+1/2,k,l/∆xj+1/2,k,l, respectively; Gˆ
n
j+1/2 collects
all the known explicit terms of equation (21); Mˆnj+1/2 collects all the coefficients of the resulting linear
system.
The matrix Mˆj+1/2 is pentadiagonal, symmetric and positive definite. This means that Mˆj+1/2
is non-singular and invertible. These properties are very important, because this kind of systems is
efficiently solved by a conjugate-gradient method [26]. Then, by multiplying equation (27) formally
with Mˆ−1j+1/2 from the left, yields
U˜
n+1
j+ 1
2
= Mˆ−1
j+ 1
2
· Gˆn
j+ 1
2
− θ∆t∆ϕ
[
p˜n+1j+1 − p˜n+1j
]
Mˆ−1
j+ 1
2
· A˜n
j+ 1
2
(29)
A substantial improvement of efficiency in solving the pentadiagonal linear systems of the form
Mˆj+1/2ξˆ = Λˆ of at most NzNϕ equations (where Λˆ is either Gˆnj+1/2 or A˜
n
j+1/2 is reached by firstly
solving Nϕ independent tridiagonal systems Mˆ
′
j+1/2,·,lξ
′
l = Λl of K
n
j+1/2,l equations obtained by ne-
glecting the implicit, angular derivative operators. If ξˆ is the tensor of rank two solution of the original
system defined along the (j + 1/2)-th cross section (two-dimensional problem), then ξ′l is the solution
of the approximated system defined on the l-th slice of the (j+ 1/2)-th cross section (one-dimensional
problem). Then if ξˆ′j+1/2 is the vector that collects all the approximate solutions ξ
′
l for l = 1, 2, · · · ,
Nϕ, the original problem reduces to solving the linear system
Mˆj+ 1
2
· δˆξ = Λˆ− Mˆj+ 1
2
· ξˆ′, (30)
and the solution of the original two dimensional system is given by ξˆ = ξˆ′+ δˆξ. This perturbative way
of solving the original system becomes particularly useful when axial symmetry is fulfilled, because
the one-dimensional approximate solution ξˆ′ becomes exact and thus no iteration is needed in solving
the two dimensional problem (30) because δˆξ = 0. and the solution becomes very fast.
Formal substitution of U˜
n+1
j+1/2 of equation (29) into (28) yields the discrete wave equation for the
hydrostatic pressure
Vj
(
p˜n+1 + qn
)−∆t2θ2∆ϕ [(Aˆn
j+ 1
2
)T · Mˆ−1
j+ 1
2
· A˜n
j+ 1
2
(
p˜n+1j+1 − p˜n+1j
)
−(
Aˆn
j− 1
2
)T · Mˆ−1
j− 1
2
· A˜n
j− 1
2
(
p˜n+1j − p˜n+1j−1
)]
= dnj (31)
where
dnj = Vj (p
n)−∆t
[(
Aˆn
j+ 1
2
)T · (θMˆ−1
j+ 1
2
· Gˆn
j+ 1
2
+ (1− θ) Uˆn
j+ 1
2
)
−(
Aˆn
j− 1
2
)T · (θMˆ−1
j− 1
2
· Gˆn
j− 1
2
+ (1− θ) Uˆn
j− 1
2
)]
.
Equation (31) can be assembled into a sparse, mildly nonlinear system of at most Nx equations for
p˜n+1j , j = 1, 2, . . . , Nx. This system is efficiently solved by a Newton-type iterative algorithm whose
details are given in [8, 15].
Once the new hydrostatic pressure p˜n+1j has been computed, the hydrostatic axial velocities are
readily obtained from equation (27), which now represents a set of Nx independent, linear pentadiag-
onal systems of at most NzNϕ equations, for all j = 1, 2, ..., Nx.
Equations (22) constitute essentially a linear system of at most NzNϕNx equations. It is decom-
posed and solved as a system of Nx independent, linear pentadiagonal systems that can be rewritten
in compact matrix-vector form as
Nˆnj · V˜
n+1
j = Hˆ
n
j , (32)
where the two vectors V˜
n+1
j , Hˆ
n
j and the matrix Nˆj are defined as follows:
ˆ˜Vn+1j collects all the
discrete tangential velocity components; Hˆnj collects all the known explicit terms of equation (22) and
Nˆ collects all the coefficient of the resulting linear system.
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Also Nˆ is pentadiagonal. Similarly to Mˆ, the matrix Nˆ is invertible and the tangential velocities
are readily obtained from equation (32) , for all j = 1, 2, ..., Nx.
Now, the boundary condition (18) needs to be rewritten in hydrostatic form as
w˜n+1
j,K+ 1
2
,l
=
R˜n+1j,l −Rnj,l
∆t
=
1
β
p˜n+1j − p˜nj
∆t
. (33)
where R˜n+1 = R˜(p˜n+1 + qn) is obtained from the equation of state (6). When the mildly non-linear
system is solved, axial and tangential components are computed and boundary condition (18) is
determined. Then, equations (23) constitute a linear system of at most NzNϕNx equations. With the
same procedure, equation (13) can be rewritten in compact form as
Oˆnj · W˜
n+1
j = Lˆ
n
j , (34)
where the two vectors Wˆj , Lˆj and the matrix Oˆj are defined as follows: W˜
n+1
j collects all the
hydrostatic radial velocity components; Lˆnj collects all known terms of equation (23) and Oˆnj collects
the coefficients of the resulting linear system.
Oˆ is a symmetric positive-definite matrix , hence the radial velocities are readily obtained from
equation (34), for all j = 1, 2, ..., Nx. In the present formulation, the aforementioned perturbative
approach is also used for obtaining V˜
n+1
and W˜
n+1
.
Second fractional step. The non-hydrostatic momentum equations, obtained from the difference
between equations (11)-(13) and (21)-(23), can be summarized in the sequent system of equations for
the components of the velocity field
un+1
j+ 1
2
,k,l
= u˜n+1
j+ 1
2
,k,l
− θ′∆tq
n+1
j+1,k,l − qn+1j,k,l
∆xj+ 1
2
,k,l
, (35)
vn+1
j,k,l+ 1
2
= v˜n+1
j,k,l+ 1
2
− θ′∆tq
n+1
j,k,l+1 − qn+1j,k,l
zn
j,k,l+ 1
2
∆ϕ
, (36)
wn+1
j,k+ 1
2
,l
= w˜n+1
j,k+ 1
2
,l
− θ′∆tq
n+1
j,k+1,l − qn+1j,k,l
∆zn
j,k+ 1
2
,l
, (37)
that is closed by a finite volume discretization of equations (25)-(26). By using (25), equation (26)
reduces to
Vj,l
(
pn+1
)
= δj,l − θ′∆t
[(
an
j+ 1
2
,K,l
un+1
j+ 1
2
,K,l
− an
j− 1
2
,K,l
un+1
j− 1
2
,K,l
)
+
+
(
bn
j,K,l+ 1
2
vn+1
j,K,l+ 1
2
− bn
j,K,l− 1
2
vn+1
j,K,l− 1
2
)
− cn
j,K− 1
2
,l
wn+1
j,K− 1
2
,l
]
, (38)
with
δj,l = Vj,l (p
n)− (1− θ′)∆t Kni∑
k=1
[(
an
j+ 1
2
,k,l
un
j+ 1
2
,k,l
− an
j− 1
2
,k,l
un
j− 1
2
,k,l
)
+
(
bn
j,k,l+ 1
2
vn
j,k,l+ 1
2
− bn
j,k,l− 1
2
vn
j,k,l− 1
2
)]
. (39)
At this point, if the expression for the new velocities (35)-(37) is substituted into (25 ) and (38),
the result is a system of equations for the non-hydrostatic pressure q . The following discrete equations
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are obtained:
θ′∆t
[
an
j+ 1
2
,k,l
∆xj+ 1
2
,k,l
(
qn+1j+1,k,l − qn+1j,k,l
)
−
an
j− 1
2
,k,l
∆xj− 1
2
,k,l
(
qn+1j,k,l − qn+1j−1,k,l
)
+
+
bn
j,k,l+ 1
2
zj,k∆ϕ
(
qn+1j,k,l+1 − qn+1j,k,l
)
−
bn
j,k,l− 1
2
zj,k∆ϕ
(
qn+1j,k,l − qn+1j,k,l−1
)
+
+
cn
j,k+ 1
2
,l
∆zj+ 1
2
,k
(
qn+1j,k+1,l − qn+1j,k,l
)
−
cn
j,k− 1
2
,l
∆zj,k− 1
2
(
qn+1j,k,l − qn+1j,k−1,l
)]
=
= an
j+ 1
2
,k,l
u˜n+1
j+ 1
2
,k,l
+ bn
j,k,l+ 1
2
v˜n+1
j,k,l+ 1
2
+ cn
j,k+ 1
2
,l
w˜n+1
j,k+ 1
2
,l
+
− an
j− 1
2
,k,l
u˜n+1
j− 1
2
,k,l
− bn
j,k,l− 1
2
v˜n+1
j,k,l− 1
2
− cn
j,k− 1
2
,l
w˜n+1
j,k− 1
2
,l
. (40)
for k = 1, 2, Knj,l − 1, and
θ′∆t
[
an
j+ 1
2
,K,l
∆xj+ 1
2
,K,l
(
qn+1j+1,K,l − qn+1j,K,l
)
−
an
j− 1
2
,K,l
∆xj− 1
2
,K,l
(
qn+1j,K,l − qn+1j−1,K,l
)
+
+
bn
j,K,l+ 1
2
zj,K∆ϕ
(
qn+1j,K,l+1 − qn+1j,K,l
)
−
bn
j,K,l− 1
2
zj,K∆ϕ
(
qn+1j,K,l − qn+1j,K,l−1
)
+
−
cn
j,K− 1
2
,l
∆zj,K− 1
2
(
qn+1j,K,l − qn+1j,K−1,l
)]
− Vj,l
(
p˜n+1 + qn+1
)
θ′∆t
=
= − δj,l
θ′∆t
+
[
an
j+ 1
2
,K,l
u˜n+1
j+ 1
2
,K,l
+ bn
j,K,l+ 1
2
v˜n+1
j,K,l+ 1
2
+
−an
j− 1
2
,K,l
u˜n+1
j− 1
2
,K,l
− bn
j,K,l− 1
2
v˜n+1
j,K,l− 1
2
− cn
j,K− 1
2
,l
w˜n+1
j,K− 1
2
,l
]
. (41)
Equations (40)-(41) constitute a seven-diagonal mildly nonlinear system of NxNzNϕ unknowns that
is efficiently solved by a Newton-type iterative method. Since the Jacobian of the nonlinear system
(40)-(41) is again symmetric and positive definite, a conjugate gradient method can be used at each
Newton step.
That is how the non-hydrostatic pressure is computed. Subsequently, the velocity components are
directly updated accordingly through (35)-(37). Finally, the new radii are obtained from the equation
of state (6), the new indices Kn+1j,l and the spatial position of the grid nodes are updated accordingly.
Note that when axial symmetry is assumed, by setting Nϕ = 1, then a consistent two-dimensional,
tangentially averaged, non hydrostatic model is obtained. If then, non hydrostatic effects become
negligible, the current formulation reduces exactly to the two-dimensional hydrostatic model of [11],
and a one dimensional sectionally averaged model, commonly used to simulate blood flow in complex
arterial systems (see, e.g., [32,35,41,42]), is automatically contained as well.
The fact that a consistent two-dimensional or one-dimensional scheme can be derived from the
proposed numerical method as particular case is a valuable feature of the present formulation. This
property leads to a general algorithm that can solve non-hydrostatic three-dimensional, as well as
hydrostatic three-, two- and one-dimensional problems as a particular case.
More precisely, when the method proposed in this article is applied to a typical model of the human
cardiovascular system that includes large and small arteries, from complex to simplified geometries,
a substantial computational simplification is achieved because blood flow in nearly straight large
and medium sized arteries are properly modeled within a two-dimensional approach, whereas small
and very small arteries are automatically represented by a simple and consistent one-dimensional
formulation. This means that those simplified two- or one-dimensional branches of the full system
get their own two- or one-dimensional representation, without any special or artificial treatment at
the interface. For other successful numerical approaches documented in literature that concern the
coupling of three-dimensional and one-dimensional models for blood flow in arterial systems see [21]
and for particular boundary conditions used in biomechanics the reader is referred to [28,37,49].
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Nx Nz Nϕ Nt 
u,Nt
L2
OuL2 
R,Nt
L2
ORL2
50 25 30 100 3.9260E − 04 7.2111E − 05
100 50 30 100 7.7510E − 05 2.3 1.4446E − 05 2.3
200 100 30 100 1.5831E − 05 2.3 3.3021E − 06 2.1
400 200 30 100 3.6767E − 06 2.1 7.8251E − 07 2.1
800 400 30 100 8.6881E − 07 2.1 1.9160E − 07 2.0
Table 1: Numerical convergence results in L2 norm for u(x, z) and for R(x) for the steady flow problem
through an elastic vessel.
x
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Exact solution (x=0.75)
Numerical solution (x=0.75)
Exact solution (x=0.95)
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Figure 3: Comparison of the numerical results obtained at time te = 10.0 with the exact steady
solution. Shape of the elastic tube (left) and selected velocity profiles at different axial positions
(right). The velocity profile of only a fixed angular coordinate (ϕ = 180◦) is shown, because of the
axial symmetry of the numerical solution.
4 Numerical tests
The aforementioned numerical scheme for three-dimensional non-hydrostatic blood flow in compliant
vessels is first applied to three test problems with known analytical solution for circular and elliptical
cross sections. Then, steady and pulsatile flows in a uniformly curved vessel are chosen as non-
hydrostatic test problems: a comparison with experimental and numerical results of [46] is presented.
Finally, an estimate of the efficiency of the presented numerical method is given by measuring the
computing time needed for the simulation of one of the test problems.
4.1 Steady flow in an elastic tube
At first, the correctness of the behaviour of the compliant wall within the proposed algorithm is tested
by the convergence to the steady flow through an elastic tube with circular cross section, starting with
a fluid at rest. Assuming axial symmetry and the pressure to be hydrostatic (q = 0 everywhere) and
neglecting the nonlinear convective terms in the momentum equation (1), an exact steady solution of
(1)-(10) is given according to [11,22] by
u(x, z) =
2Q
piR4(x)
(
R2(x)− z2) , R(x) = 5√R50 − 40νQpiβ x. (42)
The chosen parameters for the present test are ν = 10−3, β = 2500, pext = 0, R0 = 0.025, Q =
0.001875, and L = 1. Numerically, a transient solution is generated over a sufficiently long time
interval, from the starting time t = 0, with initial conditions
u(x, z, ϕ, 0) = 0 and R(x, ϕ, 0) = R0.
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Figure 4: Non-hydrostatic pressure distribution along an axial section for the steady state flow in an
elastic tube. Nx = 200, Nz = 80, Nϕ = 20, Nt = 100 and te = 20.0. x and y are Cartesian coordinates
Then, for times t > 0, the boundary conditions are given by specifying the exact parabolic velocity
profile at the inlet (x = 0), and the exact pressure according at the outlet (x = L).
The computational domain is discretized with Nx = 100 segments in the axial direction, Nz = 50
rings are used along the radial direction to discretize the reference radius R0 and Nϕ = 30 uniform
slices are used to discretize the angular coordinate in the interval [ 0, 2pi ). Assuming that the steady
state is reached at the final time te = 10, by using θ = 1, the simulation is advanced for Nt = 100
time steps with a time-step size ∆t = te/Nt. The resulting tube radius obtained at t = te and some
representative velocity profiles at different axial locations are illustrated in Figure 3. Symmetry is
reproduced exactly, hence, results are shown in two dimensional space at a fixed angular coordinate
ϕ = 180◦. The classical parabolic Hagen-Poiseuille profile for the velocity is well reproduced, and an
overall excellent agreement between the numerical results and the exact solution is clearly shown.
The analytical solution of the present test problem is sufficiently smooth and, consequently, the
order of accuracy of the proposed algorithm can be numerically determined by successively refining
the spatial grid size. To this purpose, the discrete L2 error norms for the axial velocity and for the
radius, respectively, are evaluated with the three dimensional extension of the formula given in [11].
The errors u,nL2 and 
R,n
L2
are computed by using a sequence of successively refined meshes obtained
with Nx = 100, 200, 400, and 800 and Nz = 50, 100, 200, and 400, respectively. Because the test
problem depends only on the axial and radial coordinates, the angular mesh and the time step are
kept constant. The convergence results listed in Table 1 indicate that the designed second order of
accuracy, OuL2 and O
R
L2
, is achieved for this steady test problem.
Non-hydrostatic corrections. It is interesting to see what happens if non-hydrostatic correc-
tions are included in the simulation of the steady problem above. By using Nt = 100 time steps with
a time-step size ∆t = te/Nt and θ = 1, the errors 
u,n
L2
and R,nL2 are computed by using a sequence
of successively refined meshes obtained with Nx = 25, 50, 100, 200, and 400, and Nz = 10, 20, 40,
80 and 160, respectively. The time-step size and the angular discretization number are kept constant
∆t = 0.1 and Nϕ = 10.
Figure 4 shows the distribution of the non-hydrostatic pressure q along the axial section computed
with the semi-implicit method proposed in this article. For comparison, we solve the same problem
again with a direct approach that solves the incompressible Navier-Stokes equations on a fine grid with
200 radial layers in the deformed geometry given by (42). The radial profiles for the axial velocity u
and the pressure distribution are shown in Fig. 5, where one can note a very good agreement between
the direct approach and the non-hydrostatic splitting method proposed in this paper.
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Figure 5: Radial profiles of axial velocity u (left) and pressure p (right) at x = L/2 computed with a
direct approach and the present semi-implicit splitting method with various radial grid resolutions.
4.2 Womersley profiles
Next, the performance of the proposed semi-implicit scheme is tested against an oscillating flow
through a straight rigid tube. The flow is driven by a sinusoidal pressure gradient which is imposed at
the ends of a tube of length L. According to Womersley [51] the axial velocity profile is uniform in the
axial x direction and can be written in explicit form in terms of the zeroth order Bessel function with
reference to only one parameter, the Womersley number α = R
√
ω/ν (see [11] for details). For the
present test, the chosen parameters are L = 1, R = 0.025, Pˆ = 1000, ρ = 1000, ω = 2pi, and β = 1012
so that the tube wall is sufficiently rigid. Moreover, according to Womersley’s approximations, the
nonlinear advective terms are neglected.
Depending on the viscosity, two cases are selected. Firstly, a low Reynolds number Re = 50
(based on the tube diameter D = 2R = 0.05) is obtained by choosing ν = 10−3. In this regime
the resulting viscous effects dominate the entire cross section, and the velocity profile resembles the
parabolic Hagen-Poiseuille flow. In the second case, by choosing ν = 10−5, the flow is characterized by
a Reynolds number Re = 5 000, and the resulting viscous effects are basically confined to a boundary
layer close to the walls. In this regime, the velocity profile is essentially flat (inviscid) at the center of
the cross section, whereas a sharp boundary layer with high velocity gradients develops near the walls.
The initial conditions are taken to be u(x, z, ϕ, 0) from the Womersley solution, and R(x, 0) = R0.
Then, the time dependent boundary conditions are specified at the two ends of the tube by applying,
for times t > 0, an oscillating pressure gradient.
The computational domain is discretized with Nx = 100 segments, Nz = 50 rings and Nϕ = 30
angular slices. By using θ = 0.5 and θ′ = 1, the simulation is advanced with a time-step size ∆t = 0.01
until a final time te = 3 so that three cycles of oscillation are covered. The computed results are
illustrated in Figure 6 next to the analytical solution for both the low and the high Reynolds number
regime. An excellent agreement between the numerical and the exact solution is clearly shown. The
order of accuracy is confirmed numerically by measuring the error against the exact solution for the
high Reynolds number flow (Re = 5000) on a sequence of meshes that are successively refined in both
space and time. The angular discretization number is kept constant Nϕ = 30, because the solution
is still independent of the angular coordinate. For this test, θ = 0.5 and θ′ = 1. The convergence
Nx Nz Nt Nϕ 
u,Nt
L2
OuL2
100 25 25 30 9.8753E − 05
200 50 50 30 2.7400E − 05 1.9
400 100 100 30 6.9837E − 06 2.0
800 200 200 30 1.7532E − 06 2.0
Table 2: Numerical convergence results in L2 error norm for u(x, z, ϕ) at time te = 2.0 (unsteady
problem).
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Figure 6: Comparison of the exact solution of Womersley [51] with the numerical results at different
times. Left (Re = 50): the different graphs left to right correspond to the times t = 1.7, t = 1.8,
t = 1.9, t = 2.0, and t = 2.1, respectively. Right (Re = 5000): the different graphs left to right
correspond to the times t = 1.8, t = 1.9, t = 2.0, t = 2.1 and t = 2.2, respectively.
results are listed in Table 2, confirming that second order of accuracy is achieved in space and time
for unsteady flow problems.
4.3 Oscillating flow in a straight vessel of elliptical cross section
Once the numerical method is shown to be accurate in simulating fluid flow in circular vessels, the
case of elliptical cross sections is investigated. In the present section, the oscillatory flow in a straight
rigid tube of elliptical cross section is considered.
Similar to the Womersley problem before, the tube walls are rigid and a sinusoidal pressure gradient
is applied at the ends. Analytical studies of this family of pulsatile flow problems were first given
in [30, 50], and more recently in [25], where a more detailed analysis has been provided. The radial
and angular elliptical coordinates ξ and η are introduced as
z cosϕ = d cosh ξ cos η, z sinϕ = d sinh ξ sin η,
where 2d is the interfocal distance of the ellipse. The radial coordinate ξ varies in [0, ξ0] from the
interfocal line to the tube walls, while the angular coordinate η varies in [ 0, 2pi ). By neglecting
advective and axial viscous terms and by assuming the pressure to be hydrostatic, according to [25],
the axial velocity profile is uniform in the axial x direction and is given by the real part of the
expression
u(ξ, η, t) =
Pˆ
ρ
1
iω
[
1− 2pi
∞∑
n=0
A
(2n)
0
Ce2n(ξ0,−q)I2nCe2n(ξ,−q)ce2n(η,−q)
]
eiωt, (43)
where Ce2n and ce2n are respectively the ordinary and modified Mathieu functions of order 2n; A
(2n)
2r
are constant coefficients that satisfy a recurrence relation (see [24] for details);
I2n =
∫ 2pi
0
ce22n(η,−q) dη = 2pi
[
A
(2n)
0
]2
+ pi
∞∑
r=2
[
A
(2n)
2r
]2
;
q = iλd2
/
4σ2 , where σ =
√
2α21α
2
2
/
(α21 + α
2
2) is the characteristic length parameter of an ellipse, by
defining the major and minor axis of the elliptical cross section area of the tube as α1 = R(x, 0) and
α2 = R(x, pi/2) respectively, and λ = ωσ
2/ν is the frequency parameter that reduces to the square of
the Womersley number αW for circular cross sections. For the present test, the chosen parameters are
L = 1, R = 0.025, Pˆ = 1000, ρ = 1000, ν = 10−4, β = 1012 so that the tube wall is sufficiently rigid,
with aspect radio α1/α2 = tan ξ0 fixed equal to 0.3.
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In order to verify the accuracy of the numerical results, three different values of the frequency
parameter are considered. First, a low frequency number λ = 1, corresponding to a low Reynolds
number flow, is chosen. In this regime the entire cross section is dominated by the viscous effect, and
the velocity profile resembles the elliptic paraboloid profile, typical of steady flows (Figure 7a). In the
second case, by choosing λ = 100, the resulting velocity profiles show an essentially inviscid (flat) core
and a sharp boundary layer close to the walls in which viscous effect dominates (Figure 7c). Then,
an intermediate frequency number λ = 10 is further chosen in order to emphasize the development of
the double peaked velocity profile, peculiar of elliptical sections, that arise smoothly by increasing the
frequency parameter (Figure 7b).
The initial conditions are taken to be u(x, z, ϕ, 0) = 0, R(x, ϕ, 0) = R0 with p(x, ϕ, 0) = −xPˆ/ρ.
Then, the time dependent boundary conditions are specified at the two ends of the tube by applying,
for times t > 0, the same oscillating pressure gradient of the Womersley problem.
The computational domain is discretized with Nx = 50 segments, Nz = 50 rings with reference to
the cylinder of radius α1 that contains the whole elliptic tube, and Nϕ = 160 angular slices in order to
build a sufficiently fine mesh to resolve all details of the flow field well. By using θ = 0.5 and θ′ = 0.5,
the simulation is advanced with a time-step size ω∆t = 5◦ until three cycles of oscillation are covered.
The computed results are illustrated in Figure 7 next to the analytical solution for the three chosen
regimes. A very good agreement between the numerical and the exact solution is shown, similar to
the circular Womersley problem. The test problems described in this section and the previous one
show how the present method can accurately reproduce complex hydrostatic flows.
4.4 90 ◦ bended tube
The geometry of the grid of a uniformly curved section is defined with the reference to the curvature
radius Rc, and the curvature angle φc. Toroidal coordinates are introduced in the equation of motion
without loss of stability. Notice that, with regard to this, toroidal advective and viscous terms are
correctly computed because of the Eulerian-Lagrangian method.
With the aim of validating the non-hydrostatic approach it is important to test the model against a
physical problem in which non-hydrostatic components play a leading role in the fluid dynamics. In the
following, the results of the simulation of steady and pulsatile flow in an uniformly curved rigid tube are
presented trying to reproduce the experimental data and numerical results given by [46]. Experimental
measurements of axial velocity components are performed by a Laser Doppler Velocimeter.
The geometry consists of a uniformly curved tube of circular cross section with rigid walls (β =
1012Pa/m), angle of curvature φc = 90
◦, radius of curvature Rc = 0.22m and cross sectional diameter
D0 = 2R0 = 0.04m. For the simulations, the curvature of the numerical model is characterized
by φc = 1.05 × 90◦ in order to avoid numerical boundary effects. The properties of the fluid are
approximately the ones of water at 300K: ν = 10−6m2/s, ρ = 1000Kg/m3. We use the same Laplace
law (6) as for the straight tube, which is a valid approximation only for R0/Rc  1.
Steady flow. Starting from rest, the numerical flow is driven by a fixed entry condition of
Poiseuille type and a fixed hydrostatic pressure at the exit. Every simulation is described by a fixed
Reynolds number Re defined as
Re = 2R0
Q
νpiR20
= 2R0
U0
ν
where Q is the mean flux and U0 = Q/(piR
2
0) is the respective mean axial velocity. The respective
value of the Dean number, based on the hydraulic diameter, are reported as D = 4Re
√
2R0/Rc.
Nonlinear advective terms cannot be neglected because to the continuous change of direction of
streamlines in curved sections. Then, an Eulerian-Lagrangian approach is consequently used. Nu-
merical results show clearly what happens if non-hydrostatic contributions are excluded, leading to
unphysical solutions. The θ-method is run with θ = 1 and θ′ = 1. For the present test, the discretiza-
tion numbers are Nx = 63, Nz = 40 and Nϕ = 48. The simulation is advanced for Nt = 300 time
steps with a time-step size ∆t = te/Nt until a final time te = 60s.
Figure 8 shows the velocity and pressure fields interpolated along the exit cross sections at different
Reynolds numbers, from Re = 300 to Re = 1200. Curvature gives rise to a centripetal pressure gradient
that, combined with the centrifugal effect, generate the peculiar cross sectional circulation of curved
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Figure 7: Comparison of the exact solution [25] with the numerical results at different times during
the first half of a period. The axial velocity field is interpolated along the major axis (left) and the
minor axis (right).
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flows: secondary motions are well established as two pairs of symmetric, counter-rotating vortices.
Results confirm that curvature effects becomes stronger with the increasing of the Reynolds number:
the centrifugal effect shifts the peak of the axial velocity components to the outer side of the curve;
the centripetal pressure gradient and the intensity of the secondary motion increase.
Axial velocity components of the 90◦ cross section have been interpolated along the orthogonal
diameters for the purpose of comparing the digitized data of literature. Figures 9a-9e show our numer-
ical results next to the numerical and experimental data of [46]. The numerical results obtained with
the present semi-implicit non-hydrostatic approach are very similar to the numerical and experimental
results presented in [46].
Pulsatile flow. The flow is now driven by a pulsatile entry condition, consisting in a steady
Poiseuille-type component plus an oscillating Womersley-type component, and a fixed hydrostatic
pressure at the exit. Each simulation is described by the steady Reynolds number Re (based on the
axial velocity of the steady component) and by the Womersley number αW = R
√
ω/ν. The oscillatory
component is defined as the real part of the expression
uW (x, z, t) = < Pˆ
ρ
1
iω
1− J0
(
αW yi
3
2
)
J0
(
αW i
3
2
)
 eiωt,
with y = z/R. The amplitude of the oscillation is chosen to be equal to the mean velocity U0, hence
Pˆ = U0ρω. The simulation starts with
u(x, z, ϕ, 0) = 2Q
(
R20 − z2
)
R40
+ uW (x, z, 0)
The chosen parameters of the simulations are Re = 600, αW = 17.17, U0 = Reν/2R0 and ω =
ν (αW /R0)
2, by definition. The θ-method is run with θ = 0.5 and θ′ = 1.0. For the present test, the
discretization numbers are Nx = 63, Nz = 40 and Nϕ = 48. Simulation data are collected after five
periods τ = 2pi/ω in order to ensure periodicity with a time-step size so that ω∆t = 5◦.
Figures 10-11 show the velocity and pressure fields interpolated along the exit cross section at
different times, throughout one oscillation. Secondary motions are well established as two pairs of
symmetric, counter-rotating vortices, the intensity of which is oscillating with the Womersley fre-
quency.
Figure 12 shows the axial velocity components interpolated at different times along the orthogonal
diameters of the 90◦ cross section, next to the numerical and experimental data of [46]. Likewise, the
numerical results appear to be very similar to the numerical simulations and the experimental data
of [46], also for the pulsatile flow. In particular, the reverse flow in the inner part of the curve is well
established during the deceleration phase.
Pulsatile flow in compliant tubes. In order to verify the influence of the moving boundaries
on the velocity and pressure fields, a pulsatile flow in a compliant tube is simulated. The initial and
the entry conditions are the same as before, while a sinusoidal pressure pout is applied at the exit as
pout(t) = − PˆL
ρ
cosωt,
where L is the length of the tube. The parameters of the simulations are chosen to be R0 = 0.025m,
Re = 600, αW = 17.17, with a rigidity coefficient β = 1. The discretization numbers are again
Nx = 63, Nz = 40 and Nϕ = 48; θ = 0.5 and θ
′ = 1.0. Numerical data are collected after five periods
τ = 2pi/ω, with a time-step size so that ω∆t = 5◦.
Figure 14 shows the velocity field tangential to the plane interpolated along the exit cross sections
at different times, throughout one oscillation, for two different values of the rigidity coefficients, β = 1
(compliant walls) and β = 1012 (rigid walls). The patterns of the secondary flow and the non-
hydrostatic pressure components are significantly different from the rigid case (see Figures 14 and 15).
Principally, compliance has a double effect on the pulsatile flow: the axially reversed flow is amplified
when the pressure gradient reaches its maximum (see Figure 13); secondly, it is shown that new
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(a) Re = 300 (D ∼ 512).
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Figure 8: Physical quantities interpolated along the 90◦ cross section, for Re = 300 and Re = 1200.
From the top to the bottom: axial velocity contours; velocity vector field, tangential to the plane;
non-hydrostatic correction q .
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(e) Re = 1200.
Figure 9: Axial velocity profiles interpolated along the diameters of the 90◦ cross section in the y-
and z direction, for different Reynolds numbers.  numerical results; − numerical results of [46]; 0
experimental data of [46].
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Figure 10: Physical quantities interpolated along the 90◦ cross section at different times, for Re = 600
and αW = 17.17. From left to right: axial velocity contours; non-hydrostatic correction q .
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Figure 11: Velocity vector field in the 90◦ cross section for Re = 600 and αW = 17.17.
stagnation zones (with reference to the cross sectional motion) arise and that classical Dean vortices
are consequently broken (see Figure 14). This is because the fluid is incompressible and aims to fill
the whole cross section, following the motion of the compliant vessel walls when they are stretching
or tightening. Physically, three principal forces act at the same time and generate new flow patterns:
the centrifugal force, the centripetal pressure gradient and the radial acceleration due to the moving
boundaries. In particular, when the velocity of the tube walls is large (ωt = 90◦) the centrifugal flux
is hindered in the inner part of the curve, and boosted in the outer; on the contrary, at the negative
peak of the wall velocity (ωt = 270◦) the centrifugal flux is boosted in the outer side, and hindered
in the inner. Note further that when the tube walls are stretching, the mean velocity increases, and
when the tube is tightening, it becomes smaller. Unfortunately, we did not find available experimental
reference data for this test problem to compare with.
4.5 Wallclock time
In order to give a quantitative measure of the efficiency of the model and the demanded computa-
tional effort, the wallclock times needed with respect to a test problem of reference are tabulated. The
Womersley problem presented above in Section 4.2 is chosen as reference with respect to different dis-
cretization number of the radial and angular mesh, in order to compare the present three-dimensional
non-hydrostatic model with the two-dimensional hydrostatic model of [11]. Simulations are carried out
with te = 2, ∆t = 0.01, by using θ = 0.5, θ
′ = 1.0, Nx = 100, Nϕ = 30, and a sequence of successively
refined meshes with Nz = 20, 40, 80, 100, 160, 320, 640, 1000 in order to see the computational cost
linked to the radial discretization number (see Table 3). Then, simulations are carried out by using
Nz = 50 and a sequence of successively refined meshes with Nϕ = 3, 20, 40, 80, 100, 160, 320, 640,
1000 in order to see the computational cost linked to the angular discretization number (see Table 4).
The calculations have been performed with an Intel i7 CPU having 1.70 GHz clock frequency and
4 GB of RAM. Problem sizes and wallclock times are listed in Tables 3 and 4, with distinction between
the three-dimensional fully non-hydrostatic approach of above and the three-dimensional hydrostatic
one that is obtained by completely skipping the second fractional step. These results confirm that
the proposed numerical method is very accurate, highly efficient, and a good candidate for large-
scale simulations of the human cardio-vascular system. With respect to the two-dimensional model,
the three-dimensional model is obviously more time-consuming, but it is actually however a good
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Figure 12: Axial velocity profiles interpolated along the diameters of the 90◦ cross section in the y-
and z -direction at different times, for Re = 600 and αW = 17.17.  numerical results; − numerical
results of [46]; 0 experimental data of [46].
22
x  (m)
y 
 
(m
)
00.050.10.150.20.25
0
0.05
0.1
0.15
0.2
0.25
u  (m/s)
0.018
0.008
-0.002
-0.012
-0.022
-0.032
(a) ωt = 180◦
x  (m)
y 
 
(m
)
00.050.10.150.20.25
0
0.05
0.1
0.15
0.2
0.25
u  (m/s)
0.021
0.017
0.013
0.009
0.005
0.001
-0.003
(b) ωt = 180◦
x  (m)
y 
 
(m
)
00.050.10.150.20.25
0
0.05
0.1
0.15
0.2
0.25
u  (m/s)
0.052
0.042
0.032
0.022
0.012
0.002
(c) ωt = 360◦
x  (m)
y 
 
(m
)
00.050.10.150.20.25
0
0.05
0.1
0.15
0.2
0.25
u  (m/s)
0.021
0.017
0.013
0.009
0.005
0.001
(d) ωt = 360◦
Figure 13: Axial velocity field interpolated along the symmetry plane at different times and different
rigidity coefficient, for Re = 600, αW = 17.17, β = 1 (left) and β = 10
12 (right).
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Figure 14: Velocity vector field, tangential to the plane, interpolated along the 90◦ cross section at
different times and different rigidity coefficient, for Re = 600, αW = 17.17, β = 1 (left) and β = 10
12
(right).
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Figure 15: Non hydrostatic pressure components interpolated along the 90◦ cross section at different
times and different rigidity coefficient, for Re = 600, αW = 17.17, β = 1 (left) and β = 10
12 (right).
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Radial N◦ of control Wallclock time Wallclock time Wallclock time
resolution volumes 3D non-hydrostatic 3D hydrostatic 2D model
(NxNzNϕ) (s) (s) (s)
Nz = 20 60 000 8.081E + 00 5.226E + 00 3.120E − 02
Nz = 40 120 000 1.587E + 01 1.042E + 01 6.240E − 02
Nz = 80 240 000 3.276E + 01 2.051E + 01 1.248E − 01
Nz = 100 300 000 3.933E + 01 2.555E + 01 1.560E − 01
Nz = 160 480 000 6.301E + 01 4.053E + 01 2.496E − 01
Nz = 320 960 000 1.310E + 02 8.212E + 01 4.992E − 01
Table 3: Problem size and wallclock time needed for the simulation of the Womersley problem: com-
parison between the three-dimensional non-hydrostatic model, the hydrostatic model and the two-
dimensional approach of [11]. Nϕ = 30, Nx = 100.
Angular N◦ of control Wallclock time Wallclock time Wallclock time
resolution volumes 3D non-hydrostatic 3D hydrostatic 2D model
(NxNzNϕ) (s) (s) (s)
Nϕ = 3 15 000 2.059E + 00 1.420E + 00 7.800E − 02
Nϕ = 20 100 000 1.346E + 01 1.034E + 01
Nϕ = 40 200 000 2.742E + 01 2.120E + 01
Nϕ = 80 400 000 6.363E + 01 4.471E + 01
Nϕ = 100 500 000 7.906E + 01 5.546E + 01
Nϕ = 160 800 000 1.380E + 02 9.922E + 01
Nϕ = 320 1 600 000 3.068E + 02 2.166E + 02
Table 4: Problem size and wallclock time needed for the simulation of the Womersley problem: com-
parison between the three-dimensional non-hydrostatic model, the hydrostatic model and the two-
dimensional approach of [11]. Nz = 50, Nx = 100.
alternative to other methods. The main causes of computing time with respect to the two-dimensional
model of [11] are actually (i) the increasing number of unknowns (the three velocity components and
the non-hydrostatic pressure components in the three-dimensional space) that are defined along (ii)
an increasing number of control volumes and (iii) the resolution of the second-fractional step. Note,
in particular, that this last step involves the fully three-dimensional coupling between velocities and
pressures that comes from the discretization of the three-dimensional Navier-Stokes equations, the
kinematic boundary condition and the conservation of volumes.
The hydrostatic splitting obtained trough the fractional-step method allows a faster resolution of
the fully non-hydrostatic problem. In order to give a quantitative measure of the saved computing
time, in Table 5 are reported also the wall-clock times needed for the resolution of the Womersley
problem by a direct method obtained by setting the hydrostatic pressure components equal to zero
(p = q), θ = 0.5 and θ′ = 0.5. The results confirm that the semi-implicit fractional step approach
proposed in this article is significantly cheaper form a computational point of view compared to the
direct solution of the three-dimensional incompressible Navier-Stokes equations. This is essentially due
to the fact that the new numerical method proposed here can benefit from a dominant hydrostatic
part of the pressure, while a direct approach cannot.
5 Conclusions
A very efficient second order accurate semi-implicit finite difference and finite volume method for
solving the governing equations of three-dimensional non-hydrostatic flows in compliant arterial vessels
has been outlined. The computation is divided in two successive fractional steps. Some terms are
selected for an implicit discretization and others for an explicit one. The grid is chosen in such a way
that the resulting algebraic systems admit a fast and stable resolution. The chosen fractional-step
structure, consisting in the splitting of the hydrostatic from the non-hydrostatic pressure, improved
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Radial N◦ of control Wallclock time Wallclock time
resolution volumes (fractional-step method) (direct approach)
(NxNzNϕ) (s) (s)
Nz = 20 60 000 8.081E + 00 5.498E + 02
Nz = 40 120 000 1.587E + 01 1.180E + 03
Nz = 80 240 000 3.276E + 01 9.020E + 03
Table 5: Problem size and wallclock time needed for the simulation of the Womersley problem: com-
parison between the fractional-step method of this article and a direct method (without hydrostatic
splitting). Nϕ = 30, Nx = 100.
significantly the computational efficiency. The more hydrostatic is the problem, the faster is the
algorithm. Further to this, the use of an Eulerian-Lagrangian method for treating advective terms
allowed us to circumvent the usual CFL stability restriction that comes along with explicit schemes
used to discretize the non-linear convection terms. The resulting semi-implicit algorithm is relatively
simple, robust, efficient, and applies to non-hydrostatic three-dimensional, as well as hydrostatic three-
, two- or one-dimensional flow problems as a particular case. In particular, the model is locally and
globally mass conservative. These features are illustrated on nontrivial test cases for flows in vessels
with circular or elliptical cross section, where the exact analytical solution is known. The moving
boundaries, pressure and velocity fields are shown to be computed very accurately. Test cases of steady
and pulsatile flow in uniformly curved pipes have also been presented. Axial velocity development and
secondary flows have been shown and were compared with previously published results in literature.
This model could potentially be used in the future within realistic embedded multi-scale models of the
human cardio-vascular system, see [18–20,39–41].
Future work will consider the modelling of three-dimensional junctions, an extension to the venous
system and the implementation of higher order semi-implicit methods (see [17,44]) that may become
necessary for the accurate resolution of small-scale flow features that arise in the simulation of turbulent
flows.
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