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ABSTRACT
This thesis investigates the issues of creating a publicly accessible Web interface to a 
remote autonomous robot:  the Bradford Robotic Telescope.  The robot is situated on 
Mount  Teide,  on  the  island  of  Tenerife,  Spain.  Its  mission  is  to  provide  interactive 
access to the stars to people who would otherwise not be able to appreciate the wonders 
of the night sky due to light pollution. Whenever weather and darkness permits, the 
robot processes the observation requests submitted by users via the Internet, operating 
all the hardware including the dome, telescope mount and cameras.
The question of how to enable a content rich high quality dialogue between one robot 
and thousands of users is explored and divided into seven areas of research. How to 
design a Web site enabling high quality interaction with the user, how to enable users to 
request service from a robot, how to store and manage all the user and robot generated 
data, how to enable communication between the Web interface and the robot, how to 
schedule  many  observation  requests  in  the  best  order,  how  to  support  a  constant 
dialogue between the robot and users to engage users in the robot's work, and how to 
present and display users' completed observations.
These  seven areas  of  research  are  investigated;  solutions  are  presented  and their 
implementations examined and evaluated for their suitability and performance with the 
Bradford Robotic Telescope, and for how they might perform for any job-based remote 
robot.
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SUBJECT AREA
This thesis examines the work carried out by Christopher Tallon in order to create a 
Web  interface  for  a  remote,  autonomous,  robotic  telescope,  which  was  under 
construction by the Bradford Robotic Telescope group at the University Of Bradford. 
Students of the same group, but approximately a decade earlier created the Bradford 
Robotic Telescope in Oxenhope. Concepts, ideas and lessons learned from the robotic 
telescope in Oxenhope were considered as part of the design process for the Tenerife 
telescope, however, all systems covered in this thesis were redesigned and redeveloped 
by Christopher Tallon to support the new requirements and expectations of the Tenerife 
implementation.
The scope and extent of investigations covered in this thesis is considered to begin 
when a user begins to use the Web interface and to end at the point where the Tenerife 
telescope robot is given a task to execute. Therefore, the work of interacting with users, 
allowing users to request service from the robot, transporting those requests to the robot 
and scheduling them into the best order is the subject area covered by this thesis. After 
the robot  has produced results,  the work of  transporting them back to  the user  and 
displaying them is  also part  of  this  thesis.  The robot  hardware and software design 
which carries out the task of actually making astronomical observations for the supplied 
job specifications is not part of this thesis – this work is carried out as part of a project 
by Daniel Hedges. The interface between the two projects is the point at which a job 
specification is handed to the robot software for observing, and the point at which the 
robot control software hands it back – observed or not.
Following is a diagram showing areas of work and software modules developed for 
the  project  covered  by  this  thesis,  split  into  three  conceptual  areas  of  systems  in 
Bradford, systems in Tenerife and the communications mechanisms in-between. The red 
xiv
arrows indicate the two interfaces discussed above – the point at which users interact 
with the system (shown on the left) and the point at which the robot interacts with the 
system (shown on the right). (“Base of control software” is shaded in green as this was a 
joint collaborative effort between Christopher Tallon and Daniel Hedges).
Figure 1: Map of Subject Area
1CHAPTER I
INTRODUCTION
Astronomy  is  unfortunately  a  niche  subject.  In  a  world  full  of  TV reality  shows, 
Facebook and celebrity, we as a society have done ourselves the disservice of painting 
scientists  as  frizzy-haired,  laboratory-dwelling  white  coat-wearing  nerds  who  fill 
blackboards  with unintelligible  squiggles.  It  is  little  wonder  therefore,  that  inspiring 
school children with science has become a problem.
Astronomy is just one part of science, but it  is one which can be used to inspire 
people. On a basic level there is the immediate appreciation of weird and wonderful 
pictures  of  non-earthly objects.  On a  more complex level,  having even just  a  basic 
awareness of the solar system and the stars provides perspective to life here on Earth. 
Besides  the  science  of  astronomy,  the  subject  frames  human  civilisation,  expands 
people's  world-views  and can  promote  discussion  of  other  topics  such  as  planetary 
resources and climate change. Unfortunately, it seems as if few people even begin to 
appreciate such issues (Hawking 1988).
However, light pollution in urban areas means many people don't look up because 
there is nothing to see (Green 1998). Many people have little appreciation of astronomy 
because it has just never been apparent to them. Those who are aware and would like to 
study it are hampered by the light-polluted skies, making it a difficult and expensive 
study or hobby. The best locations on Earth for astronomy are also some of the more 
difficult  to  reach,  for  example,  Mauna  Kea  in  Hawaii  (University  of  Hawaii  n.d.), 
Paranal  in  Chile  (European  Southern  Observatory  n.d.),  Sutherland  in  South  Africa 
(South African Astronomical Observatory 2009) and Mount Teide in Tenerife (Instituto 
de Astrofísica de Canarias n.d.) – making real astronomy inaccessible for many.
2Professional astronomers can of course visit telescope observatory sites to use the 
equipment, but for many years it has been possible to control telescopes remotely using 
computer  communications  links  and  specialised  software  (Wallander  1994).  As 
technology progressed and the Internet spread, this only became easier to do. Internet 
connectivity became easier to obtain – especially at universities – and was increasing in 
speed  all  the  time.  Then,  in  the  early  nineties,  regular  home  consumers  began 
connecting to the Internet due to the launch of the World Wide Web – the informational 
and entertainment possibilities of the Web resulted in the majority of homes in the UK 
having Internet access by 2004 (Pollard 2008). With this level of Internet availability 
and the flexibility of the World Wide Web it became possible to connect real research 
hardware  such  as  professional  telescope  installations  with  the  general  population, 
including  school-children  in  the  classroom.  For  example,  the  Hands  On  Universe 
program  organises  real-time  access  on  many  automated  telescopes  from  different 
projects around the world to bring professional astronomy to students in the classroom 
(Boer  et  al.  2001).  Custom software  allows  students  to  view and  process  returned 
images.
While not the same as standing outside admiring the sky above, or having hands-on 
access to a real telescope, the opportunity to use a telescope via the Web enables people 
to catch a glimpse of what's out there.
1 Interface Between Humans And Computers
In  most  cases,  the  interaction  between  humans  and  technology  is  clumsy,  at  best. 
Humans  have  evolved  to  interact  with  other  humans  –  facial  recognition,  body 
language, perception of emotions, speech recognition and language are just some of the 
highly complex and well developed skills that humans have learned. While we normally 
use  these  skills  with  little  effort,  computers  can  only  just  understand  some  human 
3speech,  and the  human emotional  display such as  facial  emotion  or  body language 
which augments the dialogue is still beyond computer comprehension (Lew et al. 2007). 
Computers  work  best  with  structured  information,  predictable  patterns  and bounded 
data, humans can cope with unstructured data, context, and new situations. More data is 
better for human to human interaction – when communicating we simultaneously use 
body language, facial gestures and emotion to complement the spoken language. If this 
data is not present, the communication is not as effective and we are more likely to 
misinterpret it (Clubb 2007). Sometimes, attempts are made to correct for the missing 
data; for example, emoticons allow for the communication of basic emotion using text 
by using punctuation characters to create crude representations of faces, smiley, sad or 
otherwise. Computers work best with more uniform, concise information, reduced down 
to only what is necessary. Humans and computers couldn't be much more different.
The classic example of the flashing zeroes on a VCR shows what happens when too 
much of a change is required in the way people interact with technology (Cooperstock 
1997).  Whether  it  is  or  isn't  too  complicated,  the  perception  is  that  it  really  is  too 
complicated and so the interaction doesn't occur; the user does not use the device, in this 
example the clock does not get set. While some people have become accustomed to how 
to interact with computers and technology, for most people technology must develop 
further to more closely match human interaction (Creed & Beale 2006). The ultimate 
goal in this area is for people to use technology seamlessly, without having to adapt 
their behaviour simply because it is a computer they are interacting with.
This thesis investigates the challenges of allowing professional, amateur, novice and 
school room astronomers to interact with a remote autonomous robotic telescope via the 
World  Wide  Web.  The  focus  is  not  specifically  on  how  to  make  astronomy  more 
accessible to end users, though that is a result of this  work, rather how to make an 
4interface  between  thousands  of  users  and  remote  robots.  It  attempts  to  answer  the 
question of how such a resource should be designed, in this case applied to a robotic 
telescope.
2 The Bradford Robotic Telescope
The Bradford Robotic Telescope (BRT) is one of very few fully autonomous robots 
available  on  the  Web and is  the  most  complete  and accessible.  There  is  very little 
published about such robots, but it is expected that as the software, sensors, actuators 
and support systems develop, more autonomous robots will become available on the 
Web – not just for astronomy but other areas, from exploration to house work. For these 
reasons this work is pioneering the combination of a large number of applications, each 
of which is at the leading edge and has not been widely used in this type of application.
The Observatorio Del Teide astronomy site, operated by the Instituto De Astrofisica 
De Canarias  (IAC)  (Instituto  de  Astrofísica  de  Canarias  n.d.)  is  home to  the  BRT. 
Situated 2,390 metres above sea level on the Izaña mountain peak of the Canary Island 
of Tenerife, the location is the best in Europe for observing the night sky (Instituto de 
Figure 2: The Bradford Robotic Telescope Building
5Astrofísica de Canarias 2009). The exact configuration of the BRT varies over time, but 
usually is made up of a combination of one telescope and two wide field lenses, each 
with a camera attached. The main telescope is a 14 inch diameter objective Celestron 
C14 (Celestron n.d.) with an Optec TCF-S electronic focuser (Optec n.d.), an FLI 8-
position filter wheel (Finger Lakes Instrumentation n.d. a) and an FLI MaxCam camera 
(Finger Lakes Instrumentation n.d. b) – it has a field of view of approximately 24 square 
arc-minutes and is  referred to  as Galaxy Camera,  as it  is  best  for taking images  of 
galaxies, deep star fields, very detailed images of the moon and images of the planets. 
The  medium field  camera,  called  Cluster  Camera,  is  an  FLI  MicroLine  camera 
(Finger Lakes Instrumentation n.d. c) with an FLI 8-position filter wheel and a fixed 
focus lens. It has a field of view of approximately 3 square degrees and is appropriate 
for taking images of star clusters and smaller whole-Moon images – good for studying 
the Moon's phases. The widest field camera, Constellation Camera, is so named because 
it is capable of imaging areas of the sky large enough to contain whole constellations, 
with a field of view of approximately 40 square degrees. Constellation Camera is an FLI 
MaxCam camera with an FLI 8-position filter wheel and a fixed focus lens.
The filters perform three tasks. Neutral density filters are used to reduce the intensity 
of the light when looking at the Moon or the brighter planets so that the camera sensors 
are  not  saturated  with  the  shortest  exposure  times.  Broad  band  colour  filters  – 
essentially blue, green and red – are used to isolate particular families of stars, normally 
to support stellar life cycle investigations or just to produce beautiful coloured images. 
Narrow band filters are used to find specific atoms in gas clouds and to indicate the 
existence of ultra-violet stars driving fluorescence in the gas clouds.
All three optical chains sit atop a single Software Bisque Paramount ME German 
equatorial telescope mount (Software Bisque n.d.), which can point the the telescope 
6and cameras anywhere in the sky and then track with the sky to eliminate the rotational 
effect  of  the  Earth's  spin.  A 2.5  metre  diameter  Observa-Dome  (Observa-DOME 
Laboratories  n.d.)  automated  by  Meridian  Controls  (Melsheimer  n.d.)  shelters  the 
telescope.
The BRT building is compact, but is outfitted with all the technology required to 
support  an  autonomous  robotic  telescope.  A weather  station  senses  environmental 
conditions to make decisions on whether it is safe and useful for the robot to operate 
(Hedges et al. 2003). A fleet of some television-standard and some IP cameras supply 
live pictures of the surrounding areas, including two cameras placed in other buildings 
on the site to monitor the BRT building. A bank of computers running a mixture of 
Linux and Windows operating systems control the whole operation, handling everything 
from communicating with the outside world to controlling the astronomy cameras.
The entire BRT facility has only four connections to the outside world: Two power 
supplies, a connection to the Internet and a telephone line. A diesel generator backed-up 
Figure 3: The telescope and mount
7uninterruptible  power  supply  provided  by  the  IAC  powers  computers  and  other 
electronics,  a  power supply connection directly from the electricity grid powers  the 
dome rotation and non-essential hardware. A network connection joins the BRT to the 
IAC network on the mountain. From there the IAC maintain a long distance connection 
down  the  mountain  to  the  IAC  campus  in  La  Laguna,  where  the  standard 
telecommunications network connects the IAC to the rest of the Internet. A telephone 
line serves as a backup communication channel to the robot with the use of a modem 
connected to one of the servers. If the primary Internet connection is non-functional, 
administrators may make a modem call to the robot computer systems to check the state 
of the robot and interact with any of the network-accessible systems. This method of 
communication is never automatically used by the Web interface or robot. Due to the 
remote location of the observatory, hostile weather and other technical problems, power, 
network and telephone connections can be interrupted several times a year.
The users of the Bradford Robotic Telescope are made up of beginner and amateur 
astronomers all over the world, small research groups and school children in the U.K. 
The diverse nature of the user base generates a workload for the robot ranging from 
pictures of the moon to sky survey work.
8Figure 4: Some of the robot support systems in Bradford and Tenerife
93 Is the BRT Intelligent?
The concept of artificial intelligence is often linked with robots, but it  is difficult to 
identify  exactly  what  artificial  intelligence  means  (Warwick  &  Nasuto  2006).  The 
Bradford Robotic  Telescope  is  a  real-world  fully autonomous physical  robot  with a 
purpose  –  to  perform  astronomy  observations.  It  has  many  sensors  to  provide 
awareness of its environment, enabling the robot to make decisions on its own about 
whether it is safe to operate – ensuring its own survival. When it does decide to observe, 
it also autonomously decides in what order to perform observations by making use of 
the job scheduler. Under normal circumstances, humans do not directly drive any part of 
the  robot's  regular  operation  –  it  is  possible  for  the  robot  to  successfully  operate, 
processing through the stored users' requests without any contact with the outside world.
Via the Web interface, humans communicate with the robot to ask for observations 
and to receive the results. However, that conversation would not pass a Turing test due 
to the limited domain and complexity of the communication. The robot has a physical 
form,  but  not  a  human  one  –  and  therefore  would  fail  any  test  biased  towards 
measurement and comparison with human intelligence.
The robot  acts intelligently, making decisions to fulfil its purpose while protecting 
itself, but only because those goals are written into the robot control software – it is not 
truly intelligent. It does not actually have a mind or really think like a human, therefore 
possibly categorising its behaviour as “Weak AI” (Warwick & Nasuto 2006).
4 Definition Of The Internet And The Web
Throughout  this  thesis  the  terms “Internet”,  “Web”,  “Web server”,  “Web interface”, 
“Web  site”,  “Web  application”  and  many  others  are  used  to  describe  various 
technologies  and concepts.  Generally these  terms are  not  used interchangeably.  The 
term  “Internet”  refers  to  the  international  system  of  interconnected  networks  of 
10
computers  using  the  TCP/IP protocol  suite  –  made  up  of  cables,  switches,  routers, 
computers, etc. The Internet supports many different services such as the World Wide 
Web, the Domain Name System, email,  file transfer,  etc.,  and will in future support 
services  not  yet  invented.  The  terms  “Web”  and  “World  Wide  Web”  refer  to  the 
Hypertext Transfer Protocol and the clients and servers which use it. The Web is just 
one of the many protocols and services which use the Internet to transport data from one 
place to another.
“Web server” refers to the software used to provide Web content to clients, not the 
hardware it runs on. “Web server computer” or “Web server machine” is used for that 
purpose. “Web interface” usually refers to the entire set of hardware and software used 
to host the Web site, the Web site's database and background programs – it is a Web-
based interface to another system, the telescope robot. However, “Web interface” can 
also refer to the specific detail of Web page design depending on the context, though 
“Web user interface” will sometimes be used for this purpose.
“Web site”  refers  to  a  collection  of  Web  resources  available  from a  Web server 
accessed by a common base URL, such as “http://www.telescope.org”, whereas “Web 
application” means a coordinated collection of Web page generation scripts which work 
together to provide dynamically generated site content.
5 Investigation And Challenges
This thesis investigates the challenges of creating a Web accessible interface capable of 
providing access to a defined set of actions of a remote autonomous robot, to several 
users  simultaneously.  Solutions  are  proposed,  implemented,  evaluated  and  further 
development is suggested. The solutions generated are applied to, and evaluated with, 
the Bradford Robotic Telescope in Tenerife.
The  challenges  involved in  this  thesis  can be  divided  into several  sub-questions: 
11
What  is  the  best  design  for  the  Web  user  interface  in  order  to  most  effectively 
communicate with the user? How can the Web site support a dialogue to allow the user 
to request service from the robot? How can the data generated by users and the robot be 
stored,  retrieved  and  searched  most  effectively?  How  can  the  Web  interface 
communicate with the remote robot over an unreliable communications link? How can 
jobs be scheduled on the robot in order to use the robot's time most effectively? What 
methods  can  be  used  to  keep  users  up  to  date  with  the  robot's  progress  and 
environment? And finally, how can the results of the robot's work best be displayed to 
the user? Each of these challenges will now be described in greater detail to outline the 
challenges dealt with in the main part of the thesis.
5.1 Web User Interface Design
How can the interface communicate to the user the capabilities and limitations of the 
robot?  The  robot,  its  purpose,  location,  environment  and  abilities  all  need  to  be 
explained such that users can understand how best to make use of the resource, and feel 
comfortable doing so. Not just the abilities, but also the limitations should be explained. 
One such example is that astronomy images can only be taken when the sky is dark, 
therefore  the  telescope  robot  can  only  operate  during  the  hours  of  darkness.  This 
necessitates  other  information,  such  as  which  time-zone  the  telescope  is  in,  and 
therefore  when the  local  night-time is.  The  abilities  of  the  robot  are  extensive  and 
complicated – involving many options and parameters for the possible tasks the robot 
can perform. The problem of how to make many options available for skilled users 
whilst also catering for novice users will be discussed.
There is a lot of information to be made available to users. Due to the explosive 
growth  of  the  World  Wide  Web  and  the  ubiquitous  presence  of  the  Web  browser 
installed on virtually every workstation  and laptop computer  in  the world,  the  only 
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viable way to operate a service on the Internet is to make it available on the Web. For 
some, the Web is the Internet – everything they do on the Internet is via a Web-based 
service  (Chen  2007).  However,  the  Web  was  designed  to  be  a  document  delivery 
system, with optional in-line hyper-links from one document to another. While excellent 
at document delivery, it is not the ideal solution for real-time interaction because Web 
servers cannot “push” new data to Web browsers when it becomes available, only when 
the browser polls for it (Pohja 2009). However, the Web became the platform of choice 
for all sorts of different systems.
One  contributing  reason  to  the  Web's  success  is  its  freedom  –  the  European 
Organisation for Nuclear Research (CERN) (CERN n.d.) placed their World Wide Web 
client  and server  into the public  domain,  allowing anyone to  make use of  the Web 
protocol and software royalty-free (Hoogland & Weber 1993), while the largest other 
competing technology – Gopher (Anklesaria et al. 1993) – had licensing and royalty 
issues making it  less appealing.  In addition,  the Web allowed much more free-form 
information  and  structure  –  Web  site  developers  had  freedom over  how  Web  sites 
worked in contrast with Gopher, which imposed a file-system hierarchy structure to a 
site.
With the Web established on the Internet, and virtually every client computer having 
a Web browser installed, the user expectation is that all systems on the Internet should 
be accessible via the Web. As such, it is much easier for anyone making an Internet 
service  to  implement  it  using  the  Web,  rather  than  attempt  to  make  new  Internet 
protocols  and  client  software  to  use  it.  Various  technologies  have  been  created  to 
enhance the interactivity of the Web, some of which will be discussed below.
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The normal method of operation for the Web involves a user requesting a page and 
the Web server returning content in the Hypertext Markup Language (Raggett 2005). By 
using a Web browser for the interface to a robot, a request and response page based 
communication is implied. On a static-content Web site, the only communication from 
the user is the name of the page requested. Each page served is independent of any other 
– this is the stateless nature of the Hypertext Transfer Protocol (HTTP) (Fielding et al. 
1999)  which  Web  servers  and  clients  use  to  communicate.  This  is  insufficient  for 
interacting with a robot interface, which requires a two way dialogue between the user 
and the system – purely static content cannot satisfy this requirement. A dialogue is 
necessary so that the interface can provide different information to each user, making 
the interaction relevant and specific to that user. The interface should remember each 
user between sessions and be able to resume the dialogue where it was left in a previous 
session.
Very early in the development of the Web the issue of providing this interactivity was 
addressed with the creation of the Common Gateway Interface (CGI) (Robinson & Coar 
2004), a protocol for connecting Web servers to external programs which could generate 
HTML pages rather than reading static content files from storage. This allowed the user 
Figure 5: A request for a static Web page
Request for page
Web server
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supplied Uniform Resource Locator (URL) to cause any system program to be executed 
in order to provide the user with a response (Dwight et al. 1997).
CGI programs can use input from the user as well as any other data source the host 
system can provide. Typically, when the user requests a Web page a template file is used 
and modified, inserting dynamic data to create the final output – which appears to the 
browser to be no different from a page served from a static Web site. Dynamic Web sites 
constantly change the content served to users based on the ongoing interactions with the 
users, and each user's experience using a dynamic Web site can be completely different.
Since CGI was first created, the principle of executing code to create the content at 
the time the user requests it has remained the same, however, there have been advances 
made in the technologies used to implement dynamic Web sites. Although CGI enables 
the generation of Web content by programs written in any language compatible with the 
host  server,  new  languages  primarily  for  Web  development  were  created.  This 
movement was driven by the requirements of Web development, which are different to 
traditional  application development.  Much of  the work Web applications  perform is 
string manipulation and database access, which would require tedious and repetitive 
coding work using a traditional language such as C (Kernighan & Ritchie 1988). It is 
Figure 6: A request for a dynamically generated Web page
Request for page
Web server
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made much easier by Web languages such as PHP (The PHP Group 2009), since they 
typically  provide  much  more  flexible  data  management  and  include  many  support 
libraries to handle common programming tasks. Rapid application development is made 
possible  because Web languages  are  interpreted rather  than compiled.  This  can also 
provide extra security because the script interpreter can impose limits on what the script 
can do – something much more difficult to do for compiled programs. Developers can 
also modify an interpreted program simply by editing a text file, rather than requiring 
access to, and the knowledge to use a compiler.
Another major development for dynamic Web technology is the ability to build script 
interpreters directly into the Web server software. 
Traditional CGI launches a new instance of a program to generate every page; this 
costs time on the Web server machine due to the overheads in starting and stopping 
executable processes – this approach does not scale well to busy Web sites. Having the 
script interpreter as part of the Web server avoids this problem completely because it is 
Figure 7: A Web server using separate CGI programs to generate pages
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permanently kept  in  a  ready state.  This  also creates  other  time  saving benefits,  for 
example, the permanently resident script interpreter can keep connections to databases 
open  and  reuse  them  between  executions  of  individual  scripts,  saving  database 
connection set-up time (Labrinidis & Roussopoulos 2000).
Many dynamic Web languages now exist, making available many possible solutions 
for creating a dynamic Web site.
5.2 Accepting Robot Service Requests
How should the interface accept and record a structured request for service from the 
robot?  The  number  of  possible  tasks  for  the  robot  is  enormous,  yet  the  process  of 
requesting service from the robot needs to be easy and quick. How can the interface 
guide the user through the process, check the final request for validity and store it in a 
machine processable manner? Some combinations of parameters for service from the 
robot may imply or preclude the use of other options. How can these exceptions be 
worked into the process of requesting service?
Figure 8: A Script interpreter built directly into a Web server
Templates
Database
Web server
Script 
interpreter
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For  anything  more  than  a  simple  request,  a  dialogue  between  the  user  and  the 
interface will be necessary. The interface must tailor in real-time the questions asked of 
the user and the options available, based on previous questions answered by the user. 
For  any  particular  type  of  robot  the  solutions  for  these  questions  will  be  unique, 
reflecting the unique capabilities of that type of robot. The possible methods of holding 
such  a  dialogue  are  provided  by  the  various  Web  user  interaction  technologies, 
examples  of  which  include  HTML forms,  HTML enhanced  with  JavaScript,  Java 
applets and Macromedia Flash applets.
5.3 Data Storage
Users generate lots of data – from requests for service from the robot, to processing 
profiles  of  the  telescope  images  and  much  more.  How can  all  this  information  be 
quickly storable, accessible and searchable?
It  appears  that  Relational  Database  Management  System  (RDBMS)  (Eaglestone 
1991) software has become the norm for providing the data storage engine for database-
backed  Web  sites.  The  Web language  manuals  spend many pages  on  access  to  the 
various  different  RDBMS  packages,  commercial  Web  site  hosting  companies  offer 
access to pre-installed RDBMS software, and most of the common Web applications 
such as Wiki engines, forum software and blog engines require access to one.
Within a few years of the start of the Web, even average workstation computers were 
becoming powerful enough to run RDBMS software. The new Web scripting languages 
embraced relational databases by adding easy-to-use support  for them, and the Web 
industry never looked back. The existing model of flat database files accessed by one 
user at a time did not scale to the requirements of the Web, where many users could be 
reading  from  and  writing  to  the  same  data  set  simultaneously.  While  the  initial 
development cost of setting up a relational database and becoming familiar with the 
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Structured Query Language (SQL) are high, the benefits are enormous. When correctly 
formatted data are stored, a relational database can answer complex questions about the 
stored data with just one instruction from the Web application. The tasks of accessing 
data,  searching and sorting it  and filtering it  by conditions  is  done by the database 
software before the resultant data set is returned to the application. RDBMSs are also 
designed to support the safe simultaneous use of the same data set by multiple users.
The question of data storage therefore, becomes one of which relational database 
management software to use, and how to best organise all the data within it. Correctly 
organised and structured data enables complex applications to perform at their  best, 
badly organised data can slow applications down, be far more prone to errors being 
introduced, and at worst can make some analyses of the data practically impossible.
5.4 Communication With The Robot
Communication to the robot can be slow and intermittent. How can the user interface be 
tolerant of communication delays and blackouts? There is data about telescope jobs held 
at the Web site and also at the robot. How can these two information stores be kept in 
synchronisation with each other whilst coping with communication link failures? What 
is the best way of communicating the requests for service to the robot and retrieving 
results of completed tasks?
19
The Tenerife telescope computers are connected to a normally always-on Internet 
link,  although the telescope's  remote and exposed location results in communication 
blackouts  occurring  more  frequently  than  a  normal  broadband  or  business  Internet 
connection. The link is shared between all the facilities on the observatory site, and the 
speed can also be relatively slow. As such, it is not appropriate to run public Internet 
services such as a Web server from the telescope's location – all communication with 
the robot must be done via a proxy computer on a better connected network. In practice, 
this is achieved by having servers in a data centre room at the University Of Bradford – 
those servers provide the Web interface and contain a lot of the system data. Achieving 
the appropriate level of communication between the two systems would enable a fast 
Web interface, keep bandwidth usage to the robot to reasonable limits, and would allow 
the  Web  interface  and  the  telescope  robot  to  continue  operating  in  case  of  a 
communications link failure.
5.5 Robot Scheduling
The robot's time is limited – there will always be more jobs for the telescope to work 
Figure  9:  Structure  of  communications,  showing  users,  the  Web  server 
computer and the telescope site in Tenerife
Web users
Servers in 
Bradford
Tenerife 
control 
computers
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through than it has time available to process. How can requests for service from the 
users best be grouped, optimised and scheduled into an order which creates the optimum 
balance  between  quality  and  quantity  of  results?  Jobs  should  be  executed  within  a 
reasonable amount of time, however some jobs would result in much higher quality 
results  if  the robot delayed execution of them until  observing conditions were more 
appropriate. The issues of exactly how to prioritise each job, how often to calculate the 
priorities and how to deal with jobs submitted that should be executed immediately will 
be discussed.  Some of the factors which affect  when a job is serviced by the robot 
should include: The length of time the job has been waiting, position in the sky, number 
of users requesting that observation, the priorities of those users and whether the job has 
been marked with a specific execution time.
Technologies to schedule telescopes have been in existence for many years, and a 
selection exists because there is no one correct way to schedule every telescope –  each 
telescope has different observing requirements, constraints and goals. A method named 
“macro scheduling” refers to the practice of generating a set of possible observations for 
a  particular  night,  drawn from the  entire  work  pool.  The  partner  to  this  is  “micro 
scheduling”, which uses the generated subset of results to schedule a telescope over a 
night (Barrett et al. 1991). This technique will be discussed, along with the different 
scheduling algorithm possibilities. Dr. Thomas Granzer identifies and discusses these 
algorithm  approaches  (Granzer  2004):  Queue  scheduling,  critical  path  scheduling, 
optimal scheduling and dispatch scheduling. Each approach has its merits; the solution 
for the BRT must be optimised for the unique workload of the BRT.
5.6 Feedback From The Robot
There could be a significant delay between the user requesting the robot to perform an 
action and the robot acting on that request – what are the best methods of keeping the 
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user  informed of the robot's  environment,  work queue and progress?  Keeping users 
informed with live information at all times would help to maintain interest levels and 
allow users to feel  engaged with and maybe even excited about the progress of the 
robot. Again, the problem of interactivity on the Web arises. Some of the information 
returned from the robot is easily presented on the Web, for example, the robot generates 
a full weather report once every ten minutes – this is formatted into a single Web page 
which is updated when a new set of data is available. Other information returned from 
the robot, for example, the stream of information about the telescope position, dome 
position, camera status, etc. is less suited to the page based nature of the Web. However, 
the technologies built on top of the Web to enable richer interaction will be examined 
for their usefulness.
5.7 Displaying The Results
How can the robot's results be processed and displayed to the user? The data acquired 
by the robot can be displayed in many forms and with different levels of complexity. 
Because the users' skill levels vary, the problems of presenting the correct amount of 
detail must be addressed. Allowing the user an appropriate amount of control over the 
presentation of data must also be considered.
The images  returned from the  telescope  are  not  easily  displayed on  the  Web.  A 
regular  consumer digital  camera creates  images with 8 bits  per colour  channel,  this 
equates to 256 levels of brightness for each of the three colour channels. This is also the 
same standard used by computer monitors and so images created in this way can be 
displayed on computer monitors easily. Cameras used for astronomy are usually only 
single channel, i.e. grey-scale, but the brightness is not limited to 8 bits of depth; the 
BRT cameras return images using 16 bits of brightness depth. Reducing the images to 
something displayable on a computer monitor is difficult  because the result  is often 
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subjective and different uses of the data might require different reduction parameters. 
Allowing the user to perform the reduction with their own settings is highly desirable; 
technologies to enable this will be examined.
6 Robots On The Web
The  challenges  and  questions  described  above  are  not  new;  many  projects  have 
attempted to connect Web users with real-world robots (Goldberg et al. 2000; Saucy & 
Mondada  2000;  Taylor  &  Dalton  2000).  Pre-Web,  astronomers  were  remotely 
controlling telescopes using the Internet or private modem connections. The control of 
robots remotely – or tele-operation – is a decades old science, however, using the World 
Wide Web and allowing a much broader range of people control over the robots is a 
much newer advance. The above challenges apply not only to this project, but to all of 
the projects in this field of research.
Figure 10: 8 bit versus 16 bit CCD cameras
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Almost as soon as CERN released the World Wide Web software for anyone to use in 
1993, people began pushing the boundaries of its capabilities – a handful of projects 
appeared which focussed on users individually controlling robots one at a time through 
a  hands-on interface.  The  Mercury Project  (Goldberg  et  al.  2000)  was  online  from 
August 1994 to March 1995 and allowed remote Web users control of a robotic arm to 
manipulate objects around it. Half science, half art, the robotic tele-excavation project 
allowed  users  to  dig  through  sand  with  a  robot  arm to  find  objects  buried  by  the 
researchers. The Telelabs Project (Taylor & Dalton 2000) at the University of Western 
Australia ran a similar project which allowed users to move and stack blocks with a 
robotic arm using just a Web browser.
KhepOnTheWeb (Saucy & Mondada 2000) was a project to allow open access to a 
mobile robot via the Web. Users could navigate a small wooden maze by controlling a 
Khepera robot. Live video from the robot was streamed back to the user to provide the 
feedback necessary for the user to interact  with it.  These types of project  employ a 
model of one user using one robot in real-time, as such, the resource is very limited.
There  are  two  major  problems,  among  others,  which  affect  tele-operation  of 
interactive  robots.  Firstly,  if  the  robot  can  only service  one  user  at  a  time  and the 
interaction has to be in real-time such as the three projects outlined above, very few 
users can ever experience interaction with the robot. The second problem is the issue of 
trust when allowing remote Web users to control a real physical robot. Either the robot's 
actions must be bounded to only ever include safe actions, or all users must be trusted to 
work with the resource responsibly.
Instead  of  allowing  real-time  tele-operation  of  the  robot,  the  Bradford  Robotic 
Telescope operates  autonomously.  At the cost  of allowing direct  user  control  of the 
robot, autonomous operation enables solutions to these problems of limited resource 
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and robot safety. These solutions will be examined and utilised in order to create a Web 
interface to the Tenerife telescope robot which maintains the safety of the robot systems 
and also allows as many users as possible to make use of the robot.
This thesis addresses applications that were only possible in limited forms before 
1993, when the Web became available. The rapid development of the Web, and Web-
related  technologies  over  the  decade  following  its  release  has  enabled  increasingly 
sophisticated solutions to these applications. While it is foreseeable that in the future 
this area of research will expand to all types of autonomous robotic applications, such as 
robotically  driven  vehicles,  nursing  robots,  space  exploration,  etc.,  most  robotic 
applications continue to be way beyond current technologies, and only exist in science 
fiction. An autonomous robotic telescope designed to respond to human interests and 
requests is a relatively simple yet pioneering example in the field. Robotic telescopes 
appear to be the first type of autonomous robot to successfully and practically service 
human needs and desires, achieving greater usefulness than other more novelty-value 
autonomous robots. For all these reasons the research basis of this work is extremely 
wide and uses many practical implementations of software and techniques that are not 
to be found elsewhere in the form in which they are used here.
7 Robots In Astronomy
To discuss the use of robots in the field of astronomy it is helpful to examine why levels 
of  automation  are  beneficial  to  astronomers.  The  most  basic  use  of  a  telescope  is 
familiar  to many people – one human observer  using one telescope manually – i.e. 
putting eye to  eye-piece and seeing the real  light collected.  Without  the use of any 
computers, electronics or even electricity, this observing method can produce stunning 
images of, for example, the moon or nearby planets. Beyond manual observing, it is 
desirable to capture and store the images produced by telescopes for later analysis. In 
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current  astronomy this  is  achieved  by  replacing  the  eye-piece  with  a  high  quality 
charge-coupled device image sensor – a digital  camera.  In addition to being able to 
accurately store the results, this has the advantage of being able to take long exposures 
which are necessary to image objects not bright enough to be visible with the naked eye. 
Once  the  observer  is  separated  from  the  telescope  by  a  digital  camera  there  are 
advantages to using technology to perform other parts of the task such as the pointing of 
the telescope and tracking of the target object (constantly moving the telescope to keep 
the  object  static  on  the  image  frame,  compensating  for  the  Earth's  rotation).  With 
robotics controlling pointing and tracking, and a digital camera taking the images, there 
is no need for the astronomer to be physically located at the telescope during normal 
operation. This level of technology has enabled home amateur astronomers to sit inside 
a warm house at the end of a collection of long cables to their telescopes outside – a 
definite advantage for cold nights in countries such as the U.K!
Within professional astronomy, telescopes with this level of automation can be used 
for  remote  observing  (Baruch  1992)  by  allowing  researchers  to  control  telescope 
systems and verify returned data over a communications link. Using computers at their 
home  location  to  contact  remote  telescopes  saves  researchers  travel  time  and  cost. 
Scheduling and reorganising time on telescope installations can be much more flexible 
if researchers do not have to travel to it, but instead can make use of observing time 
with  little  notice.  An  example  of  an  installation  of  this  type  is  the  Astrophysical 
Research Consortium telescope in New Mexico (Loewenstein et al. 1994), constructed 
for remote observing use by students at several universities. It was contactable over the 
Internet or by calling it directly with a modem, and controllable using bespoke software.
Many types of research programme involve repeatedly imaging the same celestial 
coordinates in order to observe changes over time, for instance in the study of variable 
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stars.  This  type  of  study benefits  from the  next  more  advanced  level  of  telescope 
automation – automatic telescopes. They can perform the repetitive and uninteresting 
work of repeatedly imaging patches of sky at predefined times. Automatic telescopes 
take a list of observations to perform and work through them using automated telescope 
pointing,  tracking  and  imaging  hardware.  Typically  a  human  operator  oversees  the 
creation  of  the  work  list  and  is  responsible  for  starting  the  telescope  at  dusk  and 
stopping the telescope at dawn or during bad weather. The STARE telescope (Alonso et 
al. 2004) in Tenerife runs automatically throughout the night but depends on a human 
operator to start  and stop the telescope systems, to open and close the dome and to 
monitor the weather conditions to decide if observing is possible.
Different levels of automation can be achieved between automatic telescopes and 
fully autonomous robotic telescopes, however it is the latter which this thesis focusses 
on.  A fully  autonomous  robotic  telescope  requires  no  human  present  for  normal 
observing duties, start-up and shut-down. The only reasons for a human to visit a fully 
autonomous  robotic  telescope  would  be  in  the  cases  of  hardware  failure,  regular 
servicing, system upgrade or hardware configuration change. A system of this type must 
accept requests for telescope time from users but then must optimise the order in which 
it completes the work itself. It must be aware of its environment, starting operation at 
dusk and stopping operation at dawn (in the case of a nocturnal telescope). It must be 
aware of the weather on two levels – it must protect itself from weather which could 
cause damage, e.g. rain, but also must evaluate the seeing conditions to determine if 
observing would create good quality data. One factor involved in this decision is the 
presence of cloud – it  would not be dangerous for the system to open the dome in 
cloudy conditions, however, no useful observations could be made. Having made its 
observations the telescope systems must return the data collected back to the users.
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A fully autonomous robotic telescope can work tirelessly taking no breaks – starting 
operation as soon as weather and seeing conditions allow, and only stopping at dawn, 
providing a very efficient way to service a lot of users.
The  Berkeley Automatic  Imaging Telescope  (Richmond  et  al.  1993),  constructed 
between 1989 and 1992, was a fully autonomous robotic telescope. It had a weather 
station to monitor its environment and it had several control computers to operate all the 
different  telescope  systems.  However,  the  time  of  construction  pre-dated  the  World 
Wide Web, as such only a minimal interface between users and the robot was created – 
it accepted observing requests by email in a format not overly complicated, but one 
which required some skill to write. The system notified users of completed observations 
by email, the results were then downloadable using the Internet File Transfer Protocol 
(FTP) (Postel & Reynolds 1985).
This  thesis  is  based  around  a  project  to  create  a  Web  interface  to  the  Bradford 
Robotic Telescope in Tenerife. However, this is not the first incarnation of the Bradford 
telescope project, the predecessor to the this project is the Bradford Robotic Telescope 
in Oxenhope (Cox & Baruch 1994; Baruch 1995; Baruch & Cox 1996; Baruch 2000) 
which was constructed between 1990 and 1993 (Baruch 2009) and featured a public 
interface on the new World Wide Web. The Oxenhope telescope was fully autonomous, 
only communicating with the outside world twice daily – once to transfer requests for 
service to the telescope at dusk, and once at dawn to transfer the results. The Oxenhope 
project attempted to answer some of the questions investigated in this thesis with the 
technology available at the time. This thesis examines new solutions to the challenges 
utilising the vast technological developments made since the Oxenhope telescope was 
constructed (Tallon et al. 2003).
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8 Design Objectives
The challenges above will be covered in great detail later in the thesis, but briefly the 
design objectives are summarised as follows: The Web site itself must allow novice and 
expert users to communicate with the remote robot. It must inform and educate as well 
as being interactive and interesting. The user must feel empowered with the availability 
of a comprehensive communication system with the robot, with the ability to request 
that the robot perform a task for the user. This process must be easy to use for beginners 
and yet be powerful enough to support expert users. The storage of large amounts of 
dynamic data such as user profiles and job results must be fast, reliable and versatile, 
and yet transparent to the user. The Web interface project as a whole must then be able 
to communicate with the remote robot over an unreliable communications link; it must 
be efficient – only transferring data once and then caching it on faster servers at the 
Bradford  site  for  access  by users.  New jobs  must  be  sent  to  the  robot,  and  results 
returned. Jobs should be organised such that they are performed in a fair order for users, 
but in an order which attempts to maximise the quality of data returned. Completed 
work  must  be  visible  to  users  in  the  most  appropriate  formats  for  them  –  again 
supporting beginner and expert users. Last but not least, the Web interface should be 
able to keep the user informed about the progress, condition and environment of the 
robot in order to enhance the sense of two-way real-time communication.
It is believed that the solutions generated for the project and presented in this thesis 
represent a successful method of implementing a Web interface to a remote autonomous 
robotic telescope. The Web site created operates 24 hours per day, 365 days per year, 
even when the communications  link with the robot  is  non-functional.  Thousands of 
people per day use the site and experience a personalised dialogue, viewing weather 
data, images from the Web-cams, requesting service from the robot and viewing and 
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processing  the  resultant  images.  The  data  storage  solution  developed  handles  vast 
amounts  of  user  and  system generated  data  successfully,  allowing rapid  search  and 
retrieval of information for a responsive Web site. The scheduler keeps the robot busy 
while also organising jobs to be executed at favourable times. While users wait for their 
requests to be serviced,  some make use of the real time data system to monitor the 
environment and condition of the robot, second by second. Finally, the image viewing 
and processing tools are used by amateurs, school children and experts alike to examine 
the data returned by the robot. Some of the results are of such good quality that they are 
exhibited in the gallery of best images.
The  design  objectives  for  each  of  the  seven  areas  of  work  have  been  largely 
achieved, in that the Web interface exists and is used successfully by real users on a 
daily basis. However, nothing is perfect – the caveats and future work possibilities are 
investigated  along with each issue throughout the thesis and in the analysis chapter.
9 Thesis Organisation
This introduction chapter has identified the areas of robotics in astronomy which this 
thesis will concentrate on. It has set out the challenges involved with connecting a large 
number of users via a Web interface to a remote robot.
Chapter  II  discusses  the  possible  solutions  to  the  challenges  investigated.  It  will 
review similar projects to this one, and will discuss areas where technological advances 
have  opened  up  new  possibilities.  Primarily  the  Bradford  Robotic  Telescope  in 
Oxenhope will be examined.
Chapters III to IX will each take one of the seven areas of work and will detail the 
solutions developed by this project. Compromises will be discussed and implementation 
details will be examined.
A review of the work completed will  be performed in Chapter X, examining the 
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effectiveness  of  the  chosen  solutions.  A review of  the  structure  of  the  project  will 
examine if the work structure accurately represented the initial problems. For each area 
of work, the solutions undertaken for this project will be examined for suitability to 
other generic remote robots.  Technological progress since this  project  began will  be 
examined,  detailing  how the  project  might  be  implemented  using  the  most  modern 
techniques.
Concluding thoughts  and scope for future work will  be discussed in Chapter XI. 
Plans  were  made  to  support  multiple  robotic  telescopes  to  increase  capacity  and 
reliability. The concept of multiple separate Web interfaces was considered in order to 
allow teams in other countries to create localised interfaces to the robot. The plans for 
these areas of work will be discussed.
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CHAPTER II
BACKGROUND
This chapter reviews the technologies available in 2002 and examines which methods 
and techniques similar projects have used. The state-of-the-art at this time formed the 
available  basis  of  technologies  which  could  be  investigated  and built  upon for  this 
project.  Advantages  and disadvantages  of  different  solutions  will  be  discussed.  The 
investigation is divided into the same seven main areas of work identified in Chapter I. 
As part of the analysis in Chapter X of the technologies chosen and developed, newer 
technological developments will be reviewed for how they may affect future solutions 
to the challenges investigated in this thesis.
1 Web User Interface Design
The established universal way to present a public service on the Internet is to present it 
on the World Wide Web. It was impossible for the Berkeley project to do this because 
the  Web  software  had  not  yet  been  released  by  CERN,  but  the  Oxenhope  project 
realised  its  potential  immediately.  Scrapping  client  side  access  application  software 
already in development, they implemented as much as possible using the Web, and had 
the  first  Oxenhope telescope  Web site  publicly inaugurated  on  12th December  1993 
(Baruch 2009).
Being designed as a static  paged information network,  the Web has its  problems 
when used for access to interactive systems. The HTTP protocol used to implement the 
World Wide Web is stateless, meaning every request for a page and its reply starts with 
the most basic step of opening a network connection from the client to the server. After 
the page data is sent to the client, the connection is closed and the Web server has no 
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way of knowing if the user is still viewing the page or even if another page might be 
requested. Remote interactive access to computer systems was previously implemented 
using protocols such as telnet (Postel & Reynolds 1983), where a user establishes one 
connection to the server, authenticates once, and then can interact with the system using 
that channel for as long as is required. The connection is kept open and the state of the 
dialogue is saved on the server at all times until the user signals that they have finished 
with the system by either explicitly logging out, or implicitly by closing the connection. 
Telnet is not necessarily page-based either, though many systems were implemented in 
that  way.  Telnet  can  support  a  line-by-line  conversation,  or  a  screen  of  constantly 
changing information. However, telnet is text only, and keyboard only. The Web offered 
easy navigation by the use of a mouse pointer, newspaper style graphical text layouts, 
images and the possibility of other media types. Over the years since the Web's release, 
many  innovative  modifications  have  been  made  to  the  Web  to  solve  the  issues  of 
supporting dynamic interactive systems, such as the inclusion of a JavaScript interpreter 
in the browser, dynamic HTML and embeddable objects. User expectations now dictate 
that any new start-up service on the Internet be accessible using the Web – any service 
that isn't must be doubly useful to justify installing special software and the time taken 
to learn how to use it.  Implementing a system using the Web does have one major 
advantage – it is an open standard, therefore it has many client implementations over 
many operating systems and computer platforms, pre-written and pre-installed. Using 
the Web platform almost guarantees that any computer connected to the Internet will be 
able to access the system. Fundamentally however, it remains page based and stateless 
which generates problems to be solved when dealing with interactivity.
Instead  of  being  a  question  of  which  Internet  technology  to  use  –  the  Web  or 
otherwise,  the  question  becomes  one  of  how  to  create  a  Web  site.  How should  it 
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function, what should be available to whom, and what technologies are available that 
run on top of the Web to enable the desired extra functionality?
The Oxenhope project Web site grew from static content to a site using Common 
Gateway Interface (CGI) (Robinson & Coar 2004) programs to generate some of the 
pages  (Cox  &  Baruch  1994).  Only  the  pages  which  required  user  authentication, 
required access to a database or altered their content over time were written using CGI 
programs. Only the areas of the site which needed to identify the user actually did. 
Some  of  the  CGI  programs  were  written  in  the  compiled  C  language,  some  in 
interpreted Perl (Perl.org n.d.). This fragmented minimalistic approach was typical of 
Web site design of the time for many reasons including speed and efficiency, but mostly 
because  real-time  generation  of  pages  was  a  new  concept  and  there  were  few 
established best practices for implementing sites using the technology. The development 
of dynamic Web languages in the late 90s enabled a coordinated approach to developing 
a Web site, making it feasible for all content pages to be generated on-the-fly.
Web languages came into existence in order to fill a gap in the language spectrum. 
The  application  of  these  languages  was  still  relatively  new –  to  run  a  program to 
generate HTML output for Web browsers. This is the core focus of Web languages in 
contrast  to  traditional  languages  which have  their  own objectives  or  are  completely 
general purpose. Web languages are all either interpreted or semi-interpreted to enable 
very  rapid  development  and  they  provide  libraries  and  support  code  specifically 
designed to help develop software to generate Web pages. Typically they have some 
mechanism for interacting with the Web server to bypass some of the deficiencies of 
CGI, such as CGI process start-up delay (Labrinidis & Roussopoulos 2000). However, 
the distinction between Web languages and traditional languages can be blurry – for 
example,  a  traditional  scripting  language  such  as  Perl  can  be  used  successfully  to 
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generate Web pages and the newer Web language PHP can be used successfully for non-
Web command line scripting purposes.
Many Web  languages  were  in  development  and  were  available  for  use  in  2002. 
Commercial  examples  included  Active  Server  Pages  (ASP)  from Microsoft,  which 
could  be  written  using  their  VBScript  or  JScript  languages  (Copeland  et  al.  2000). 
Adobe  Systems  offered  ColdFusion  (Smith  n.d.),  one  of  the  earliest  available  Web 
languages.  Free to use or open source possibilities  included JavaServer Pages (JSP) 
(Sun Microsystems n.d. b) from Sun Microsystems which utilised their Java technology, 
Larry Wall's Perl (Perl.org n.d.), which remained an option as it could be integrated into 
a  popular  Web server implementation (Labrinidis  & Roussopoulos  2000),  and PHP: 
Hypertext  Preprocessor,  originally  by  Rasmus  Lerdorf  (The  PHP  Group  2009). 
Fundamentally, all these technologies perform the same job of allowing computer code 
in one form or another to be executed in order to construct a Web page in real-time 
using whatever data sources are relevant. As such, if each one were used correctly to 
implement  the  Web  interface  for  the  robot  the  end-user  experience  should  be  very 
similar. The differences are important to the people implementing and maintaining the 
robot  interface  and systems  behind  the  scenes.  One important  consideration  is  how 
versatile these languages prove themselves to be when not used for generating Web 
pages. For most interactive Web sites there will be housekeeping or other intermittent 
background jobs not launched by a user visiting a Web page. While these functions 
could be written in any language using any technology to accomplish the goal, if the 
same  language  were  used  as  that  generating  the  Web  pages  then  development  and 
maintenance  could  be  simplified  by  sharing  common  parts  of  the  software.  Other 
considerations  affecting  technology  selection  include  cost,  whether  open  source  is 
important,  the  operating  system and hardware  it  has  to  run on,  any nuances  in  the 
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language  making  it  more  or  less  suitable  for  the  task  and  also  existing  developer 
familiarity  with  any  of  the  technologies.  The  most  important  issues  affecting  the 
selection of technology for the telescope robot interface were cost, versatility, feature 
availability, speed and integration with other parts of the overall solution such as the 
database,  however,  no single  consideration alone  defined  the eventual  solution.  The 
technology  chosen  was  the  PHP:  Hypertext  Processor  –  see  Chapter  III  for  a  full 
discussion on this selection.
Once the paradigm shift has been accepted, from a static site with occasional CGI 
scripts  to a  site entirely (or mostly)  using one of the Web languages,  a much more 
integrated,  congruent  and  unified  Web site  can  be  created.  The  importance  of  such 
integration  cannot  be  overstated  when  considering  the  overall  experience  between 
human and computer.
Even if the best Web language were used, it still would only generate HTML pages 
and  possibly  some  of  the  images.  Enabling  rich  interactivity  within  a  single  page 
currently displayed to the user is another challenge. This is implemented by transmitting 
to the browser a whole program or code snippets to be executed with an interpreter 
other than the browser's built-in HTML parser.
Adobe  Flash  (Adobe  Systems  Incorporated  n.d.)  is  one  such  technology  which 
allows interactive applets to run directly from a Web page in the user's browser. Flash 
applets are normally very graphical, animated and mouse driven. They can be used on 
their own (inserted on an HTML page) but for interactivity with a remote computer 
system they integrate with a Web programming language by accepting data produced by 
scripts written in the Web language, and by submitting data back to those scripts for 
processing on the Web application server. While they can enhance the appearance of a 
Web  site  and  totally  change  the  way  users  interact  with  the  site,  they  come  with 
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significant problems. Support for Flash objects is not built into Web browsers and must 
be installed by every end-user. A Flash object can be thought of as computer program 
which needs to be interpreted by the Flash interpreter. Flash interpreters are available 
for the most  common operating systems and the most  common browsers,  but other 
combinations may be left without a solution. Also, executing a Flash object can require 
significant  processing  power,  as  such,  Flash  objects  are  not  always  suitable  for 
computers  with  lower  specifications.  In  the  mid  2000s  this  would  have  been  an 
irrelevant point since it seemed that desktop and laptop computers would only become 
more and more powerful  with time,  but  with the Internet  making its  way onto low 
powered battery driven mobile devices such as mobile phones and netbooks, the issue of 
efficient Web sites is returning. For a Web site to be accessible to the maximum number 
of users, Flash applets can only be an option, not the only way for users to interact with 
the site.
While completely different in its implementation, Java (Sun Microsystems n.d. a) is a 
similar technology in the way that it can be used to create applets for Web pages. Java is 
less graphically oriented, but more general purpose and is a more powerful language. 
Whole fully featured applications can be written in Java, so a Web site employing Java 
could explore endless possibilities in the field of user interaction. However, it comes 
with the same problems as Flash. The Java Virtual Machine run-time system needs to be 
installed into the Web browser and it consumes system resources. Mobile phones do not 
generally run the full edition of Java, but are sometimes supplied with a less-capable 
slim-line  version.  Low power  netbooks  could  struggle  with  large  Java  applets.  The 
myriad of versions of Java also presents a barrier to usage on a Web site; even though 
many newer language features may be available, only a subset can typically be used if 
the applet is to be compatible with the majority of installed Java instances. Again, Java 
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cannot be used to provide the sole interaction between user and system if the maximum 
exposure is to be reached.
By the early 2000s a  number of  Content  Management  Systems (CMS) had been 
created for the Web, examples include Drupal (Buytaert 2009), PHP-Nuke (Burzi n.d.) 
and Movable Type (Six Apart n.d.). Instead of writing Web application software, CMS 
solutions  are  appealing  due  to  being  instantly  deployable  –  a  whole  Web site  with 
navigation,  menus,  structure,  user  management  and  all  the  common  basic  Web 
application code can simply be installed at once. They are designed primarily to manage 
the display of articles such as news items or blog entries, also they usually allow guest 
users to post comments below entries to encourage free discussion. Depending on the 
complexity of an individual CMS, other functions may be available and functions may 
be written by the site owner to be included as plug-in modules. Fundamentally however, 
these systems will always tend to their primary function of managing articles. Extra 
functionality modules are limited by the framework and boundaries set out by the CMS.
2 Accepting Robot Service Requests
The act of communicating with the user in order to accept a request for robot service is 
a  problem  of  two  halves.  The  first  aspect  is  the  presentation  method  for  the 
communication with the user. The conversation between user and system is complex – 
earlier choices for a telescope observation lead to different available options for later 
choices. While it would be possible to allow the user to choose from every available 
option  for  every  choice,  it  would  require  the  user  to  understand  a  lot  more  about 
astronomy  or  the  particular  capabilities  of  the  telescope  robot.  The  system  must 
optimise the available options in order to simplify the process for the user, and also to 
avoid asking unnecessary questions or presenting the user with impossible combinations 
of  options.  This  would  only  waste  the  user's  time  and  make  the  system  appear 
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unnecessarily more complicated. A compromise must be reached, between simplifying 
the options available, maintaining the user's level of control over the request and the 
logical  ordering of the conversation.  The interface should step the user  through the 
request creation in a logical order – e.g. by starting with questions about what the user 
would like to observe, rather than starting with which filter they would like the system 
to use. Optimising the interface should not come at the cost of disrupting the user's 
thought process about the request.
As  this  is  a  part  of  the  Web  interface,  the  same  discussion  about  the  available 
technologies applies (Web pages, Flash, Java, etc.), but with an exception. Because this 
will be just one small area of the Web interface – albeit an important one – it is feasible 
to consider  simultaneously offering several  alternative interfaces.  Simple Web pages 
must  be  an  option  to  provide  compatibility  with  all  Web  users,  but  if  constructed 
correctly it would be possible to offer a Java or Flash version to use as an alternative. 
This applies particularly well to this problem because using simple Web pages to ask a 
set of questions of the user, which would necessarily have to be one, or a low number 
per page, would be inefficient due to the clumsy need to reload the whole page for each 
question. A technology such as Flash or Java would be able to provide a seamless flow 
of  questions  and  answers,  without  the  round-trip  time  to  the  Web  server  for  each 
question and answer.
The  second  aspect  of  the  issue  is  how  to  conceptually  model  the  requests  for 
telescope service. This is not the question of how to physically store the data, but how 
the data should be structured. The Oxenhope and Berkeley telescopes generated one job 
object  for  each  user  requesting  an  observation  from  the  telescope.  This  model  is 
conceptually simple and easy to work with at all stages of the job's life. However, it may 
not extend well to massively multi-user and possibly multi-telescope system. One of the 
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goals of the Tenerife telescope robot is to support many more users than the Oxenhope 
system, but still initially with one telescope. The weather in Tenerife allows for much 
more usable observing time, but even this will not come close to the amount of time 
required to complete the requests submitted by users. The Oxenhope system never ran 
out of work, and that was work submitted by the relatively tiny number of people online 
in the mid 90s compared with the present. It was noted by the Oxenhope team members 
that most of the observing requests were for the same limited set of well known objects 
(Baruch 2009). In order to support many times the users of the Oxenhope telescope, the 
Tenerife system must spot multiple identical requests from different users in the waiting 
request pool and combine them into just one observation job for the telescope robot. 
Only requests which would result in a completely identical job should be combined – 
any difference in a request, however minor, that might alter the resulting image should 
cause the creation of a new separate observation job for the robot. Only requests which 
have not already been observed by the robot should be combined.
Because of this requirement alone, the model of one user generating one request for 
service from the telescope must be adapted, but other goals of the Tenerife telescope 
project may be better implemented with another model of storing requests for service. 
Multi telescope support is a desirable capability which may benefit from a new model. 
Some astronomy projects require several observations from a telescope separated by a 
time interval,  such as the study of variable stars,  or the appearance of solar system 
bodies over time (Kroll & Fleischmann 2001). To support this use-case correctly a new 
model must be developed.
3 Data Storage
Apart from the content pages on the Web site, which can be written and stored as files 
ready for a Web server to read, there is a requirement for data generated by users and 
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the robot to be stored. Examples created by users include user accounts, requests for 
robot service and settings for processed images. Examples created by the robot include 
weather  reports,  details  of  completed  observations  and  the  images  created  by  the 
telescope.
A database  is  a  collection  of  structured  data,  and  it  is  possible  to  store  them 
electronically  in  many  forms.  Edgar  Codd  invented  the  relational  model  for  data 
management and published his work from 1968 onwards (Codd 1990), however, even 
though  relational  databases  were  a  proven  technology  by  the  time  of  the  Web's 
invention, it took a while for the the two technologies to begin to work together. Early 
Web sites delivered static content written in HTML files; at most, a site might have kept 
a list of user-names and passwords in order to protect access to certain documents. For 
this, text file and DBM (Olson et al. 1999) solutions were made available by Web server 
software. The next step in the evolution of connecting databases to the Web came in the 
form  of  projects  generating  HTML pages  in  an  off-line  batch  process,  and  then 
uploading the generated pages to a Web server. This solved the problem of allowing 
public access via the Web to read-only databases, such as pre-prepared catalogues of 
information. One example of a project attempting to bridge the gap between a library 
RDBMS and the Web created a report based system where Web pages were generated 
using the data in the database and then made available as static pages on a Web server. 
(Perez 1999). Finally, in the process of connecting databases with the Web, we arrive at 
a state where Web sites can utilise large RDBMSs in real-time, as pages are generated 
for waiting users (Williams & Lane 2004).
A large driving factor to change the way the Web accessed databases was the need 
for scalability. Whatever the capabilities of the hardware in any particular server, there 
is a limit  to how many simultaneous Web requests it  can handle at  any given time. 
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Coupled with the need for reliability, it becomes highly desirable to scale by having 
more servers serving the same thing to different clients, rather than to have one ever 
more powerful server. One single powerful server represents a single point of failure – 
whereas with multiple smaller machines one or more may fail without taking the whole 
Web site offline. A RDBMS fundamentally moves the task of data management from 
the  Web  application  or  Web  server  to  the  RDBMS  software  which,  by  using  a 
connection based model of communication, can even be moved to a different physical 
server than the one running the Web application. This allows the Web application to 
scale because the RDBMS server can accept connections from many Web application 
servers at once.
It really took the arrival of the dynamic Web languages to accelerate the development 
of RDBMS access directly from a Web site, as the dynamic Web languages provided the 
processing capabilities required to ask questions of a database server and format the 
answers into responses that a Web browser could display (Williams & Lane 2004). Also, 
the early Web was dominated by universities and small projects installing Web servers 
on small computers – servers capable of running RDBMS software at the time were not 
the ones being connected to the Web. It was a combination of the development of the 
dynamic Web languages and the ever increasing computational power of computers in 
the late nineties that  finally enabled Web sites to use RDBMS systems in real-time, 
accessing and processing data as Web page requests arrived.
The Oxenhope telescope pre-dated the availability of the dynamic Web languages 
and Web accessible RDBMS software. As such, the Oxenhope system used a variety of 
different methods available at the time to store data. User records were stored in DBM 
format for use directly with the Web server's authentication mechanisms. Requests for 
telescope service were stored one per file in a textual format. Weather data was stored in 
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a custom binary format, with twelve hours of weather data represented in each on-disk 
file (Cox 1996).
While  these  solutions  may have  been  the  best  available  at  the  time,  there  were 
significant  disadvantages.  The  data  was  in  many  formats  spread  over  different 
technologies  and  required  different  programming  languages  to  access  it  all;  this 
approach  increases  the  complexity  of  the  system  and  makes  maintainability  more 
difficult.  With no integration of the data storage systems, complex reports involving 
several data sets are very difficult to produce. The job requests were stored as files, one 
file per request – while easy to develop a system to work in this manner, maintaining a 
directory of possibly thousands of tiny files becomes difficult, and inefficient for the 
underlying storage technology. There are also security considerations whenever a Web 
server is permitted to write files to the server storage drives. If a user with malicious 
intent discovers how to trick the system into writing something other than job data into 
a file on disk, they will have succeeded in one of a few steps required to compromise 
the entire server.
When a Web application makes use of a RDBMS, it is normally accessed using an 
API built into the dynamic Web scripting language which in turn communicates with the 
database using a translation layer such as ODBC, JDBC or native libraries (Ghanem & 
Aref 2004). The API allows the Web scripts to submit SQL queries to the RDBMS, and 
to retrieve resulting data sets, if applicable, without concern to the detail of exactly how 
to communicate with the database. While it is more complicated to store and access data 
in  this  manner  rather  than  using  simple  file  access  techniques,  there  are  many 
advantages  to  doing  so.  Immediately  the  Web  application  is  abstracted  away from 
physical  disk  files  and  storage  implementations.  RDBMSs  allow  for  multiple  user 
connections simultaneously, guaranteeing safe and consistent access to the same data by 
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many clients. Explicit locking around multiple tables to ensure a consistent view of the 
database to all clients at all times is possible with the use of transactions (Williams & 
Lane 2004). These features are relatively easy to make use of once a Web application is 
to be designed to make use of a RDBMS.
There are disadvantages to using a RDBMS. Communication between the application 
and the database is exchanged using the international standard database language SQL – 
Structured  Query  Language  (Eaglestone  1991).  This  is  a  relatively  human  friendly 
language which has to be parsed and translated into machine executable code by the 
database software. One example of this parsing is the use of human-readable text for 
binary  data.  In  the  case  of  numbers,  computers  work  with  efficient  binary 
representations of numbers, which the central processing unit works with directly. At 
each end of the SQL conversation, such numbers must be converted to or from human-
readable representations of these binary numbers. The whole process of communicating 
with the database server and the database software converting the SQL query takes time 
– in a part of the system which directly affects how long it takes to generate Web pages 
for the user.
Using a RDBMS as part of the system represents another point of failure, and is 
another  module  in  the  whole  system  which  must  be  maintained.  Again,  this  is  a 
compromise  which  brings  more  benefit  to  the  system  than  hassle,  largely  due  to 
database servers being seen and recognised as mission-critical, and as such are usually 
very stable. For almost any amount of data storage by a Web application, the question 
becomes which RDBMS to use, rather than which fundamental data storage technique 
to use. Design work focusses on how to organise the data to be stored into tables, how 
to normalise it and which tables and columns to apply indices to.
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4 Communication With The Robot
The  Tenerife  telescope  robot  is  located  on  a  mountain,  where  power  and  data 
connections are not guaranteed to be as stable as within a city,  for example. This is 
unavoidable  on  any  reasonable  budget,  therefore  systems  designed  to  run  at  that 
location must be capable of dealing with outages to these services. In this case, a power 
outage will stop the robot operating and servicing job requests, but the systems to run 
the robot have enough battery backup power to make the robot safe from the weather 
and to shut down the computers cleanly. The robot simply waits for the power to return, 
at which point it continues operating normally.
A communications link outage will have the obvious effect of preventing users from 
interacting with the robot.  However,  one primary goal  for the robot  design is  to be 
autonomous, which in this case means that the robot has to be able to continue normal 
operations  without  any interaction  with humans or  other  computer  systems.  This  is 
made possible in part by the use of service requests instead of any direct user control of 
the robot. Service requests are transferred to the robot by the communications software 
soon  after  being  created  by  the  user;  a  communications  outage  will  prevent  new 
requests  reaching  the  robot,  but  it  may  still  process  all  of  the  requests  previously 
transferred  and  store  the  results  for  transfer  back  to  the  Web  interface  when 
communications return. During a communications outage, the Web interface can still 
provide access to all of the robot's previously completed and returned work.
Due to the possibility of the communications link between the robot and the Internet 
being slow or unreliable, in order to provide a reliable human interface to the robot it is 
necessary for  the  Web interface not  to  be located at  the  robot.  This  creates  several 
advantages over a design where the Web interface is part of the robot.
• Reliability of the interface: It is the exception, not the norm, for Web sites to be 
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unreachable; unavailable Web sites frustrate users and some may not return to 
try  again  later.  With  the  Web  interface  physically  remote  from the  robot,  a 
location with guaranteed power and data connections can be chosen, ensuring 
that it can be available regardless of the state of the connection to the robot. With 
the  exception  of  the  real-time  data  feeds  from the  robot  –  such  as  current 
systems status and weather reports – should there be an interruption to the power 
supply or the network link at the robot, the interface can continue to operate as 
normal, accepting robot service requests and displaying telescope job results.
• Speed of  the  interface:  The  communications  link  which  the  robot  utilises  is 
shared  between  several  other  telescope  and  monitoring  organisations  on  the 
mountain site, and even when operating at peak performance it has a limited 
amount of bandwidth. Locating the Web interface in a dedicated Internet facility 
with good external links allows the interface to be responsive to each user and 
provide good download speeds for large objects, such as the images.
• Limiting bandwidth usage to the robot:  For the same reasons as above,  it  is 
desirable to use the communications link to the robot efficiently. To do this it is 
necessary to only ever transmit data to or from the telescope once. In this way, 
the Web interface server becomes a cache of all the telescope's results, able to 
serve  any  data  the  telescope  robot  has  ever  produced  without  needing  to 
communicate with it. An important effect of this method of communicating is 
that it becomes possible to roughly predict the total data transfer between the 
robot  and  the  outside  world  given  any  particular  time  period.  This  is  an 
important piece of information which is periodically requested by the telescope 
site management.
• Security of the robot: With a tightly defined computer communication interface 
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between the robot and whatever system contacts the robot, it is possible to lock-
down  the  available  options  for  the  client  systems,  and  allow  the  robot  to 
maintain its autonomy. It is imperative for the self preservation of the robot that 
it be allowed to override user requests when not doing so might lead to damage 
of  the  equipment,  for  example,  in  the  case  of  bad  weather.  With  no  human 
operators on site, the robot is the highest authority available and should therefore 
normally have the final say over its own actions.
Except  in  the  case  of  a  link  failure,  the  robot  is  connected  to  the  Internet 
permanently.  Immediately  this  allows  for  a  diverse  range  of  solutions,  as  any pre-
existing standard method of Internet communication or even any custom method can be 
used  to  link  the  Web  interface  to  the  robot.  The  choice  of  which  communications 
technology to use is partly influenced by how data is stored at each end of the link. In 
the case of the Oxenhope telescope, job request data, weather data and image data were 
all stored as files, leading on to the logical usage of the File Transfer Protocol (Postel & 
Reynolds 1985) to copy them between the Bradford University site and the telescope 
site. Users of the Berkeley telescope were emailed when their jobs had been completed 
and were expected to use the FTP protocol to transfer images from the robot, within a 
week of them being observed (Richmond et al. 1993).
With data  on each  side of  the  link in  a  RDBMS, the  choice  of  communications 
technology is not so clear. One possible solution is to connect to the RDBMS at the 
telescope  site  directly.  In  the  same way that  the  Web  scripting  language  is  able  to 
connect to a local database to retrieve and store information in the process of creating 
Web pages, it would be possible for the same Web application to also connect to the 
RDBMS located at the telescope. In this way, the Web application could directly store 
new  requests  for  robot  service  in  the  site  database  and  retrieve  weather  data  and 
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information about completed jobs. This approach is easy to design and would help to 
keep the complexity of the whole system lower, but would have its drawbacks if put 
into practice.
Two fundamental problems exist with this solution. Firstly, it would not work at all if 
the communications link failed. Any user attempting to submit a request for telescope 
service  when  the  interface  could  not  communicate  with  the  robot  database  would 
receive  errors,  and  would  ultimately  have  to  abandon  the  request  and  try  again  at 
another time. This breaks one of the goals of the interface, which is to be operational 
despite  the  possible  lack  of  communication  with  the  robot.  This  problem could  be 
solved by having the Web application record new requests somewhere locally in the 
case of a communications link failure. However, this necessitates another part of the 
system to periodically wake up, check for such requests and attempt to resend them. 
Extra  parts  of  the  system such  as  this  negate  the  simplicity  of  the  direct  database 
connection  solution,  and  make  other  possible  overall  solutions  more  appealing. 
Secondly, directly manipulating the data in the robot RDBMS violates the principle of 
information hiding (O'Hearn et al. 2004). This refers to the concept of splitting a large 
system  into  modules  and  exposing  only  limited  interfaces  between  the  modules. 
Information hiding is the practice of keeping the actual implementation of any particular 
function of the module within that module. This allows modules to be easily updated, 
extended, fixed or changed completely – as long as the interface stays the same. In the 
case of the telescope communication design, this would mean that the Web application 
would have to know the implementation details of the robot database. Any changes to 
the way the  robot  systems work would  also ripple  into  the Web application,  which 
would then also need updating.
The Berkeley telescope accepted user requests by email, by extending this idea job 
48
requests could be sent from the Web interface to the telescope robot by email.  This 
solution would immediately cater for situations where the communications link is non-
functional because email is a system designed to handle such failures, by buffering mail 
until receiver systems become available. A processing program would be required at the 
telescope site to interpret the email and store the request ready for the robot. However, 
email  was  designed  to  be  a  human  to  human  communication  system.  Any  errors 
generated are in a human readable format, and overall, delivery is not guaranteed. As 
such, the Web interface would not know for certain whether a request had reached the 
robot, unless another email was sent from the robot confirming receipt of the request. 
The simplicity of an email solution is spoiled by the necessity for processing programs 
required at each end of the link to interpret textual messages, including errors from the 
email system itself. Another disadvantage to email is that it is not suited to the transfer 
of large blocks of data – especially binary data such as telescope images.
A communication  method  known  as  Remote  Procedure  Call  (RPC)  is  another 
possible  solution for communicating between the interface and the robot.  Computer 
programs are normally split into small sections which usually perform one task each. 
Depending on the language these are called methods, functions or procedures. During 
the normal flow of a program, procedures call other procedures, which in turn call more 
procedures.  RPC  refers  to  the  practice  of  a  procedure  on  one  computer  calling  a 
procedure  on  another  computer  (Liu  &  Hoang  1997).  The  application  requesting 
something from the remote computer is mostly abstracted away from all the networking 
details, and is blocked until the networking layer has contacted the other computer, the 
specified procedure has been executed on that computer and the reply returned. While 
having the advantage of allowing the application layer to concentrate on the job of the 
application, it also has the disadvantage that the application layer is abstracted further 
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away from any errors  generated,  and  might  make  it  more  difficult  to  handle  them 
individually. Sun Microsystems created an implementation of RPC to be used as the 
network transport layer for their Network File System (NFS) (Pawlowski et al. 1995). 
The  Object  Management  Group  created  the  Common  Object  Request  Broker 
Architecture (CORBA), which is an enterprise grade set of specifications making up 
another RPC system capable of fault tolerance and load balancing among other features. 
The Java language has its own dedicated RPC system called Remote Method Invocation 
(RMI) (Sun Microsystems n.d. c).
A higher level of RPC has started to appear since Web sites started attempting to 
provide more flexible services. In addition to users being able to communicate with 
Web services using normal Web pages, some services are offering back-doors into their 
systems  by  publishing  API  specifications  which  can  be  used  by  other  systems  to 
communicate  in a  more computer  friendly way.  By using existing Web servers,  the 
HTTP protocol and simple text requests, or Extensible Markup Language (XML) (Bray 
et  al.  2008),  maximum  compatibility  with  existing  devices  and  networks  can  be 
achieved, since Web traffic passes through firewalls and proxy servers without trouble. 
The  Simple  Object  Access  Protocol  (SOAP) from the  W3C (The World  Wide  Web 
Consortium n.d.) is one defined method for using XML over HTTP to utilise a Web 
service API. One example of a Web service exposing an API as an alternative way to 
use the service is Google Maps (Google n.d. a).  A Web user can use Google Maps 
through Google's Web site in the way that Google envisioned, however, Web users also 
indirectly use Google maps on other Web sites, which have made use of the Google 
Maps API to create custom map insertions on their own Web pages (Synodinos 2007). A 
business  could  create  a  small  map  showing  their  location  in  their  local  area,  for 
example. When loaded by the client browser, the small map insert would work in the 
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same way as if it was directly on a Google Maps Web page, with all the interactive 
behaviour enabled.
Since the task of connecting a Web site to a remote robot is uncommon, and does not 
have a wide selection of available ready-made solutions, there is also the possibility of 
creating a bespoke solution to the problem – a custom protocol could be developed in 
order to enable communication between the Web site and the telescope robot. Several 
possible advantages may exist with this approach. Generic off-the-shelf communication 
protocol solutions to any problem will contain many more capabilities than are required 
for  any given  task.  This  adds  unneeded  complexity  and  may turn  into  a  source  of 
confusion or problems. Bespoke software and / or protocols, being designed specifically 
for the task, are unique solutions to problems and can contain only what is necessary to 
solve  them.  A  bespoke  solution  should  therefore  fit  the  problem  exactly.  The 
compromises made if custom software or a custom protocol is used include the time it 
takes to develop and the eventual incompatibility with other systems. Errors are likely 
to  be  made  in  the  implementation  of  a  bespoke  system,  whereas  if  pre-existing 
technologies are used, such level of errors would already have been found and fixed. 
There is an amount of reinventing the wheel involved, but in some cases it can be more 
efficient. For example, if the overall task is simple enough, it may take less time and 
generate a better result to implement a custom protocol using custom software because 
the familiarisation time for off-the-shelf solutions can be significant.
5 Robot Scheduling
The workload of the BRT in Tenerife is the set of requests submitted by novice and 
amateur astronomers, small research groups and classes of school children. The diverse 
user base ensures a varied list of targets, spanning from many identical requests of well 
known objects for school children,  to many slightly different requests for seemingly 
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random patches of sky for researchers conducting sky surveys.  Fairly allocating the 
robot's  time  between  all  the  requests  is  a  complicated  task.  The  requirement  is  to 
construct  a scheduler  for the BRT, as  was done for  the Oxenhope telescope (Potter 
1995), the Berkeley telescope (Richmond et al. 1993), the Liverpool Telescope (Steele 
& Carter 1997), and the STELLA telescopes (Granzer 2004), but one which schedules 
observations in the optimum manner to satisfy the aims of the BRT.
Two categories of factors should be taken into account when constructing a schedule 
for the telescope robot  to  follow: external  factors  likely to  affect  the quality of the 
results of an observation once it  is being serviced by the robot, and internal factors 
which work together to form the importance of a job, and therefore how likely it should 
be for a job to be serviced.
Assuming  that  the  weather  conditions  are  favourable  for  observing,  the  most 
important external factor is the location in the sky of a given target object. It is often 
desirable to delay a job until a certain time window to ensure the highest quality images 
are taken. The Meridian is a conceptual line drawn from North to South passing directly 
above the observer.  As the Earth spins  on its  axis  throughout  a night  of observing, 
celestial objects will rise, cross the Meridian and then begin to set. The time at which a 
target object crosses the Meridian will be the time that the object is at its maximum 
altitude above the horizon, which is important because the higher the target's altitude, 
the less atmosphere the light from the target must pass through to reach the observer. 
Although the thickness of the atmosphere of the Earth is minuscule compared with the 
distance travelled by light to be observed, it scatters and distorts it, therefore, results 
from telescopes are at their best when light travels through a minimum of atmosphere 
(Barrett et al. 1991; Potter 1995).
A second  reason  to  delay  an  observation  exists  when  a  series  of  observations 
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separated  by  a  specified  time  interval  is  being  undertaken.  The  second  and  all 
subsequent  observations  should  be  delayed  until  the  time  interval  has  expired. 
Additionally for these types of observations, more importance should be attributed to 
the second and subsequent observations in order to achieve a higher probability that 
they will be observed on time. Since the robot has already invested time in the first 
observation, ensuring the later observations are performed on time avoids wasting the 
time used for all the images in the series.
Internal factors affecting the order of jobs are  largely made up of efficiency and 
politics. Efficiency factors can range from ensuring job targets are close to each other in 
the sky to reduce telescope slewing time, to grouping identical requests together and 
only making one observation. Political factors include allowing administrators of the 
telescope to bypass the job queue, and prioritising requests based on the reasons for the 
requests. All telescopes have a reason for their existence; jobs which further the cause 
are deemed more important that jobs irrelevant to the mission, and therefore will be 
assigned higher priority.
Taking into account all these factors when deciding what order to schedule jobs onto 
the telescope is a complex task, and given that some factors contradict others it becomes 
an impossible task to satisfy all the conditions at once. Ultimately the job of a scheduler 
is to make the best available compromises to satisfy as many users as possible. With an 
oversubscribed  telescope  there  will  always  be  some  jobs  which  miss  out  on  the 
optimum observing time slot or do not receive service before the user desires the results.
Dr. Thomas Granzer identifies four distinct types of scheduling (Granzer 2004).
• Queue Scheduling – For each observing session a set list of jobs is defined and 
executed by the robot in order.  Unpredictable delays such as focussing time, 
slewing  time  and  weather-caused  delays  cause  jobs  to  be  missed.  Real-time 
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insertion of jobs to the telescope is not possible without rewriting the rest of the 
remaining schedule.
• Critical  Path  Scheduling  –  this  is  a  method  of  scheduling  which  respects 
dependencies for all jobs, and ensures that jobs with less dependants are done 
first such that jobs with more dependencies can be scheduled later. Astronomical 
observations  rarely  have  dependencies  in  this  way;  this  is  not  a  suitable 
scheduling technique for this problem.
• Optimal  Scheduling  –  this  method requires  a  lot  of  computational  power  to 
create a schedule which will create the best possible results. However, since the 
work  list  is  predetermined  this  method  suffers  from the  same  unpredictable 
delay drawbacks as queue scheduling. Again, real-time insertion of jobs to the 
telescope is not possible without computing a new optimal schedule.
• Dispatch Scheduling – A scheduler of this type calculates a score for every job 
in the pool and selects the job with the highest score to be executed when the 
system requests work. This method works well with unpredictable delays since 
the schedule is not fixed – whenever time is available on the robot the best job 
can be selected. Also, the system can dynamically react to new jobs or targets of 
opportunity immediately, since the newly inserted jobs are simply part of the 
pool for the next scheduler score calculation routine. However, because there is 
no fixed schedule, predicting what the robot will do is difficult and supporting 
multiple  observation  jobs  requires  the  scoring  algorithm  to  be  capable  of 
prioritising second and subsequent observations.
Various projects have applied some of these scheduling methods to the problem of 
scheduling a telescope, for example, the Liverpool Telescope implemented a dispatch 
scheduler  (Steele  & Carter  1997),  as  did  the  STELLA project  (Granzer  2004).  The 
54
Hubble  telescope,  having  a  much  more  predictable  environment,  uses  a  two  stage 
optimal scheduling process (Johnston & Miller 1994).
Traditionally,  research  telescopes  have  been  scheduled  using  a  two-stage  process 
(Barrett  et  al.  1991).  First,  the  body responsible  for  sharing  telescope  time  among 
different  researchers  assesses  different  researcher's  proposals  and  decides  how 
important each one is, and therefore what proportion of the telescope's time to allocate 
to each one. Blocks of time are then allocated to the successful researchers, who then 
must make the best usage of that time. The Principal Investigator (PI) at the observatory 
works with the time awarded to carry out observations for their research, according to a 
schedule they would have planned in advance. Barrett et al. (1991) worked on a project 
to  produce  an  algorithm to  aid  the  Principal  Investigator  by  suggesting  scheduling 
advice in real-time – working directly with the schedule at the observatory. This idea of 
automating  the  micro-scheduling  process  became  highly  important  for  autonomous 
robotic telescopes.
Some  robotic  telescope  projects  have  loosely  copied  this  two-stage  model.  The 
Berkeley  telescope  (Richmond  et  al.  1993)  used  a  two-stage  process,  however  the 
proportion between the stages was quite different. A macroscheduler ran once per day 
and operated within the scope of arranging jobs over several  nights of operation.  A 
microscheduler was responsible for the real-time decisions on which jobs to observe 
throughout the night. It used a “window of opportunity” system to schedule jobs by 
defining a window as being the best time to execute a job and then attempting to fit the 
job into that window, first at the best time, but if that time is already allocated, the 
system searched outwards from that time to find the closest time slot to execute the job. 
The whole night was scheduled in this  way by the microscheduler before the night 
began, however, after each observation the schedule was discarded, the microscheduler 
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was executed again and a new schedule for the night was produced. This was described 
as providing several benefits, such as the ability to work around unpredictable weather 
influences,  and the unpredictable  amount  of time it  might  take the robot  to  acquire 
visual locks on guide stars.
This method of scheduling with its window of opportunity system creates a basic 
adaptation of Optimal Scheduling, but with the advantage of recreating the schedule 
after each observation. This avoids the inflexibilities of Optimal Scheduling at the cost 
of lots of computer processing power to run the scheduler for each observation. Since a 
new schedule was calculated after each job, new requests which should be executed 
immediately could be honoured.
The  Oxenhope  scheduler  was  a  project  undertaken  by  Richard  Potter  and  is 
documented in his MSc dissertation on the subject (Potter 1995). This also used a two-
stage scheduling process similar to the Berkeley implementation where the task is split 
into  two  pieces:  The  base  station  computer  in  Bradford  ran  a  macroscheduler 
considering all jobs in the pool to generate a list of jobs to be done that night; a dispatch 
microscheduler at the telescope was responsible for ordering over the course of that 
night the jobs supplied by the macroscheduler. This model fit the Oxenhope telescope 
because of the communications limitations and the relative lack of computational power 
available at the observatory. The base station computer was significantly more powerful 
and could handle the daily task of iterating through every possible request in the system. 
Reducing this data set to something achievable over the course of one night allowed the 
observatory computers to concentrate on just that sub-set of jobs. The communications 
link was normally only used twice per day – once to send jobs to the robot and once to 
retrieve  the  results.  Sending  a  list  of  work  for  one  night  worked  well  with  this 
scheduling model, at the expense of lost nights of observing should the communications 
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link fail to establish for the daily transfer of jobs to the robot.
However, this method of operation also suffered the inability to submit jobs to the 
telescope  in  real-time.  Targets  of  opportunity  were  impossible  and  there  was  the 
possibility that the telescope could be idle when there were jobs waiting to be processed 
on the base station,  if  they were submitted after  the daily job transfer.  In this same 
manner, jobs just submitted to the telescope by users which could be the perfect jobs to 
do at the time had to wait until the next macroschedule run and job transfer.  While 
Richard  Potter's  Oxenhope  scheduler  was  studied  in  the  course  of  designing  the 
scheduling method for the Tenerife telescope, the scheduler created is an entirely new 
work by this author.
The Liverpool Telescope (LT) uses a two stage scheduling process due to the need to 
split  the  telescope's  observing  time  between  different  partners.  Researchers  submit 
proposals to a Time Allocation Group (TAG) which then allocates an amount of time on 
the telescope (Steele 2001). Once proposals are approved however, a heuristic dispatch 
scheduler takes care of deciding exactly when to perform each observation (Fraser & 
Steele 2004). The dispatch scheduler is aware of the time allocation system and as such, 
it  is  possible  for  jobs  to  be submitted to  the telescope  by PIs  and be available  for 
selection  by  the  scheduler  immediately.  The  STELLA telescopes,  built  for  specific 
projects, also utilise dispatch scheduling (Granzer 2004).
A method of scheduling must be chosen and constructed to support the specific needs 
and goals  of  the  Tenerife  telescope,  considering  the  technology available  now.  The 
Tenerife telescope's always-on Internet link presents new opportunities and possibilities 
for how the scheduler could be designed. There should be no reason why jobs cannot be 
inserted into the schedule in real-time, for example. The computer systems installed at 
the  observatory  are  many  times  more  powerful  than  those  which  commanded  the 
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Oxenhope observatory and may be capable of taking over the job of running all of the 
scheduler.
6 Feedback From The Robot
The  enormous  popularity  of  every  new  type  of  communication  from  the  humble 
telephone  to  mobile  phones,  SMS  texting  and  now  social  networking  Web  sites 
highlights the human desire to stay connected. The personal letter is now a sentimental 
rarity having mostly given way to nearly immediate digital methods of communication. 
It is now the norm to be able to instantly message a friend on the other side of the 
planet, virtually for free.
Even though a request for service on a remote telescope robot might be in a queue 
for several days there is no reason for communication between robot and user to be 
halted. In order to allow the user to feel engaged with the process between the request 
for service and the robot actually returning images, the robot can send information back 
to the Web site about its environment, its workload, its decisions and actions. It is an 
unquantifiable difference to the user experience, but it is another piece in the puzzle of 
creating high quality human computer interaction.
The robot generates data from the weather station, the job scheduler and a large array 
of information about the current state of all the various pieces of telescope hardware. 
Some of the data has a very short lifespan, for example the temperature of a camera may 
be valid for just a few seconds. Some of the data has a longer lifespan, for example the 
ten-minute-averaged  weather  sensor  data.  The  robot's  normally  always-on  Internet 
connection enables any and all of this information to be transmitted back to the Web site 
in  real-time.  The  trade-off  for  having  this  ability  is  the  unreliability  of  it  –  any 
disruption to the communications link between the robot and Web site renders all the 
reporting and real-time data features useless, and those areas of the Web site temporarily 
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don't function. To maintain some functionality from the Web interface in the case of a 
communications  outage  it  must  be  designed  in  such  a  way that  the  real-time  data 
features of the site are only one part of the experience.
Which data and how often it can be transferred is defined by the speed and cost of 
the communications link. The Oxenhope telescope used an ISDN data link between the 
Web site and the robot computers, and since data over ISDN was charged by the minute, 
normally only two data calls were made per day. During the evening communication 
was established to send new jobs to the telescope robot; after dawn communication was 
again  established  to  download  any  completed  jobs  from the  telescope  and  also  to 
download the weather data logs. Once downloaded from the robot systems all this data 
had to be processed and turned into static HTML pages ready for the Web server. In 
special  circumstances  during  telescope  operational  hours  an  administrator  of  the 
Oxenhope  telescope  system  could  instruct  the  Web  site  computer  to  enter 
Eavesdropping mode – this caused the Web site computer to make an ISDN call to the 
telescope.  In this  mode the Oxenhope system would create a small  GIF preview of 
every  image  taken  by  the  telescope  and  this  would  be  transferred  to  the  Web  site 
computer (Cox 1996). A particular CGI script on the Web site would always display the 
latest  image downloaded in this manner and users with a new enough Web browser 
could have the page refresh periodically to show new images as they were downloaded. 
Due  to  the  cost  of  communications  at  the  time,  this  method  of  only  occasionally 
monitoring  the  robot  was  appropriate  for  the  Oxenhope  system.  However, 
communication costs have reduced and technology has advanced. The solution for the 
Tenerife telescope robot could be quite different.
There are three sub-questions involved in monitoring a remote robot in real-time:
• How should the data be captured internally by the system?
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• How should the data be transferred back to the Web site and ultimately, the user?
• How should the data be displayed?
The data generation by the robot is beyond the scope of this project because it is 
mostly produced by the astronomy related parts of the robot control software, which is a 
separately undertaken project. Therefore, the data capture options are limited to ones 
which will work with the existing software generating the data.
Broadly,  the data generated by the robot  can be split  into  two sets  – one with a 
validity  of  a  few seconds  and another  with  a  validity of  minutes.  While  somewhat 
arbitrary, this generates a useful split between data which can be transferred relatively 
slowly by computing standards, and data which must travel from the robot to the user in 
the order of a second. This is an interesting distinction, because as part of the system 
there will already be a communications system moving job requests to the telescope and 
images back from the telescope. One possible option for transferring data with longer 
periods of validity may be to combine the monitoring system with the jobs transfer 
system, if the validity time-scales are similar.
Data with shorter periods of validity present a different problem. Communication 
between computer systems usually employs the client-server model taking the form of 
questions  and answers,  with  clients  asking questions  and servers  returning answers. 
Using  the  example  of  the  Web interface  computer  transferring  a  job  request  to  the 
telescope, the Web interface computer would play the role of client and connect to the 
robot. It would ask for the new request to be accepted as a new job by the robot. The 
robot, playing the server role, would reply with the answer that it had received the new 
job and that it was entered into the job pool. In the example of a constant stream of real-
time data  such as  read-outs  from sensors,  it  is  unfeasible  and illogical  for the Web 
interface to constantly poll the robot asking the same questions about the same data 
60
sources. The communications model for real-time monitoring is a stream of data, not a 
question and answer session.
Data streams can be delivered over the Internet by using one of the transport layer 
protocols, such as TCP (Postel 1981), UDP (Postel 1980) or theoretically even SCTP 
(Stewart  et  al.  2000).  Each  protocol  offers  different  technical  advantages  and 
disadvantages which should be evaluated to select the protocol with the most suitable 
attributes  for  the  application.  To increase  network usage  efficiency the  IP multicast 
technology can be used to have routers along the transmission path copy and distribute 
data, rather than sending a separate copy from the source for each user.
The Web on its own is not an appropriate technology to deliver a real-time streaming 
data service due to its page based nature. Using the Web alone, only an approximation 
of real-time data can be achieved, by having a single Web page with data on it that 
would need to be refreshed by the user or by an automatic timer. To provide real-time 
data using the Web as a base platform, a Web embedded technology such as Java or 
Flash could be used to enhance a specific Web page with real-time data capabilities. The 
embedded technology would need the capability to open a network connection to a data 
server using one of the protocols listed above, and would need to constantly receive, 
process and display information on screen.
7 Displaying The Results
When the robot has executed a job, the results, i.e. the image, is contained in a Flexible 
Image Transport System file (FITS) (Wells et al. 1981; FITS Working Group 2008). The 
FITS file standard was created specifically for astronomy applications and allows the 
storage of multi-dimensional arrays of data of a selection of types. Preceding the main 
data array, a simple to parse header contains all the meta-data required to understand the 
format of the array, and can also contain custom fields. The FITS Support Office at 
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NASA now hosts the standard and documentation, and provides libraries for use with 
many different languages in order to read, process and write FITS files.
FITS files created by the robot are transported back to the Web site computer by the 
communications software, however, in that form they cannot simply be inserted into a 
Web page as an in-line image to be displayed. The immediate problem is that the FITS 
file  format  is  unsupported  in  all  but  the  most  complex  of  graphics  software  or 
astronomy image processing software, and certainly isn't supported by Web browsers. 
The more complex problem is the bit depth of the images. Normal imaging and display 
systems such as consumer digital cameras, televisions, computer monitors etc. are able 
to display just under seventeen million different colours. This is achieved by using 8 bits 
each for the red, green and blue intensity values for each pixel. 8 bits per channel allows 
for 256 different intensity values per channel – multiplying by three channels results in 
the total number of displayable colours. For a grey-scale image using just one channel 
this means that each pixel's brightness value ranges between 0 and 255. The Tenerife 
telescope  cameras  generate  images  with  a  bit  depth  of  16  bits,  resulting  in  pixel 
brightnesses  ranging  between 0  and 65535.  In  order  to  display 16 bits  per  channel 
images on a computer monitor, threshold and scaling operations need to be performed 
on the data. First, a range from the input data is selected, for example, brightness values 
between  1000 and 2000.  Pixels  with  a  brightness  value  of  1000 or  less  should  be 
displayed as black, pixels with a brightness value of 2000 or more should be displayed 
as white. Pixel values between 1000 and 2000 should be scaled to values between 0 and 
255.  The  resulting  image  can  then  be  displayed.  Browsers  and most  image  viewer 
software applications only support 8 bits per channel images, so this work must be done 
by implementing some other solution.
This responsibility could be given to the end-users of the system. The raw FITS files 
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could be made available for download directly to the users, in order for them to load the 
FITS files into software packages which they already have installed on their computers. 
These are readily available both for free and from commercial vendors; NASA makes 
available Fv (Irby 2009), a capable and free FITS viewer and processor, and Adobe 
Photoshop  can  be  extended  to  read  FITS  files  with  a  third  party  plugin 
(ESA/ESO/NASA n.d.). This would satisfy the amateur astronomer users of the system, 
since they are likely to have FITS processing software on their own computers already, 
and indeed would probably prefer to process the files in software applications they are 
already familiar with. Unfortunately this solution would leave all other users without a 
method of viewing the images. Since a large proportion of the users of the Web site will 
be novice astronomers and school children, another solution must be found.
The Oxenhope telescope Web site computer converted its  incoming FITS files to 
Graphics Interchange Format (GIF) (CompuServe Inc. 1990) files for display on the 
Web site. GIF is a compressed lossy file format which supports a maximum of 256 
different  colours  per  image.  It  created  images  with  small  file  sizes  which could be 
downloaded using the Internet speeds of the day and would display in Web browsers. 
However,  automatic conversion from 16 bit  FITS data to 8 bit  GIF data is difficult 
because some algorithm needs to analyse the FITS file and make automated decisions 
on the threshold and scaling factors.  Sometimes this  will  work and produce images 
which pick out the relevant astronomical features, other times the resulting image will 
be overly dark or overly light. While certainly a useful tool for the Web site to have, 
automatic conversion should not be the only available option, for the cases where it 
chooses incorrect values and generates poor images. Even if good quality images are 
produced,  most  of  the  original  telescope  data  is  lost  through  the  16  bit  to  8  bit 
conversion, and then the lossy compression to the GIF format. Amateur astronomers 
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typically would not be too interested in the GIF files.
When  it  was  first  commissioned  the  Liverpool  telescope  team came up with  an 
innovative approach to the problem (Steele et al. 2000). Some data reduction took place 
at the telescope on the island of La Palma before being sent over the Internet back to 
computers at Liverpool University. The data was compressed, but not reduced so much 
that useful scientific measurements could not be taken from the data. Schools were one 
of their target audiences for research programmes using the telescope data, and in order 
for schools to work with the data the Liverpool team created a software application 
called LTImage specifically to work with the typical computers available in schools at 
the time, and shipped the software to schools on CD-ROMs. The software was designed 
with different levels of user expertise in mind, to support students of different abilities. 
It also consumed far fewer system resources than other image processing tools available 
at the time, and as such it was a good match for school computers.
Creating custom software in this way guarantees the capabilities of the system to 
student  users  and  allows  for  custom or  specific  experiments  to  be  done  using  the 
telescope  observation  data.  This  solution  brings  substantial  overheads  though,  with 
school system administrators needing to install the software onto proprietary computer 
networks in a manner making it available to multiple students. Some institutions may 
not have the technical know-how or the time available to install custom software such as 
this – network installations of software applications are substantially more complex than 
single computer installations.
The work of implementing all the components which make up the Web interface to 
the remote autonomous telescope began in 2002, only coming to a conclusion in 2008. 
Simultaneously  with  this  project,  the  robotic  telescope  hardware  itself  was  being 
constructed which affected the order of work undertaken on the interface (Hedges et al. 
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2003). As basic functionality testing of the telescope robot began in late 2003 it was 
important that fundamentals were created first. Because of this, major design decisions 
including those selecting which technologies to use, occurred in these early years. Parts 
of the system not critical to operation, such as real-time remote monitoring of the robot 
were completed later.  However,  since it  was  known early on that  these less critical 
features would eventually exist, preliminary decisions on how they would be designed 
were  also  taken,  and  spaces  left  in  the  design  of  other  components  ready for  their 
eventual inclusion.
8 Summary
This chapter has set out the seven areas of work in detail, describing the problems 
and challenges which require solving. Different possible solutions for each area were 
detailed,  referencing  existing  work  or  examples  of  solutions  undertaken  by  other 
projects where possible. In particular, the project for the Bradford Robotic Telescope in 
Oxenhope was examined, comparing what was achieved with what can be achieved 
now.
The following seven chapters will each examine one component that makes up the 
overall  interface between human and robot.  They will  show the decisions that  were 
taken  to  construct  the  components  of  the  Web  interface  dealing  with  the  changing 
demands  of  the  telescope  programme,  the  rapidly  developing  technology  and  the 
compromises that had to be made to construct an effective operational system.
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CHAPTER III
WEB INTERFACE DESIGN
On  a  typical  commercial  Web  site  it  is  now  common  to  see  several  Flash  based 
advertisements with animation, sound and sometimes even video, however, in 2002 the 
Web was a simpler place. Most Web users certainly in the U.K. were still connecting to 
the Internet with a modem over a telephone line which restricted Internet speeds and 
kept  Web sites  smaller  and  simpler.  The  telescope  robot's  Web interface  and pages 
themselves had to be efficient and quick to use, but also had to present a consistent 
visual theme to convey a sense of professionalism.
Several components make up the entire Web interface:
• Server hardware: The computer or computers that accept connections from client 
Web browsers, generate Web pages and return the results. It was decided that the 
server hardware was beyond the scope of this project,  because a well written 
Web application should be portable across different server hardware. In practice, 
the choice of hardware limits the choice of operating system, which in turn can 
limit the Web server and Web language software choices, so care should still be 
taken.
• Server operating system: The project  should be insulated from the choice of 
operating system because the Web application should be abstracted away from 
the details of the operating system by the software layers it relies on. A UNIX 
type  environment  was  selected  for  several  reasons.  UNIX  and  UNIX-like 
operating systems are suited to server roles, and are designed to be multi-user, 
multi-tasking systems. The open source movement which was acquiring speed 
by 2002 promotes freedom of development by removing barriers such as source 
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code  availability,  pricing  and  licence  management  (Appelbe  2003).  Whole 
operating systems such as Linux are available in this  way, along with a vast 
array of open source libraries and resources. The Oxenhope project Web server 
computer ran the Solaris operating system from Sun Microsystems; the Tenerife 
project Web server began in the same way on a Sun Ultra 10 server computer, 
though it soon moved to much more powerful Intel hardware running the Linux 
operating system. The Web application was moved from one system to the other 
without  any  modification  being  necessary.  The  alternative  to  a  UNIX-type 
operating system is a Microsoft Windows system. While it would be technically 
possible  to  implement  the  telescope  Web  interface  on  a  Windows  platform, 
Windows comes with cost and licensing issues and in 2002 it did not have the 
best reliability reputation. No important advantage could be identified for using 
the Windows platform.
• Web server software: The choice of Web server affects which Web languages are 
available for use, since Web languages usually have to be written or adapted 
specifically for each Web server. However, in 2002 by far the most popular Web 
server  across  all  UNIX-like  operating  systems  was  Apache  (The  Apache 
Software Foundation n.d. a), and was the best supported and least limiting to the 
options for Web languages. According to Netcraft, a company which regularly 
surveys the use of Web server software, the Apache server hosted over 63% of 
all Web sites, whether on a UNIX-like operating system or not (ServerWatch 
2002). There are virtually no appreciable disadvantages to using Apache. It is a 
heavyweight application so is not suitable for very low power computers, but 
this does not affect this project because the server hardware is easily capable of 
running Apache.  Something to consider for all  Apache administrators are the 
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security  implications  of  the  popularity  of  Apache.  There  is  the  danger  of 
malicious attack for any server software,  but Apache's prevalence makes it  a 
much larger target. And, if an attacker located a vulnerability they could launch 
an attack on all installations of the software, potentially affecting a huge number 
of Web sites. However, Apache has proven over several years to be a reliable 
and  secure  Web  server,  possibly  partly  due  to  it  being  open-source.  With 
publicly available source code, flaws are found and fixed rather than left hidden. 
Apache was selected for use as the Web server to provide the interface for the 
robot.
• Server side Web scripting language: A Web scripting language allows program 
code to be executed to generate and customise a Web page in real-time, rather 
than to serve a pre-written generic one. This is the layer in the stack which the 
Web application directly relies on. Facilities not provided or made possible by 
this layer will simply be unavailable, and to change the scripting language would 
require totally rewriting the Web application. Therefore, the careful selection of 
Web scripting language to match the project is critical. This will be discussed 
further, below.
• The Web application itself: A large proportion of the project development time 
will be spent on creating the Web application, which will consist of program 
code written in the selected Web scripting language, HTML and CSS (Bos n.d.) 
display code, and fragments of static content to be used with the dynamically 
generated content. The goal of this part of the project is to create a dynamic Web 
site which is logically structured, easy to navigate and allows users to achieve 
their goals on the site with ease. This will require development of the program 
code which actually implements the interesting and useful parts of the Web site, 
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but will also require development of all the various support systems of the Web 
site such as managing user permissions, logging user actions, managing dynamic 
site navigation and handling user input safely.  This will be discussed further, 
below.
• Client  side  scripting  language:  JavaScript  is  an  interpreted  programming 
language,  for which interpreters  are built  directly into Web browsers. Scripts 
written in JavaScript can be sent along with a Web page to execute within the 
user's  browser.  Its  functionality  is  limited  to  dynamically  modifying  page 
elements,  interacting  with  the  user  by presenting  message  box windows and 
other HTML sub-windows, and checking form inputs. Since JavaScript code can 
interact with the user on a single page without additional communication round-
trips  back to the Web server,  it  can make Web sites  feel  more dynamic  and 
interactive.  However,  there  are  two  major  drawbacks  to  using  JavaScript, 
compatibility  and  security.  Firstly,  usually  only  full  computer  browsers 
supported JavaScript properly. Some mobile devices and text-mode browsers do 
not support JavaScript. The use of JavaScript can also harm the accessibility of a 
Web site by making it  more difficult  for screen readers to interpret  the page 
correctly. Also, in 2002 support for JavaScript among the main browsers varied 
in  its  implementation  so  much  that  it  became  common  practice  to  have  to 
programmatically identify which browser was being used and select different 
code  to  run  on  the  different  browsers  (W3Schools  n.d.).  Even  then,  it  was 
difficult, if not impossible to create the same user experience in every browser. 
Secondly,  since  JavaScript  can  execute  code  on  users'  computers,  it  is  one 
possible  vector  of  attack  from malicious  Web sites,  ranging  from displaying 
harmless  but  annoying pop-up messages  or sub windows, to  exploiting bugs 
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within the JavaScript interpreter or browser in order to download and execute 
more dangerous code. For these reasons, some users prefer to disable JavaScript 
completely. The combination of these factors ruled out JavaScript in 2002 as a 
possible technology for use on the telescope robot interface Web site. Doing so 
meant that in-page interaction such as checking form input in real-time would 
not  be  possible,  however,  it  was  decided  that  this  was  an  acceptable 
compromise.
1 Scripting Language Selection
Ideally,  the language selection should not  affect  what  can be created,  just  how it  is 
created and how it is executed. The choice can affect how quickly a Web application is 
developed,  how  the  application  integrates  with  other  systems  and  the  speed  of 
execution. A poor choice of language could cause a lot of the produced software code to 
be focussing on low level functionality rather than the goals of the application itself. It 
could also prevent some features from being developed at all, if the language did not 
possess the required capabilities.
PHP: Hypertext Processor (PHP) was chosen as the dynamic scripting language for 
the Web site. From the PHP Web site:
“PHP is a widely-used general-purpose scripting language that is especially suited  
for Web development and can be embedded into HTML.”  (The PHP Group 2009)
PHP is quick to learn, easy to work with and has a syntax similar to other mainstream 
languages such as C and Java (Cullen 2002). There are numerous modules available 
within PHP to interact with libraries, databases, networks, protocols, servers and the 
underlying operating system for all of which the documentation is centralised, freely 
available and of good quality. It can be built as a dynamically loadable module for the 
Apache Web server which, when loaded, results in the PHP scripting processor being 
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part of the Web server itself. This allows for excellent performance because there are no 
slow communications protocols or interfaces between the Web server  and the script 
processor.  Execution  of  interpreted  PHP code  is  fast;  according  to  the  PHP how-to 
(published  at  around  the  same  time  as  this  scripting  language  selection  was  being 
made), third party testing showed PHP faster than ASP, JSP and ColdFusion (Vasudevan 
2002).
PHP is a weakly typed language – meaning that variables are not defined as having a 
set type e.g. integer or string, rather the language converts the value to the correct data 
type required at any given time, if it makes sense to do so. For example, two strings “3” 
and “4” can be added together in PHP to create the integer 7, which can then be printed 
to screen by the echo command which converts the integer 7 to a string “7”. All this is 
handled  by  PHP without  the  programmer  having  to  explicitly  cast  variables  to  the 
correct  types.  Weak typing works particularly well  when database communication is 
involved since all SQL is textual – the automatic conversions allow the programmer to 
simply work with the data going to and from the database, rather than having to put it 
through conversion functions or cast it throughout all the code.
PHP  also  supports  arrays  with  textual  index  keys,  which  when  used  with 
heterogeneous  data  and  totally  automatic  memory  management  makes  for  a  very 
flexible and powerful data storage system. For example, strongly typed languages make 
communicating with RDBMS databases more cumbersome because data types need to 
be known in advance. This either results in entire table structure being programmed into 
the application, or the application having to ask the database layer for each individual 
cell separately with the expected type information. In contrast, PHP can take any row 
returned from a database and make a dynamic array from it, with the columns names as 
index keys, regardless of the data type of each cell.
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This  functionality  allows  rapid  application  development,  which  is  naturally 
beneficial to any project, but works very well with Web sites as code changes can be 
previewed  by a  browser  with  a  single  click.  The  time for  a  code-deploy-test  cycle 
working with PHP can be very short compared to compiled languages which have a 
longer and more complicated cycle.
With all  these rapid application development  features comes one of PHP's major 
disadvantages – it allows developers to write sub-standard sloppy code. The features 
which allow developers to write and test code so quickly also make it possible to create 
a mess of badly matching uncoordinated code across many files. However,  with the 
correct developer discipline this can be mostly, maybe totally, avoided.
The  other  major  disadvantage  to  PHP in  2002  was  the  lack  of  object  oriented 
programming features. PHP had reached version 4 when this project began, and that 
version of PHP had only basic object oriented features – missing out private member 
variables,  abstract  classes,  interfaces,  standard  constructors  and  destructors,  among 
other things. While the lack of object oriented programming features would normally 
exclude  it  from selection  for  a  large  modern  software  project,  in  the  case  of  Web 
programming it is not necessarily a major problem. Object oriented programming works 
well when one large program is running which creates many objects, keeping them in 
memory for later manipulation. A Web application works in a totally different manner. It 
is not all loaded at the same time and normally cannot leave objects prepared in memory 
for use later by either the same or other users. Because of the page based nature of the 
Web,  the  Web  application  is  used  in  fragments,  with  each  one  only  dealing  with 
information relevant to that page's function. A Web application could be implemented 
using object oriented technology, and later versions of PHP support many more object 
oriented features, however, it is not necessarily the advantage that it can be to normal 
72
applications.
PHP can run as either a Web server module or as a completely stand-alone program 
with no Web server involvement in the same way as other regular non-Web scripting 
languages.  All  the  same language  features  and modules  are  available,  meaning  that 
back-end maintenance scripts can be written in the same language as the front end Web 
application.  This  is  a  very useful  benefit  –  not  only does  it  simplify and speed up 
development  by  reducing  the  number  of  technologies  involved,  it  also  creates  the 
enormous advantage that both Web application and back-end maintenance scripts can 
use  common  source  code.  This  results  in  sizeable  amounts  of  code  dealing  with 
database access, data handling, file handling, job control and other areas of the system 
only having to be written and maintained once. This makes for a more reliable overall 
system since there are not multiple implementations of similar functions which could 
end up out of synchronisation with each other over precise implementation details.
PHP was selected  for  the  Web scripting language  on its  merits.  The commercial 
offerings – ASP and ColdFusion – were rejected because they were costly, slower and 
more difficult  – if  not impossible to integrate into the Apache Web server.  JSP was 
rejected due to its poor performance, being able to process only about one third of the 
pages per second of PHP. Perl could have been used for the Web application, however 
Perl was created well before the Web existed to be a general purpose UNIX scripting 
language. While it can be used to create dynamic Web sites, many of the features built 
into PHP have to be added as modules for Perl.  Even the ability to switch between 
HTML and Perl  in  the  same file  is  not  part  of  the standard Perl  distribution  – the 
developer must select one solution of of a range of Perl modules which provide this 
functionality to varying degrees, examples include Embperl (Richter n.d.) and Mason 
(Swartz n.d.). It can be made to work by installing an additional Perl support module 
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onto the server, but it is another factor which makes other languages more suitable for 
the Web.
2 The Web Application
The Web application layer sits on top of the scripting and database layers, the operating 
system and the server hardware. It is the part of any Web site which makes it unique; the 
purpose  of  the  Web  site  is  implemented  in  this  layer,  using  all  the  appropriate 
functionality provided by the layers below. It was quickly decided that for the telescope 
Web interface, a bespoke Web site should be created from scratch, rather than the option 
of using a CMS such as Drupal (Buytaert 2009), PHP-Nuke (Burzi n.d.) or Movable 
Type (Six Apart n.d.). The disadvantage of a large development time was accepted in 
order to reap the benefits of a fully customised system with control over the design 
retained by the BRT project, also with the freedom to add and remove any functionality 
as desired.
This diagram shows the different layers of software modules which depend on each 
other in order to construct the Web application. At the lowest level the server hardware 
and operating  system is  represented.  Apache  and  PostgreSQL are  software  services 
Figure 11: Systems and modules making up and supporting the Web application
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which rely only on the server operating system. PHP functionality is installed into the 
Apache  software  and  also  depends  on  the  availability  of  PostgreSQL.  The  yellow 
modules  above PHP show the  generic  dynamic  Web application  support  modules  – 
components that any complex Web application will require. The green modules above 
are those specific to this Web application – an interface for a robotic telescope. All these 
modules will be explained later in this chapter. Also installed to form part of the Web 
interface  are  a  documentation  wiki  and  a  community forum.  As  these  are  software 
packages external to the software developed for this project,  they are shown relying 
directly on PHP.
2.1 Look and Feel
Due to the evolution of the Oxenhope system and the young age of the Web at the time, 
the Web interface for the Oxenhope telescope was made up of a few different styles. 
Figure 12: Index page of the Web interface for the Tenerife telescope robot
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The main index page was of a different style to the job request and view pages, which 
was different again to the documentation pages. This was not atypical of the Web at the 
time – the Web was the technology on the Internet to allow the whole collection of 
formatted text, layouts, graphics and other multimedia objects. At about the same time, 
PCs had just completed the transition from office machines often with monochrome low 
resolution displays to affordable home machines capable of displaying Web content. 
The early World Wide Web left much to be desired in the area of aesthetics because Web 
authors were still learning what worked and what didn't. 
The design of the Web interface for the Tenerife telescope robot had the advantage of 
a decade of Web development before it. The lessons learnt from that decade were ones 
of style and usability and it is hoped that the new Web site for the BRT is a successful 
result. The look and feel of the new site was designed to be homogeneous across all 
pages  of  the  site,  presenting  the  appearance  of  a  single  user  interface  to  a  single 
computer system. Once the user became familiar with one page on the site, they would 
be familiar  with how to navigate  the entire  site,  reducing  user  confusion.  This  was 
implemented  by  creating  common  PHP  code  to  generate  everything  about  each 
individual Web page except the content unique to that page. Each page on the site made 
a  few  simple  function  calls  to  common  PHP code  and  then  concentrated  on  the 
particular job of that page. Having a Web site work in this way ensures that a standard 
look and feel is enforced across the site and common navigation options are available on 
every page. It also allows for rapid Web application development, as all the supporting 
code for a Web page is already written. Any changes necessary to navigation or look 
and feel can be made in just once place and will immediately apply to every Web page 
using the system.
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2.2 Dynamic Web Site Support Code
Behind the scenes of a dynamic Web site are several low level systems critical to the 
operation of the site as a whole. Some of them include:
2.2.1 Sign-up
Every Web application which is to identify its users from one session to the next must 
store some details provided by the user, typically a user name or email address, and a 
password. Other details such as the user's name are often requested. In order to make 
this possible there must be a section of the Web site available to users who are not 
logged  in  which  allows  new users  to  provide  those  details  and  “register”  with  the 
system. For the telescope Web interface, the system asked the user whether they were a 
member of the public, a teacher wishing to use the telescope with a group, or a group 
member. Based on that selection, a small tailored survey was presented to new users to 
collect statistical information about the user base.
2.2.2 Session Management
Users need to be able to identify themselves to the Web site – to “log in”. Once they 
have  provided  a  correct  user  name and password  the  system must  remember  those 
details for the length of the session.  Because the Web protocol does not maintain a 
connection between browser and server throughout the session, “session cookies” were 
invented  as  a  way to  identify  users  across  page-loads  (Ollmann  2003).  Every  user 
whether logged in or not is given a “session cookie” by the Web site – the browser then 
sends the cookie to the Web server along with every request for a page. The server need 
only  remember  which  session  cookie  is  for  which  user,  and  whether  they  have 
successfully logged in.
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2.2.3 Form Handling
Most of the input to the Web application from users is performed using HTML forms. 
Two sections of common code aided the processing and security of forms. Firstly, a 
function was created to retrieve a form input variable based on the variable name, and 
the form submission method used. This simplified the programming work required to 
access form input but also enforced some security on form submission – because the 
function  could  select  between  retrieving  “GET”  and  “POST”  variables,  the  Web 
application could enforce that forms were submitted in the correct manner, making it 
more difficult to tamper with form input. In virtually all places that form input was 
used,  standard  trim and escape  functions  were  used  to  sanitise  input.  To avoid  the 
possibility of a malicious user affecting the page display to themselves or other users, 
all input must be checked for HTML tags, and if found they must be rendered inactive 
or removed. Secondly,  it  is desirable to prevent users from being able to submit the 
same form twice, to prevent duplicate objects being created in the database. This can 
easily occur if the user should use their browser's “back” button to navigate inside their 
own page cache back to a form which has already been submitted. The solution adopted 
was to embed a randomly generated key number in every form sent to the user. The key 
was also stored in the user's session, ensuring that only one particular form could be 
submitted at any one time. When the form was submitted, the browser also returned the 
key number with the form, which the Web application could first check for its validity, 
and then delete from the user's session,  rendering it  inactive.  In cases where a user 
accidentally resubmitted a form protected in this way, a message could be displayed to 
the user indicating that the form submission had been ignored due to it having already 
been submitted.
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2.2.4 Permission System
In  most,  if  not  all  computer  systems  there  is  a  hierarchy  of  users  from  system 
administrators to guests including all the users in-between. For Web sites, guest users 
are  typically  unknown  to  the  owners  of  the  site  and  therefore  are  not  given  any 
permissions to modify information or affect any part of the system that they don't own 
or didn't create. Further up the hierarchy there could be known and trusted users who 
are given some access to and control over other people's data or the system itself, but 
only in order to perform certain necessary duties such as moderating user comments. At 
the top of the hierarchy are the administrators who have full access to, and control over 
the site. This method was employed for the telescope Web interface for a time, however 
it was found not to be totally suitable for the requirements of the telescope interface. It 
was found that the access rights to be distributed did not fall into a neat hierarchy, rather 
it  should be possible  to grant  access to  individual functions of the site  to any user, 
regardless of any user account role they may have. To implement this a keyring based 
approach was designed.  Different areas of the site required different keys to access. 
Each key was independent of any other key and most did not imply any other key. Keys 
could be given to any user in any order. If a user attempted to access a restricted section 
of the site, it would check to see if they possessed the correct key – if so, they were 
granted access. The set of possible keys was designed to be dynamically expandable by 
very minimal changes to the application code, making it very easy to bring new keys 
into existence to protect new areas of the site.
2.2.5 Logging
If an application makes a log of its condition, decisions and actions it becomes possible 
to analyse its  performance,  bugs and errors after  the application has been run.  Web 
applications  are  no  exception  and  as  such,  logging  features  were  included  in  the 
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telescope Web interface to make it easy for any page or module to log anything to a 
common collection of  log  files  for  later  examination.  Two types  of  log were made 
available – a debugging log to write anything and everything to, which could be helpful 
in the case of a system error, and an auditing log, where any major changes made by 
users could be logged as a backup to the primary database system.
2.2.6 Database
Although Web languages provide a simple abstraction layer for communicating with a 
RDBMS it  is  still  advantageous  to  introduce  common database  access  code  which 
encapsulates  and  manages  the  database  connection  state  for  the  rest  of  the  Web 
application. Only database functionality required by the application need be exposed by 
this  layer  and  any  necessary  modifications  to  the  common  database  code  can  be 
implemented  in  this  layer  which  will  then  apply to  all  usage  of  the  database  from 
anywhere in the Web application.  In theory,  should the data storage system ever be 
changed for another system (such as conversion to a different RDBMS), only the code 
in this database layer would need modifying, leaving the rest of the Web application 
untouched.
2.2.7 Page Hits
It is useful for Web site developers and owners to know which are the most popular 
pages on a Web site, and which pages are rarely visited. Web servers routinely log all 
page loads, but in an unfriendly manner for statistics gathering. As part of the common 
page set-up code, access to pages can be logged and counted by the Web application. 
This is done for the telescope interface Web site, recording each page's “hit” count to a 
cumulative counter in the database.
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2.2.8 Backward Navigation
The  use  of  the  browser's  back  button  can  cause  problems  with  resubmitting  forms 
already dealt with. It also allows the user to view pages of the Web application outside 
the sequence that the designer intended. One solution to this is to make sure that the 
navigation options presented to the user on the Web page are sufficient for the user's 
needs,  removing  the  need  for  the  user  to  use  the  back  button.  The  telescope  Web 
interface was designed with a page history trail – the Web application would remember 
the sequence of pages that the user had visited. On many pages where relevant, a link 
was dynamically generated to the last page visited. To the user the use of the backwards 
link has the same effect as pressing the back button, but to the system the user is still 
going forwards through pages in an expected pattern.
2.2.9 Account Management
Any computing system with users will inevitably require administrators of the system to 
manage  those  users,  performing  tasks  from  permissions  distribution  to  resetting 
passwords. Web applications are no exception, forums, wikis, blogs and micro-blogging 
sites all have users and administrators. A user management system was developed for 
the telescope Web interface to provide administrators with Web-based access to read 
and modify all the users' account data, and the ability to grant and revoke access to 
various areas and features of the site to users.
2.3 The Telescope Robot Web Application
Built on top of all the previously mentioned components are more components which 
are  specific  to  the  Web  application  in  question  –  in  this  case  the  interface  to  the 
telescope robot.
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2.3.1 Personal Menu
Because the Web site is large and has many sections, a dynamically generated menu 
page is available for each user. The code which generates the menu examines what sort 
of account the user holds and what permissions they have for access to various parts of 
the site.  A menu based on the findings is  created,  which allows the user to quickly 
navigate around the site.
2.3.2 Own Requests
The purpose of the telescope is to make observations for users; to allow users access to 
a  list  of  the  observations  they  have  requested  themselves,  a  page  entitled  “Your 
Requests” was created which located just that user's requests and displayed them in a 
Figure 13: A user's own requests list
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paged list. This part of the site deals with requests, as such the details entered by users 
when they make requests are displayed here, such as a user's own comments about their 
requests. Each request also links to the job which was created for it.
2.3.3 Search of Jobs Database
A comprehensive search system allowing users to specify almost any job parameter to 
search with was created (detailed further  in  Chapter  IX).  Results  are  delivered in  a 
paged list, with each item linking to an individual page about that job – which then links 
to the various methods to view the job.
2.3.4 Web-Cams
Pages were created to expose all of the Web-cam images taken at any one time by the 
many cameras at the Tenerife site. A background process retrieved new images from the 
robot  every five minutes  and the Web pages  used these cached images,  in  order  to 
minimise the usage of the bandwidth to the robot. These pages are the most popular on 
the  whole  Web  site,  as  they  provide  an  instant  insight  into  what  the  robot  and  its 
surrounding area look like.
2.3.5 Weather Information
To  allow  users  to  understand  the  environmental  conditions  at  the  robot,  a  page 
displaying  the  most  current  weather  data  was  created.  The  background  process 
responsible for communicating with the robot retrieved ten minute averaged weather 
sensor samples, every ten minutes. The weather page always showed the latest results, 
but also provided graphs of the last  24 hours of sensor data from each sensor.  The 
graphs  were  updated  once  per  hour.  Another,  slightly  more  complicated  page  was 
developed to allow users to retrieve a set of weather data for any given time and date. 
Results  would be retrieved from the database and displayed in a similar  way to the 
83
current weather page: Graphs for the specified day would be generated, and if a time 
was provided by the user, the closest set of ten minute averaged sensor samples was also 
displayed.
2.3.6 Image Gallery
Discussed further in Chapter IX, a gallery of the robot's best work was created, allowing 
quick and easy access to high quality astronomy images processed into JPEG images for 
viewing on simple Web pages. The gallery could also be displayed in chronological 
mode, allowing users to monitor images other users were submitting to the gallery at the 
time.
2.3.7 Photo Gallery
To provide a background perspective to the project, galleries of images taken by team 
members on their visits to the robot were made available on the Web site. Originally 
created to photographically document the construction of the current Tenerife telescope 
robot, the gallery eventually contained pictures of everything from the surrounding area 
to very detailed pictures of the robot-supporting hardware. Even some pictures of the 
team members made it into the gallery!
2.3.8 Real-Time Data
One section of  the  Web site  provided  access  to  the  real-time data  system, where a 
stream of up-to-the-second information from the telescope robot and weather station 
was displayed. This is documented in Chapter VIII.
2.3.9 Waiting Jobs List
A paged list of every waiting (active) job in the pool was created to allow users to see 
the  robot's  workload.  A background  process  on  the  server  closely  mimicked  the 
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scheduler at the robot and stored simulated scores in the database. This allowed the list 
to be sorted by job score (and therefore what order the jobs would be observed in). The 
simulated scheduler data were also displayed to allow examination of the scheduling 
process.
2.3.10 Documentation
Instead  of  using  a  pre-written  Content  Management  System (CMS) for  articles  and 
documentation, and then adding on all the above extra functionality as custom modules, 
the Web interface for the telescope robot was created in the opposite manner. The core 
site and unique functionality were written specifically for the project and a pre-written 
CMS  solution  was  added  on  for  the  documentation.  The  MediaWiki  (Wikimedia 
Foundation n.d.) software from the Wikimedia Foundation was installed into the Web 
server to handle Web-based viewing and editing of articles and documentation. It was 
customised  to  only  allow  members  of  the  team  to  provide  the  content  and  to 
automatically hook into the existing Web site user authentication system. In addition, 
the Mediawiki software was accessed indirectly through its API rather than allowing 
Mediawiki  to  generate  HTML pages  directly.  This  allowed  wiki  articles  to  use  the 
existing Web site's style sheets and formatting functionality – blending in the article and 
documentation pages almost seamlessly.
2.3.11 Community Forum
The  readily  available  open-source  community  forum system phpBB (phpBB Group 
n.d.) was installed into the Web server to allow users to interact with the BRT team and 
each  other,  to  discuss  telescope  operations,  observations  of  particular  interest,  and 
general astronomy topics.
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3 Security of the Web Application
Security for any computing system such as this is an enormous topic and is a project in 
and of itself. However, for Web applications the considerations are very similar from 
application  to  application.  Therefore,  although  it  is  a  necessary  component  of 
constructing any Web application but is not new work, just a short description of the 
steps taken to secure the telescope Web application will now follow.
Firstly, security of the host server must be implemented, as all levels of the system 
must  be  secured  for  the  system  as  a  whole  to  be  secure.  The  Bradford  servers 
themselves are physically located in a locked and alarmed room, ensuring that only 
authorised  personnel  are  allowed  access  to  the  physical  hardware.  The  operating 
systems of the servers are kept up-to-date with security patches, and a software firewall 
on each one ensures that communication only takes place with intended software, with 
allowed clients (for example, access to the Web service on the servers is completely 
open, yet access to file servers is limited to within the University of Bradford). System 
level user accounts on the servers are restricted to known personnel unlikely to attempt 
to break the system from within.
The  Web  application  implements  several  common  techniques  to  limit  or  make 
impossible various types of attack that may try to break the system. All form input is 
sanitised – HTML tags, special characters and extra white-space are removed from all 
user input. This prevents users entering HTML code which may inadvertently be sent 
back to them for display, or worse, to other users. Any user entered data to be stored in 
the database is escaped – any characters in the input likely to change the meaning of 
SQL queries heading for the database are changed to harmless escape sequences. This 
prevents users attempting to inject SQL into form input which may break the system. 
The cookie sent to users' browsers in order to identify them contains the bare minimum 
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– usually only the session ID allocated to the user. The user is not trusted to store data in 
cookies within their  browser which may affect  future page loads  – any data  of this 
category is stored within the session data which is held on the server. Finally, only input 
variables explicitly expected by each PHP page are loaded and processed – no automatic 
conversion of HTML form input variables to PHP variables takes place. This prevents 
attackers affecting how the internals of the Web application work by poisoning various 
variables.
No system is  perfect  however;  should the worst  happen and a malicious attacker 
were  to  alter  or  delete  Web  content,  corrupt  or  delete  the  database,  or  destroy  the 
operating system of a server, regular backups of all server data are taken and stored on 
other  computers,  ensuring  that  the  worst  loss  would  be  limited  to  data  entered  or 
changed between the previous backup and the attack.
4 Summary
This Web interface design chapter described the components required to construct a 
dynamic  Web  site,  from  the  servers  and  their  operating  systems,  the  Web  server 
software,  Web  scripting  language  and  finally  the  Web  application.  Generic  Web 
application components were detailed along with the unique components for a telescope 
robot interface. The next chapter will look at how the implemented Web site can be used 
to create a dialogue with users, in order to accept requests from users for service from 
the robot.
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CHAPTER IV
ACCEPTING ROBOT SERVICE REQUESTS
There are two challenges involved in accepting requests from users for time on the 
telescope. The first is the presentation of questions and options, optimising the dialogue 
where  possible  in  cases  where  an  answer  on  an  earlier  question  limits  options  on 
following questions. A balance must be observed between making the interface simple 
enough for novices to use but powerful enough for amateur astronomers to create useful 
jobs for the robot. The second issue is how to conceptually store the users' requests once 
they are made.
1 The Interface
A lot of information is required from the user to make up a request for robot service. 
The method provided by the Web software to allow users to make choices or enter text 
is the HTML form, which provides screen widgets enabling several different methods of 
selecting or entering information: single and multiple line text input, tick boxes, radio 
button groups, select lists, pull-down select lists and regular buttons. An example of a 
simple form is the Google search engine home page (Google n.d. b). It provides a single 
line text entry field for the user to enter the search terms, two buttons to execute the 
search and two radio buttons to select the scope of the search – the whole Web or pages 
within the user's own country. It is an example of a clean and simple Web form with not 
too many input fields and buttons to make the form appear complicated. In addition, the 
buttons and radio buttons can be ignored by the user, since the form uses reasonable 
defaults if the user simply enters text in the search terms field and presses the enter key. 
An example of a complicated search form is the Oxford University Press journal search 
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system (Oxford University Press n.d.), containing several text boxes, radio buttons, drop 
down lists and a multiple select list. So complicated is the system that it links to an 
extensive help page on how to use it, however, the system is designed for researchers 
performing  precise  journal  queries  –  a  task  where  a  certain  level  of  complexity  is 
accepted in order to provide a high degree of control to the user. A small survey of 
shopping and news Web sites in 2009 reveals the common aspect of an independent 
search facility, but all those surveyed implemented the same simple usage method as the 
Google example, with just one text input box to be filled in. It appears commonplace to 
have a search system on such Web sites, but one which performs any data manipulation 
and search intelligence without the need for further user input. Keeping it simple for the 
user  reduces  user  control,  but  at  least  avoids  the  situation  where  the  usage  is  so 
complicated it prevents some from interacting with it at all, such as with the VCR clock 
problem.
The  request  constructor  interface  must  support  novice  users  wanting  basic 
observations  –  presenting  them with  easy  to  understand  point  and  click  options.  It 
should also be able to support amateur astronomers wanting to specify all the details 
themselves. It should ask questions of the user in an intelligent order, omitting later 
questions made irrelevant by earlier ones, and for all users, all options and input fields 
should be presented using the most appropriate and user-friendly widget made available 
by HTML.
It is important for good usability to not overwhelm the user with too many form 
inputs on a single page, and also to select the most appropriate data input widget for 
each question the Web site asks. In order to not flood the user with options and also to 
implement the intelligent selection of questions, the Web pages for submitting a job are 
split into different sections using a wizard-like interface which guides the user through 
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the different sections if they are relevant.
The three parts  of the interface presented to all  users guide the user through the 
process of constructing a request. A summary page of the request so far is presented 
immediately to the user and shows all the possible fields, split into the three sections. 
However, only the first section offers the user the option to change any parameters – the 
first  section is  entitled “What  to  observe”.  By entering this  section the user  is  first 
presented with a list of categories of stellar objects to choose from. The categories are: 
Constellations, the moon and planets, well known galaxies and nebulae, Messier objects 
(Students for the Exploration and Development of Space 2008), catalogue objects from 
the  SAO  (SAO  Staff  1966),  NGC  (Sulentic  &  Tifft  1973)  or  IC  (Dreyer  1895) 
catalogues  and finally,  manually entered co-ordinates.  For  each category the user  is 
taken to a new page with a specific method of entering an object choice relevant to that 
category. For example, the solar system body option presents a list of the known bodies 
in the solar system starting with the moon, and then the planets. The user simply needs 
to click on the object they wish to observe. The Smithsonian Astrophysical Observatory 
(SAO) catalogue option takes the user to a page with just a text-entry field on it, in 
which the user is expected to enter an SAO catalogue number. This page need not offer 
lots  of help or display the list  of  SAO objects  (which would be very difficult  as  it 
contains over a quarter of a million objects), as if a user decided to select their object by 
its  SAO number they are  most likely a  user  who knows exactly what they want to 
observe. They are very likely to be an amateur astronomer who already possesses SAO 
catalogue information and would not need to be hampered by any Web pages attempting 
to be helpful – all they require is to supply the SAO identification number to the Web 
site.
This selection system takes the user into a tree of possible options, with some very 
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simple  such as  the  selection  of  the Moon,  and some complex such as  the entry of 
astronomical right-ascension and declination co-ordinates. Novice users can point and 
click on friendly object names they will recognise, and amateur astronomers have all the 
options through to entering co-ordinates manually.
Once the user has selected an object to observe they are taken back to the summary 
page, this time with the first section filled in with their target object. In addition, from 
the choice  of  object  supplied,  the system guesses  at  the camera to  be  used for  the 
observation.  For  example,  if  the  user  selected  a  constellation,  the  wide  field 
Figure 14: Request builder Web page flow diagram
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constellation camera will be selected; if the user selected a galaxy the main telescope 
camera will be selected. At this point the user can either accept the system's choice of 
camera by entering section three, or they can override the system's choice by entering 
section two and selecting a camera manually.
Back  at  the  summary page,  whether  the  user  did  or  did  not  manually  choose  a 
camera, the only section left to fill in is the extra details section. Within this section the 
user can enter an exposure duration, select whether the image should have a dark frame 
applied, select a filter or a combination of filters to acquire a colour image and they can 
enter a comment about the job. While these options might at first seem complicated, 
only exposure duration and filter selection actually require the user's attention. Help is 
provided on the page with recommendations for exposure time, and the filter selection 
Figure 15: A request, nearly completed, displayed on the request builder summary page
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must be done by the user because there is no way for the system to guess what might be 
appropriate. It does however limit the available filter choices to the only ones available 
since the available filters depends on which camera is selected – it can do this because 
the user has already selected a camera in a previous section and that information was 
stored  by  the  Web  application.  One  final  return  to  the  summary  page  shows  the 
complete request, at which point a new option appears – to submit the request to the 
robot.
There  is  a  fourth  section  to  the  job  request  interface  which  is  only  shown  to 
administrators of the site.  This part  allows particular users to set  parameters for the 
request which should not be available  to all  users,  for example the immediate flag, 
which instructs the scheduler to pass the request to the robot before any other request as 
long as the job is physically possible. If all users were allowed to set this flag, inevitably 
some of them would, and would gain an unfair advantage over those who did not. Other 
fields in this section allow administrators to indicate to the scheduler a desired time for 
the observation to be made, the number of images which should be taken for the job 
including the interval between those images, and a free-form text field for engineering 
purposes. This is a particularly interesting field for the system developers because any 
textual data can be placed in it, and it will be transmitted all the way through the system 
to the robot itself and back. Any part of the system can scan the engineering field for 
specific  instructions  and  act  accordingly,  allowing  the  system developers  to  invoke 
specific behaviour per job, or to test new code and behaviour, whist still running the 
normal system code for regular jobs. This saves telescope observing time by eliminating 
start-up, initialisation and shut-down time for new software tests.
The page-based nature of the Web is used to the interface's benefit on the pages that 
deal with creating a job request. The process is split into sections, with one or more Web 
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pages  making up each  section.  The  data  entered  into  each  page  is  submitted  as  an 
HTML form back to the Web server when the user clicks on the “save” button – this 
enables the system to check the validity of the input and query the user if there are any 
problems, but also the system saves the input in a temporary area until all sections have 
been filled in satisfactorily, and the user submits the request. Because further pages of 
the request submission process can refer to the answers provided earlier, they can tailor 
their questions to match, eliminating any which have become irrelevant. The request 
constructor  pages  also  enforce  the  security  considerations  involved  with  creating  a 
request for service. Each time data is submitted from one of the pages it is checked 
before being saved, for example, the SAO entry is a free-form text box expecting a 
number – if something other than a number, or an invalid number for the SAO catalogue 
is entered then the system will not save the input. Other fields are checked to steer users 
into generating better requests in order to avoid wasting user and telescope time. For 
example,  when the  Moon is  selected  as  the target  object  and  the main telescope  is 
selected to take the image, the section of the request constructor dealing with exposure 
times will enforce a much lower limit for the maximum exposure time because higher 
values will almost certainly saturate the camera and produce useless images.
2 Storage Of The Requests
The set of selections the user makes in the job submission interface make up a single 
user request, but storing and handling each request separately from any other is not the 
best solution for telescope efficiency. The Oxenhope telescope Web site stored each user 
request  in  one  job  request  file  (Cox  1996).  Every  job  file  was  considered  by  the 
scheduler and a selection was sent to the telescope at dusk for possible observing that 
night. Each job came from one user and one only. Members of the project team noted 
over time that many observing requests targeted the same small set of celestial objects, 
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with  several  identical  observations  being  carried  out  for  different  users  each  night 
(Baruch 2009). It was noted that if the system could identify identical pending requests 
and only observe one image for them all, observing time would be saved and the system 
could perform more effectively by observing a wider variety of targets. As a result of 
this  change,  the  system would  process  user  requests  at  a  faster  rate,  with  the  only 
disadvantage being that if the telescope took a poor image for an observation, many 
people would be returned that poor image rather than just one person receiving it, as in 
the existing Oxenhope system. For the Tenerife telescope system the benefits were seen 
to outweigh the costs and so this optimisation was built into the job model.
2.1 The First Tenerife Telescope Job Model
After being accepted from the user, requests must be stored in a format such that:
• they can still be read and interpreted by the Web application
• they can be sent efficiently to the telescope site
• identical  requests  can  be  grouped  together  for  one  observation  from  the 
telescope
The adopted solution was made up of the following objects:
In order to fulfil the requirement for the telescope to be able to take one observation 
Figure 16: First job model
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and return it to several users, the Oxenhope model was extended by splitting the concept 
of a job into two distinct objects – request and job. A request object was defined as the 
user's  request  of  the  system  for  an  observation.  A job  object  was  defined  as  the 
instruction that the Web interface would send to the robot – all the details necessary to 
perform the  observation  were  stored  in  job objects.  Each request  object  stored  one 
reference to a job object. When a user submitted a request, the system would check the 
database for a pre-existing waiting job with all the same observing parameters as the 
new request. If such a job existed the new request was stored in the database with a 
reference to the pre-existing job. If no job was found with those parameters, the new 
request object would be stored with a reference to a newly created job object, which 
would also be stored. By creating a many-to-one requests-to-jobs relationship in this 
way,  the  efficiency savings  of  executing  only  one  job  for  multiple  users  could  be 
realised.  Requests  were  not  transmitted  to  the  robot  since  they  contained  only 
information relevant to the Web interface, only the job objects were transmitted. When a 
job had been completed by the telescope robot and returned to the Web site server, all 
requests referencing that job would be marked as completed and all the relevant users 
would be notified by email.
Multiple-image jobs,  i.e.  those  requests  which  required  the  robot  to  take  several 
images separated by a time interval, were implemented by storing the desired number of 
images and the time interval parameters within the job object. After taking an image for 
one of these jobs the telescope site software would not send the job back to the Web site 
server as normal, it would instead update a counter of images taken for that job and 
would leave it in the job pool to wait for its next image.
Because there could be more than one image taken for a job a third object  type 
represented a complete image. The image object contained a reference to the job object 
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it had been taken for and which image in the sequence it was. Also saved in the image 
object were details specific to that image such as the time it was taken, the file size of 
the image and its file name. The image objects and the associated image files could be 
sent back to the Web site server so that users could see images before the sequence was 
complete without affecting the job they referred to.
This object model was implemented and worked successfully, however, over time 
new features were required from the system and as each one was added, more and more 
evidence emerged that there were fundamental flaws with this design.
The ability to mark a job “immediate” showed up problems with the object model. If 
an administrator entered a request for a job and marked it as immediate, the immediate 
flag had to be recorded with the request, since if it were recorded with the job then it 
would not be possible  to identify which user requesting that job caused it  to be an 
immediate job. If that administrator cancelled their request for the job there would be no 
way to identify if the job should be unmarked as immediate. With the immediate flag 
stored as part of the request it could not be transmitted to the robot because only jobs 
were transmitted. Therefore an unintended change had to be made to the transmission 
software  –  at  the  point  when  a  job  was  transmitted  to  the  telescope  robot,  all  the 
requests  for  that  job  were  scanned  for  immediate  flags.  If  any  were  set  then  an 
immediate  flag  was  added  to  the  data  being  sent  to  the  robot.  Whilst  this  solution 
worked, it was one example of the modifications to the software that pointed to there 
being a problem with the design.
One important design feature of the structure of the databases was that the telescope 
robot database should be expendable at any point, i.e. as part of the design, the database 
held at the robot can be lost or destroyed, only losing data which had not yet been 
transferred back to the main Web interface database. Except for the data not returned to 
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the Web interface database,  all  of the robot database job pool and state data can be 
reconstructed by a semi-automatic process using information from the Web interface 
database. This design feature was beneficial because the likelihood of a failure resulting 
in data loss was much greater at the observatory than at the Web interface location, due 
to environmental conditions and less well protected servers. The reconstruction process 
would require human intervention as a failure on this scale is exceptional and is not 
required to be handled by autonomous robotic operation. (Such a failure would probably 
be  caused  by  the  loss  of  a  robot-site  server  which  would  require  significant 
administrator intervention).
When  the  feature  of  multiple  image  jobs  was  implemented  (which  was  initially 
omitted), this principle was compromised. For the scheduler to delay subsequent images 
in a series it required the image objects representing the already-completed images to 
remain in the telescope site database, in order to know when the last one was observed. 
On  the  rare  occasions  that  the  site  database  had  to  be  emptied  and  rebuilt  this 
information  was  lost,  and  some  multiple-image  jobs  were  affected.  The  Tenerife 
telescope systems and the Web interface systems were designed with supporting more 
than one telescope in mind, should the opportunity of constructing another telescope 
robot ever arise. As part of that design, it is desirable to be able to reallocate parts of a 
series  of  images  to  different  telescopes  –  this  was  impossible  with  this  first  object 
model.
Other factors also lead to the conclusion that there was a problem with the object 
model.  When  a  second  request  was  submitted  for  an  existing  job,  the  telescope 
scheduler needed to be made aware of a set of changes to the job. The immediate flag, 
number of requests, and priority value fields all needed to be recalculated and sent to the 
robot. The implementation of all this was not clean because these values could not be 
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stored in the job object.
The scheduler at the robot saved the results of many calculations with the job object 
so that administrators could observe the job queue and evaluate the performance of the 
scheduler. However, none of this data was available at the Web site where the users 
might see it. The Web site job object and the telescope site job object were different 
enough to make either transferring all this data to the Web interface from the robot, or 
regenerating it on the Web interface server, a very difficult task.
The combination of all these factors lead to the redesign of the object model. During 
the redesign it  was found that the fundamental  flaw with this  job model was that a 
single job did not represent a single visit to the telescope robot control software for 
service, i.e. a single image. With the design of the job object changed to reflect a single 
visit to the telescope, the rest of the design slotted into place to create the second job 
model.
2.2 The Second Tenerife Telescope Job Model
The requirements  for  the second job model  were the  same as  with the  first  model, 
except with the following changes:
• The request object should model everything specified from the user without the 
need to create job objects at the time users submit requests
• One job object should represent one visit to the telescope control software – i.e. 
one image
• The job data at the robot should be expendable; it should be possible to recreate 
the pool of jobs at the telescope exactly, using data from the main Web interface 
database
• Multiple-image request state data – such as when the last image was taken and 
what  the  interval  is  –  should  be  saved  at  the  Web  interface  rather  than  the 
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telescope site:
• Not  relying  on  the  robot  database  for  the  multiple-image  state  data 
facilitates the goal of making the telescope site database expendable.
• This would theoretically allow a multiple-image request to be completed 
using different telescope sites, if built. The failure of one telescope robot 
would not impact on multiple-image requests because the remaining jobs 
in the series could be reallocated to other telescope robots.
• Job objects stored in a waiting state at the Web interface should be capable of 
storing  all  the  scheduler  data  and  calculations  about  the  job,  such  that  a 
simulation of the scheduler could be run on the Web interface server in order to 
provide users with information about the state of the job pool.
The resultant  object  model is  more complicated than the first,  but the objects  more 
accurately represent their real-world functions and as such the design works much better 
than  the  first,  allowing  features  to  be  created  that  would  have  been  previously 
impossible.
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The three object types “request”, “job” and “job image” from the first model are 
replaced with three new ones - “request”, “active job” and “complete job”. A request is 
defined as containing all the information submitted by the user and generated by the 
Web interface about a request at submission time. An active job object represents a new 
job,  or  one  which  has  been  transferred  to  the  robot  and  is  waiting  for  service.  It 
represents one visit to the telescope robot in order to create an image. Complete job 
objects are created from active job objects when they return from the robot to the Web 
interface.
When a user submits a request for a job, all the data the user enters into the system is 
stored in the request object. Instead of having to immediately create a job object and 
link the two together, the system is now free to allocate active jobs for requests at a later 
time.  This  procedure  is  now  handled  by  a  background  task  which  also  handles 
Figure 17: Second job model
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communication with the telescope site.  When the job is  to be sent to the robot,  the 
background task either creates a new active job for the request and sends it to the robot 
or it  joins the request  to an existing active job.  If  the request is  to  be joined to an 
existing active job then, as before, the priority value, immediate flag and number of 
requests value are recalculated, but in this model they can be stored directly in the active 
job object. The modified active job object is sent to the robot.
After  the robot  has taken an image for  the job,  the job is  marked complete  and 
returned to the Web interface with the image file, where it is converted into a complete 
job object. Users with requests which reference the new complete job are notified that 
there is a new image available on the Web site. At this point, if the original request was 
for multiple images separated by a time interval, a new active job is created and sent to 
the telescope as a new job. Except for having to delay the possible start time of the 
second  active  job  object,  the  robot  scheduler  can  treat  every  job  object  totally 
separately. This is in contrast to the first model where the job object would stay at the 
telescope until all its images were taken – the active job object now represents just one 
image taken by the telescope and if more images are required, more active jobs are 
made to represent them.
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When a new complete job object is created due to an active job returning from the 
telescope,  the data about the job is  copied from the active job object which is  then 
deleted. The complete job object is almost identical to the active job object except for a 
few data field differences. The engineering and multiple job fields are not part  of a 
complete job, but added to a complete job is information about the image file such as its 
name and size. The scheduler data fields are filled with the information returned by the 
robot,  they are  not  copied from the active job object  which was stored in  the Web 
Figure 18: Sequence diagram of job creation, execution and return
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interface database. This is to ensure that the exact information the robot was working 
with at the time it executed the job becomes available to the user, rather than the Web 
interface  simulated  data,  which  in  some  situations  might  not  be  exactly  in 
synchronisation  with  the  robot's  database.  The  complete  job  is  then  saved  to  the 
database and at that point is considered read-only; specifically the identification number 
of completed jobs is guaranteed to remain the same which enables other parts of the 
system to reference them easily. This is in contrast to active jobs whose identification 
numbers can change at the discretion of the job transmission software.
This job model satisfies the requirements for both the first and second model designs. 
Because the active job objects represent the data sent to the robot much more accurately, 
existing  features  work  more  effectively,  and  new  features  are  made  possible. 
Importantly, the goal that the robot database is expendable is met. This design allows 
any or all of the active jobs either at the Web interface or at the telescope site to be 
deleted with or without warning – all the necessary data to recreate them is in the set of 
requests and complete jobs in the Web interface database. This allows the telescope site 
database to be emptied and repopulated easily for development purposes, or in the case 
of a failure leading to the loss of the telescope site database. If a second telescope robot 
were built,  this model would easily allow the job control software to reallocate jobs 
between telescopes, even ones part of a multiple-image series, to work around the dark 
hours  being  at  different  times  for  the  different  telescopes  and also  to  work  around 
telescope hardware failure.
The goal of providing more information about a waiting job, such as the scheduler 
data, is met by the design of the active job object being as similar as possible to the 
object  stored  with  the  robot.  Notably,  the  data  which  used  to  be  calculated  by the 
transmission software and sent to the robot without being stored in the Web interface 
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database is now present in both locations. Because of this, and the fact that the pool of 
active jobs should be the same in both databases,  it  is  possible  to  run a  minimally 
modified copy of the scheduler software on the Web interface server to generate the 
same queue list of jobs as the robot scheduler is producing. Enabling users to see the 
workload  of  the  robot  and  how  it  is  prioritising  jobs  allows  users  a  greater 
understanding of what the robot is doing and why, broadening the interaction between 
user and robot.
This job model requires that a request object must be able to reference zero, one or 
more active jobs, and also zero, one or more complete jobs – i.e. A request may have no 
jobs generated for it (in the case of a newly submitted requests) or it may have had some 
active or complete jobs created for it. It also requires that both types of job, active and 
complete, must reference (and be referenced by) one or more requests. To support both 
of these links, two linker object types exist – one which links requests with active jobs 
and one which links requests with complete jobs. They are stored in the database in a 
table  with two columns,  the first  column contains  the identification numbers  of the 
requests and the second column contains the identification numbers of the jobs. These 
tables are automatically managed entirely by the job transmission software.
3 Summary
This  chapter  has  examined  the  two-sided  problem  of  how  to  accept,  store  and 
manage requests for robot service. The implemented solution to enable users to generate 
requests for service from the robot was examined. The two job models developed were 
discussed, showing the evolution from the Oxenhope method through to the final model 
developed for the Tenerife system. The next chapter will discuss the issue of how all the 
dynamic data generated by users and the robot are stored, searched and accessed.
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CHAPTER V
DATA STORAGE
1 Requirements
The data storage requirements for the robot interface are complex. Many different types 
of data need to be stored, e.g. users, requests, active jobs, complete jobs, descriptions of 
telescopes  and  filters,  weather  data,  gallery  submissions,  etc.  Data  must  be  stored 
efficiently –  for  instance,  storing each  job description in  a  separate  file  is  a  highly 
inefficient usage of storage space, since file systems usually have a minimum amount of 
disk space taken by each file. A common value is 4 KiB – far larger than is needed to 
store a job description. For example, a set of 100,000 jobs would require almost half a 
gigabyte of storage space, which would be mostly wasted. Disk space being relatively 
cheap means that wasting it in this way would not be too costly – but to sequentially 
scan every job in a linear search would generate the same nearly half a gigabyte of drive 
reads. It is very important that data be accessible and searchable quickly. A single Web 
page view might generate a handful of data look-ups; any delay in this process directly 
impacts on the time it takes to display the Web page. While a couple of seconds might 
be  acceptable  for  one  user  at  a  time  viewing  Web  pages,  multiple  users  using  the 
interface at the same time would cripple the system as all the seconds of disk access and 
processing time would add up to produce very slow page loads.
The data must be accessible to several clients simultaneously. In this case, a client is 
defined as a Web server process (of which there are many on any single Web server 
computer),  a back-end maintenance script,  a non-Web data  analysis  or manipulation 
program,  or  even  a  Web  server  processes  on  a  different  computer.  Data  must  be 
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accessible to programs written in different languages. While the Web application may be 
written using PHP, maintenance scripts may not be, and data analysis programs may be 
written in a compiled language for extra speed.
2 Use of A Relational Database
Nearly all the dynamic data either created by the robot systems or the users can be 
represented in tabular form. This is because the Web interface handles many different 
objects, but the objects are all instances of a limited number of types. The types only 
change as a result of development of the software and so can be seen to be relatively 
static in contrast with the instances of the types. The instances are created, modified and 
destroyed constantly, driven by use of the system. Each type defines a set of variables 
for each object of that type, and when filled in, it is these variables which define this 
object as unique from any other object of that type. This format of data can be tabulated 
– each type can define a table where each type variable is represented by a column of 
data cells, each row can contain all of the variables stored by a single object. Relational 
databases  are  built  for  this  format  of  data  and provide  methods  of  asking  complex 
questions about the data, possibly requiring information to be linked together across 
several tables. Using a RDBMS avoids reinventing the wheel with regard to data storage 
–  usually  they are  mature  software  packages  which  can  reliably  manage  enormous 
amounts of structured tabular data,  whilst  also allowing multiple  software clients  to 
operate  with  the  same  data  at  the  same  time,  even  simultaneously  from  different 
computers.
3 Scalability
If a Web site is to support more and more users, scalability must be taken into account – 
there comes a point when a single machine, however powerful, cannot handle the load. 
Incremental scalability is desirable so that capacity can be added as the need arises – 
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this  is  achieved  using  clusters  of  computers  distributing  the  work  between  each 
individual  machine  (Schroeder  et  al.  2000).  Using  scalable  technologies  from  the 
beginning  makes  this  gradual  scaling  possible;  having  to  redesign  hardware  and 
software implementations away from non-scaling technology when the need has already 
arisen is too late.
Large parts of the cost of delivering one dynamic Web page to a user are made up by 
the processing required to construct the page and the bandwidth used to send the page to 
the user. Both of these problems can be solved by introducing multiple server machines 
because each server can process and deliver content individually. Keeping the dynamic 
data  in  synchronisation  between the  different  server  machines  is  a  problem already 
solved – even a Web site using a single server computer uses multiple instances of the 
Web  server  software.  Using  multiple  server  machines,  those  Web  server  software 
instances are simply spread over the different machines instead of all being on the same 
one. The extension of the RDBMS to allow queries from multiple processes on one 
machine, to multiple processes on multiple machines, is relatively trivial and is a built-
in feature of many RDBMS packages.
It is this capability of RDBMS software to allow multiple connections and manage 
data  consistency using transactions which allows dynamic Web sites to scale.  Some 
RDBMSs can  scale  to  multiple  server  machines  for  the  database alone,  in  order  to 
spread  heavy  load  or  provide  backup  facilities  –  an  example  for  the  PostgreSQL 
database is Slony-I (Marcotte 2005). Advanced RDBMS synchronisation techniques can 
allow a Web site to scale beyond the capabilities of a single database machine.
4 Which RDBMS Package?
The  vast  majority  of  relational  database  software  packages  are  accessible  by  a 
standardised protocol called Structured Query Language (SQL) (Eaglestone 1991). In 
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theory  this  should  result  in  applications  being  portable  across  different  databases, 
however  in  practice,  the  SQL  standard  does  not  quite  cover  enough  features  to 
implement full client applications. This resulted in each database vendor extending SQL 
in slightly different ways, reducing portability of applications, which in turn results in 
the initial selection of RDBMS being important.
Fortunately,  many RDBMSs have been in development for years and are mature, 
stable  and  tuned  programs.  As  long  as  a  Web  scripting  language  has  support  for 
communicating with a given RDBMS, it would be possible to write a Web application 
using that database. The selection of a RDBMS therefore comes down to the availability 
of  particular  features,  availability  of  the  software  on  the  target  operating  system, 
documentation and support,  speed and cost.  There are many relational databases for 
Linux,  commercial  and  free  (Browne  n.d.).  With  such  high  quality  open-source 
offerings  available  it  was  decided  that  an  open  source  RDBMS would  be  used,  if 
possible. After narrowing down the choices available in 2002 to those which operated 
on the Linux operating system, were open source, were accessible using the standard 
SQL and were light enough to run on the available hardware but heavy enough to cope 
with the potential amounts of data the project might collect, two choices emerged. They 
had good documentation and community support, had been packaged for, and integrated 
well with Linux operating system distributions, were stable and appeared to be highly 
popular options for use with Web applications. They were MySQL and PostgreSQL. It 
was decided that commercial offerings did not provide any features over and above the 
open source alternatives that would be worth the cost.
MySQL at the time did not provide full support for database transactions, this came 
just  after  design  decisions  for  this  project  were  taken  (MySQL  Inc.  2002).  The 
availability  of  database  transactions  is  essential  for  the  correct  operation  of  Web 
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application code requiring temporary exclusive access to parts of the database. Although 
at  the  time  the  common  perception  was  that  MySQL  was  generally  faster  than 
PostgreSQL (Smith et al.  2007), the lack of transactions and other RDBMS features 
such as sub-selects,  views, stored procedures and triggers (Hunter 2002) lead to the 
selection of PostgreSQL for use as the RDBMS, despite the potential speed issue.
5 Schema Design
The  book  Relational  Databases  (Eaglestone  1991)  covers  in  some  depth  the  issues 
around well designed database schemata. The key to a good database design is data 
normalisation  –  briefly,  this  is  the  practice  of  analysing  the  data  to  be  stored  and 
ensuring  that  no  (non-key)  data  values  are  duplicated  across  different  tables.  It  is 
undesirable to have duplicated data values in a relational database for three reasons, in 
increasing  order  of  severity:  Firstly,  it  is  less  efficient;  duplicating  data  means  the 
database will require more storage space. Secondly, if a value is to be changed, it must 
be  changed  in  all  the  places  the  value  has  been  duplicated  to.  Missing  any of  the 
duplicates and not changing them would leave the database in a state of inconsistency. 
Finally, a non-normalised schema can make storing some facts impossible. A table not 
in a normalised form stores data about multiple different objects. If one of the objects is 
deleted from the database the whole row in the table is deleted, which can lead to data 
about the other object or objects in the row being lost.
The robot's Web interface database was designed to be highly normalised. Only one 
object type is stored per table, and all attributes of an object are stored only once, and 
depend on a key. If objects need to be referenced from other tables their key is used in 
the other table. In fact  the telescope database design goes further and uses arbitrary 
system-defined  unique  identification  numbers  as  primary  keys,  rather  than  the  real 
attributes about an object which make it unique. The identification number of an object 
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is never changed, eliminating the need to update foreign keys in other tables if a primary 
key data value changes. For example, the user name of a telescope Web site user is a 
unique value – no two users have the same user name. It is a candidate for primary key, 
but a system supplied identification number is used instead, to allow the possibility for 
user  names  to  be  changed  without  updating  all  other  tables  in  the  database  which 
reference users.
Indices are a feature of RDBMSs which allow rapid access to rows in a table which 
without an index would have to be searched for. Linear searches through entire tables to 
find particular rows can take a long time depending on how many rows there are in the 
table; the use of indices can be the only practical way to access the data. For example, 
after years of collecting and storing weather data from the robot, there are millions of 
rows in the weather data table. To find all the weather data collected at a particular time 
by linearly searching through the whole table would require a lot of server disk I/O, 
CPU time and would incur a significant delay. With an index applied to the time column 
of the table, such look-ups are almost instantaneous. The latest weather snapshot page 
on the Web site relies on this technique to display the relevant data in an acceptable 
amount of time.
There are disadvantages to using indices: They require extra disk space to store, and 
they cause a speed penalty when data is written into a table since the index has to be 
updated for each row inserted. These factor must be considered when creating an index, 
but in most cases the benefits of indices massively outweigh the disadvantages. Indices 
are used throughout the interface database where rapid look-ups are required.
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Figure 19: Diagram showing core DB schema
112
6 Storage Of The Observation Images
The desire to keep all data in one managed place for easy centralised access led to an 
attempt to store the observation FITS files within the database. With either job storage 
model  developed  for  the  project  there  existed  a  row  in  the  database  which  stored 
information about, and represented a real observation image file. With an ideal storage 
system the image data should be stored in the same place, permanently linked with its 
meta-data.  Not  only  would  this  help  to  maintain  data  consistency  and  reduce 
complexity, it would also enable an easy transition to multiple Web site computers if 
observation files could be accessed in the same way as all the other data, rather than 
there having to be a separate system to distribute image data.
PostgreSQL provides “Large Object” support for this purpose, however the object 
storage and retrieval operations were outside the scope of SQL and required special 
support  within the API being used by the client language. Objects stored within the 
database were referenced only by an identification number and had to be manually 
managed  and  linked  to  from  other  tables  by  the  application  using  the  database. 
Interrogating the database by hand for maintenance or investigation of large objects was 
an unfriendly and clumsy task. The effort switched from Large Object support to using 
the new “bytea” column type introduced with PostgreSQL 7.2, but while bytea values 
could be handled within SQL they were found to be significantly slower to read and 
write.
A more fundamental  problem finally forced another image storage solution to be 
developed – the size of the database back-up files. Including the observation images 
within the database multiplied the size of the back-ups by many times. If just  1000 
image files were stored in the database, the space taken up by all the other tabular data 
would be negligible in comparison. A daily snapshot of the database was kept for back-
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up  purposes  such  that  the  state  of  the  database  and  entire  Web  interface  could  be 
restored to any previous day, however, image files are static data and simply do not need 
to be snap-shotted in this manner. Backing up daily snapshots of the database with the 
image files  included would  have  wasted  huge  amounts  of  storage  resource  that  the 
project did not have.
Image storage was returned to the server's file system, with each image being given a 
specific file name that the Web interface could build,  given data from the database. 
Since  the  image  files  do  not  change  after  creation,  they  are  simply  incrementally 
backed-up to another off-site location. If and when the telescope Web interface has to 
expand to multiple server machines, a network file system will be required to share the 
image files between Web servers – a more complex and less reliable solution, but a lot 
more practical.
7 Summary
This chapter has discussed how by using a RDBMS the Web interface can store, 
search and access large amounts of data generated by users and the robot, and also make 
it available to many users and systems at the same time. How using a RDBMS enabled 
future  Web  site  scalability  was  discussed.  Practical  storage  of  many  thousands  of 
observation image files was examined, detailing the compromises made from the ideal 
design.  The  next  chapter  will  detail  the  implementation  of  the  communication 
mechanism between the Web interface and the robot, and how selective parts of all the 
stored data are transferred between the two systems.
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CHAPTER VI
COMMUNICATION WITH THE ROBOT
1 Primary Requirements
Two fundamentally separate  systems  exist,  the  Web interface server  set-up,  and the 
robot system – however,  it  must  be possible for the systems to communicate,  since 
neither is useful without the other. The primary goals of the communication between the 
interface and the robot are to:
• Send requests for service to the robot
• Modify jobs already at the robot with updated parameters
• Cancel jobs waiting at the robot
• Retrieve the results of jobs, either images or reasons for failure
2 Secondary Requirements
In order to perform the above goals whilst also integrating well with the rest of the 
systems, the following system requirements also exist:
• The communications software should automatically initiate a connection to the 
robot periodically, transferring jobs and images in batches to ensure efficient use 
of the communications link.
• Periodic communication to send and receive jobs must not be part of the usage 
of the Web site.  In order to handle accepting requests for service from users 
whilst  the communications link to  the robot  is  non-functional,  the actions  of 
accepting service requests  and sending them to the robot must be performed 
separately.
• The  system  must  carefully  keep  the  Web  interface  database  and  the  robot 
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database in synchronisation with each other. In order to avoid losing track of 
jobs  or  their  status,  careful  use  of  database  transactions  and  robot 
acknowledgements must be made. The Web interface side of the software must 
be able to handle refusals from the robot to update or cancel jobs, in the cases 
where the job is in progress or is already complete.
• The system must fail gracefully when contact with the robot cannot be made. 
Jobs must be queued and sent to the robot when possible. The communications 
software must also be robust enough to correctly handle the communications 
link failing during transfers.
• The communications software should easily integrate with the design of the rest 
of the system, not putting data through unnecessary conversions at each end of 
the link.
• The  robot  side  of  the  communications  software  should  enforce  security  on 
incoming  connections.  It  should  ensure  that  only  designated  Web  interface 
servers can connect and issue jobs to the robot. As a secondary measure, in case 
a  malicious  attacker  did  manage  to  circumvent  the  network  security,  no 
instruction sent to the robot should result in any action which could cause robot 
hardware damage.
3 Implementation
Due to the very specific and unique requirements of the system it was decided that a 
custom  software  solution  should  be  developed,  in  order  to  implement  exactly  the 
requirements,  and  only  those  requirements.  Security  of  the  robot  hardware  is 
paramount;  implementing  a  custom  communications  system  ensures  that  only  the 
communication intended to take place actually does.
The realistic solutions using a custom protocol are limited to just  one: a client – 
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server connection model, implemented using the Transmission Control Protocol (TCP) 
(Postel 1981). TCP provides a reliable data stream between two end-points and allows 
the  using  application  to  transmit  and  receive  any data  in  any format.  Networking, 
reliability and in-order packet delivery are handled by TCP, leaving the application to 
concentrate on the content of the communication. Technically it would be possible to 
use the User Datagram Protocol (UDP) (Postel 1980) as a base protocol instead of TCP, 
however, UDP does not guarantee in-order packet delivery, or even delivery at all. As 
these are required features for normal client-server communications, and as UDP would 
provide no other benefit over the use of TCP, TCP was selected as the base protocol.
In the client-server model, the clients ask the questions and the servers reply with 
answers. In this instance, the Web interface asks the robot to execute jobs, and the robot 
replies with answers. Therefore, this work is split into three pieces: the client software 
located  on  the  Web  interface  server,  the  wire  protocol  for  formatting  the 
communication, and the server software located at the robot.
3.1 The Client
PHP is a versatile language; normally it operates in conjunction with a Web server in 
order to generate Web pages. However, it can also be constructed as a regular system 
script  interpreter,  and  with  its  large  collection  of  provided  libraries  it  is  more  than 
capable of carrying out background tasks on the Web server computer.
The client program for the communication system is written in the PHP language, but 
formatted to run as a normal operating system process. The enormous benefit of using 
the same language as the Web application is that program code can be shared between 
the two, often using the same code files simultaneously. Any changes made to the way 
system objects work, for example, requests and jobs, are immediately available to both 
the Web application and the communications software client. Regular boilerplate code 
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such as logging functions and database access do not need to be rewritten. In this way, 
background  maintenance  scripts  can  be  constructed  very  quickly  to  perform 
complicated tasks, simply by pulling in and reusing code already constructed for the 
Web application.  Alternative  languages  for  implementing  maintenance  programs are 
plentiful,  examples  include  C (Kernighan & Ritchie  1988),  Perl  (Perl.org  n.d.)  and 
Python (Python Software Foundation n.d.), but none present such significant benefits 
that would outweigh the enormous advantage of using the same language as the Web 
application.
The client is invoked by the operating system every five minutes. It is internally split 
into  different  task  modules  which  perform  the  various  functions  required  of  the 
communications system. When invoked, the program iterates through the task modules 
in  an  order  specifically  designed  to  maximise  the  efficiency  of  the  job  allocation, 
transfer, cancellation and deallocation routines.
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Figure 20: Work flow of job control client
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Allocate new active jobs based on pool of requests
Send any new active jobs to the robot
Any errors?
Any fatal errors?
Any fatal errors?
Any fatal errors?
Any fatal errors?
Wait five minutes
Any fatal errors?
Stop
yes
yes
yes
yes
yes
yes
no
no
no
no
no
no
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After establishing a network connection to the server at the robot, the client software 
first requests a list of modified jobs. In this context, a modified job is one which the 
robot  has  examined and changed in  some way.  The  telescope  robot  modifies  a  job 
record when the scheduling score has been calculated for the job for the first time, when 
a job begins to be executed on the telescope and when a job completes (successfully or 
otherwise). All the client does with the data at this point is record the new job status 
codes in the active jobs table in the local database. This operation is very fast, since all 
the robot has to reply with is a collection of job identification numbers and their new 
status codes. This is the first communication to take place in the sequence in order to 
ensure that the following task modules work with the most up-to-date data.
Secondly,  the  communications  software  processes  hold  instructions.  These  are 
generated by administrators of the system in cases where jobs should be removed from 
the pool at the robot and put into a hold state. This occurs during development of the 
robot control software and other times when administrators wish to interrupt the normal 
autonomous operation of the robot. The client software transmits one hold instruction 
for each job which should be held – for each job that the server finds in a new or 
waiting state in its job pool, it removes the job from the pool and replies to confirm the 
job's removal. The server refuses to delete jobs from its database when they are already 
complete,  or  are  currently  being  serviced  on  the  telescope.  Hold  instructions  are 
processed after the stage which downloads the list of modified jobs from the robot, to 
minimise the possibility of this ever happening. Normally these two operations would 
be performed with little delay in-between, making it  unlikely that a hold instruction 
could exist for a job already completed or in progress.
Thirdly, the system processes cancel instructions. These exist when a user decides 
they no longer require a requested observation, or do not wish to wait any longer for it. 
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Cancel instructions work in the same manner as hold instructions, except that instead of 
local  jobs  being  moved  to  the  hold  state  they are  set  to  a  cancelled  state  and  are 
removed from the list of active jobs permanently by converting them to complete jobs. 
Cancel instructions are processed after the list of modified jobs is downloaded and after 
hold instructions are processed – this is to ensure that the maximum possible number of 
jobs can be worked with locally, rather than contacting the robot. For example, if a job 
has already been completed or is currently in progress it cannot be cancelled, and if a 
job has already been held then no communication with the robot is necessary to cancel it 
because the job would not be in the robot database at that time.
Fourthly the system deallocates completed jobs. The earlier operation of retrieving a 
list of robot-modified jobs will have altered the relevant entries in the active jobs table 
of the Web interface database.  Deallocating a job involves iterating through each of 
these  modified  jobs  and for  each  one,  downloading  the  resultant  image if  it  was  a 
successful job and acknowledging to the robot that the job has been received by the Web 
interface computer. The communications software at the robot removes the job from the 
job pool, while the software at the Web interface converts the active job entry in the 
database to a complete job entry. Users who had requested any of the deallocated jobs 
are sent an email notification about their newly completed jobs. At this point,  if  the 
request was a single-image request then it is marked as complete, and no further active 
jobs can be generated because of it. If the request is for multiple images in a series, and 
they have not all been taken, then it is marked with a special value to indicate to the 
allocator module that  the request is not complete and should have more active jobs 
generated for it.
Fifthly, the allocator task module is executed, which examines the requests table for 
new and partially complete requests requiring more visits to the robot. For each of these 
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requests, a new active job object is created, however, before recording the new active 
job in the database the system scans the active jobs table for any identical waiting jobs. 
If an identical job exists then the newly created active job object is discarded and the 
request is linked to the existing active job. The existing job is updated to reflect the new 
number of requests  depending on it.  If no identical active job exists then the newly 
created one is recorded in the active jobs table and marked as new. It is this decision 
made  by  the  software  which  solves  the  efficiency  issue  noted  by  the  Oxenhope 
telescope team. Instead of taking several identical images of popular targets, one image 
for each user, the system groups identical requests and saves observing time by only 
imaging the target once, but returning that image to multiple users. While this could be 
seen as the robot cheating to save time, note that the only active jobs eligible to be 
grouped are ones that are already waiting in the job pool. Once a job has been marked as 
complete by the robot it cannot be grouped. This means that a user will always receive a 
new image from the telescope when they make a request, the system never uses images 
from its  back-catalogue  to  service  new  requests.  A user  is  free  to  view  the  back-
catalogue of work at any time, and is indeed offered a selection of previous work at the 
time  they submit  a  request,  however,  any new request  will  always  result  in  a  new 
observation image. It is important that the allocator is run after the de-allocator, since 
the de-allocator can mark some requests as needing reallocation, i.e. any multiple-image 
jobs requiring new active jobs.
Finally, any new, or newly modified active jobs are transferred to the robot by the 
final task module. The robot is allowed to refuse updates to existing jobs if the existing 
job is in progress or completed. In this case the client communications software leaves 
the active job to be updated by the next whole run of the software. This situation should 
be rare due to the operational ordering of the tasks in each run.
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3.2 The Server
The  server  end  of  the  communication  software  is  an  always-running  software 
component located on one of the computers at the observatory. Once again PHP shows 
its versatility by providing modules to integrate with enough of the operating system to 
create a background system process; in UNIX terminology – a daemon. The ability to 
create a system service using a powerful scripting language capable of easily interfacing 
with RDBMS servers is a huge advantage. Normally system services are implemented 
in the compiled C language, from which database access to typed data is much more 
difficult.  Again,  common code can be shared between the Web site,  communication 
software client and this server software, speeding up and simplifying development.
With the server software implemented in PHP and sharing common code such as 
database access and system logging, the code unique to the server is relatively simple, 
distinctly split into handler functions – one per possible question the client can ask. All 
of the logic dealing with request objects is contained in the client, leaving the server to 
handle only jobs. To the robot, its client user is the Web interface, not the human users. 
It does not need to know exactly which users are requesting jobs, only that the jobs 
exist.
3.3 The Protocol Between Client And Server
Usually, protocols for network services have to be well defined and in a programming 
language agnostic format, since servers and clients may not be written using the same 
language, they may not run on the same operating systems, they may even be running 
on hardware which represents data differently in memory. Normally the layout of each 
message to be transmitted must be known by both communicating parties. Messages 
containing several pieces of data must be structured and ordered in a predefined format. 
Every data element must be present, no arbitrary extra ones are allowed. Protocols like 
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this are efficient when in use, but cause developers to write repeating standard code to 
marshall  and unmarshall  data  into  and out  of  each type  of  message to  be sent  and 
received.  Developing such code is  slow and laborious,  prone to  error  and creates a 
program more about data management than what the developer set out to accomplish.
The use of XML (Bray et al. 2008) is a common solution to formatting data to be 
transmitted over a network – it is language agnostic to the point of being easily human-
readable. Since the XML to be transmitted identifies each data element internally, the 
elements do not necessarily have to be in a set order, they don't necessarily have to exist 
and it is possible for unexpected extra data elements to be present without confusing the 
receiving program. This comes at the cost of using more bandwidth to transmit it, more 
memory to store it and more processing time to parse it.
XML was rejected for use as the data formatting system for the communication with 
the  robot,  for  several  reasons.  XML  would  have  introduced  an  unwanted  and 
unnecessary level of complexity into the communications system, as both client and 
server would need to create and parse it. XML is particularly useful when data must be 
transmitted between different systems, however, that is not the case for this application, 
where a closed and private protocol between robot and Web interface is required. The 
major drawback of XML excluding it from being a possible solution is its inability to 
handle  binary data.  While  a  lot  of  the messages  which  this  protocol  is  expected to 
handle will be textual, the vast majority of data transferred using the protocol will be the 
astronomy images. There are two approaches to enable the use of XML to format the 
protocol but to also allow the transfer of binary image data. Either the binary image data 
can be converted into XML-compatible text  with an algorithm such as the Base 64 
encoding technique (Josefsson 2003), or the image data may be placed outside the XML 
blocks, requiring another layer of protocol formatting outside the XML, such as MIME 
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encoding (Freed & Borenstein 1996). The first method is wasteful of bandwidth and 
time, as Base 64 encoded data is larger than the original and requires extra processing at 
each end of the link. The second method introduces yet more complexity by requiring 
formatting to allow XML and binary data to exist within the same protocol, defeating 
the original purpose of using XML for data formatting. 
Neither of these options are appealing, especially when a much simpler and more 
efficient  method  exists.  Because  both  client  and  server  programs  for  the  robot 
communication  are  known  to  be  implemented  in  the  PHP programming  language, 
language specific features can be used to structure network communication, instead of 
using an external technology such as XML. A strictly simple protocol was devised using 
the built in ability of PHP to serialise data.
Just one network message type exists, consisting of three parts. This allows just one 
message processor to be written to work with every piece of communication. The first 
part  is  an integer represented as a string which identifies whether this message is  a 
question or an answer, and defines which question or answer it is. This is similar to a 
command number, or an operation code. The second part is another string represented 
integer – this value is the length in bytes of the third part to come. The third part is a 
string containing PHP serialised data. It is possible to serialise nearly any type of data in 
PHP:  single  variables,  class  objects,  arrays,  arrays  of  arrays,  etc.  The  data  when 
serialised is also self identifying, each object saved retains its variable name and type. 
This  feature  allows  whole  structures  of  key-value  pair  arrays  to  be  packaged, 
transmitted, unpackaged and interpreted very easily, avoiding large amounts of nearly 
identical  message processing code and permitting the program to concentrate on the 
application function. For example, the structure of a typical communication sequence to 
transmit a new job from the client to server would look like this:
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The string “301” is the operation code to indicate that this message is transmitting a 
new job to the robot. The string “587” tells how many bytes make up the serialised data. 
Before serialisation, the data to be sent would be a key-value array with the following 
PHP array structure:
Any fields can be placed in the array to be serialised. Unexpected fields would be 
ignored  by the  receiver,  missing  fields  would  not  throw the  communication  out  of 
synchronisation.  In  this  case,  all  the  information  necessary to  execute  a  job  on  the 
telescope is sent in the array. The server would pass the array to a handler which would 
know how to interpret it to insert a new job in the robot site database.
The communication is strictly one transmission from the client (a question), and then 
one  transmission  from the  server  (the  response).  The  client  may  then  ask  another 
question.  Response messages  are  formed in  exactly the same way as  the questions, 
except that only some responses contain the data payload section. Many responses from 
the robot are simply an indication of success or failure; in these cases the operation code 
Figure 21: A protocol message
301 / 587 / [PHP SERIALISED DATA … ]
$newJob['jobid'] = 74221; 
$newJob['objecttype'] = "SSBODY"; 
$newJob['objectid'] = "MOON"; 
$newJob['exposuretime'] = 150; 
$newJob['filter'] = 3; 
$newJob['darkframe'] = 2; 
$newJob['telescopeid'] = 2; 
$newJob['expiretime'] = 0; 
$newJob['schedtime'] = 0; 
$newJob['submittime'] = 1220662816; 
$newJob['immediate'] = 0; 
$newJob['engineering'] = ''; 
$newJob['priority'] = 10; 
$newJob['numrequests'] = 1; 
$newJob['lastmj'] = 0; 
$newJob['mjinterval'] = 0;
Figure 22: Array structure and contents of an example protocol message
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is the response code and will  contain a  value to  show the success or failure of the 
operation, the length field will contain the string “0” and the data field will not exist. 
One very large response from the server communication software is the response to a 
request for an image file previously taken by the telescope.  These are handled very 
simply by reading the entire image file into a variable, the variable is added to an array 
and serialised as normal along with other information such as when the image was 
taken.
3.3.1 The Protocol Defined
There are just nine defined requests which the client may make of the server. Each will 
now be described.
• Op-code 001 – authenticate.  This  message allows the  client  to  log in  to  the 
server. After the TCP connection is established between client and server, this 
must be the first request.  If it  is not,  the server will immediately disconnect. 
Parameters:
◦ basestationid – each client has a unique ID number which is supplied here 
(currently there is only one client – the Bradford based Web interface – this 
is present for future expansion).
◦ password – the shared secret data which permits the client access.
Return codes:
◦ 002 – access granted. The client may proceed with other requests.
◦ 003 – access denied. The server immediately closes the connection.
• Op-code 221 – update-table.  A request  to  incrementally copy rows from the 
specified  database  table  newer  than  the  specified  time-stamp.  The  weather 
values and weather good/bad decision tables are updated in this way.
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Parameters:
◦ table – the table to be accessed.
◦ starttime – data from this point in time should be returned.
Return codes:
◦ 222  –  success.  A serialised  array  of  the  resulting  database  data  will  be 
returned in the data payload of the returned message.
The server will close the connection on anything other than success.
• Op-code  301 –  send-job.  The  client  sends  a  new job  to  the  robot  with  this 
message.
Parameters: See figure 22 for a complete list of all the parameters sent to the 
robot.
Return codes:
◦ 102 – success – the robot accepted the request.
◦ 103 – failure – a temporary failure occurred.
• Op-code 331 – get-modified-jobs. The client requests a list of all robot-modified 
jobs with this message.
Return codes:
◦ 113 – failure – a temporary failure to retrieve the data occurred.
◦ 112  –  success  –  the  data  payload  section  contains  a  serialised  array  of 
modified jobs, however the only fields present are job-id, completion time, 
status, and the modified count.
• Op-code 321 – job-modify-acknowledge. The client acknowledges receipt of a 
modified job with  this  message.  The  robot  returns  the job to  an unmodified 
status.
Parameters:
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◦ job-id – the modified job being acknowledged.
◦ modified-count – the count value returned in the get-modified-jobs call. If 
this  count  value is  less  than the one recorded in  the robot  database,  this 
request to acknowledge the job does not result in the modified-count value in 
the robot database being returned to 0. (The next call to get-modified-jobs 
will return this job again).
Return codes:
◦ 122 – success.
◦ 123 – failure – a temporary failure occurred.
• Op-code 331 – get-image. The client requests the FITS data created for a job 
with this message.
Parameters:
◦ job-id – the job for which the image data is requested.
Return codes:
◦ 133 – failure – a temporary failure occurred.
◦ 132 – success. The data payload section contains a serialised array of the 
bzip compressed FITS image data, the uncompressed size of the FITS data, 
and all the scheduling data for the job at the time it was observed.
• Op-code 341 – job-received-acknowledge. The client acknowledges receipt of a 
completed job with this message. The robot may then delete the job from its 
database.
Parameters:
◦ job-id – the complete job being acknowledged.
Return codes:
◦ 142 – success.
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◦ 143 – failure – a temporary failure occurred.
• Op-code  361  –  add-update-jobs.  If  the  number  of  requests  for  a  job  has 
increased,  the  client  informs  the  robot  with  this  message.  Any  new  job 
parameters are also transmitted, such as immediate flags, priority values, etc.
Parameters:
◦ A job-updates array.  The array contains  all  the job IDs and details  to be 
updated.
Return codes:
◦ 363 – failure – a temporary failure occurred.
◦ 362 – success – all jobs were updated.
• Op-code 351 – remove-update-jobs. The same as the previous message, but for 
the cases when the number of requests for jobs has decreased. In addition, this 
call  is  used  to  effectively  delete  a  job  from  the  robot  by  updating  the 
numrequests value to zero.
Parameters:
◦ A job-updates array.  The array contains  all  the job IDs and details  to be 
updated.
Return codes:
◦ 353 – failure – a temporary failure occurred.
◦ 352 – success – all jobs were updated.
4 Other Non-Essential Communication
Three other forms of communication exist between the Web interface and the robot:
• The collected weather sensor data is retrieved from the robot
• Images from the many Web-cams surrounding the robot are transferred to the 
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Web interface
• A real-time data stream of technical information about the robot's condition is 
sent to the Web interface
Their implementations are examined separately below.
These forms of communication are not essential to enabling successful use of the 
robot,  but  they serve to  broaden the scope of communication between the user  and 
robot. Adding depth and richness in an effort to provide the more subtle channels of 
interaction,  they  are  perhaps  analogous  to  the  extra  information  humans  use  when 
conversing, such as body language. The goal of the Web interface is to provide the best 
possible  communications  conduit  between  user  and  robot  –  providing  these  extra 
channels  of  information  hopefully  allows  users  to  feel  engaged  with  the  robot,  its 
environment and its condition.
4.1 Weather Sensor Data
The robot's weather station records ten-minute-averaged values to the robot's database 
for each weather sensor attached to the building. Every ten minutes a PHP program on 
the Web interface computer examines the Web interface database to determine the latest 
weather sensor information it has. The time-stamp on this data is used to ask the robot 
system for any weather data created after this time. The robot communications system 
server described above provides the secondary functionality of being able to read all 
weather data after the given time and send it back to the Web interface computer.
4.2 Web-Cams
A separate dedicated system for transferring Web-cam images from the robot to the Web 
site was created. A pre-existing and well  established solution was implemented,  one 
which dates  back to  what  is  claimed to  be the very first  Web-cam (Stafford-Fraser 
2001). A live video signal from a camera is fed into a frame-grabber card in a computer. 
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A dedicated Web server running on the same computer listens for requests for images; at 
the time a request for an image arrives, a frame is captured from the frame-grabber card, 
compressed into the popular JPEG image format and is returned to the user. The method 
was modified slightly for the BRT – instead of users' browsers directly contacting the 
Web  cam  server,  images  are  requested  by  the  Web  interface  computer  every  five 
minutes and are cached. When users request Web-cam images, the stored images are 
returned rather than flooding the communications link to the robot with every single 
image request.  Another modification was made to the method due to the number of 
Web-cams available at the robot – the two single-input frame-grabber cards used by the 
BRT did not provide enough inputs. To solve this, the eight cameras around the BRT 
facility were connected to two four-input remotely controllable video switch units. The 
two signal outputs from these switches were connected to the two frame grabber cards, 
and the Web-cam server was modified to include code to signal the appropriate video 
switch unit to switch to the appropriate camera.
4.3 Real-Time Technical Data Stream
The real-time nature of the technical data stream demanded a unique approach to its 
solution, this will be discussed in Chapter VIII - “Feedback From The Robot”.
5 Summary
The requirements for the communication between a Web interface and a remote job-
based robot were explored in this chapter. The essential communication of jobs to the 
robot and observation images from the robot was performed by a client, protocol and 
server developed specifically for the task. The implementation details of these software 
components  were  documented.  The  non-essential  communication  between  the  Web 
interface and robot was examined, and how it enhances the dialogue between user and 
robot. Once jobs are stored at the robot, they need to be observed in an order which 
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generates good quality image results and user satisfaction. The next chapter will discuss 
the requirements and implementation of the job scheduler for the telescope robot.
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CHAPTER VII
ROBOT SCHEDULING
The purpose of the scheduling system is to determine the time at which each waiting job 
will  receive  service  from the  robot.  Since  a  simple  first-come-first-serve  model  is 
inappropriate  for  astronomy observations,  an  algorithm must  intelligently  order  the 
waiting jobs.
Immediately  the  scheduling  solution  implemented  for  the  Tenerife  robot  differs 
significantly from the two-stage scheduling model used by the Oxenhope (Potter 1995) 
and Berkeley (Richmond et al. 1993) telescopes, and the model where research projects 
are prejudged for worthiness. The Bradford Robotic Telescope project's policy grants 
nearly equal access for all observers, for all jobs. The goal of the project is to create an 
autonomous robotic telescope, therefore there must be no human intervention necessary 
for a job to be completed by the system, including the scheduling of jobs.
The Oxenhope telescope employed a two-stage scheduling process partly influenced 
by the design of the Berkeley system, and partly due to limited computing resources. A 
macroscheduler ran daily on the relatively powerful Web site server to create a subset of 
all the submitted requests for service. The subset was required to be large enough to 
utilise  the  telescope  fully  throughout  a  night  of  observing,  but  small  enough to  be 
manageable by the limited computational power available at the telescope site. After 
being  transmitted  to  the  telescope,  the  subset  of  requests  was  processed  by  a 
microscheduler which performed the final selections of what to observe and when.
No  such  reasons  for  a  two-stage  scheduling  process  existed  for  the  Tenerife 
telescope. All submitted requests are immediately valid; they do not pass through an 
approval process such as with the Liverpool Telescope (Steele & Carter  1997).  The 
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computational  power  of  computers  has  increased  dramatically  since  the  Oxenhope 
telescope was constructed, resulting in the observatory computers being easily capable 
of processing all the possible requests rather than a subset.
1 Scheduling Method
Chapter  II  defines  four  distinct  scheduling methods:  Queue scheduling,  critical  path 
scheduling,  optimal  scheduling  and  dispatch  scheduling  (Granzer  2004).  Queue 
scheduling is not appropriate for scheduling astronomy observations since not all jobs 
can be performed all the time and the potential quality of results for any given job varies 
over time. Queue scheduling would result  in the robot wasting time evaluating jobs 
which are impossible to observe and servicing jobs at unsuitable times. Critical path 
scheduling is a method useful when some jobs depend on other jobs being completed 
first.  A building project could use critical path scheduling effectively – for example, 
walls must be complete before the roof is built. Jobs for the Tenerife telescope will not 
depend on each other in this way, therefore critical path scheduling is not applicable. 
The one exception to this is multiple image jobs – they will depend on prior images 
being completed, however they do not affect the scheduler method selection because 
multiple jobs in a single series will not be part of the job pool at the same time.
Optimal scheduling involves an algorithm being given parameters of a set of jobs and 
an available time period in which to complete them. The time allocated to each job to 
obtain the best results depends on the whole set of jobs; the resultant schedule times for 
the  jobs  are  computed  as  a  whole  set.  Because  of  this  the  method  is  intolerant  of 
changes to the time available to complete the set. Due to its predictable workload and 
environment,  the  Hubble  telescope  is  scheduled  using  an  optimal  schedule  process 
(Johnston  &  Miller  1994).  The  Bradford  Robotic  Telescope  will  be  subject  to 
unpredicted interruptions  by the  weather  –  exactly the sort  of  factor  which optimal 
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scheduling cannot handle, making it an unsuitable scheduling method for the robot.
Dispatch  scheduling  was  selected  as  the  most  appropriate  method  to  schedule  a 
robotic  telescope.  Whilst  many nuances and exceptions  can apply within a  dispatch 
scheduler algorithm, the basic principle is that at any one time there is a “best” job to 
service. To implement this, all the jobs in the pool are evaluated individually and are 
allocated a score to indicate the quality of the job if executed at that time. This process 
is repeated often enough so that the job which should be executed at any given time will 
be the one with the highest score – when the robot is able to service a job, that one is 
selected. This method is most appropriate for scheduling a robotic telescope because it 
is  capable  of  making compromises  between creating the  best  possible  schedule  and 
handling unpredictable changes in factors such as the weather. Dispatch schedulers were 
implemented for the STELLA telescopes (Granzer 2004) and the Liverpool Telescope 
(Steele & Carter 1997) for this reason. The major disadvantage to dispatch scheduling is 
that  it  is  very  difficult  to  predict  when  any  particular  job  will  be  serviced.  This 
unfortunately  does  harm  the  experience  of  using  the  robot,  leaving  users  without 
information detailing when their  observations  will  be performed.  However,  this  was 
seen to be a necessary compromise in order to create a scheduler capable of enabling 
good resulting telescope images.
2 Requirements
The following list of requirements was created for the scheduler:
• All waiting jobs must be evaluated every few minutes and scored
• A single score for each job must be calculated by combining the evaluations of 
several factors
• The software must be written in a modular way such that new factors can be 
created  and  old  ones  removed  as  the  overall  allocation  requirements  of  the 
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robot's time changes
• The  factors  should  be  weighted,  allowing  administrators  to  choose  how 
important each factor should be
• When the robot asks for a job the scheduler must not delay it – a job must be 
ready immediately
• Jobs in the pool with an “immediate” flag set should be prioritised for telescope 
time over other jobs, regardless of their scores
• It should be possible for the scheduler to be put into a manual mode for rare 
special  events.  Administrator  users  of  the  system would  allocate  observation 
times for jobs to be serviced, only those jobs will be serviced
3 Score Factors
The following factors were identified as ones which should affect the overall score of a 
job:
• The time at which the job target culminates (reaching its highest point in the 
sky)
• The time at which the job target sets below the horizon
• The number of requests linking to the job
• Whether the job is part of a multiple image set (but is not the first image)
• The priority value supplied by the Web interface for the job
• The job's requested service time (an administrator-only function)
• The amount of time a job has been waiting for service
The transit time and the setting time of a target should affect the scheduling process 
since the time a target is observed directly affects the resultant quality of the image. The 
setting time is used in case a target has already passed its transit at the start of a night's 
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observing. Because celestial objects set approximately four minutes earlier each night, 
there may be a requirement to “catch” the object before it sets too early in the night to 
observe. Such an object would then be unavailable for observing for, on average, three 
to four months.
The number of requests linking to a job is considered since this  translates to the 
number of people the job will be returned to. If jobs are considered more important if 
more people have requested them, then the system should be able to satisfy more users, 
more quickly. Jobs which are part of a multiple image set, but which are not the first in 
the set, should be considered more important in order to make it more likely that series 
of images are taken at the correct intervals. A priority value transmitted from the Web 
interface should be considered – this is a feature which should be included in case some 
users' jobs should be considered more important than others. Those jobs can be marked 
with a different priority value.
Each  job  can  specify  a  requested  service  time.  This  option  is  available  only  to 
administrators for use on rare occasions. If this value is set then the scheduler should 
make a best effort to service the job at the requested time. If the robot is instructed to 
enter a special “event mode” then only jobs with this field filled with a time can be 
considered for service, and the scheduler makes the job available to the robot at the 
given time. In this mode it becomes the administrator's responsibility to separate the 
jobs in time enough such that one does not overlap another.
Finally,  the amount  of  time a  job has  been waiting for  service  should affect  the 
overall  score for  the job.  The longer  a  job has been waiting,  the more important  it 
should become. This should have the effect of ensuring difficult to schedule jobs do not 
linger in the queue forever by always scoring less than other jobs.
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4 Implementation
4.1 Integration With The Robot
Both Oxenhope and Berkeley telescopes completed their final scheduling on computers 
at the observatory. Although this requires adequate storage and processing capability at 
the observatory, it has the advantage that regular calculations and updates can be done 
to the scheduling data without the use of relatively slow network connections, but more 
importantly  it  facilitates  the  autonomous  operation  of  the  robot.  With  the  final 
scheduling done by the robot, the execution of jobs held in the robot's database can be 
completed entirely without external intervention.
The  scheduler  for  the  Tenerife  robotic  telescope  is  a  single-stage  process.  All 
correctly submitted jobs are transmitted to the robot and a single scheduler operates at 
the robot. An important benefit to this over two-stage schedulers is that the robot can 
operate autonomously for much longer periods of time. Because all possible jobs are 
available at the robot, instead of being able to operate for only a single night as in the 
Oxenhope  solution,  the  Tenerife  telescope  could  potentially  operate  for  weeks  or 
months without external contact.
The robot control software already in development as part of a separate project was 
being  implemented  in  the  C++ programming  language.  The  design  of  the  interface 
between the two projects called for a modular piece of the control software to perform 
the scheduling and to provide the next job to be observed when asked. Two options 
existed for integrating the scheduler with the rest of the control software. Either it could 
be an integral part of the robot control software, which would imply the programming 
language would be C or C++, or it could be created as an external software component 
with a connecting interface between the two systems. An essential requirement of the 
scheduler is that it must be able to calculate the positions of celestial bodies relative to 
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the observatory at any given time. Creating the software to do this is not a trivial task, 
especially in the cases of the Moon and planets in our solar system, as they do not 
remain static on the celestial sphere. Fortunately, publicly available software libraries to 
perform these calculations exist  which can be included into programs requiring this 
functionality.  NASA provides  the  IDL Astronomy User's  Library  (Landsman  1995) 
implemented in IDL (ITT Visual Information Solutions n.d.). The now defunct StarLink 
project  provided  SLALIB  (Wallace  1994)  in  both  the  Fortran  and  C  programming 
languages (and also a separate project exists to provide an interface between SLALIB 
and the  Perl  programming  language  (Jenness  n.d.)).  The  International  Astronomical 
Union recognised a need to standardise a single set of algorithms and constants used for 
fundamental astronomy calculations, and offer SOFA (Wallace 1996) – the Standards Of 
Fundamental Astronomy. This library is also implemented in Fortran. An open source 
software project called libnova (Girdwood & Kubanek 2009) is a highly capable library 
of astronomical calculation routines implemented in C.
It was decided that as libraries existed in the C language which could be directly 
compiled  into  other  software  written  in  C  or  C++,  the  scheduler  would  be  best 
implemented in C and C++ as a module to be included directly into the robot control 
software.  This  eliminated  the  added  complexity  of  an  external  scheduler  program 
requiring an extra layer of code to communicate with the rest of the control software. 
Another advantage with this approach is speed; compiled code generally executes faster 
than interpreted code. One of the requirements of the scheduler is that it must be able to 
recalculate all the job scores every few minutes – a fast and efficient system will benefit 
this. The libnova library was selected to provide the astronomical calculation ability as 
it is implemented in the C programming language, it has good quality documentation 
for its use and could be integrated into the scheduler module cleanly.  The scheduler 
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itself was created using the C++ language as a module to be integrated directly with the 
robot  control  software.  However,  all  stages  of  the  software  are  designed  to  be  as 
modular as possible. As such, if the need arose as some future time to swap the use of 
libnova for a different library, it would be possible by altering the one software module 
within the scheduler which interacts with the astronomy calculation library.
4.2 Life-cycle Of A Job
In order to examine the implementation of the scheduler module, the life-cycle of a job 
at  the  robot  will  be  examined.  This  is  defined  to  be  the  point  at  which  the 
communications software finishes writing a job object to the robot database up to the 
point where the communications software takes over the job once again to return it to 
the Web interface. A newly arrived job will wait in the robot database in the first of 
many possible states. The job cannot be observed until the scheduler has processed and 
scored it. Under normal conditions the robot control software runs nearly all the time, 
therefore the job will have a maximum of only a few minutes to wait until this occurs. 
When the scheduler begins a new iteration it first checks for newly arrived jobs. These 
are handled slightly differently from existing jobs as they are checked for validity by the 
scheduler.  The  job  will  be  checked  to  make  sure  that  all  the  necessary details  are 
present, the astronomical calculation library can calculate a position for the job's target 
object and that the target rises above the horizon during the course of a year over the 
observatory site. If any of these checks fail then the job is marked as being invalid and 
will be returned to the Web interface by the communications software the next time that 
the Web interface contacts the robot. If all the checks succeed, then the job is marked as 
waiting.  At  this  point  the  job still  cannot  be observed because it  still  has  not  been 
scored.  After  the  scheduler  has  completed  processing  new jobs  it  moves  on  to  the 
regular scheduling task.
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For each job in the robot database in the waiting state the scheduler will first test to 
make sure that if set, the expiry time of the job is still in the future. If not, the job is 
permanently rejected  and left  to  be  returned to  the  Web interface.  Then,  the  job  is 
examined by the testing modules; each of these examines the job and can make the 
decision that the job is currently impossible to observe. As soon as any testing module 
makes that decision the job is temporarily rejected and the system moves on to the next 
job  in  the  pool.  The  tests  include:  Whether  the  astronomy  calculation  library  can 
calculate all the required data at the time, the altitude of the target object, whether the 
requested camera is currently available on the robot and whether the system is in the 
special scheduler mode where only jobs with a specified observation time are observed. 
If none of the testing modules decides that the job is impossible then the system moves 
on to the scoring modules.
Every scoring module creates a score value between zero and one for how important 
the job being examined is – zero being not important, one being most important. Each 
scoring module has a weight value associated with it; every time a job is scored by a 
module the resulting score between zero and one is multiplied by that scoring module's 
weight value. This allows some scoring factors to have more effect on the final score 
than others. The resultant value becomes the score given to the job from that module. 
This occurs for every scoring module,  after  which all  the resultant scores are added 
together to form the final score.
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The scoring modules generate scores for the job based on the transit  time of the 
target, its setting time, whether the job is part of a multiple-image set, the number of 
user requests made for the job, the priority value of the job, the specified observation 
time for the job and finally, how long the job has been waiting. After this final score is 
written to the database, the system moves on to the next job; when all the jobs have 
been scored the scheduler will wait for a few minutes before starting all over again.
4.3 The Scoring Process
The scheduler implementation for the Tenerife robot is made up in part by a series of 
boolean operations which test the job for suitability. After these boolean operations, the 
score for a job is calculated through the use of lookup tables and calculations.
4.3.1 Boolean Tests
• Can the calculation library calculate an altitude and azimuth position for the 
target at this time? If not, the job is temporarily rejected.
• Has the job passed its expiry time? If so, the job is permanently rejected.
• Is the target object below the requested camera's operational range? If so, the job 
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is temporarily rejected.
• Is the scheduler in the correct mode for the job? If not, the job is temporarily 
rejected.
4.3.2 Scoring The Job
If a job survives the boolean tests, each scoring module generates a score for the job 
between 0 and 1, which is then multiplied by a manually assigned weighting factor for 
that module. Only one of Transit, CP Transit and Set Time will generate a score for any 
job. The other modules operate independently.
• Transit: If a job transits during the operational night, this module calculates a 
percentage for how far through the observing window the target is. A score is 
assigned as follows, based on the percentage:
Percentage: Score assigned:
0% - 10% 0.2
10% - 20% 0.3
20% - 30% 0.4
30% - 40% 0.5
40% - 50% 0.8
50% - 60% 1.0
60% - 70% 1.0
70% - 80% 0.7
80% - 90% 0.4
90% - 100% 0.2
If  the  job's  target  hasn't  risen  yet,  or  has  already set,  the  job  is  temporarily 
rejected.
• Circum-Polar Transit: This module scores a job if the target never sets.
If the target is less than 2 hours from its transit time, score = 1.
If the target is more than 6 hours from its transit time, score = 0.1.
Otherwise, score = 1 - ((time-from-transit - 7200) ÷ 14400). (time-from-transit is 
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calculated in seconds).
• Set  Time:  If  the  job's  target  hasn't  risen  yet,  or  has  already set,  the  job  is 
temporarily rejected.  If  the  transit  time of  the  target  was  before  sunset,  this 
module gives a score as follows:
score = 1 - (seconds remaining before target sets ÷ seconds in a day).
• Number of Requests: This module gives a score as follows:
score = number of requests ÷ 10, capped at a value of 1.
• Multiple Job: If the job is part of a multiple-job series which has already begun, 
this module calculates a score as follows:
Calculate the percentage of the interval that the job has waited through. 
If the percentage is < 90, temporarily reject the job.
If the percentage is > 100, score = 1. 
Otherwise, score = seconds since 90% point ÷ number of seconds between 90% 
and 100% time points.
• Priority: Simply, score = priority ÷ 100.
• Schedule Time: If the scheduler is operating in its normal mode, and the job has 
a schedule time specified, a score is allocated as follows:
If there is more than half an hour between the current time and the job schedule 
time, the job is temporarily rejected. If the job schedule time is up to 30 minutes 
in the future or up to 2 hours in the past, score = 1. If the job schedule time is 
more than 2 hours in the past, the job is permanently rejected.
• Waiting time: A score is calculated as follows:
score = waiting time (seconds) ÷ 2419200 (28 days). If the job has been waiting 
longer than 28 days, score = 1.
The scores from all the modules between 0 and 1 are multiplied by the relevant weights 
145
and combined as discussed in the previous section.
4.4 A Worked Example
Job ID J93668 was completed at 04:39 on 27th November 2009. It was a normal galaxy-
camera job to image M51 – The Whirlpool Galaxy for 2 minutes in colour, with a dark 
frame. (This actually takes 2 minutes for each of the three colour filters used, plus 2 
minutes  for  the  dark-frame  resulting  in  an  8  minute  job  plus  slewing  and  other 
overheads). There were 6 requests for the job, ranging from the 4th November to 24th 
November. Using the time 04:30 as the approximate time at which the scheduler last 
scored the  job before  it  was  executed,  the  scoring process  would  have  occurred  as 
follows.
As part of the iteration through all the waiting jobs in the database, job J93668 would 
be loaded from the database into memory. First, a set of boolean tests are performed on 
the job – if any of the tests fail then the job is either not possible now (a temporary 
deferral to the next scheduler run) or is never possible (the job is returned to the Web 
interface). The tests are performed as follows:
• The job is checked for validity by the astronomy calculation library – ensuring 
that all necessary details about the current position of the target can be loaded or 
calculated.  The  position  of  the  target  for  J93668  –  M51  –  is  calculated  by 
loading the right ascension and declination of the object from the database and 
using the current time and location to calculate its altitude and azimuth. This 
succeeds, so the job passes.
• The expiry time of the job is examined – if set, and in the past, the job would be 
rejected as invalid. However, J93668 has no expiry time and therefore passes 
this test.
• The altitude  of  the  job  is  checked against  the  lower cut-off  for  the  relevant 
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camera. Galaxy camera operates down to 15° above the horizon, at the time, 
M51 was calculated to have an altitude of 23.4°, and therefore J93668 passed.
• The next test involves the special scheduler event mode. If the scheduler is in 
event mode then jobs are checked for specific schedule times – if they do not 
have  a  schedule  time  then  they  fail  this  test.  However,  on  this  night,  the 
scheduler was operating normally, therefore a job with no schedule time such as 
this one passes the test.
After passing all the testing modules, each scoring module is invoked for the job. The 
results for J93668 on this scheduler run were as follows:
Scoring Module Score Weight Total
Transit 0.3 100 30
CP Transit 0 75 0
Set Time 0 150 0
Num. Requests 0.6 100 60
Multiple-Job 0 200 0
Priority 0.2 50 10
Schedule Time 0 200 0
Waiting Time 0.813227 40 32.52908
Grand total: 132.52908
Figure 24: Table of scheduler data for J93668
• Out of the Transit,  CP Transit  and Set Time modules,  only one module ever 
gives a score for a job. In this case the object does set sometimes and therefore is 
ignored by the CP Transit module. On this night the target's transit time was after 
sunset and therefore this job was ignored by the Set Time module. The Transit 
module scored the job at 0.3 using a simple lookup table based on how long the 
target has and will be available for observing that night.
• The Num. Requests module gives a score of 0.1 per request waiting for the job, 
capped at 10 requests (i.e. a score of 1). 6 requests waiting for this job resulted 
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in a score of 0.6.
• The Priority module takes priority values expressed as a percentage and uses 
them directly to score between zero and one. Therefore, a priority value of 20 
resulted in a score of 0.2.
• The Waiting Time module simply calculates the number of seconds the job has 
been waiting since its first request and divides that by an arbitrary maximum-
waiting-time value in seconds. At the time of writing,  that  maximum-waiting 
time is set to 28 days. The result from this module is capped to a value of 1 in 
the case that a job has been waiting longer than 28 days.
• The Multiple Job module gave a score of 0 since this job is not part of a series.
• The  Schedule  Time  module  gave  a  score  of  0  since  this  job  specified  no 
particular schedule time.
After each score has been calculated,  each is multiplied by that scoring module's 
weight factor and the results are added together to create a final score. A few minutes 
later when the robot asked for another job to do, 132.52908 was the highest score in the 
database, and therefore this job was selected.
4.5 How a Scored Job is Executed On The Robot
The scheduler described above was created to be an integral module of a much larger 
software project undertaken by D. Hedges – the robot control software (Hedges et al. 
2003). The robot control module is the main decision maker for the whole system – 
taking information from the weather station, the time of day and the work provided by 
the scheduler in order to decide what to do, and when. Normally, during the night hours 
and when weather conditions are suitable for observing, the robot control software will 
initialise  all  the  hardware,  open  the  dome  and  then  run  a  continuous  loop  of 
observations  until  dawn,  or  until  the weather  station indicates unfavourable  weather 
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conditions. At the point when the robot control software requires the specification of the 
next job to be observed, it calls a method in the scheduler module which attempts to 
provide such a job. The robot control module also provides a list of active cameras – the 
scheduler should not provide a job to the robot control module if it is for a non-active 
camera. A camera can be non-active if the hardware has failed for some reason, or in the 
case of the main telescope, if it has not had sufficient cooling time. To select a job, the 
scheduler examines whether it is in the special scheduler event mode. If it is, it will 
select the job from the database which has the highest score and has a job-schedule time 
specified. If not (normal operation), it  will select the job from the database with the 
highest score which has the “immediate” flag set. If no jobs are marked “immediate”, 
the job with the highest score is returned. In either scheduling mode, the job selected 
must be in the scored but not complete state, and its requested camera must be active.
If no job can be selected then the scheduler replies to the robot control module that 
there is no work to do – the robot control module would then place the robot hardware 
in a stand-by waiting state. When the method call returns a job to the robot control 
module, it then sets about actually observing the job.
This entire selection process takes virtually no time at all;  the scheduling process 
which takes all the time is the score calculation routine which runs in the background in 
a separate thread of execution. Retrieving a single job from the database which matches 
all  the  above  conditions  is  a  simple  query  for  a  RDBMS  and  executes  almost 
instantaneously, even if a scheduler run is taking place at the time. This is an important 
feature of the robot control software design, as it ensures no observing time is wasted 
waiting for the scheduler. This exchange point, when a job is handed to the robot for 
service,  is  the furthest  extent  of this  whole project  before a  job starts  coming back 
through the whole system from the robot to the user.
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Once the robot control module has completed its attempt to create an observation for 
the job, it will call another method within the scheduler module to return the job. The 
job  will  return  in  one  of  three  states:  completed  successfully,  temporarily  failed  or 
permanently failed. If a job is returned in the temporarily failed state it is returned to the 
robot database for rescheduling and resubmission to the robot. If a job returns in either 
of the other two states it is written to the database and marked for return to the Web 
interface.
4.6 Modularisation
The scheduler is structured such that if a new requirement for the prioritisation of jobs is 
created, new testing and scoring modules can be created and inserted easily into the 
system.  Any data  about  the  job  and  any of  the  calculations  from the  astronomical 
calculations library can be used to create a score.
Each time the scheduler starts a new iteration of all the jobs, the weight values for the 
scoring modules are read from the robot database. This means that the weights can be 
easily  configured  by  system  administrators,  even  while  the  robot  is  processing 
observations – the values would be used from the next scheduler run onwards.
5 Summary
The scheduling method chosen for the Tenerife telescope robot was discussed in this 
chapter,  and  how  the  method  was  implemented  to  fulfil  the  requirements  of  the 
Bradford Robotic Telescope project. The life-cycle of a job at the robot was examined to 
document the operation of the scheduler including how job scores were calculated. The 
next chapter will examine how to maintain the dialogue between the user and the robot 
at all times, by having the robot provide a live stream of information about itself.
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CHAPTER VIII
FEEDBACK FROM THE ROBOT
Several  purposes  exist  for  having  the  robot  supply  real-time  feedback  about  its 
operations. Primarily, it is an important part of the whole user experience of using a 
robot remotely.  Simply submitting an observation request to the robot and returning 
days later to find an image is not an all-encompassing user experience. The goal of the 
Web interface is to provide the best possible conduit of communication, setting up a 
relationship between the user and robot that the user understands. The purpose of the 
real-time data system is to make it possible to maintain the dialogue between the two at 
all  times  –  providing  data  about  the  robot,  what  it  is  doing,  its  work  queue  and 
environment  can  enable  users  to  understand  and  appreciate  the  system  and  robot, 
helping  them  to  communicate  with  it  more  effectively.  Effective  human-robot 
communication is necessary to avoid a situation equivalent to the flashing zeros on the 
VCR problem.
A useful secondary side-effect of such a stream of information from the robot is that 
it will help the continuing improvement of the interface. It will allow administrators to 
monitor  the  robot  and  help  developers  to  see  in  real-time  what  the  robot  control 
software really does, given expected, and sometimes unexpected combinations of jobs 
and environmental conditions.
A real-time data  stream from a  robotic  telescope  containing  the  raw information 
enables  several  applications.  The  most  obvious  application  would  be  a  simple  data 
screen, showing as much of the information as possible at any one time. This would 
enable experienced users to obtain a very quick overview of the states of all the robot's 
systems  at  the  same  time.  Other  more  specific  applications  might  exist,  such  as  a 
151
graphical weather display. Ignoring all data except from the weather station, a client of 
the real-time data system could draw clouds, rain, sun and wind symbols on screen. 
Such a display would be very easy to understand and would be suitable for novice and 
learner  users.  At  the  other  end  of  the  complexity  spectrum,  there  could  be  enough 
information in the stream to render a three dimensional representation of the positions 
of the mount, telescopes and dome, showing the robot visually against the backdrop of a 
preprogrammed local environment or a simulated sky scene.
The essential parts of the experience of using a remote robot do need to be easy 
enough to understand for all of the possible target audience. The real-time feedback is 
an important part of the experience, but it is not essential that all users understand all of 
it. The feedback can be the one part of the whole system where complexity is not hidden 
from the user. As much information as possible about the robot should be available – no 
detail should be deemed too complicated to at least show to the user. Some users may 
only understand some of the data and they may accept that,  but for other users the 
display of live changing technical data about the robot may even inspire them to learn 
more about what the data means. In the case of a robotic telescope this may translate to 
some users learning the mechanics of how observations are made.
1 The Data
Data about the robot's environmental conditions – the values recorded from the weather 
sensors – and data about what the robot is doing should make up the real-time data 
system. The following information should be made available:
• The right ascension and declination and the altitude and azimuth of the mount
• Azimuth of the dome, and whether the shutters are open, closed or moving
• The selected filter from each filter wheel
• Temperatures of the camera CCDs and telescope tube
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• If a camera is exposing, the duration, time elapsed and type of exposure
• From the scheduler, the number of jobs in the pool, the number of possible jobs 
at that time and the time of the last and next scheduler runs
• Also from the scheduler if applicable, details about the current job and a list of 
the last ten jobs
• From the weather station, the sensor values from the ten-second interval samples 
and the final weather decisions made
• From the main control system – the mode of robot operation and the expected 
start and end times of operation for the night
2 Requirements
Data needs to be collected from all the different modules of the robot control system 
and the weather station software and rapidly transmitted to users using the Web as the 
interface between the data sources and the user. Creating extra complexity is the fact 
that  the  robot  control  software  and weather  station  software  are  distinctly  separate, 
hosted  on  different  server  computers  at  the  robot  site.  To  reduce  client  application 
complexity,  the  real-time  data  system will  need  to  be  able  to  aggregate  data  from 
different sources. For efficiency and security, data should be transmitted from the robot 
to  the  Web  interface  only  once,  and  distributed  from  that  point  to  all  the  users 
monitoring the data at that time.
A balance should be struck between moving the latest information from the robot to 
the user as fast as possible and doing so efficiently. If each fact were transmitted from 
robot to user individually, extra work processing separate messages at every point in the 
system would  be  created.  The  system should  be  able  to  buffer  several  events  and 
transmit them in batches, and yet data should not be so delayed that it is out-of-date by 
the time it reaches the user.
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Because  different  clients  of  the  data  could  exist,  possibly  created  with  different 
programming languages spread over different operating systems, the stream should be 
simple to interpret and process.
3 Implementation
Real-time data consists of the same set of variables constantly changing. Because of 
this, a simple question and answer mechanism is not appropriate – the same question 
would have to  be asked periodically to poll  the variables to determine if  they have 
changed, and if so, to retrieve the new values. If the polling interval were too infrequent, 
values could be missed entirely.  A momentary connection system such as HTTP (as 
used by the Web) is not appropriate. A client using HTTP opens a connection, transfers 
some data and then closes the connection. Real-time data from a robot is a never ending 
stream of information. What is required is a constant connection between the source of 
the information and the end-user, a connection which new data can be passed over at 
any time.
A client-server  model  was  developed for  the  transmission  of  real-time data.  The 
client is the end-user, since they are requesting the data, the server is the data source. 
The Transmission Control Protocol (TCP) was used as the transport layer for the stream, 
since  it  implements  the  notion  of  a  connection  over  a  packet  data  network,  it 
transparently handles network errors involving packet loss and duplication or out-of-
order packet delivery. XML was considered but rejected as a means of marshalling data 
over  the  TCP connection.  XML is  text  based  and  so  is  readable  by  humans  and 
processable by many different programming languages (Bray et  al.  2008).  However, 
because of this, it consumes much more space to store and bandwidth to transmit, and 
data represented in XML format requires complex parsing and conversion to be usable 
by another computer program. For reasons of speed and efficiency, and that the real-
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time data protocol does not need to be human readable, a custom but simple binary 
protocol was implemented.
Both the robot control software and the weather data collection software were written 
in the C++ language, meaning that only one real-time data server module needed to be 
created,  which  could  work  in  both  systems.  Since  there  would  be  only  one 
implementation  of  the  server  but  possibly  many  implementations  of  the  client  for 
different data display methods, it was decided that as much of the complexity of the 
system should be incorporated into the server in order to avoid duplication of coding 
work across the different clients. The biggest challenge to the real-time data system for 
the telescope robot was that there were two data sources which needed to be aggregated. 
To solve the complex task of collecting data from two systems at the robot, transmitting 
the data only once to the Web interface, and then distributing it to clients, a collection of 
generic software components was created – they could be plugged together in different 
ways to solve the particular problems at each step of the process. The components are 
represented by classes in object oriented programming, and as such can be written in the 
C++  language  to  be  compatible  with  the  two  robot  software  systems  already  in 
existence,  and  can  be  translated  to  other  object  oriented  languages  easily.  The 
components  all  inherit  the  same  generic  interface  from an  abstract  data  sink  class, 
making  it  possible  to  connect  them together  in  different  combinations  for  different 
purposes.
3.1 Data Sources
Each software system which will be transmitting real-time data will have one real-time 
data server built into it. The server is referred to as a station for the purposes of the 
software design, and is allocated a station number. The station number is included with 
every item of data transmitted. While the station number might be useful to the client in 
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order  to  decide  how to  display  the  incoming  information,  it  is  also  necessary  that 
information  is  identified  by  station  in  this  way.  Since  clients  will  have  all  the 
information from all the stations sent to them in one stream it will be impossible to 
detect the loss of a connection from a particular source. Clients should have a way of 
removing or invalidating the display of information from a data source that has been 
lost so that users are not presented with out-of-date data. With all data identified by 
station, clients can be informed when a station is lost with a protocol message and they 
can take the appropriate steps to mark as invalid, or completely remove any information 
displayed from that station.
3.2 Data Format
A hierarchical structure was created for the data: Each station can transmit information 
about many modules, each module can contain many keys, each key can contain one 
value.  As  discussed  above,  a  station  is  a  particular  instance  of  the  server  software 
comprising  one  data  source.  Within  that  source  there  may  exist  several  different 
software  or  just  conceptual  modules;  for  instance,  the  robot  control  software  has 
modules for dome control, mount control, camera control, scheduling, etc. Each module 
may be able to transmit facts about different things – these are called the keys. For 
example, the dome controller transmits the azimuth angle of the dome and also whether 
the shutter is open or closed. Finally, the value is the fact itself – in the case of the dome 
azimuth angle this would be a number of degrees. A single fact transmission over the 
real time data system might comprise of the following set of data, in the order station, 
module, key, value: 1, dome controller, azimuth, 230.
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3.3 Software Components
The  real-time  data  system  is  split  into  five  generic  software  components  and  one 
specific  component.  Common  to  every  component  is  that  it  will  accept  data  from 
another  component,  and  can  be  informed  about  a  data  source  disconnection.  Each 
component  will  implement  other  functions  in  addition  to  these  basics  to  fulfil  that 
component's particular task. Each component will now be detailed. Figure 26 shows 
how these components link together to form the fully working system.
3.3.1 Local Receiver
This component is built into the software which generates the data. It is the only part of 
all  the  real-time  data  software  which  any  data-producing  software  needs  to 
communicate with. The software call to transmit a single piece of data is designed to be 
a single line of code in order to make it an unobtrusive addition to existing software. 
The local  receiver  component  knows its  own station number  and is  responsible  for 
adding this to each piece of data flowing through.
Figure 25: Data structure of real-time data system
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3.3.2 Broadcaster
The  function  of  the  broadcaster  component  is  to  maintain  a  collection  of  other 
components,  and transmit  any incoming data  received  to  all  the  components  in  the 
collection. For instance, one local receiver component may send data to a broadcaster, 
which  will  then  copy  each  piece  of  data  to  all  connected  clients.  A broadcaster 
implements  methods  to  register  and  de-register  other  components  to  and  from  the 
collection.
3.3.3 Store
A store component retains in memory any data sent to it. If a new piece of data arrives 
at a store which has the same station number, module and key as one already in the 
store, the existing data is replaced with the new data. Since data sources only transmit 
data when it changes there can be long periods of time between transmissions of values. 
Because of this, any new client application connecting to the system may have a long 
wait before it has a complete set of data transmitted to it. The store exists to solve this 
problem – when a new client connects to the system a store can be instructed to send 
every piece of data held to the client. The client immediately receives a complete set of 
current data, after which the client will receive new data in real-time.
3.3.4 Network Server
This component is contained within the software system generating data, and represents 
one connected client application. When data is sent to this component it will attempt to 
transmit it over the Internet to the client. Immediately after this object is created it could 
be sent a complete copy of the current data set by a store component, after which it 
would be added to a broadcaster in order to receive live data. The other responsibility of 
this  component  is  to  be  able  to  buffer  information  before  transmitting  it  over  the 
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Internet. A configurable time delay specifies how long to buffer information for before 
sending the whole buffer. A longer delay would create a more efficient system but also a 
slower one, where information would not be as current. A shorter delay would mean lots 
of small messages – this would be less efficient but the data would be more current. 
Optionally the delay can be set to zero – every data element would be sent individually 
and immediately.
3.3.5 Network Client
Any software wanting to receive data from the real-time data system will  contain a 
network client component. This component connects to a network server component 
over the Internet and receives data over the link. It immediately passes on received data 
to another component. If no other data receiving component has been registered with the 
network client, any incoming data would be lost.
3.3.6 The Custom Component
Every component described so far would be implemented and used in a real-time data 
network without substantial modification. Each component would perform its small task 
to make up the larger functioning network. In order for a client application to actually 
make  use  of  data  transmitted  by  the  system,  one  custom  component  must  be 
implemented  by  the  client.  It  must  support  the  same  interface  that  all  the  other 
components do – being able to receive data and notifications of disconnected sources. 
The rest of the implementation of this component would be customised to whatever data 
display functionality the application performs.
4 Usage For The Tenerife Telescope
Two requirements heavily influenced the design of the real-time data system for the 
remote robot in Tenerife. Firstly, data is generated by two separate software sources – 
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the telescope robot control software and the weather data collection software. These two 
sets of data must be combined into one stream before being transmitted to software 
clients. Secondly, in order to manage the bandwidth used between the Web interface and 
the robot, only one copy of any data sent over the real-time data system should pass 
over the link – this reflects the same design of the Web interface itself, for example, 
telescope images are copied to the Web interface from the robot only once. From there 
many users  may choose  to  download them.  The  components  described  above  were 
arranged into a design in order to satisfy these and the other requirements for a real-time 
live data system.
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Both servers contained a local receiver component with a unique station number. In 
each server, the local receiver was connected to a broadcaster. A store was created and 
Figure 26: Component layout of real-time data system
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connected to the broadcaster. A network service was created to create network server 
components – one for each client that connected. In the case of the Tenerife servers 
there is only one client application – the one running on the Web interface computer.
A special  software  implementation  was  constructed  to  run  on  the  Web  interface 
computer – capable of connecting to the data sources in Tenerife and allowing multiple 
client connections to itself. Again, components were arranged to make this possible – 
two network clients were created, one to connect to each source server. Both of these 
network  clients  were  connected  to  the  same  broadcaster  –  this  is  where  the  data 
aggregation is performed. A store was created and attached to the broadcaster, and a 
network  service  was  created  to  accept  connections  from  the  end  users.  This 
configuration of components created a repeater node – capable of downloading only one 
copy of the data stream from Tenerife but allowing many clients to connect to it. In 
addition, the store component was capable of pre-loading all the most current data to 
new clients.
5 Client Applications
A Web page alone cannot continuously update on users' screens with live data – some 
other enabling technology must be used. While JavaScript can be used to modify the 
contents  of  a Web page after  it  has been initially rendered to  the screen,  it  is  only 
capable of polling Web servers to retrieve new data (Pohja 2009). Since polling is an 
inappropriate method for quickly changing information as in the real-time data system, 
a technology must be used which is capable of maintaining an open TCP connection to 
the data server, and one which can react to an incoming stream of information. At the 
design time for the real-time data system, only two technologies existed which were 
capable of these requirements: Flash and Java. The general purpose language Java was 
selected to implement the real-time data client application because it was capable of 
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transmitting and receiving arbitrary data over TCP, whereas Flash was limited to XML, 
which had already been rejected as a data marshalling method.
The job of a client to the real-time data system is conceptually simple – all a client 
has to do is connect to the real-time data server, in this case the relay software on the 
Web interface computer, and then wait for incoming data. Each unit of data is made up 
of the station number of the data source, the module name within that source, the key 
name, and the value itself. Each unit of data is read and processed separately as soon as 
it arrives over the TCP link. The requirement of the Web interface's real-time data Java 
applet  was  to display as  much of the information as possible,  in  an understandable 
manner. When the applet  is invoked it draws a grid of boxes on screen to logically 
separate data by which of the robot's systems it originates from. Incoming data is simply 
filled in in  the correct  places  in  the boxes as  it  arrives,  overwriting any previously 
displayed data.
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6 Summary
This chapter has explored the implementation of a bespoke highly modular real-time 
data capture, transmission and display system, to enable the robot to constantly provide 
information about itself,  its decisions and its environment to users. The goal was to 
provide a  sense of dialogue between the robot  and the users at  all  times.  The next 
chapter will discuss the delivery of results from the robot to the user – the complications 
involved  with  the  task  and the  solutions  implemented  for  the  Web  interface  to  the 
telescope robot.
Figure 27: Screen-shot of the real-time data Java applet
164
CHAPTER IX
DISPLAYING THE RESULTS
The primary function of the robotic telescope is to allow users to view and process 
astronomy images  observed  by  the  robotic  telescope.  To  provide  the  best  possible 
experience,  the Web interface to  the robot  should allow users to  view the optimum 
quality versions of images retrieved, for any image ever taken. Novice users should be 
able to view images simply, while advanced users should be given the functionality to 
modify and examine images more closely. Each user should be presented with content 
appropriate to their ability, allowing all users to experience something of value to them.
Normally,  to display an image on a Web site, a reference to the image is simply 
included in the HTML for that page – the browser downloads the image and displays it 
on screen in the location specified by the HTML. Several image formats are supported 
by common browsers, but the results on screen should not vary significantly between 
different  ones.  However,  presenting  astronomy images  on  the  Web  is  a  completely 
different challenge.
1 16 Bits Per Pixel Astronomy Images
The difficulty involved with displaying images returned from the robot stems from 
the fact that astronomy cameras used with the telescope measure light intensity over a 
scale of 65536 different values (16 bits per pixel), while computer monitors can display 
only 256 different levels of brightness (8 bits per pixel) per colour channel. This means 
that the images can never be fully displayed on a computer monitor – only part of the 
data can be displayed at once after a process has been applied to it to scale the data 
down to a range acceptable by computer monitors. Astronomy cameras work in this way 
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so that a much finer granularity of brightness levels can be observed. This has useful 
implications;  dim objects  can  be  observed  over  a  relatively  short  period  of  time  – 
although the exposure may be too short to make any pixel of the target object bright, 
enough brightness levels still exist in the dark areas of the image to product meaningful 
data. Another implication is that to some degree, dim objects and bright objects can be 
successfully observed at the same time. A dim galaxy containing some bright individual 
stars can be observed without the bright stars totally overloading the camera.
While it is possible to simply scale down 65536 levels to 256 linearly, this will often 
produce uninteresting results.  Images often contain the target object observed at low 
light levels – therefore all the interesting data in the image is clustered together in a set 
of brightness levels towards the lower end of the scale. A linear compression of the 
brightness levels will tend to destroy the interesting image data by assigning to it very 
few levels of brightness out of the pool of 256. A more useful method of reducing the 
data involves first reducing the range to be compressed to values which “contain” the 
target object, and then compressing the smaller set of brightness values down to 256 
levels.
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This is accomplished by defining high and low watermark brightness values in the 
source data – brightness values below the low watermark will be considered to be black 
in the reduced image, values above the high watermark will be considered white in the 
reduced image. To some extent this can be achieved automatically in software, however 
the quality of the end result can be subjective and can depend on the goals that the 
human observer wishes to achieve. (See Figure 10 which shows a visual representation 
of this process).
2 JPEG Image Display
The lowest common denominator of methods to display the results from the robot to 
users is to simply convert the images to the JPEG format and include them on Web 
pages.  All  graphical  browsers  can  support  this  format,  including  those  on  mobile 
devices. The JPEG format is a compressed format and therefore images converted to 
Figure  28:  Histogram  showing  subset  of  16  bit  brightness  
space to use for 8 bit conversion
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JPEG have relatively small file sizes. This results in fast image download and display 
for users – important in 2002 when most Internet users still connected using telephone 
lines and modems.
However, displaying astronomy images in the JPEG format has many disadvantages. 
The conversion process to render the image using an 8 bit intensity depth has to be 
performed on the Web interface computer, by software which can only estimate the high 
and  low  threshold  values  for  the  conversion.  The  user  receives  the  output  of  that 
estimation,  with no opportunity to  experiment  with the data  themselves.  If  the data 
confused the  conversion algorithm then the  target  object  might  be barely visible  or 
entirely lost in the image – this could happen if very bright objects were present in the 
same image as a dark target object. In addition, the JPEG image compression algorithm 
Figure 29: Automatic JPEG conversion of Messier 51.
See Figure 30 for further developments.
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is  lossy  –  in  order  to  compress  the  image  some  visual  quality  is  lost.  This  is 
inappropriate for scientific use where original data is required.
3 FITS File Download
In order to satisfy scientists and amateur astronomers performing research using the 
telescope images, the original FITS files (Wells et al. 1981) created by the telescope 
camera are made available. Users who appreciate the original data generally do not have 
a requirement to view the image on the Web site directly, but prefer to download the raw 
data to their own computers and work with it using software they already have installed 
on their own computers. By working with the raw data using one of the many available 
software packages capable of dealing with FITS files, these users can perform complex 
data analysis and manipulate images using whatever functionality their chosen software 
provides.
4 A More Comprehensive Web-Based Display
While JPEG image display satisfies novice users and the ability to download the raw 
data satisfies the amateur astronomers and scientists, users in the middle of this scale 
require a different solution. The JPEG versions of the images usually do not come close 
to showing the quality of the real data,  but only highly devoted or skilled users are 
likely to download the raw data to use with non-Web applications. To allow users in the 
middle of the spectrum to achieve the best quality of image from the raw data, they 
should be allowed to manipulate the process which transforms the 16 bit image data into 
8 bit data for display on screen. The process of manipulating an image in this way is 
iterative – an image is evaluated and a correction to the numbers used in the algorithm is 
entered. The algorithm is run again on the source data to produce a new image, which is 
then presented to the user. The process repeats until the user is satisfied with the image. 
Even with the only inputs to the algorithm being the upper and lower threshold values, 
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there  are  not  an  infinite  number  of  outcomes,  but  there  are  enough  such  that  the 
algorithm must be run in real-time, reacting to user input rather than having images pre-
generated.
Two fundamentally different approaches can be taken to provide this functionality in 
real-time on the Web site. The first option is to transfer all the raw data to the user 
immediately and have their  computer  perform the processing work to  generate  new 
images from the data. This option is costly on bandwidth and increases the time taken to 
present the user with an image, since the raw data is much larger than a preprocessed 
JPEG image. However, subsequent images in the iterative process of manipulating the 
processing  algorithm can  be  generated  without  more  communication  with  the  Web 
server. Since the necessary data to produce every possible image from the raw data is all 
located at  the client computer,  the speed of the interface and the generation of new 
images is only limited by the method used to present the interface and the speed of the 
user's computer.
The second option is to perform the image processing on the Web server computer. 
This has the advantages of transferring relatively small image files to the user's browser, 
saving bandwidth and transfer time, and also no special functionality is required of the 
user's browser, since the whole iterative process of user input and regeneration of the 
image  can  be  implemented  using  simple  HTML forms  and  JPEG  image  display. 
However, this option requires the Web server computer to perform all the work. While 
this may function with just a few simultaneous users, the task of generating an image is 
costly and would not scale to many users attempting to use the system all at once. With 
this option there would also be a speed penalty due to the fact that user input must be 
transmitted to the Web server and results transmitted back for each iteration, and with a 
busy Web server computer attempting to process multiple images for many users, the 
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responsiveness of the system could slow to a crawl.
With the bandwidth available at the time, the Liverpool Telescope project generated 
an interesting solution. Partly motivated by the speed of the Internet link to La Palma, 
the Liverpool telescope project implemented a compromise between these two solutions 
(Steele et al. 2000). Using a custom compression scheme enabling the transfer of just 
one thirtieth of the size of the raw data, transfer times were minimised allowing for 
applications such as near real-time planetarium operation. As the compression scheme 
was custom, the usage of custom software to decompress, analyse and display images 
was also required. The bandwidth available to the IAC observatory sites has thankfully 
increased greatly since then, making the transfer of real unmodified image data in a very 
short time possible.
The solution implemented for the Bradford Robotic Telescope was the former: to 
accept the penalty of a lengthy initial download to the user, but then provide a rapid 
manipulation  interface  by utilising  the  user's  computer  to  perform the  manipulation 
algorithm. It was decided that this was an acceptable compromise because the lengthy 
download stage could only improve with ever faster broadband connections becoming 
available. Again, the two solutions to providing rich user interaction on Web pages were 
examined for suitability – Java applets and Flash objects.
Java was found to be most suitable since NASA provides a Java library for reading 
FITS files (McGlynn n.d.). This meant that the original data in FITS format with no 
conversion necessary can be sent directly to the user's browser to be processed by a Java 
applet. Also, with Java being a general purpose language, it is more likely that it would 
be possible to implement future processing functions and features in a Java applet than 
in a Flash object. With Flash having a more narrow intended usage, it was impossible at 
the time to implement the pixel-perfect manipulation required in order to process FITS 
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data and render it to screen. Implementing other required functions such as the BZip 
decompression library would have been similarly difficult or impossible.
A Java applet was implemented which can be presented on a Web page. It is capable 
of downloading the raw image data and performing the image manipulation algorithms 
on the user's computer to produce images displayable on computer monitors. Partially 
mitigating the large download problem, the FITS data is compressed using the lossless 
BZip  compression  algorithm  before  being  transmitted  over  the  Web.  A Java  BZip 
decompression  library  (Apache  Software  Foundation  n.d.  c)  was  included  into  the 
applet, allowing many images to be downloaded in approximately half of the time it 
would take to transfer raw images in their uncompressed form. The raw image data is 
only ever downloaded once – every manipulation of the source data is performed from a 
copy held by the applet on the user's computer. This saves further bandwidth usage, but 
more importantly avoids communicating with the Web server for each generated image. 
This creates a rapid interface which produces new images as fast as the user's computer 
can process them.
A selection of image manipulation options were created for the applet: high and low 
value  thresholding  (on  all  colour  channels  simultaneously  or  individually),  colour 
intensity adjustment, colour inversion, image flipping, image mirroring and zooming. In 
addition, and made possible by the general purpose abilities of Java, the following tools 
were included to  analyse the image:  pixel  ruler,  pixel  value display and a star  flux 
calculator. The applet can also save the generated image to the user's computer as a 
JPEG file,  and can print  the image on the user's  printer.  While  the applet  is  not as 
capable as non-Web-based FITS file viewers, it is a far richer experience than simply 
viewing the automatically generated JPEG images.
172
5 Displaying Other Users' Images
The Web interface is not limited to displaying just a user's own images – all of the 
robot's work should be available to all users. Every image file returned from the robot is 
stored permanently and details about those jobs are kept in the Web interface database. 
The Web site  can therefore offer  any image for  viewing,  further  enriching  the  user 
experience. There is no need for a new user to enter job requests and wait for them to be 
executed by the robot. If they desire, they could instead view some of the thousands of 
images  from the robot's  back catalogue of work,  including from the gallery of best 
images (discussed in the next section). At the time of job submission the Web interface 
offers the opportunity to view similar observations which have already been completed. 
This  ability can also aid  in  the  process  of  requesting a  job – instead  of  estimating 
Figure 30: Java applet displaying Messier 51 after intensity manipulation
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request parameters such as exposure time and filter selection, and risking the possibility 
of wasting time waiting for an image which may not expose properly, users can browse 
the back catalogue of similar images to see for themselves what parameter values lead 
to  successful  images.  Users  can  also  see  what  combinations  of  parameters  lead  to 
unsuccessful images.
Figure 31: The advanced job search system
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The large number of historical jobs presents a problem of how to find images with 
specific attributes. It is totally unfeasible to linearly browse through every image, so a 
comprehensive search ability was created. Users can find jobs by any combination of 
target  object,  exposure  time,  filter  selection,  camera  selection,  when  the  job  was 
submitted  and  when  the  job  was  executed.  Results  can  be  sorted  by  many  of  the 
different  job attributes,  some of  the resulting columns  of  data  can be turned off  to 
reduce information on the screen, and the number of results per page can be adjusted. 
However,  as  complex  as  this  is,  the  search  system has  predefined  defaults  for  all 
options, therefore it can be used quickly and by users of different abilities, since any 
option not needed or not understood by the user can be ignored. A selection of one-click 
predefined  searches  are  also  available  for  rapid  access,  such  as  a  search  for  all 
successful jobs observed during the previous night. The search results page links each 
result to a page detailing that particular job and also offers all the different image view 
and download options as normal.
6 Gallery Of Images
In the human evaluation of systems, we often desire to see the best examples in the class 
in order to understand the extent of capability of the system, or to better understand the 
limitations  of  the  system.  In the field  of  astronomy this  manifests  as  collections  of 
images taken using telescopes that are considered the best results possible from each 
telescope system. To this end, the best galaxy and deep space images from the Hubble 
telescope have been available for years (Space Telescope Science Institute n.d.). The 
Tenerife robotic telescope should be no different – it should be possible to exhibit a 
collection of the very best of the robot's work. However, this is complicated by the fact 
that no one authority ever views all the images being returned from the telescope. Users 
will most likely view their own image results from the robot, but are less likely to view 
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those from other users. Administrators of the robot can randomly spot-check some of 
the results, but cannot hope to review every single image due to the large number of 
images the robot can produce per night. The key point is that usually all images are 
reviewed, but  by different people.
If the users are reviewing the images, then what is required is a system where those 
users can nominate certain images as being of superior quality. In order to prevent one 
user from overly affecting the collection of quality images, the concept of allowing the 
users to rate images should be extended further – after an image is nominated to the 
collection by one user, other users should be able to make it known that they agree or 
disagree  with the judgement.  By averaging all  of  the  users'  input  on the quality of 
Figure 32: The best images from the gallery Web page
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images, a collection of the best ones should be automatically generated by the user base, 
with no need for intervention by administrators.
The solution lay within the image processing capabilities of the Java applet. Almost 
no  image  returned  from  the  telescope  looks  its  best  without  some  tweaking  of 
parameters in the Java applet, so a new capability was added to the applet – the ability 
to save profiles of parameters for the image manipulation algorithms, and optionally 
mark a profile as being worthy for the collection of best images. All the profiles are 
stored in the Web interface database so that they can be used to generate JPEG images 
for the Web site, but also so that they can be reloaded back into the applet for automatic 
image processing. A new section of the Web site was created to showcase JPEG images 
generated using the profiles marked as being worthy of the gallery, and users viewing 
the collection are invited to vote on each image. By collating all the votes together, the 
Web site can produce a sorted list of images that have been voted the best examples of 
the robot's work. Asking the user base to participate in this way first solves the problem 
of how to rank so many submissions, but also is another aspect of inclusion for users. It 
is hoped that users being able to influence the gallery of best images enables them to 
feel more engaged with the robot, and feel a part of the process.
A convenient side effect of the best images gallery is that for images rated by the 
users in this way, the Web site can produce higher quality processed JPEG images than 
it normally would using the standard JPEG image display for job results. In these cases, 
the JPEG display page automatically finds and uses the stored profile ranked the best to 
produce a JPEG image, rather than allowing the algorithms to run with their default 
settings.
7 Summary
This  chapter  concluded  the  implementation  focussed  chapters  by  discussing  the 
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fundamental problem with displaying astronomy images on computer screens and the 
processing  required  to  perform  it.  The  many  solutions  implemented  for  the  Web 
interface to the telescope robot were discussed, including why each was necessary. The 
desire to allow the Web interface to cater for different user abilities was reflected by the 
different display options implemented. The next chapter changes the focus to one of 
analysis. The overall structure of the areas of work will be examined, as will each area 
in turn, to evaluate each implemented solution for its success and suitability.
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CHAPTER X
ANALYSIS
For a remote robot accepting jobs from users, there are three major stages involved in 
the life  cycle  of a  user  interacting with the system. The first  occurs  when the user 
defines what they want the robot to do, and submits a job to the system. The second 
stage is performed by the robot – this is when the robot does what the user asked – the 
user plays no part in this stage. The third stage is the return of the user to receive the 
results of the task they set.
The previous chapters of this thesis examined how to achieve this three stage process 
by exploring seven fundamental areas of work which, when combined all together form 
the whole solution to the problem. In this chapter, the division of work into the seven 
areas will be examined. Was the division of work correct? Did the seven areas of study 
correctly represent the work which needed to be undertaken to generate the end result 
for the telescope robot in Tenerife? For each area of work, how well did the chosen 
solution match the requirements and how well did it work? How does the solution for 
the Tenerife telescope compare with that for the Oxenhope telescope? The seven areas 
will also be examined in a more general context in order to analyse whether they really 
would be applicable to any dynamic Web interface to a remote robot.
The state of technology has naturally progressed since the design and implementation 
work  for  this  project  was  carried  out;  possibilities  for  how each  module  might  be 
implemented using current technologies will be examined. The division of the modules 
will also be examined in this context – have new technologies or techniques provided 
ways to divide the work differently? Would all the seven areas be necessary now? The 
original background review of the state-of-the-art in Chapter II considered technological 
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solutions up to around 2002, which formed the basis of available technology to work 
with  for  this  project.  Technological  developments  since  that  time have  created  new 
possibilities for solutions to the challenges investigated in this thesis. As part  of the 
analysis of each work area, newer possible solutions will be discussed.
1 The Seven Areas Of Work
In Chapter I seven distinct areas of work were identified as being parts of the task of 
creating a Web-based interface to a remote robot: the Web user interface design, how to 
accept robot service requests, data storage, communication with the robot, scheduling, 
feedback from the robot and displaying the results. The success of the division of work 
into these seven areas is now examined.
The division of the work into individual parts could be evaluated as a success if each 
module could be examined on its own and developed almost completely separately from 
the  others.  The  interfaces  between  the  modules  would  be  the  exception  –  some 
coordination between the development of modules which communicate with each other 
is necessary in order to agree on the format of that communication. Six of the seven 
areas  of  work  did  fit  this  description  and  were  designed  and  implemented  mostly 
separately  from  the  others.  These  were  web  interface  design,  data  storage, 
communication with the robot,  scheduling,  feedback and displaying the results.  The 
other area – accepting robot service requests strongly depended on two others – Web 
user interface design and data storage – and required special attention.
1.1 Dependencies Of Accepting Robot Service Requests
The problem with the area of accepting service requests is that the implementation of 
the  dialogue  between  the  system and  user  for  defining  a  service  request  is  highly 
dependant on the capabilities of the Web user interface. In 2002, before facilities such as 
AJAX (Paulson 2005) were widely used, the available options for creating a dialogue 
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with the user  in order to  construct a  complex request were limited to  a page based 
question  and  answer  session,  unless  a  Java  or  Flash  applet  was  developed  for  it. 
However, doing so was not feasible, since the availability of Java or Flash interpreters 
in the user's browser could not be guaranteed, and even if available, compatibility issues 
between versions would need to be addressed.
The second challenge  for  accepting  a  service  request  from the  user  was  how to 
structure the data in such a way that it could be processed, transmitted to the robot and 
executed. This issue strays into the area of data storage, since as much as it should not, 
the data storage method eventually affects what format data can be in. The data format 
used was the table model – one row of data in a table to represent one real object to the 
system, such as a  single  request.  This  imposes  limits,  for  example:  Using the table 
model, each row of data in the table must have the same number of fields, since the set 
of columns for the whole table is defined once for that table. This and other methods of 
operation set out by the RDBMS guided the request and job format towards the current 
design. This is not necessarily a negative point – the design worked well and generated 
a  flexible  and  capable  system,  however,  other  radically  different  and  interesting 
possibilities for the design of the request and job objects might exist if the straitjacket of 
a RDBMS were removed.
1.2 Independent Areas Of Work
The other six areas of work did not depend as strongly on each other and different 
solutions  could  have  been  produced  for  each  while  maintaining  working  interfaces 
between the modules.
The design of the Web user interface is influenced by the capabilities of the server 
hardware, Web server software, HTTP protocol, server-side Web scripting language and 
HTML. Whilst obviously having to serve content appropriate for a robotic telescope 
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interface, and provide the necessary functions to use the robot, the design of the Web 
user interface is otherwise not influenced or restricted by any of the other areas of work. 
A  content  management  system  could  have  been  used,  a  fully  Flash  or  Java 
implementation could have been created. The solution chosen in this case was a bespoke 
Web application implemented using the PHP language. While any of these solutions 
could have been chosen, this thesis argues that a bespoke Web application – although 
creating more programmer work initially – allows for the most flexible and capable 
resulting system, not bounded by the limitations of a pre-existing framework solution or 
CMS.
The solution chosen for the storage of data is a clearly defined separate component of 
the system, as a relational database was used. RDBMS servers are designed to be stand-
alone software components which handle the implementation of exactly how data is 
managed, stored, indexed, searched and accessed entirely internally. As RDBMS servers 
are stand-alone processes, any access to the data stored passes through an API layer. It is 
in the database's vendor or provider's best interests to make the API available to as many 
client languages as possible in order to grow the customer or user base – this results in 
the ability to make use of relational databases from many programming languages. This 
is highly useful and desirable for a project such as the interface to a telescope robot 
since  it  enables  different  software  systems  to  access  the  same  dynamic  data  set  in 
similar ways. The Web application, maintenance scripts, scheduler simulator and image 
processing programs all have equal access to any of the stored data. Without this cross-
language access to the same data ability,  integration of the C++ compiled scheduler 
simulator results into the Web application would not be possible. It is hoped that the 
data storage implementation is somewhat future-proofed because of the clearly defined 
separation  between  application  and  data  storage.  Even  if  new  Web  languages  or 
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techniques became available and were implemented, provided that a database API for 
those systems existed, they would also be able to access the dynamic data set in the 
same way.
The design adopted for the telescope Web interface included the rule that the Web 
application itself would not directly communicate with the robot because it cannot be 
guaranteed that the communications link with the robot will  work at  all  times.  It  is 
unacceptable from a user interaction perspective for users to wait for page loads that 
may never execute correctly due to an outage in the robot communications link. As 
such, all Web application to robot communication was implemented using background 
software programs. This was made possible by the use of a RDBMS – any updates to 
the  dynamic  data  set  made  by  users  through  the  Web  interface  are  stored  in  the 
RDBMS.  Background  software  programs  independent  of  the  Web  application  can 
regularly check the data set for updates requiring communication with the robot, and 
then  perform  that  communication.  The  freedom  to  implement  the  communications 
system as a background process created many possibilities for implementation solutions 
which  did  not  depend  on  any  more  components  in  the  system.  Any  programming 
language  which  could  interact  with  the  relational  database  and  use  network 
communication could have been used to implement the robot communication system. 
This  in  turn  meant  that  any  framework  based  on  any  language  capable  of  these 
requirements could also have been used.
In a similar way as the communication system can be considered a separate module, 
robot scheduling can be viewed as an individual problem. One of the requirements of 
the robot control software was that if there were eligible jobs waiting for service, one of 
those jobs should be ready to be given to the robot at any time with no processing delay, 
i.e. the scheduler should know which is the next job before the robot requires it. How 
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the scheduler made this possible was a matter internal to the scheduler. It was decided 
that the scheduler would run periodically, regardless of the state of the rest of the robot 
control software. This could have been implemented as an integrated part of the robot 
control software or as an external program. Since all job data at the robot is stored in a 
relational database just as with the Web application, any programming language and 
software capable of communicating with a relational database could have been used to 
perform the scheduling task. In this case the scheduler was integrated with the robot 
control software, but still as an independent module within that software.
Considering the robot  feedback system as an individual system is  not as straight 
forward. The data collection is dependent on where the data is generated, and how it can 
be extracted from various software systems. Displaying the collected data on the Web 
site is dependent on the Web technologies available. However, a large part of the work 
involved with moving real-time data from the robot to viewing users is done in-between 
these  end-points;  storage  and  transmission  of  the  data  is  internal  to  the  module. 
Although  the  real-time  data  system depends  on  particular  methods  of  capture  and 
display of information, it can still be considered a separate area of work, since bespoke 
systems were designed and implemented which aimed to perfectly match the systems 
they depended on. Apart from the most minimal of extra programming code to expose 
various data to the real-time data system, the rest  of the robot control software was 
unmodified.
Again, apart from depending on Web technologies, displaying the results from the 
robot can be considered an individual module in the system. The robot communication 
system ensured that the image files were transferred to the Web interface computer well 
before  any user  would  normally want  to  view them.  Any sufficiently  capable  Web 
technology could have been used to allow users to inspect their results.
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2 Each Area Analysed
Each area of work will now be examined to answer the following questions: How well 
does the chosen solution fit the requirements of the Tenerife telescope robot? How does 
the  implemented  solution  compare  to  that  for  the  Oxenhope  telescope?  Would  the 
chosen solution work for any generic remote autonomous job-based robot? And finally, 
recognising that technology has moved on since the Tenerife systems were designed, 
how might these areas of work be designed and implemented if the whole project were 
starting again now, in 2009?
2.1 Web Interface Design
The  custom  Web  application  designed  and  implemented  for  the  Tenerife  telescope 
performed the tasks  required of it.  By mid 2009,  nearly 150,000 requests  had been 
created by over 54,000 users and over 61,000 observations were available to view. A 
quick survey of the design and usability of the Web site, using the 113 point check-list 
from Jakob Nielsen and Marie Tahir (2001) reveals that the telescope Web interface 
complies with approximately 70 of the 92 applicable guidelines, giving the site a rough 
design and usability score based on this guide of 76%. The check-list covers areas such 
as “Communicating The Site's  Purpose”,  “Content  Writing”,  “Navigation”,  “Graphic 
Design”, “Communicating Technical Problems” and many more.
However, the site lacked some of the style and usability of other Web sites. This can 
be  attributed  to  the  limited  use  of  images,  icons  and other  graphical  elements,  but 
largely can be attributed to the rejection of JavaScript and Flash as technologies for the 
site. Over the few years following 2002 JavaScript support in Web browsers became 
more standardised and became a viable way of enhancing the interaction between the 
user and elements on Web pages. Yahoo! used the ever improving JavaScript language 
to implement a reasonably fully featured email client as a Web application which looked 
185
and behaved like a desktop application, complete with drag and drop support to move 
email between folders (Hill 2005). This may be an extreme example of the power of 
JavaScript,  but it  does showcase what  can be achieved.  However,  it  is  believed the 
decision to not use JavaScript and Flash elements made the development of the Web 
interface more straight forward, less time consuming and helped to make the site behave 
and look more similar across different browsers.
Despite  Flash's  proprietary  nature,  no  support  on  some  operating  systems,  poor 
performance on others (Mac OS and Linux) (Paul & Chartier 2008), most Web browsers 
have it installed and it appears to have become the standard way of adding animation, 
sound and video to a Web site. However, its use beyond animations, advertisements and 
games is less clear. Even in 2009, it appears that most Web sites do not rely on Flash for 
their primary function.
The Tenerife telescope's Web user interface is based on the same HTML technology 
with which the Oxenhope interface was created. Because of this, the overall experience 
of using the Web site  could be misevaluated as being quite similar. However, the new 
Web application, being designed and implemented as a single entity, created a single 
user  interface  look and feel.  Visual  elements  are  consistent  throughout  the  site  and 
behave in the same way across different areas of the site. This was accomplished by 
using  HTML with  the  Web's  cascading  style  sheet  technology  (Bos  n.d.)  –  which 
attempts to separate design and content – making it easier to apply the same consistent 
design to all the different content. The user login system was present on every page due 
to the common border and menu generation,  which also provided a single  common 
navigation system for the site. This enables easy navigation of the Web site because the 
navigation options are consistent, wherever the user is on the site. Common navigation, 
graphics  and  page  layouts  increase  site  usability  (Beier  &  Vaughan  2003).  The 
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Oxenhope Web site  evolved  more  organically,  almost  with  the  creation  of  the  Web 
technology itself. Different areas of the site were completely separate, in visual styles 
and functionality. User login was only present and carried out in some areas of the site, 
with separate unconnected login systems (Cox 1996) for some different areas.
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Figure 33: Oxenhope Web styles and interfaces versus the Tenerife robot Web interface
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Figure 33 shows the many different Web interface styles of the Oxenhope Web site 
versus the single unified look and feel of the Web interface for the Tenerife robot. In 
addition, the figure shows a publicly accessible administration menu on the Oxenhope 
Web site – authentication was only performed within each section after that menu. The 
technologies  used  to  create  the  new Web interface  allow easy implementation  of  a 
system which only presents options to a user to which they have access – this reduces 
complexity. See also figures 12, 13, and 32 for more screen-shots from the Tenerife 
robot Web interface.
Would the technologies implemented for the telescope interface work for a generic 
robot?  Web  technology is  now being  used  for  seemingly  every  type  of  interaction 
between human and computer. Web-based email and banking have existed for a long 
time, but it is now also possible to perform more complex tasks on-line such as word 
processing, spread sheets and photo editing (Hayes 2008). Although the Web was not 
originally designed for such things, it is constantly being put to use to satisfy new and 
innovative ideas. It would almost certainly be suitable as an interface for any remote 
robot due to the flexibility of the Web platform. While it might not be the perfect type of 
interface for many applications, it is capable enough to be useful for the majority of 
applications. Virtually all new Internet services launch on the Web; Google even plan to 
release a Web-only operating system, Google Chrome OS (Pichai 2009),  targeted at 
netbooks and low-power laptops. In the very near future it could be the case that if an 
Internet service is not Web-based, some users will be incapable of accessing it at all.
How would a Web-based user interface be built now? Since the Tenerife robot Web 
site  was  designed  and  implemented,  Web  technologies  have  continued  to  evolve. 
Content  management  systems,  frameworks,  JavaScript  interaction  and  multimedia 
technologies have all  improved and are being used to great  effect  on the Web. The 
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problem of how to construct the Web interface was solved for the telescope robot by 
implementing  a  custom  Web  application  using  PHP,  rather  than  using  a  content 
management  system,  or  a  full  Java  or  Flash  interface.  The  various  CMS  software 
choices have only improved in quality and capabilities since 2002, however they still 
exist to be page formatting and delivery systems with extra features added on. With a 
limitless amount of time and effort,  a flexible content management system could be 
adapted  to  serve  any  purpose,  but  the  time  taken  to  make  the  adaptations  for  an 
application such as the telescope interface may be equivalent to, or more than the time 
taken  to  develop  a  bespoke  system.  While  there  are  some  pages  of  the  telescope 
interface which could be generated and served with the built-in functionality of a CMS, 
much of the telescope interface functionality is  unique to the application of a robot 
interface – such as ordering an observation. These functions would only end up being 
written as bespoke CMS plug-ins – negating the advantage of using a CMS.
Web language frameworks are an area of development which should not be ignored 
for any new project. In much the same way that Web scripting languages were created 
as building block layers between application code and the underlying tasks that every 
Web application must perform, the next evolution of that  concept is the framework. 
Page  building,  form  building,  data  validation,  application  code  and  display  code 
separation, database access and session management are all features which frameworks 
have support for. These are all components which had to be developed for the telescope 
Web interface – in theory, these components would be ready to use from the beginning 
with the use of a framework. Several have matured over the last few years, for example, 
the Ruby language has “Ruby on Rails” (Hansson n.d.), PHP has “CakePHP” (Cake 
Software Foundation n.d.), JSP has “Apache Struts” (Apache Software Foundation n.d. 
b), among others.
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Considering the user  interface experience,  for  any new Web site  developed now, 
JavaScript  would  certainly  be  employed  to  enhance  the  user  interaction  within 
individual pages of the Web site. Asynchronous JavaScript and XML (AJAX) (Paulson 
2005)  technology  became  popular  around  2005  which  extends  the  capabilities  of 
JavaScript by creating a method of achieving a question and answer communication 
session  between  the  browser  and  server,  without  refreshing  the  entire  page.  The 
combination of Dynamic HTML, JavaScript and XML allows JavaScript running within 
the user's browser to contact the Web server independently, exchange XML with the 
server and then change the content of the displayed page, based on the XML exchange. 
Although a relatively small difference to the way Web pages operate, this brings highly 
useful interaction improvements. For example, using this technique, users could log into 
the site without having to be directed to a new Web page. Using an AJAX transaction 
they could use a form on any Web page to log in, and only that area of the page would 
be updated to reflect the fact they had done so. The rest of the page they might have 
been using would be  left  untouched.  This  technique  can speed up the usage of  the 
interface by only communicating the essentials  over the network to the server – an 
AJAX interaction to perform a task avoids a whole page reload. Any Web application 
being designed now either from scratch or with a framework would most likely include 
the use of JavaScript and AJAX.
A multimedia technology such as Flash would also be used where appropriate to 
make the Web site seem animated and lively. Microsoft have recently created Silverlight 
(Davey  2008)  as  a  competitor  to  Flash,  this  should  also  be  considered,  though 
compatibility with users' browsers would initially be low due to the young age of the 
technology.
The last few years have seen popular sites make available Application Programming 
191
Interfaces (APIs). These allow a dynamic Web site to make use of some services offered 
by the site exposing an API. For example, Google exposes an API for their mapping 
service (Synodinos 2007) – it  is possible for a third party Web site to have Google 
generate custom maps to be embedded into that third party Web site, maybe for the local 
area of a business, for example. The micro-blogging site Twitter (Twitter Inc. n.d.) is 
made much more useful by its API (Salz 2009), with many users choosing to use third 
party interfaces to Twitter,  of which some are Web sites and others may be custom 
applications for smart phones, or desktop computer clients. The flexibility provided by 
Twitter's API allows all these other clients to exist.
A new implementation of the telescope Web interface might expose an API to allow 
third party sites to embed and use selected functionality from the telescope systems. The 
benefit to doing so is that innovators anywhere on the Internet could invent new ways to 
use  or  display  the  information  made  available  by  the  telescope  systems.  If  such 
developers produced third party applications and Web sites to implement their ideas it 
could only result in further exposure for, and use of the robotic telescope. This can only 
help the original goal for the telescope robot, which is to enable access to the night sky.
2.2 Accepting Robot Service Requests
Accepting  robot  service  requests  from users  was  implemented  by  creating  request 
constructor  Web  pages.  The  solutions  were  divided  into  two individual  tasks  –  the 
creation of the user interface and the design of the data model. The data model was 
required to contain the parameters of the requests exactly as entered by the user, but also 
had to allow the system enough flexibility to manage requests and jobs for the telescope 
in the most effective ways.
2.2.1 The User Interface
The HTML form, however disguised, is still the only major way to have a user submit 
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information to the Web application. Even if the form is not submitted in the traditional 
way  using  the  HTTP's  “get”  or  “post”  mechanisms,  and  instead  is  managed  by 
JavaScript or possibly AJAX, user interfaces for Web input still resemble forms due to 
the limited set of recognisable and understandable on-screen input widgets. Text entry 
boxes,  selection lists,  radio buttons,  check-boxes,  regular  buttons,  etc.,  make up the 
basic set of widgets used not only for Web forms but for regular applications.
The wizard-like form based interface for defining a telescope job delivers a fast, 
structured  and intelligent  way to  request  an  image  from the  robot.  The  wizard-like 
interface is a page based interaction with back and forward buttons, similar to complex 
procedures  on  desktop  operating  systems  such  as  program  installers.  Structure  is 
enforced due to the logical split of the questions asked of the user into several sections 
(see figures 14 and 15). Defaults are selected by the system where possible to make the 
process easier and faster, but at the same time the system is still flexible – usually all of 
the defaults  selected may be overridden by the user.  Because HTML forms are still 
used,  the  underlying  technology  is  fundamentally  the  same  as  was  used  for  the 
Oxenhope interface, however, major differences between the two arise from the more 
coordinated use of the Web scripting language used to implement the system. Improved 
data  handling methods were used which allowed the interface to be split  into more 
logical sections. Due to the Web application having access to all the system data in one 
place (the relational database), it can act intelligently by choosing which questions and 
options are made available to the user, based on previous user responses. The provision 
and pre-selection of reasonable default answers to questions was possible during the 
process of a user creating a request by querying the database on, for example, the types 
of camera available and the filters available on each, for a particular target object. This 
was something not present in the Oxenhope system.
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Unfortunately, this is not to say that the interface was suitable for all eventual users 
of the system. When the Bradford Robotic Telescope was introduced into schools an 
even simpler method of submitting job requests was required. As part of the educational 
program provided, it was necessary to create a job submission process which required 
just  a  single  click  from the  user  –  a  single  indication  that  they  wished  to  order  a 
particular image. This was implemented using a set of templates for predefined requests. 
A  particular  part  of  the  request  construction  wizard  could  be  called  with  the 
identification number of a template – the process of applying all the settings from the 
template, checking the job for validity and final submission of the job to the robot could 
all be done in a single step automatically. This allowed the educational material to have 
a user submit a request for an image to the robot without disrupting the flow of the 
educational programme.
The question of whether this method of accepting robot service requests would work 
for the generic robot case is a difficult one, partly because this is the one area of work 
which is not separable from the two others surrounding it. Obviously the usage of the 
Web  as  the  communication  conduit  between  user  and  system  should  work  as  an 
interface to almost anything – the last  decade of new and innovative Web sites has 
attempted to show that. The focus on user interaction is increasingly turning towards 
using a Web browser for anything and everything, resulting in developments such as 
Google's Chrome OS (Pichai 2009).
The process of allowing a user to create a request for service in the generic robot 
case will necessarily depend on what function the robot does. Some applications may 
require nothing more than a single click, some may work with a wizard style interface 
such  as  the  one  developed  for  the  Tenerife  telescope  robot,  others  may  be  so 
complicated that they require a Flash or Java applet interface.
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If the telescope request constructor Web pages were being redesigned now, certainly 
AJAX would play a major part in a purely Web interface for requesting service from the 
telescope robot. AJAX is a useful technology to dynamically edit the form currently 
displayed to the user, based on the last input from the user. For example, without a 
complete page load from the Web server, the user could select which telescope they 
would like their request observed with. JavaScript code could detect that this selection 
had taken place, and request the list of filters available on that telescope – these could 
then appear on the page. This has an added benefit – because one element appears on 
the screen in response to the selection of a telescope, the user is also subconsciously 
learning that the selection of a telescope affects which filters are available. This is less 
clear when the whole page is reloaded. This technique could be used in several places to 
reduce the number of page reloads, making the task seem simpler and quicker.
A Flash interface could be used to allow users to create robot requests, though that 
would  exclude  users  on  operating  system  platforms  for  which  the  Flash  runtime 
environment is not available. The usage of Flash for one significant part of the Web 
interface could also seem jarring to the user experience; Flash applets are most often 
self  contained,  performing  a  discrete  task  such  as  displaying  an  advertisement  or 
implementing a small game. A typical Flash applet's look-and-feel is different from its 
hosting Web site. A Flash applet to be integrated directly into the Web site to provide 
core functionality should match the existing site look-and-feel – this could be difficult 
to implement. There is also an important practical reason to avoid the use of Flash, or 
any  other  complex  embedded  technology.  With  the  request  construction  pages 
implemented in HTML and PHP, a simple text editor can be used to alter the way the 
system works, for example to temporarily allow or disable an option. As HTML and 
PHP require no compilation the changes take immediate effect on the Web site. The 
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development  cycle  for  a  Flash or  Java  applet  is  much longer,  typically  utilising  an 
Integrated Development Environment (IDE) on a developer's computer, making it more 
difficult to make quick changes.
2.2.2 Design Of The Data Model
The second challenge involved with requesting service from a remote robot involved the 
structure and storage of the requests and the job model for the robot. The Oxenhope 
telescope project used a model where only jobs existed. One submission from a user 
generated a single job, which was executed by the robot and returned to that user. The 
Oxenhope team members identified a flaw with that approach, which led to the second 
job model design, produced as part of the current project for the Tenerife telescope. This 
design split the concept of a job into two concepts: requests and jobs. Users created 
requests, the system created jobs for the robot based on those requests. To solve the 
primary complaint with the first model, jobs could be generated to satisfy many requests 
instead of just one.
During the Tenerife project's lifetime, problems were identified with this job model 
and a  third  design was implemented.  This  design  subtly altered the  function  of  the 
request and job objects and also allowed one request to generate many jobs, completing 
a many-to-many relationship between requests and jobs. This latest design has operated 
behind the scenes of the Tenerife telescope Web application successfully, solving all the 
previously identified problems. The key difference which enables the model to work 
successfully is that a user request  is totally disassociated with the job for the robot. 
Separate behind-the-scenes programs to manage the job objects allows the system to 
create and destroy those objects as necessary to carry out the users' initial requests. In 
the future this design can facilitate features such as the automatic movement of jobs 
from one telescope to another,  and also much improved handling of multiple-image 
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jobs, possibly across different telescopes.
The request and job model designed for the Tenerife telescope could be applied to 
any generic remote robot which carries out work for users in units. The model allows 
for some information to be stored only at the Web interface and not transmitted to the 
robot, it optionally allows many user requests to generate only a single job for the robot, 
again optionally it allows many jobs to be generated for a single request. Due to the 
many-to-many  relationship  of  requests  to  jobs,  this  model  allows  the  maximum 
flexibility. Each of these capabilities can be implemented depending on whether it is 
appropriate for the robot being considered.
It  is  believed  that  the  current  object  model  designed  for  the  Tenerife  telescope 
project,  and  studied  in  this  thesis  most  accurately  represents  its  real  world  object 
counterparts, and that within the bounds of the technologies used to implement it, there 
can be little improvement on the design. This is not to say that this is the best design – 
just that the supporting technologies have been utilised to their full potential. Object 
based databases could in future provide a platform to model the system objects in a 
manner which reflects reality more accurately (Feuerlicht et al. 2009). This could bring 
improvements in performance and capability of the system.
2.3 Data Storage
The decision to use a Relational Database Management System to manage and store all 
the dynamic data for the Web interface ensured that the project was actually feasible. 
RDBMS packages are self contained, mature, language agnostic systems that are built to 
handle vast amounts of data efficiently and quickly. The efficient storage, fast search 
and retrieval capabilities of RDBMS packages makes possible an almost instantaneous 
response Web interface to millions of elements of information. For example, at the time 
of writing, the database at the Web interface contains over seven million weather sensor 
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readings, and yet the database management software is capable of picking out just the 
latest  set of values for display on the weather information Web page, in less than a 
millisecond.
It is simply unfeasable and unnecessary to produce custom software to perform data 
storage functionality on the scale on which RDBMSs operate, in any reasonable amount 
of time. The disadvantages to using a RDBMS are minuscule in comparison with the 
functionality they provide.  The  choice  of  RDBMS however,  is  a  different  issue.  In 
comparison with producing custom software versus using ready-made, the differences 
between RDBMS packages are very small.  However, those differences may have an 
affect on the overall project. The MySQL RDBMS is generally regarded to be faster 
than PostgreSQL (Smith et al. 2007) which is a highly important factor for database-
backed Web sites, where page generation times are measured in milliseconds. At the 
time when PostgreSQL was selected for use for the telescope Web interface, MySQL 
did not support full transactions – this was seen as an important feature to ensure data 
integrity.  However,  just  months  after  work  began  on  the  Web  interface  using 
PostgreSQL,  a  new  version  of  MySQL was  released  with  the  previously  missing 
transaction functionality (MySQL Inc. 2002). It is possible that if that had happened just 
months  earlier,  MySQL  may  have  been  selected  instead  of  PostgreSQL,  having 
performance  implications  throughout  the  system.  In  addition  to  performance 
considerations,  it  is  likely  that  technologies  such  as  database  replication  will  be 
developed faster and earlier for MySQL than their PostgreSQL counterparts, since the 
MySQL user base and developer community is much larger. As the Bradford Robotic 
Telescope project grows, such extra functionality may become required, which will be a 
problem if it  exists for MySQL but not PostgreSQL. However, over the last  several 
years  MySQL  development  has  focussed  on  improving  functionality,  whereas 
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PostgreSQL development has focussed on speed and reliability – resulting in the two 
systems  converging,  making a  choice  between them even more tricky (Smith et  al. 
2007).
The Oxenhope and Tenerife projects' methods of managing data storage could not be 
more different. Running a RDBMS on the hardware available at the time was not an 
option  for  the  Oxenhope project,  and  even if  it  was,  it  could  not  easily  have  been 
accessed  from  the  Web  CGI  programs  which  provided  the  dynamic  Web  content 
creation. The piecemeal approach to the development of the Oxenhope Web site led to 
several  different  Web  and  system programs  providing  a  small  piece  of  the  overall 
functionality  each.  Each  system  had  its  own  method  for  storing,  searching  and 
retrieving data  (Cox 1996).  For  example,  where the  user  login system was used,  it 
utilised HTTP user level authentication backed by a DBM database (Cox 1996). The 
weather data, handled by a separate system, was stored in a custom binary format, using 
two files  to  contain  a  day's  sensor  values.  Telescope  job  requests  were  handled  by 
another  separate system and were stored one per  file.  The separate systems did not 
communicate with each other and cross-referencing or correlating data between them 
would have been a difficult process. By integrating all the various systems together into 
one single Web application, backed by a single relational database, the implementation 
of the Web interface for the Tenerife telescope robot allowed for a much more integrated 
experience. All kinds of questions can be asked of the database, from the useful, e.g. 
linking a user's name to a telescope robot request, to the pointless – e.g. linking whether 
it is raining in Tenerife to the time at which gallery submissions are made by school 
students. The cross-referencing possibilities when all dynamic data is stored in a single 
relational database are enormous.
A Web interface to any job based remote robot would have to be dynamic, i.e. real-
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time generated Web pages rather than static content, in order to establish a dialogue with 
the  user,  such  that  the  user  can  interact  with  the  robot.  Because  the  user  will  be 
providing information to the interface which it must store, and there will also be some 
amount of resultant data returning from the robot to be displayed to the user, any Web 
interface to a remote robot will be handling dynamic data. Also, any job-based remote 
robot would be expecting one job after  another – most likely each one in the same 
format. It would be likely that the robot would be returning results to the Web interface 
in a standard format. A data set comprised of many objects of only a few different types, 
such as job requests and results can be translated well into tabular form suitable for 
storage  in  a  RDBMS.  Even  though  RDBMS  packages  can  be  considered  large 
applications, they are becoming relatively lightweight compared to the computational 
power and capacity available today, making it possible to utilise one for virtually any 
Web site. Given the advantages of using a RDBMS over custom software, virtually any 
Web  application  written  in  any  of  a  variety  of  languages  would  be  able  to  make 
effective use of one.
If the data storage design were undertaken now, it is highly likely that a RDBMS 
would still be selected. The task of providing data storage, search and access to multiple 
clients simultaneously while maintaining data integrity is such a large and complex one 
that it is simply not effective to consider custom solutions when such powerful ones 
such  as  RDBMS  packages  exist,  commercially  and  for  free.  The  choice  of  which 
RDBMS would, however, remain open; database selection would be done again based 
on the capabilities and limitations of each one at the time. A fundamentally different 
approach to data storage would be to use an Object Oriented Database Management 
System (OODBMS) (Feuerlicht et al. 2009). OODBMS technology can store objects 
using the same model of representation as is used within object oriented programming 
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languages.  They enforce object  oriented programming methodologies such as object 
types, class hierarchy and inheritance, encapsulation and polymorphism. For some data 
queries  they  can  be  much  faster  since  objects  are  linked  together  by  their  internal 
relationships rather than by foreign keys as in the relational model. Unfortunately, the 
use of OODBMS technology appears to suffer a lack of interest, has a lack of best-
practice information, little support in programming languages and has interoperability 
and  compatibility  concerns.  Given  time  to  mature,  it  is  possible  that  OODBMS 
technology may become more popular in years to come.
2.4 Communication With The Robot
The custom client, server and protocol developed and deployed to transfer jobs to the 
robot and images back from the robot successfully transferred data and kept the two 
databases in synchronisation. Fail-safe mechanisms designed to protect data integrity in 
severe failure cases have engaged very rarely (in the order of once per year) and have 
always been due to external factors, such as a faulty communications link to the robot, 
or  power failure.  Every five minutes the whole communication process is  executed, 
keeping the Web interface and the robot in synchronisation with each other. The concept 
of separating the use of the Web site and the communication with the robot has been 
tested several times by network outages resulting in no contact with the robot. In each 
occurrence the robot did not run out of observations to perform before contact was re-
established, also, each time communication was re-established all the work done by the 
robot was transferred back to the Web interface.
The implementation of communication with the robot is significantly different from 
that of the Oxenhope telescope system, which used the FTP protocol twice per day to 
copy job specification files to the robot and images files back from the robot  (Cox 
1996). The new implementation for this project is more flexible and powerful in the 
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way jobs are handled, repeatedly examined and transferred to and from the telescope on 
a much more frequent basis than that of the Oxenhope system. For example, with a 
multiple  telescope  robot  set-up  it  would  be  possible  for  the  system to  intelligently 
allocate jobs among the robots, making decisions about which robot might be the best 
for any given observation.  This  is  made possible  by this  implementation's  ability to 
recall jobs from a robot and reallocate them as necessary. Jobs are tracked with more 
accuracy – the Web interface can show which job is  in  progress  at  any given time 
because the protocol allows the Web interface to query the robot for that information – 
the Oxenhope system could not have performed that task because of the use of the FTP 
protocol which can exclusively transfer files and nothing else. Although more frequent 
communication to support features such as this were not desirable for the Oxenhope 
project due to the cost of establishing communication, if such features were to be added 
then new solutions outside the realm of the FTP protocol would have been required. As 
the Tenerife robot communication software is custom, bespoke and extendible, it was 
easily  possible  to  incorporate  other  communication-related  functions  such  as 
transferring the weather data from the robot's weather station back to the Web interface. 
Rolling all communications needs such as this into the same software resulted in fewer 
systems to maintain and less code to manage.
While written specifically for the needs of the BRT, the communication software 
could be adapted to manage any job-based remote robot. The bulk of the work done by 
the  software  is  related  to  network  communications  and  database  access,  and 
synchronisation between the local and remote databases. The application specific parts 
of the software are relatively small and would require little effort to change the data that 
the system transfers to support another type of remote robot.
If the communication system were to be designed now, it is possible that the protocol 
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could be quite different, but the client and server parts would remain quite similar – 
their implementations simply deal with lifting objects from a database and sending them 
over the network and then the counterpart performing the opposite at the other end of 
the link. A major issue with the protocol implemented for the Tenerife telescope is that it 
is bespoke and therefore would not be compatible with other protocols, systems and 
servers. Although this is not a current problem, given that the only two programs which 
use  the  protocol  are  under  the  control  of  the  BRT project,  in  the  future  it  may be 
desirable to allow other different programs to cooperate with the communications. This 
would  be  achieved by standardising  the  protocol  –  how the  clients  and  servers  are 
implemented would be up to the interested parties. As long as all parties agreed on the 
protocol, the different software systems would still be compatible. The custom protocol 
developed for this project was chosen for its simplicity and ability to transfer binary 
data, over other protocols available at the time which could not provide both of these 
functions  at  the same time.  However,  future  implementations  of the communication 
system may well  become more complicated and could benefit  from a more capable 
protocol. The protocol developed relies on the PHP language for data serialisation and 
un-serialisation at each end of the link, which restricts the possible implementations for 
both  client  and  server.  This  is  incompatible  with  the  concept  of  an  open  standard 
protocol which can be implemented by any language on any system.
New protocols  have  been in  development  since XML proved the feasibility of  a 
textual self-describing data representation method. In 2008 Google developed “Protocol 
Buffers” – a mechanism for serialising structured data,  similar  to XML but smaller, 
faster  and  simpler  (Google  n.d.  c).  The  designers  behind  the  Facebook  Web  site 
developed  a  library  called  “Thrift”  in  order  to  facilitate  efficient  and  reliable 
communication  across  programming languages  (Slee  et  al.  2007).  Also,  Cisco  have 
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created  and  released  a  new  messaging  protocol  called  “Etch”,  designed  for  high 
efficiency and compatibility between different languages (Turner 2008).
All of these mechanisms and protocols seek to make data transfer between programs 
–  possibly  written  in  different  languages,  possibly  running  on  different  computer 
systems  –  efficient,  programming  language  agnostic  and  most  of  all,  easy  and 
automated for the programmer. If other software and systems were to participate in with 
the robot communications system, a standard protocol such as one of these would be 
required.
2.5 Robot Scheduling
A dispatch scheduler implemented using scores and weights was created for the Tenerife 
telescope robot.  It  was capable  of  scoring thousands of jobs  in  a  few seconds,  and 
therefore could be run every few minutes. Although it was built into the robot control 
software, it executed using a separate processing thread, and therefore did not interrupt 
the operation of the robot. At all times it was possible for the robot control software to 
request a job and receive an immediate response – even if a scheduler run was taking 
place at the time. This was because all jobs were scored individually and each score was 
written to the database as it was created. At any time, a simple look-up in the database 
for the job with the highest score would result in the production of an observation for 
the robot to perform, except in the case where no observation was possible at the time.
In  comparison  with  the  scheduler  for  the  Oxenhope  telescope,  the  implemented 
system is conceptually simpler, requiring only one software component to ever evaluate 
and  score  each  job.  The  Tenerife  scheduler  was  situated  at  the  robot  location  and 
worked with every job in the pool of waiting jobs, whereas the Oxenhope scheduler was 
a two stage process, processing jobs at both the Web interface site and at the robot site. 
Because of this simpler model and in conjunction with the permanent communication 
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link, the Tenerife scheduler successfully implemented the ability to submit a job and 
have it executed during the same night. Under normal circumstances with the Oxenhope 
system, if a job was submitted after the daily upload of jobs to the robot, the job could 
not be executed until the following night at the earliest. Coupled with this ability was 
the implementation of immediate jobs. The combination of jobs being transferred to the 
robot within minutes, and scheduler runs scoring all jobs every few minutes, it became 
possible to mark jobs as “immediate” and guarantee that if the target object was visible 
to the robot the job would be observed at the next available opportunity – effectively 
jumping the job queue.
While the implemented scheduler met all the functional requirements specified and 
successfully provided jobs to the robot in Tenerife, a full analysis of the performance 
and  efficiency  of  the  scheduler  has  not  been  undertaken.  However,  an  application 
developed by another member of the BRT team used the real-time data system to plot 
on a virtual sky the altitude and azimuth for every observation over the course of a night 
(Hedges 2009). This showed that the robot spends a disproportionate amount of time 
observing the western sky “catching” objects  that  are about to set.  This information 
should be used as part of an effectiveness study of the scheduler to evaluate how it may 
be improved.
The anecdotal  evidence suggests that when the robot is operating normally every 
night, most jobs are processed within a week, and are imaged when the target objects 
are  reasonably  high  in  the  sky.  The  lack  of  a  statistical  analysis  of  the  scheduler 
performance data makes it impossible to properly evaluate its effectiveness – this study 
should be completed before any further time is invested into improving the system. One 
particular disadvantage noted during the implementation phase of the scheduler is that if 
there isn't a large enough selection of jobs to perform, the resulting image qualities may 
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deteriorate. If a job has been given the highest score, it is by design the next job to be 
executed by the robot. Unfortunately, there is no concept of waiting for a more desirable 
time to execute the job. For instance, if there is only one job in the pool waiting to be 
executed, it will be observed as soon as possible – as soon as the target rises over the 
low altitude limit. However, in this hypothetical scenario it would be better to wait for 
the target to reach is maximum altitude and execute the job at that time. Fortunately, this 
deficiency is hidden thanks to the thousands of users keeping the job pool large enough, 
such that with the current algorithms, jobs are naturally performed at good times for 
them.
A job based robot will always require a software component to decide which job to 
do next. Some robots may implement a first-come-first-serve system – in which case the 
scheduler would simply retrieve the oldest waiting job from the pool. However, if jobs 
should be ordered based on other ever changing external factors, a weighted scoring 
system may be suitable – and the concepts and methods of operation of the scheduler 
implemented for the Tenerife telescope robot may be transferable. It is unlikely though, 
that the software developed for this project could be deployed on any robot other than a 
telescope observatory robot without significant modifications, since the implementation 
details of a scheduler are tightly bound to the task at hand.
Before any new design of scheduler were started, a full analysis of the effectiveness 
of the current one should be performed. The time taken for jobs to be executed under 
normal conditions should be examined in relation to the fairness of the system – do 
some users have to wait significantly longer than others, and what are the reasons for 
that? Does the implemented scheduler execute as many jobs as possible at their best 
possible time? What mistakes does the scheduler make? An astronomy expert should 
evaluate a sample set of decisions made by the scheduler for their correctness. It may be 
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the  case  that  treating  each  job  individually  and  having  a  simple  maximum  score 
decision  for  the  next  job  is  not  the  correct  way  to  implement  a  robotic  telescope 
scheduler, and that perhaps other methods of scheduling should be revisited, such as the 
window of opportunity method. Or, it may be that the current scheduler can perform the 
task required, but may need some of the software adjustable weights altering.
2.6 Feedback From The Robot
A bespoke real-time data  system was designed and implemented  to  provide  current 
information about the robot's operation and environment directly to users of the Web 
interface. Although only a simple raw data viewer implemented as a Java applet was 
created  for  the  Web  site,  the  real-time  data  feedback  system  worked  flawlessly, 
displaying live data straight from the robot whenever the robot control software was 
active.  The  solution  to  avoiding  the  display  of  stale  data  worked  effectively,  by 
transmitting source-lost messages along the data path to indicate that a source was no 
longer providing data and that any information from that source should be discarded. 
This allowed the client to clear old data from view. A data interval of one second was 
chosen for the system – allowing for the efficient use of the network by combining 
together  information  generated  within  one second into  single  data  packets,  yet  also 
keeping the data very fresh by the time it reached the users' screens.
The interoperability potential of the system was proven when another member of the 
Bradford  Robotic  Telescope  project  team  developed  clients  of  the  system  in  other 
languages  to  implement  several  single-function  in-house  data  displays.  Graphical 
weather  data  displays,  graphical  3D mount  and  dome position  representations  were 
created, along with another application to map on a virtual sky view where the telescope 
has been taking images over the course of a night (Hedges 2009).
While the Java applet viewer was delivered over the Web, embedded in a Web page, 
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the consequence of implementing a custom stream protocol is that the streamed data 
does  not  actually use  a  Web server  or  the Web protocol  as  its  transfer  mechanism. 
Appearing to be a Web-based service to the user, to the computer systems and network 
it has very little to do with the Web, and as such it was found that the data stream did 
not pass through some stricter firewalls. If a user had only a proxied connection to the 
Web,  as  is  found  in  some  schools,  the  data  stream could  not  work  at  all.  This  is 
something  that  would  need  to  be  investigated  if  the  real-time  data  system were  to 
become part of the Bradford Robotic Telescope's offering to schools.
The generic modular design of the system has been hardly tested by the usage of the 
telescope robot; in theory, the design is able to support many data source nodes, many 
relay stations,  different  client  implementations  written  in  different  languages,  many 
hundreds if not thousands of simultaneous viewing users, and should also be able to 
support a system with no delay apart from network transmission time.
The only real-time robot feedback system that existed with the Oxenhope telescope 
robot was a special Web page showing the last executed job, complete with a reduced 
preview image.  The system only worked on select  occasions when an administrator 
would  instruct  the  Web  interface  computer  to  place  an  ISDN  call  to  the  robot.  A 
comparison can hardly be made, given the substantial difference between capabilities. 
The Oxenhope system provided only a view of the last completed job – the real-time 
data  stream system developed for  this  project  can  transmit  individual  facts  such  as 
camera temperatures, wind speeds, dome azimuth, etc. With the use of the Java applet 
client,  these facts are continuously updated, and do not require Web page reloads to 
display new information. One significant difference between the two implementations is 
that the Tenerife robot solution does not carry images – it is designed to be purely a key-
value information transmission system, where the values are small variables. Carrying 
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images was not seen as important for this project  since the job transmission system 
would be working in parallel to transfer the full images back from the robot. The real-
time data system displayed links to recently completed jobs; the links became active and 
directed  users  to  the  full  image  results  as  soon as  the  communications  system had 
transferred them from the robot.
The concepts and protocol for the real-time data system were designed to be as non-
system specific as possible to enable modularity and allow reuse of the implemented 
components. Data flowing through the system was hierarchically divided into modules, 
keys and values, but the names and numbers of these are not specified by the software – 
any module may create any key-value pair at any time. All data inserted into the real-
time data system is converted to strings – this greatly simplifies the implementation of 
the server, protocol and clients, but also enables the dynamic storage of new key-value 
pairs.
The  robot  control  software  and  the  weather  station  software  in  Tenerife  are 
implemented in the C++ language. The real-time data storage and transmission software 
was also implemented in C++ so that it could be linked with both of these software 
systems. However, the entire real-time data system is self contained and only requires a 
few lines  of  initialisation code and then one extra  line of  C++ code for  every data 
insertion to the real-time data system, making it very easy to integrate with any C++ 
software. The clients are a different problem, but the design of the system allows for 
very lightweight and simple client code, if necessary. C++ and Java clients were created 
for the robot data stream, showing that the client code is portable. Certainly if the data 
sources were implemented in C++ this real-time data system would be applicable to any 
robot which created such a data stream. If the server components were ported to other 
languages there would be no reason why this real-time data streaming system could not 
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be applied to any remote system.
If this system were to be redesigned now there would be new possible solutions, but 
mostly based around polling mechanisms.  While  it  is  difficult  to predict  or forecast 
future trends for the ongoing evolution of the Web, the current direction seems to be live 
communication.  Facebook (Facebook n.d.)  provides  the facility for  users  to  provide 
“status updates” – small messages about what they are doing now. Twitter (Twitter Inc. 
n.d.)  and its  clones provide a  similar  functionality and can be categorised as  micro 
blogging  services.  However,  live  communication  on  the  Web,  such  as  Twitter  and 
Facebook  status  updates,  still  refers  to  data  with  a  longevity  of  minutes.  Sites 
implementing such communication usually rely on JavaScript  code embedded into a 
Web  page  to  periodically  reconnect  with  the  originating  Web  server  to  check  for 
updates, on a minute-by-minute basis. If updates are found, typically a small message 
appears on the page to indicate the availability of new data to the user.
Twitter is an interesting example because all of the data is public, and it exposes an 
API usable by other software. For example, it would be possible to have some part of 
the  robot  system  send  an  update  to  Twitter  whenever  a  job  was  completed.  Also 
implemented at Twitter is real-time searching of all  the status updates and a feature 
called “trending topics”. This is an automatically generated list of the most talked about 
phrases. Due to the sheer force of numbers of users, this list of trending topics naturally 
displays what people are talking about at the time – meaning that now items of news can 
spread faster on the Internet than even on television news (Lamont 2009).
However, all of these services and facilities, while they attempt to implement the 
transmission of live information, all use some form of JavaScript to poll the data servers 
to check for new information. Even clients of the Twitter API written as full applications 
rather than Web applications still use the Web API protocol to poll the Twitter servers. 
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For  an  application  where  a  lot  of  data  changes  rapidly,  polling  is  not  an  adequate 
solution. Live data is not seen until the polling interval has expired, and polling a Web 
API is inefficient for the server side; the network connection establishment and the set-
up of the Web transaction for each poll generates a disproportionate amount of work for 
the server to perform. Currently the Twitter service has to impose limits on the number 
of calls to the API made by each user per day, in order to manage the load on their 
servers – and even then their servers regularly report over-capacity problems (Wortham 
2008).
True live data streaming should be implemented not with pull polling, but with push 
(Pohja 2009). A communications connection should be maintained at all times by both 
parties to avoid the overhead of establishing communication for each unit of data to be 
transferred.  The  server  side  should  be  able  to  transmit  new data  over  the  existing 
connection when it  becomes available – the only communication should be the data 
itself. The client can be interrupted and even driven by the incoming data stream, which 
is also more efficient for the client application. In future it may be possible to use the 
new HTML5 Web Sockets  technology (Hickson  2010)  to  implement  true  live  data 
streaming over the Web. As this technology is part of the new HTML5 specification, it 
will eventually be built directly into Web browsers which will enable Web sites to use 
the technology without the fear of 3rd party plugin solutions, such as Flash and Java, not 
being supported by the user's browser. Unfortunately it is still possible that some HTTP 
proxy servers may not support or allow Web Sockets traffic, meaning that this still is not 
an ideal solution.
2.7 Displaying The Results
When a observation has been made by the telescope robot and the results are transferred 
back  to  the  Web  interface,  the  image  is  immediately  made  available  to  all  users. 
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Because of the complexity of displaying the images, there is no one-size-fits-all method 
of displaying them to users of the Web site, therefore,  basic,  amateur and advanced 
methods of viewing the images were required.
To satisfy basic viewing of the telescope images, JPEG images were generated from 
the source FITS files. This creates a far from ideal solution, since creating 8-bit per 
channel JPEG images from 16-bit per channel FITS files is complicated, and ultimately 
subjective.  The  JPEG display  was  supplemented  with  the  ability  to  use  conversion 
profiles saved with the FITS viewer Java applet – even profiles saved by other users. 
This resulted in some JPEG images being intelligently generated using a known-good 
conversion  profile,  rather  than  using  the  defaults.  Since  virtually  all  Web  browsers 
support the display of JPEG files, this was the universal option for viewing the images.
For more advanced users, and those with Java support installed in their Web browser, 
a FITS viewer Java applet was implemented and integrated into the Web site. One click 
on a link on the site would launch the applet and transfer the original FITS data to the 
user's computer for use in the Java applet. Colour values, brightness levels, threshold 
and scaling levels could be applied to the image to experiment with the data and show 
or hide elements of the image.  For more serious astronomers, the original FITS file 
produced by the telescope robot control software was made available for download. 
Users could then process the image in whatever desktop software they had installed. 
However,  this  third  option  steps  outside  the  bounds  of  the  project,  since  the  Web 
interface is not longer being used to view the images.
Though a spectrum of options existed to view the telescope images, none of them 
represent the perfect way to solve the problem. The JPEG viewer can only use default 
settings to convert FITS files to JPEG for display by a Web browser, and often obscures 
important  features  in  images.  When  enhanced  using  a  stored  profile  for  the  image 
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settings the results were better,  but this option relied on other users to have already 
viewed the image in the Java applet and saved a profile. The Web interface had no way 
of knowing if the profile really did produce a better image.
The  Java  applet  was  used  successfully  by  many  users,  though  it  required  a 
compatible Java virtual machine to be pre-installed on users' computers – if that was not 
present then the applet could not function. Despite being a well established decade-old 
technology, members of the Bradford Robotic Telescope team who work in schools to 
bring the educational resources to school children regularly find networks of computers 
without support for running Java applets or applications (Machell 2009). The applet was 
also heavy on computer memory resources – requiring several tens of megabytes to hold 
various copies of the image at different stages of processing. This may seem small by 
today's  standards  but  when  the  applet  was  first  implemented  the  memory  usage 
approached the ceiling which the Java virtual machine allowed by default. The lack of 
Java support on some school networks led to the creation of a Flash applet by another 
member  of  the  BRT team (Machell  2009).  Reflecting  the  limited  image processing 
abilities  of  Flash,  for  each  page  view to examine  an  observation  image,  the  applet 
requested  four  preprocessed  JPEG images  from the  Web  server,  with  four  different 
processing profiles applied. This created significant processing work for the server but 
did allow a simple representation of the brightness depth of the original image to be 
displayed. A slider on the applet allowed users to move between the four preprocessed 
images.
The Oxenhope telescope  Web interface  allowed users  to  view JPEG images  and 
download the  original  FITS data.  Therefore  a  direct  comparison  can  be  made:  The 
Tenerife system extended this by allowing users to manipulate image settings using a 
Java applet. Any stored profiles from the applet would automatically be used to improve 
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the display of JPEG images.
While the concept of allowing users to view the results of the robot's work – or at 
least  to receive a confirmation that work had been done – would be generic to any 
remote  robot,  the  implementation  required  to  do  so  could  be  completely  different 
depending on what task the robot carried out. If the robot were another robotic telescope 
then the solutions implemented for this  project would be applicable, but even if  the 
application were changed just slightly to a robot which created images that did not use 
16 bit colour depth, much of the software implemented to deal with the data would not 
be required. Other robots may not create viewable results in this way – the feedback 
may simply be an affirmation that the robot had carried out the task.
If  the  image  display  systems  were  being  designed  and  implemented  now  the 
available options might look quite different; the use of Java applets is not as popular 
now as  it  once  was  –  even  though Adobe's  Flash  and Sun's  Java  were  created  for 
different  purposes,  the competition between them on the Web to provide extra  user 
interaction  above  and  beyond  what  the  Web  can  provide  alone  has  resulted  in 
widespread  use  of  Flash,  and  a  diminishing  number  of  available  Java  applets.  An 
installed Java virtual machine in the browser no longer seems to be a necessity for the 
modern Web. Sites such as Facebook, Twitter, Flickr and Wikipedia, under the branding 
of Web 2.0 use AJAX or Flash technology if any, to enhance site interactivity. Just how 
this occurred is unclear but is probably due to a combination of reasons. Java is a heavy 
workload for the browser, taking a long time to initialise the virtual machine ready for 
the applet – during which time usually a Java or Sun branded loading screen would 
appear – probably not what the site designer intended. In addition, Java is a general 
purpose language – resulting in a very capable language with which virtually anything 
could be implemented, but simple tasks require a lot of work. On the other hand, Flash 
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was designed specifically for beautifying the Web with animations, sound and video, 
and was made to be simpler to implement such things than Java. Flash was not a general 
purpose language, though later versions have progressively added more capabilities. It 
could be argued, however, that the Web did not require a general purpose language.
The result is a vicious circle – popular Web sites use Flash where necessary leaving 
almost no need for Java. Users don't install it because they don't need it, resulting in 
fewer browsers capable of running Java applets, leading to new Web projects rejecting 
the use of Java because users' browsers are less likely to be Java-capable.
This situation is a problem for the Bradford Robotic Telescope project – Java, being 
a general purpose language, could be made to perform the task of displaying 16 bit 
FITS images. Early versions of Flash could not have performed this task, though it is 
possible newer versions might be capable of some of the same features that the Java 
applet currently contains. However, considering all the regular 8-bit images available on 
the site such as the JPEG observations and in particular the gallery of best images, in 
future Flash could be put to impressive use to create an animated gallery in a similar 
way to the slide-show functionality on the Flickr Web site.
Another current trend may influence how displaying the images is done in future. 
Instead of the ever increasing march of technology placing faster and faster processors 
in users'  computers,  making today's  heavy applications tomorrow's lightweight ones, 
processor speeds topped out at around 3GHz forcing manufacturers to look for other 
products to sell. One of the results was more efficient lower power (and slower) laptops 
and netbooks, strangely leaving the user with less available processing power. However, 
at the same time the rise of “cloud computing” has occurred, negating the problem to 
some degree. Regular Web sites and the ability to read email using the Web have existed 
for  years,  but  now it  is  possible  to  create  and/or  edit  word  processing  documents, 
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spreadsheets, presentations and photos, using only a browser (Hayes 2008). Even file 
storage and whole computer backup is offered “in the cloud” (Vrable et al. 2009).
It may become necessary to accept that browsers cannot be expected to perform the 
complex task of processing 16 bit image data, and that the task must be performed on a 
set of servers making up the Web interface. The capabilities of Flash increase with time, 
as does the available bandwidth between the Web servers and users – it will be possible 
for the Web servers to generate all the images created by users as they manipulate image 
parameters, and transfer the generated images to the users in real-time.
New technologies  on  the  horizon may present  new solutions  to  the  problems of 
displaying  the  FITS  data  to  Web  users.  Microsoft  have  created  Silverlight  –  a 
competitor  to  Adobe's  Flash  technology.  The  W3C's  Web  Hypertext  Application 
Technology Working Group are soon to finalise the specifications and capabilities of 
HTML version 5, which will include new multimedia, animation and video playback as 
well as programmatic 2D drawing functionality.
3 Summary
This  chapter  has  discussed  how  well  each  implemented  solution  performed,  to 
provide the overall solution for the Web interface to the robot. Each implementation was 
also  examined  for  its  hypothetical  suitability  to  any  Web-based  remote  robot. 
Comparisons were made between the Oxenhope telescope robot system of the past, and 
the ways these problems may be tackled in the future. The following chapter concludes 
this  thesis  with  a  summary  of  the  problems  and  solutions,  a  discussion  on  the 
effectiveness  of  the  Web  interface  to  provide  a  channel  for  human  to  robot 
communication, possible future work to further enhance the implementations developed 
and concluding remarks.
216
CHAPTER XI
CONCLUSION
1 The Problems and Solutions
This thesis set out to examine the task of creating an interface to a remote robot, one 
which enabled content rich high quality communication between users and the robot, 
via the World Wide Web. The question of how to create the interface was split into 
seven distinct areas of work which, when combined, produced an end-to-end solution 
for allowing Web users to make use of a robotic telescope at a remote location.
A Web site is one part of the requirement, but what should be made available on that 
Web site? What content is required in order to enable a dialogue between a user and a 
robot? The content, construction and interaction details of a bespoke Web application 
were examined in Chapter III. The application dynamically created Web pages in real-
time to send to the users' browsers in order to create interactive dialogues with the users. 
To avoid reinventing the wheel in certain areas of development, pre-written open source 
Web applications were utilised to provide functionality which is common to many sites 
such as the documentation wiki and the discussion forum.
The question of how to communicate with the user well enough to accept a task from 
the user – a job for the robot – was investigated in Chapter IV. A Web dialogue based 
system was created, allowing users of all abilities to request service from the robot. It 
was simple enough to allow novices to generate a suitable request – providing help and 
defaults  where necessary,  but also complex enough to allow amateur astronomers to 
manipulate as many details about the observation as possible. The problem of how jobs 
for the robot could be modelled and stored was examined, and a solution was presented 
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which  could  accept  many more  jobs  for  the  robot  than  it  had  time to  execute,  but 
manage to provide each user with results – an essential ability in order to scale the usage 
of the robot beyond relatively small groups of users.
The enormous task of storing, sorting, organising, searching and retrieving user and 
system data was investigated in Chapter V. Millions of real-world objects needed to be 
recorded and represented in the system, from users to job requests to weather sensor 
values, and much more. A solution was created involving long established and highly 
capable relational database technology, without which the project would have taken a 
substantially different form. The PostgreSQL relational database management system 
was used which was capable of multiple simultaneous connections from Web servers, 
maintenance  scripts  and  data  processing  programs  –  making  it  a  very  flexible 
centralised data storage system.
Simply storing and accessing data at the Web site was not enough however – the 
purpose of the Web site was to provide an interface to a remote robot; work had to be 
sent to the robot and later, results retrieved. With thousands of users and only one robot, 
the Web interface had to communicate efficiently with the robot, on behalf of the users. 
There were no universally obvious solutions to this problem and several methods of 
communication, protocols and data encoding types were examined in Chapter VI. Both 
the Web interface and the robot kept a store of job data – a solution was presented, 
consisting of a bespoke client, server and protocol system which managed these two 
pools  of  information  keeping  them  in  synchronisation,  whilst  also  coping  with 
communications link failures. Both the client and the server were implemented using 
the PHP language; the wire protocol between the two was largely made up of serialised 
PHP arrays. Due to the bespoke nature of the protocol and software, the analysis of the 
communication system raised concern over future compatibility with other computing 
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systems, should the requirement arise. Possible alternatives were discussed.
As  the  robot  operates,  it  periodically  requires  a  new  observation  request.  As 
discussed in Chapter VII, astronomy observations are not best served by operating a 
first-come-first-serve queue. The problem of how to decide which job to execute at any 
one time was discussed and the implemented solution – a one-stage weighted-scoring 
dispatch scheduler was presented. The scheduler implemented was situated at the robot 
location and iterated through every waiting job,  every few minutes.  For each job a 
weighted score was calculated and recorded in the database. When the robot indicated it 
was ready to perform an observation, the job in the database with the highest score was 
selected  and  passed  over  to  the  robot.  Many  factors  were  involved  in  the  scoring 
process: altitude of the target, user priority, job waiting time and more. The scheduler 
software was constructed in a modular way such that adding more factors could be done 
easily.
After users make requests of the robot via the interface the dialogue should not just 
cease until results are produced; users should be able to continue communicating with 
the system to obtain information about the progress of their requests, the robot and what 
it is doing, and also what it will be doing in the future. Chapter VIII looked at how to 
enable  a  constant  dialogue  with  the  user  by  providing  a  constant  stream of  status 
updates,  facts  and  details  about  the  robot,  its  workload  and  environment.  The 
implemented system unobtrusively connected with the existing robot control software 
and the data transmission and storage system was designed to be independent of the 
actual data being transferred. The software was implemented in a modular way such that 
a  network  of  data  sources,  relay  stations,  storage  modules  and  clients  could  be 
constructed. A Java applet was created and deployed on the Web site to display all the 
available information as it arrived over the real-time data system.
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The final challenge of displaying the robot's work to users was examined in Chapter 
IX. The problems of displaying astronomy observations on computer monitors were 
discussed, detailing why it is not just the simple task of including images on Web pages. 
Traditionally astronomy images would only be manipulated using off-line applications 
by astronomers – such an approach is inappropriate for an interface which should be 
usable  on the Web from start  to  finish.  The question of  how to provide Web-based 
access to the observation images to the various different types of user was answered 
with a selection of different solutions, each applicable to a different user ability level. 
Among  other  solutions,  a  Java  applet  capable  of  handling  astronomy  images  was 
created  for  the  site,  allowing users  to  manipulate  and reprocess  the  image data  for 
themselves, directly on the Web site. However, the analysis of the applet solution raised 
concerns that due to the decreasing popularity of Java on the Web, another solution may 
need to be found.
In Chapter X the implemented solutions were analysed for their effectiveness when 
applied to the Bradford Robotic Telescope in Tenerife. The same solutions were also 
discussed outside the context of the Bradford Robotic Telescope to analyse how they 
might  be  applied  to,  and  how they might  perform for  any job-based  remote  robot, 
accessible via the Web.
These  seven areas  of  work  examined,  discussed  and implemented  the  functional 
components required to operate a Web interface to a remote robot. But what about the 
user's perspective, what about the user's experience of communicating with a robot?
2 Developing Human to Robot Communication
The Bradford Robotic Telescope is not a humanoid shaped robot which communicates 
using  speech,  but  it  is  a  robot  nonetheless,  one  which  uses  a  Web  interface  as  its 
communication mechanism with its users. The challenge of creating this communication 
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using a Web site involved several key areas of the site: The user's personal menu, the 
user's  own  requests  area,  the  jobs  database  search  system,  Web-cam  imagery, 
information about the weather at the robot, the astronomy image gallery and the behind-
the-scenes photo gallery, the real-time data system, the waiting jobs list, documentation 
and articles, and the community forum.
Combining all of these areas of the Web site, the goal is to provide a full and rich 
communication between the robot and the user, but in a structured and navigable way. 
Analogous to the different senses human beings use to fully appreciate and interact with 
the world around them, the different areas of the site aim to provide a communications 
path to each operational function of the interface and robot, each aiming to satisfy a 
different desire or requirement from the user.
The “Personal Menu” part of the site answers the user's question – “What can I do on 
the  site?”  –  an  important  first  part  of  using  any system.  The  Web-cams  provide  a 
graphical  instant  gratification  sense  of  the  robot  and  its  surroundings,  an  important 
function, as it allows the user to visualise the robot, its location and at night, the sky 
scene above.
The  weather  information  pages  allow  the  user  a  sense  of  the  environment 
surrounding the robot, using down-to-earth information which any user can appreciate 
such as how windy it is, and if it is sunny, cloudy or raining. This information combined 
with the Web-cams allows the user to imagine the visual and environmental conditions 
at the same time – allowing, for example, a temperature to be put to a sunny scene, or a 
wind speed to be put to a night-time starry scene.
The  “Your  Requests”  section  is  the  most  personal  part  of  the  communication 
detailing exactly what the user has asked the robot to do, and the robot's returns for 
those requests, while the main job database with its search functionality answers the 
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question – “What has the robot done?” Real-time data delivered by the second provides 
the most live and raw communication between the robot and user. If there were any 
doubt about the reality of the robot, any feeling of remoteness or disconnection on the 
user's part, the real-time data stream aims to dispel those feelings by answering each 
second, the questions – “What is the robot doing now?” and “What is the weather like at 
the robot?” The waiting jobs list aims to answer the question – “What will the robot do 
next?” – completing the trio of past, present and future information about the robot.
The image gallery presents a showcase of the robot's best and latest work, rated by 
users themselves; this part of the site solicits input from the user about what they think 
of the images, further enhancing the dialogue between robot and user. The photo gallery 
and documentation sections of the site provide behind-the-scenes information about the 
robot – what it itself looks like, and how it operates. Finally, to give the user a right to 
reply and allow them to discuss what they think about the robot, its observations or any 
other astronomy related subject,  the community forum allows users to connect with 
other users and the telescope administration team.
3 Future Work
Three  distinct  sub-projects  were  planned  during  the  implementation  of  the  Web 
interface for the Tenerife telescope. They were planned and considered, and provisions 
were made in some parts of the implemented system should these sub-projects ever be 
implemented.
3.1 Libnova On The Web Site
The Web application can manage users, requests and jobs, and provides users with an 
interface to view and manage these objects. But for a Web site which has as a primary 
goal the idea of providing access to the night sky as an educational resource, it knows 
and understands  very little  about  the  objects  in  the night  sky themselves.  The Web 
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application itself is incapable of showing generated sky maps, it is incapable of telling 
users where objects are in the sky at any given time, and most problematically, it  is 
incapable of telling users that some observations are impossible for months, simply due 
to the current time of year.  The main requirement is  for the Web site to be able to 
calculate the positions of celestial objects. This is performed at the robot with the use of 
a freely available open source software library called libnova (Girdwood & Kubanek 
2009), however this library is implemented in the C language, and has no method of 
being used from PHP code. Rather than rewrite the library in PHP, which would be 
extremely time consuming, tedious and prone to error (since the algorithms are intricate 
and complicated), a connecting layer between PHP and libnova could be created. Since 
the PHP language is open-source it is relatively easily extendible by creating plug-in 
modules – these modules allow the language to parse new PHP code and provide new 
functionality. It would be possible to write a “wrapper” module in the C language to 
connect PHP code with the libnova library. The speed of calculation would be retained 
because the complex astronomy calculations would still be performed in the compiled C 
language, and yet PHP would have access to all of the library's functionality. Many new 
Web interface possibilities would be opened up with this capability, making the Web site 
more intelligent, useful and helpful.
An interim solution was created by S. Marley of the BRT team, separating the task 
into an independent Flash object to be displayed on the Web site (Marley 2009). A list of 
approximately 1000 objects was included in the Flash object along with the algorithms 
to  calculate  their  positions  on the celestial  sphere,  based  on an observer's  time and 
location.  While  this  works  well  and  serves  the  general  purpose  of  displaying  the 
celestial  sphere  via  the  Web  site,  it  operates  completely  independently  of  the  Web 
application,  and  only  on  user's  computers.  As  such,  it  is  impossible  for  the  Web 
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application to use the Flash object to calculate astronomical target positions for itself, 
for  example,  making it  impossible  to  provide  this  information  anywhere  other  than 
within the Flash planetarium software. This capability should be tightly integrated with 
the  Web application  on  the  server  side,  so  that  any Web  page  can  calculate  object 
positions, allowing the enhancement of many areas of the Web site.
3.2 Multiple Telescope Sites
All the components in the system from the Web interface to the robot control software 
are capable of dealing with having multiple optical paths on one telescope mount. This 
allows the system to offer varying optical capabilities. All the available cameras are 
aligned to look in the same direction. As such, the robot uses only one camera at once in 
order to provide the required field of view for the observation given to it.
Multiple telescope sites refers to the goal of building entire duplicates of the robot 
already in service in Tenerife. The benefits of having more than one robot are three-fold. 
Firstly,  two advantages  can  be obtained by building a  second robot  in  the  opposite 
hemisphere, and in a significantly different time-zone. The Tenerife telescope already 
provides access to the night sky of the northern hemisphere, but some of the southern 
sky is never seen. A robot located south of the equator would be able to complement the 
sky coverage and make available  every point  in  the  night  sky for  observation.  If  a 
second robot were placed in a significantly different time zone it would mean that for 
more  of  the  time  at  least  one  robot  is  experiencing  night-time,  and  can  therefore 
observe. This could make the service even more useful since, depending on the location 
of the robots and the user, it might become possible to submit a job in the daytime and 
have it  returned to  you in the same day – because it  could be serviced by a robot 
somewhere on the globe where it is night-time.
Secondly, an extra robot increases the reliability of the overall service. With just one 
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robot  installation,  if  one  critical  hardware  component  at  the  robot  fails  or  requires 
servicing, the robot stays offline until human personnel have visited the robot to resolve 
the  problem,  during  this  time  no  jobs  are  serviced  at  all.  With  a  second robot  the 
situation  could  be  alleviated  by re-prioritising  jobs  and  executing  them on the  still 
functional robot. Finally, more robots has the obvious benefit of being able to process 
more jobs, and therefore provide more images of the night sky to more people.
In order to make it possible to one day extend the capabilities of the Web interface 
and  communication  software  to  manage  more  than  one  telescope,  the  notion  of  a 
“telescope  site”  was  built  into  all  software  written  from  the  beginning.  The  Web 
application is already aware that it is sending jobs to the Tenerife telescope, but that 
there could be others. In the Web pages which allow a user to construct a request for the 
telescope, the telescope site selection is currently hard-coded, but the option does exist. 
The flexibility of the second Tenerife job model makes multiple telescope sites even 
more powerful – if a robot dropped offline due to a failure it would be possible to create 
logic in the software to automatically pull all the active jobs from the defective robot 
and route them to other robots – with no administrator intervention required. Multiple 
image jobs could be made more reliable by allowing different images in the series to be 
processed  by  different  robots.  School  classes  could  be  automatically  routed  to 
telescopes that are in night-time while lessons are on-going. Many interesting features 
would be made possible with multiple robotic telescope sites.
3.3 Multiple Web Sites
One possibility for growing the business of the Bradford Robotic Telescope is to offer 
the  service of the telescope robot not only to schools in the U.K. but also to schools in 
other countries. The programme of study provided for schools in the U.K. is tightly 
linked to the national curriculum, allowing schools to use the telescope service as part 
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of the students' assessed education. It is envisaged that if the BRT were offered in other 
countries the same model would apply – for each country educational material would be 
developed by an education expert from that country familiar with the local curriculum 
for students. Most importantly, any material produced would be in the national language 
of that country. What would probably amount to a small staff for a participating country 
would  translate  parts  of  the  Web  site  into  their  language,  provide  the  educational 
material relevant for their country's curriculum, manage the access of schools and their 
students to the Web site and provide technical support to subscribing schools – they 
would be the authoritative figure for the BRT in their country. To provide these services 
they would require significant access to the BRT systems; they would need to have 
access to create and modify Web content, manage the database for that content and also 
they  would  require  full  access  to  the  database  of  users  in  order  to  manage  their 
subscribed schools and users.
Aside from the problem that providing this sort of access to teams all over the world 
would be an administrative head-ache, and that mistakes by one team might affect all 
others, the concept of providing a high volume Web site from one central location is not 
practical. Referring back to the issue of scaling, Web sites simply do not scale in that 
manner.  The concentration of so much traffic  in  one place causes  problems for the 
network and servers involved – causing ever more costly solutions to be required. In 
addition, in the event of a power cut to the Bradford server location, all countries would 
lose  access  to  the  Web  site.  The  giants  of  the  Web  –  Google,  Yahoo!,  Microsoft, 
Amazon and many others – do not host content from a single location. Google alone has 
custom built data centres around the world to provide content to users from the closest 
location to them, which also improves speed and reliability (Carr 2006).
The proposed solution for providing access to the BRT with customised educational 
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material and separated user bases is to allow each participating country to manage its 
own servers. This would allow each team to create content for their country exactly how 
they  see  fit,  and  to  modify  their  own  servers  to  provide  whatever  content  and 
functionality they like. It would isolate countries from each other's mistakes or problems 
– one country experiencing a problem with their hardware or software would not affect 
other countries. The solution would allow each country to structure school organisations 
in  a  relevant  manner  for  their  country,  and  charge  them  for  access  however  is 
appropriate. From a technical point of view, it would mean that all of the Web content 
served to schools would come from servers located within their own country, which 
would help to keep all users' experience of the site fast and responsive.
In the proposed solution,  Web content,  access checking,  group management,  etc., 
would be performed by the servers located in the user's  country.  The only essential 
communication that would take place to obtain service from the robot(s) would go via 
the Bradford servers, which would act as a gateway to the telescope robots. This would 
be background communication that would not be driven by the use of each country's 
Web site, in much the same way that job communication to Tenerife now is not driven 
by people using the Web site. In both cases, communication to the remote location is 
done in the background so that if the communication link is unavailable, it does not 
disrupt any user's experience of the Web site. This concept links in with the modern idea 
of exposing an API for use by other computer systems. In effect, the Bradford servers 
would expose an API for the subscribing countries' Web interface servers to use. The 
countries' Web interfaces would send their job requests using the API to the Bradford 
central  server,  which  would  take  care  of  the  task  of  farming them out  to  different 
telescope robots. The API would also be used to retrieve the results.
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4 Beyond The Web
Over  the  past  several  years  a  huge  focus  has  been  placed  on  using  the  Web  as  a 
communication conduit between humans and remote computer systems, but the Web is 
not necessarily the only answer. As technological development has brought new types of 
devices to the market, new interaction methods are required. Mobile phones brought 
almost  ubiquitous  voice  calling  and  text  messaging;  an  SMS  interface  could  be 
developed for the telescope robot which at the very least could inform users about the 
progress of their jobs. Speech recognition, a slowly improving technology, could one 
day be utilised to enable users to interact with the robot via a voice telephone call.
Smart phones – highly advanced mobile phones capable of connecting to the Internet 
–  have  much  smaller  displays  than  typical  laptop  and  desktop  computers,  and  are 
moving  towards  having  mostly  touch  driven  interfaces.  Regular  Web  sites  are 
cumbersome  on  these  devices  as  they  are  designed  for  much  more  visible  area. 
Stripped-down  sites  designed  for  smart  phones  are  an  improvement,  but  the  ideal 
solution for interaction on these devices is the mobile phone “app” – mini-applications 
created  specifically  for  the  devices  to  run  as  native  programs  which  work  more 
intelligently with smaller displays and can take advantage of touch interfaces. The BRT 
may in future be accessed on-the-go using a custom app on a smart phone.
5 And Finally...
In  2002  the  Bradford  Robotic  Telescope  team deployed  the  first  new  computer  in 
Tenerife to provide weather data from the first set of sensors to be installed, and to bring 
a single Web-cam's view of the site back to Bradford. From that time, over many visits 
to Tenerife with more and more boxes of hardware, the entire robotic telescope was 
constructed and commissioned.  At the time of writing there are now ten Web-cams, 
seventeen weather sensors, three astronomy cameras all supported and controlled by 
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five server computers and many smaller dedicated electronic control boxes.
The first observation request to be entered into the Web site and observed by the 
robot in Tenerife took place in November 2003, and the international version of the Web 
site opened fully for public use in June 2005 after a time of limited beta testing.  A 
version of the Web site targeted specifically at schools in the U.K. opened in October 
2006. To date, there are over 26,000 international Web site users and 37,000 schools site 
users.  Between all  the users,  over 180,000 observations have been requested,  which 
resulted in approximately 98,000 jobs being generated and sent to the telescope robot. 
Over 74,000 of those jobs have so far been completed successfully and their resulting 
images  are  available  for  any user  of  the  Web  site  to  view.  This  vast  collection  of 
previously taken images means that users of the Web site do not necessarily have to 
order their own images – for reasonably common astronomical object requests, often a 
search of the database returns hundreds of previously taken images, leading to instantly 
obtainable value from the system. Users viewing all these images have generated nearly 
30,000 gallery submissions, which encouraged 9,000 other users to submit 45,000 votes 
on  the  quality  of  the  resultant  JPEG  images.  This  has  ensured  that  the  top-rated 
astronomy images in the gallery are visually stunning.
Apart from times when a critical hardware component of the whole robot system 
fails, the robot has been on-line and servicing requests every night since opening for 
public use in 2005, weather permitting. The Web interface for the system has been on-
line originally since 1993, and since September 2002 in its current form for the Tenerife 
robot. It is nearly always available – serving astronomy images to Web users whether 
the robot is operational or not. The robot and interface have proven themselves to be 
capable  of  running  autonomously  –  usually  running  for  days  without  any  human 
intervention and often for much longer.
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Members of the BRT team have taken the educational programmes into over 300 
schools,  introducing  the  BRT,  astronomy and  basic  science  to  thousands  of  school 
children  (Camacho  et  al.  2009)  –  fulfilling  one  of  the  very first  basic  aims  of  the 
telescope project – to bring the wonder of the night sky to people deprived of it by light 
pollution, made possible by the use of a remote robotic telescope via the World Wide 
Web.
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