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ABSTRACT 
This study empirically evaluates the determinant of household savings in South Africa (1985- 2013). The 
study used co-integration and Vector Error Correction Mechanism to determine the relationship between 
household savings and the selected explanatory variables. The study made use of a quarterly time series data 
sets from the SARB quarterly bulletin. The long-run relationship between savings and its determinants was 
examined using the procedure suggested in the literature by Johansen.  
The results of the co-integration tests suggest that there is a long-run relationship between savings and 
household wealth. The results suggest that wealth is a main determinant of household savings in the long run. 
However, the impulse response function and the variance decomposition indicated that household debt is 
dominant in explaining the variations in household savings better than other explanatory variables confirm. 
On the other hand, household debt, household disposable income and cpi (inflation) and interest rates have 
negative effects on household savings in the long run. Further, the estimated results revealed that disposable 
income, interest rate and inflation have statistically significant influence on household savings in South Africa 
 
The implication of the results obtained from impulse response and variance decomposition is that South 
Africa has liberalized its financial sector to a large extent over the past decade such that households are over 
indebted. The main reasons for the decline in savings in South Africa is easy availability of Credit which 
encouraged consumers to take out loans, the rising house prices which encouraged consumers to borrow 
because of their positive wealth effect, Cultural/Social trends encouraging an attitude of borrowing and 
spending and lastly low interest rates (both in nominal and real terms). 
 
To this end, the study suggests that the South African National Credit Regulator conduct a credit audit to 
spot-check credit providers’ compliance with the provisions on reckless credit and over-indebtedness.  
More focus should be placed on indirect measures for preventing over-indebtedness, for example education.  
It is recommended that governmental or private organisations should set up educational programmes to 
improve information and advice on the risks attached to consumer credit. It is further suggested these 
programmes focus on money management for use in schools be made compulsory so as to raise awareness 
levels and establish financial literacy from an early age. This recommendation is based on the principle that 
prevention is better than cure. 
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CHAPTER ONE 
INTRODUCTION AND BACKGROUND OF THE STUDY 
1.1 INTRODUCTION 
 
This chapter discusses the problem statement, the purpose of the study, the questions guiding the study, the 
significance of the study and the background literature. It also presents a brief structure of the methodology 
and an outline of the study.  
 Saving, the act of foregoing present consumption, is vital to maintain and expand an economy‘s capital 
structure and, in turn, lay the foundation for long run growth. Saving in South Africa provides the 
wherewithal (the money or other means needed for a particular purpose) for capital formation which, in turn, 
is essential for economic development. Investment is widely accepted as a goal of economic policy because it 
allows producers to take advantage of technological progress, increases the productivity of workers and 
consequently real wages, and thereby allows for the permanent improvement of the standard of living of the 
population. 
The levels of savings determine the resources available for investments because investments are a flipside of 
savings. This means that higher levels of savings determine higher levels of investments. This in turn leads to 
economic growth and development in the economy. In order to achieve higher rates of growth with relative 
stability, the marginal propensity to save should be raised (Prinsloo, 2000: 7; Davidson; 2007; Hess, 2010).  
Despite the significance of savings in economic growth and development, there has been a noticeable decline 
in savings in South Africa. Since 1984, the national savings rate in South Africa deteriorated significantly 
reaching a mere 15.3 percent of Gross Domestic Product in 2009 (SARB, 2010:13).  The deterioration in the 
saving ratio of households at the beginning of the 1980s coincided with the greater use of credit by 
households. Alongside these developments there was an increase in the net wealth of households relative to 
their personal disposable income (SARB: 2002). Mutyaba (2013: 13) confirms the decline in savings in South 
Africa particularly during the period 1990 to 2011. In 2006, for example, household savings turned negative 
while on the other hand household debt as a percentage of disposable income increased to its highest level 
ever (Mutyaba, 2013:14). This points out to the absence of a savings culture amongst individual South 
Africans. Putting money aside voluntarily is proving to be a challenge to most South Africans (Chiroro, 
2010). The majority of South Africans in the low income and middle income groups do not save and have no 
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plans to save (Chiroro, 2010). In fact approximately 72% of adult South Africans are not saving at all 
(Chiroro, 2010). Dimant (2012) asserts a view that for the period 1990 to 2010, the savings rate to disposable 
income of households dropped from 2.4% to -0.3%. 
The plan of the study is as follows: section 2 will survey the existing theoretical and empirical literature on 
the structural determinants of aggregate personal savings rate that the study considers in the empirical work 
and describes the specific variables that are used to represent these determinants. Section 3 will then examine 
the long-run relationships between the dependent variable and independent variables, using Vector Error 
Correction Model. The final section of the paper will summarize the main findings of the study and comment 
on future research. 
1.2 BRIEF LITERATURE REVIEW 
 
Personal savings decisions are driven by several motives, including the need to build up assets to finance 
consumption, the desire to leave bequests to a subsequent generation, and saving for the acquisition of 
tangible assets or large current expenditure. Saving for retirement is generally considered quantitatively the 
most important saving motive (Berube and Cote, 2000:3). 
The classical growth model introduced by Solow (1956) predicts a positive relationship between the national 
saving rate and per capita income. An important conclusion from the Solow growth model is that higher 
saving leads to a temporary, but not permanent increase in growth. However, several empirical applications 
of the Solow model such as Barro and Sala-i-Martin (1992) and Mankiw, Romer and Weil (1992), have 
shown that the transition period following a change in savings can be very long and that saving rates   capable 
of explaining a large fraction of the international variation in growth rates. Other studies investigated more 
closely the direction of causality, as saving and growth affect each other. Carroll and Weil (1993) and Rodrik 
(2000) confirmed a strong positive relationship  between saving and growth, but found that income growth 
booms cause permanent increases in saving rates, while transitions to higher saving rates are associated with 
only temporary increases in economic growth as predicted by the Solow model. 
Classical Model Theory introduced by Adam Smith (1776) regards savings as a positive function of interest 
rates. This means that as interest rates increase, the opportunity cost of no saving becomes too high. This 
theory assumes equilibrium between savings and investment. Thus, this assumption requires that household 
savings be equal to capital investment expenditures. Classical economists believe that saving and investment 
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is triggered by the prevailing interest rates. It must therefore be admitted that an automatic adjustment takes 
place between saving and the opportunities for employing capital profitably. Saving will not have exceeded 
its possibilities of usefulness so long as the rate of net interest is in excess of zero, (Flux, 2012: 95). 
 
Meanwhile, Keynesian theory maintains that current household consumption patterns are a function of the 
current disposable income in a household. However, the theory has been criticized on the grounds that it 
relates to the use of current as opposed to future potential income. As such, consumption is based on the 
“fundamental psychological law” which states that on average people are likely to increase their consumption 
as income increases. Nevertheless, Keynes (1936) postulates that consumption patterns at the time were based 
on current income. However, today household consumption is believed to be dependent on future income. 
The central idea conveyed by these models is that households make their consumption choices on the basis of 
their wealth, current disposable income and future income expectations so as to guarantee a uniform level of 
consumption over their lifetime. 
Keynesian economics theory directly contradicts the savings-investment proponents of classical economics 
because of what it believes to be the savings and investment determinants.  According to the Keynesian 
theory of saving, saving has a close link with income level.  That is, savings change when income changes. 
These traditional Keynesian Models imply that consumption and saving depend on the level of current 
income, (Harjes and Ricci, 2005). Savings function is derived from consumption where consumers save their 
portion of income that was not for consumption. This means that savings and income have a positive 
relationship with one another in a way that if income increases then savings will follow after consumption. 
Keynesian economists believe that household savings and investments are based on disposable incomes and 
the desire to save for the future and commercial capital investments are solely based on the expected 
profitability of the endeavour. 
According to Keynesian model consumption is a function of disposable income and saving is income not 
spent; saving is therefore primarily a function of disposable income. Accordingly, savings is a passive 
residual of a disposable income and the marginal propensity to consume. 
The two subsequent theoretical perspectives which place the individual consumption and saving behaviour in 
an intertemporal optimization perspective are: the permanent income hypothesis (PIH) and the life cycle 
hypothesis (LCH). These theoretical perspectives are discussed in the following subsections. 
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1.2.1 Life Cycle Hypothesis 
 
 This theory suggests that consumers spread consumption over a life time. As a result saving will be high 
when incomes are high (during working-age), and there will be dis-saving after retirement. In the absence of a 
bequest motive, saving of any individual is zero over a life-cycle, and also in the absence of growth or 
demographic change, aggregate saving will also be zero. Yet, growth and changes in the population structure 
have implications for aggregate saving. Therefore, aggregate saving will increase with growth. This is 
referred to as the Modigliani’s aggregation effect’ (1986). Life-cycle theories predict a rise in saving as the 
youth dependency ratio declines in the latter stages of demographic transition. Life Cycle Hypothesis (LCH) 
predicts that consumption in a particular period depends on expectations about life time income (not on the 
income in that period, as postulated by the Keynesian model). 
A study by Denizer (2002) in Bulgaria, Hungary and Poland based on survey data from 1993-1995 found that 
the determinants of saving are generally similar for transition and market economies. However, they found a 
U-shaped relation between age and savings that runs counter to LCH. In addition, they found that the 
educational status, which they interpret as an approximation of future income, increases savings whereas the 
impact of the employment status is insignificant. 
 
1.2.2 Permanent Income Hypothesis 
 
Permanent-Income Hypothesis or PIH (Friedman, 1957) postulates that consumption equals permanent (as 
opposed to current) income, which takes into account longer-term income expectations, and hence is 
relatively smooth. Transitory income shocks have only a small impact on consumption, and are mostly 
absorbed as saving or dis-saving. A well –known testable implication of the permanent income hypothesis is 
that movements in saving should anticipate movements in income (Campbell, 1987: 23), for example, people 
should save when they expect their incomes to decline in the future, and dis-save (or save less) when they 
expect the incomes to increase. Hanousek and Tuma (2002) investigated the PIH for the Czech Republic 
using the example of voucher privatisation from 1993 to 1996. They found that irrespective of the 
respondents’ age profiles, only a small number of transferred assets were consumed, which confirms PIH. 
In contrast with older Keynesian models, the economic models of intertemporal choice distinguish between 
temporary and permanent changes in current income. Both the PIH and LCH predict that most of a permanent 
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increase in current income will be spent. The main difference between the PIH and LCH framework lies in 
the role of demographic factors which then affect the dynamics of aggregate saving, 
According to Harjes and Ricci (2005) models based on intertemporal optimization also identify a role for real 
interest rates in determining saving with two possibly opposite effects on saving: an income effect and a 
substitution effect. An increase in real interest rates makes individuals richer and hence more keen to 
consume and reduce saving. However, higher interest rates also increase the return on saving and, therefore, 
provide an incentive to delay consumption and save more. The net effect is theoretically ambiguous, a result 
which is often reflected in empirical studies. 
In addition to that, precautionary saving theory has been highlighted, suggesting that if households are very 
risk averse, they will increase their savings when uncertainty arises, to protect themselves against large 
possible swings in their income, (Harjes and Ricci, 2005). Other contributions include the possibility that 
some households may face borrowing constraints, suggesting that financial liberalization may drive savings 
down. 
The evidence on the precautionary motive for saving is mixed. Kraay (2000) found future income uncertainty 
to be insigniﬁcant whereas Meng (2003) found that the saving rate is positively related to past (lagged) 
income uncertainty and to an increase in the probability of being unemployed 
However, despite the progress in understanding consumption and saving behaviour, no model has 
successfully encompassed the complexity of factors that influence saving. Hence, empirical studies on 
savings include variables in the reduced-forms of the various theoretical contributions, rather than choosing 
one specific model of saving as a bench mark. 
1.2.3 Neo-Keynesian Savings Theory 
 
The neo-Keynesian’s point of departure is the chief premise of Keynesian economics which states that 
capitalism has lost its spontaneous mechanism for restoring economic equilibrium and that, consequently, 
state regulation of the capitalist economy is necessary. However, neo-Keynesians call for systematic, direct 
influence by the bourgeois (belonging to or characteristic of the middle class) state on the capitalist economy 
whereas Keynesian theory advocates periodic, indirect influence on the economy. 
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The main idea underlying the neo-Keynesian theories of growth and distribution is that of aggregate savings 
adjusting to an independently given volume of aggregate investment. The adjustment of savings to 
investment, rather than the other way round, is seen to be central message of Keynes’s General Theory. Neo-
Keynesianism also poses the question of different types of technological progress, distinguishing 
technological progress that results in savings of human labour from progress that ensure savings of labour 
embodied in the means of production (‘capital’ neo-Keynesian terminology). According to neo-Keynesians 
neutral technological progress, which is considered a typical phenomenon, is defined as the type of 
technological development in which the trends toward savings of labour and savings of capital are balanced, 
so that the numerical ratio of labour and capital and, consequently, the organic structure of capital do not 
change. 
In this theory, there is a separation of households into wage earners who often consume all the income they 
receive while, entrepreneurs earn profits that are saved and re-invested. The wage earners savings are usually 
lower than profit savings. Entrepreneurs receive income on their property and this constitutes a return on the 
past productive investment, and a large part of this income is saved to satisfy further investment needs of the 
firm. Contrary to the Keynesian theory, the share of property income to total income is determined by 
consumption decisions, while the neo-Keynesian model assumes that the profit share is determined by 
investment decisions, (Mahlo, 2011: 9). 
1.3 EMPIRICAL LITERATURE 
 
This theoretical literature suggests a variety of motives for household saving. These motives can be grouped 
into four categories:  to provide resources for retirement and bequests; finance expected large lifetime 
expenditures (including house purchase and education); to finance unexpected losses of income 
(precautionary saving) and smooth the availability of financial resources over time to maintain a more stable 
consumption profile. These saving motives, in turn, suggest a large number of variables that may influence 
household saving decisions. Among the most commonly used in empirical studies are: government saving, 
Corporate saving; growth, demographics, household wealth, unemployment; real interest rate; inflation, terms 
of trade and proxies for financial deregulation, (Callen and Thinnam 1997:5). According to Callen and 
Thinnam; (1997:5) the impact of some these variables on household saving are both theoretically and 
empirically consistent.  
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A large body of empirical research examines the determinants of private saving with the use of panel data for 
a broad set of countries (Giovannini, 1985; Masson, Bayoumi, and Samiei, 1995; Edwards, 1996; and 
Loyaza, Schmidt-Hebbel, and Serven, 2000). Loyaza, Schmidt-Hebbel, and Serven (2000) reported in their 
survey that only a limited number of saving determinants appear to be consistently significant; these include 
the terms of trade, domestic and foreign borrowing constraints, fiscal policy variables, and pension system 
variables. These empirical studies differ widely regarding other determinants for which consumption theories 
would predict a significant influence on saving, such as income growth, demographic factors, interest rates 
and inflation. The proposed study considers five factors that have been considered in economic literature as 
potential determinants of household saving. These include disposable income; real interest rate; inflation; 
household wealth and household debt.  
 
According to Loayza et al (2000), the influence of income on savings is greater in developing countries than 
industrialised countries. They argue that an increase in per capita income raises the long-run private saving 
rate by 10 percentage points of disposable income ceteris paribus. 
Dynan, Skinner and Zeldes, (2000) conducted literature surveys and found this income to be an important 
determinant of savings with a positive coefficient. This finding is consistent with both the original Keynesian 
formulation for consumption function.  
 Callen and Thamann, (1997) conducted a study in 21 OECD countries and their findings were that income 
growth has a strong positive influence on household saving. Horioka and Wan (2007) in China, established 
that a one percentage point increase in income growth rate causes a 0.192 to 0.536 percentage point increase 
in the household saving rate.  
Noteworthy, the long- run impact of income growth rate is 1.91 to 6.41 times. The Indian experience also 
provides support for the argument that, the level of income is an important determinant of the capacity to 
save, (Athukorala and Sen, 2001).  
An empirical study by Mahlo (2011) in South Africa investigated the determinants of household savings in 
South Africa and the factors that influenced the decline in household savings. Household variables such as 
household income, expenditure, debt, as well as interest rates were analysed using trends to reveal their 
specific effect to the overall household savings. Cointergration analysis on South African Reserve Bank data 
from 1990- 2009 was conducted and the results revealed that with all variables included, household income is 
the main determinant of household savings in South Africa. Impulse response functions, variance 
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decomposition functions as well as the granger-causality tests were performed and results showed that 
households’ income remains the main determinant of household savings. 
These studies find income to be an important determinant of saving disposable income with a positive 
coefficient. These findings are consistent with both the original Keynesian formulation for the consumption 
function (with a declining average propensity to consume) and more recent theories. 
Interest rates are also considered as an important determinant of savings. However, the impact on savings due 
to a change in real interest rate is theoretically ambiguous because of opposing income and substitution 
effects. Nevertheless, interest rates are sometime found to have a positive impact on savings, although such 
relationship is often statistically insignificant. According to Callen and Thamann (2010), this difficulty in 
finding a significant impact of real interest rate may be attributable to difficulties in specifying the relevant 
interest rate.  Empirical studies in United States suggested that the partial correlation between the interest rate 
and the savings rate is rather small, irrespective of its sign, (Berube and Cote, 2000). 
Studies focusing more particularly on Canadian data have generally found no significant real interest rate 
effects on personal savings, (Burbridge an Davies 1994); Beach, Boardway and Bruce (1988) and Salgado 
and Li (1998). In South Africa, Aron and Muellbeur (2000) found a relationship between the real interest rate 
and household savings was because households with low income spend more on basic needs and only a 
residual is saved which in most cases is usually very little. However, Horoka and Wan (2007) found real 
interest rate to be one of the main determinants of savings in China. 
Thomas and Towe (1996) obtained a relatively large effect of the real interest rate on personal saving in 
Canada. In India the results of the study by Athukorala and Sen (2001) suggests that the real rate of return on 
bank deposits has a statistically significant positive effect on saving behaviour. This finding is consistent with 
the McKinnon-Shaw (1997) proposition that, in an economy where the saving behaviour is highly intensive 
in money and near-money assets, the direct incentive effect of high real interest rates on saving behaviour 
(‘income effect’) generally overwhelms the substitution of other assets for financial assets in response in face 
of such interest rate changes (‘substitution effect’).   
Inflation also has an influence on savings. A few studies find a positive relationship between inflation and 
savings, (Masson, Bayoumi, and Samiei; 1998; Loayza (2000; Ozcran et al (2003). Inflation is a measure of 
uncertainty, and therefore a positive relationship between inflation and savings is interpreted as being 
consistent with a precautionary motive for saving. 
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Koskela and Viren (1985) also express a view that, a rise in inflation does increase savings. Also Horoka and 
Wan (2007) found inflation rate to be a determinant of household savings in China.  
Thamann and Callen (1997) conducted a study in the OECD countries and found inflation to be positively 
related to household saving. Similarly, studies by Masson, Bayoumiand Samici, (1998), found a positive 
coefficient on inflation. Inflation is a measure of uncertainty, and these results are interpreted as being 
consistent with a precautionary motive for saving. 
Wealth is also considered a key determinant of savings. In most industrialised countries, revaluations of 
equities and housing have contributed to a substantial increase in the value of household net worth through 
most of the 1980s and 1990s, reducing the need for saving out of personal income. Wealth is a key 
determinant of consumption or saving in theoretical models of intertemporal optimization, (Berube and Cote, 
(2000). Of course, permanent income can be viewed as the stream of income from total wealth, but a 
narrower definition of wealth would be the assets that can be exchanged for current consumption.  Berube 
and Cote (2000) further postulate that the theory unambiguously predicts that greater wealth would reduce 
saving out of the current income. Since most concepts of wealth are not directly observable wealth has not 
been used in most empirical studies of saving in developing countries. Schmidt-hebbel (1987) uses five 
alternative measures of total wealth in an empirical intertemporal consumption for Chile, based on different 
assumptions regarding expectation formation. Behrman and Sussangkarr (1989) used household level data on 
wealth and saving in Thailand. In both studies, the finding was that wealth has a strong negative effect on 
savings. 
However, some studies generally support the view that wealth is an important variable in explaining long run 
movements in personal saving,(for example, see Bovenberg and Evans 1989; Bosworth, Burtless, and 
Sabelhaus 1991). Funke (2002) found a medium-term marginal propensity to consume out of housing wealth 
in the range of 0.04 – 0.10 and 0.4 – 0.07 for stock market wealth. As expected, the effect is stronger for the 
elderly. However, it is not clear how long the wealth effect lasts. Funke (2002) also found that the wealth 
effect of stock market prices disappears over 1 – 3 years. The finding of the wealth effect has been criticised 
as spurious by (Calomiris, Hofer and Miles, 2009) arguing that improved prospects would increase both 
consumption and household wealth. 
Household debt has rapidly increased this decade, mainly because debt has become more easily accessible to 
the average South African. At the same time, interest rates have been relatively low. The need for instant 
gratification and materialism has burdened South Africans, forcing them to increase their debt levels. Current 
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debt levels stand at approximately 80 percent of household income, which leaves very little for savings and 
investments, (Old Mutual Saving Monitor, 2010). It is unfortunate that people spend on goods that do not 
appear to eliminate poverty or create long term wealth, (Moav and Neeman, 2010).Similar findings are 
reported by Callen Thamann, (1997) in the OECD countries. 
An empirical study by Berube and Cote (2000:4) in Canada examined the structural determinants of the 
personal savings rate over thirty (30) years, using cointegration techniques. The main finding was that the real 
interest rate, expected inflation, the ratio of all government fiscal balances to nominal GDP, and the ratio of 
household net worth to personal disposable income are the most important determinants of the trend in the 
personal savings rate, as measured in the National Income and Expenditure. The results also suggest that the 
rapid decline in the National Income and Expenditure personal savings rate in recent years largely reflect a 
change in the trend component of the savings rate, rather than a transitory departure from the trend. 
On the other hand, a study by Prema-Chandra Athukorala (2001) in India examined the determinants of 
private saving in the process of economic development, in the light of the Indian experience during the period 
1954- 1998. The methodology involved the estimation of a saving rate function derived with the Life-cycle 
framework while paying attention to the structural characteristics of a developing economy. The findings 
were that the saving rate rises with both the level and the rate of growth of disposable income and the 
magnitude of the impact of the former is smaller than that of the latter. 
 
1.4 PROBLEM STATEMENT 
 
According to South African Reserve Bank (2014), personal savings in South Africa decreased from R- 983 
million in the fourth quarter of 2013 to R-2286 million in the first quarter of 2014.  It further decreased to R-
3102 million in the second quarter of 2014.  
The SARB further states that personal savings in South Africa averaged R 1907.69 million from 1960 until 
2014, reaching an all time high of R 17 075 million in the second quarter of 1996 and a record low of R -
22527 million in the fourth quarter of 2007. While on the other hand, disposable personal income in South 
Africa increased from R21121.78 million in the fourth quarter of 2013 to R21451.56 million in the first 
quarter of 2014. Disposable Personal Income in South Africa averaged R415172.16 million from 1960 until 
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2014, reaching an all time high of R21451.56 Million in the first quarter of 2014 and a record low of R3393 
Million in the second quarter of 1960.  
 
Over the years, South African consumers have accumulated more debt, borrowing in order to consume, 
(Mutyaba, 2013). This has lead to a culture of dissaving by households (Prisloo, 2000:13). Prisloo (2000) 
asserts that the quarterly analysis of the savings ratio has slowed since the beginning of 1997. Aron and 
Meullbauer (2000:59) postulate that corporate savings in South Africa act as a cushion for overall savings 
since household savings cease to exist. According to the International Monetary Fund (IMF), the level of 
savings in South Africa is ranked poor compared with other emerging economies and the question is how to 
improve these levels. 
The South African government launched the South African Savings Institute in 2001 to address issues of 
savings but there is still a lot to be done and savings have not yet improved. Household savings have 
continued to be in negatives since the mid 2000’s (Ojah and Mokoteli, 2010: 23) 
Chiroro (2010: 13) observed in her study that putting money aside for short term emergencies and even for 
retirement is proving to be too difficult for most South Africans. According to Chiroro (2010), the majority of 
South Africans in the low income and middle income groups have no plans to save and no regular savings.  
Aron and Muellbauer (2000) established that, one of the explanations for the low growth trap experienced by 
South Africa since the mid-1980s is due to the persistent decline in national savings. This negative savings 
rate indicates that a household spends more than it receives as regular income and finances some of the 
expenditure through credit, through gains arising from the sale of assets, or by running down cash and 
deposits. In order to reduce South Africa’s dependence on external debt and any default or sovereign risk that 
may result and break the low growth trap, South Africa needs to take strong measures geared towards 
reversing the current trend of savings.   
1.5 OBJECTIVES OF THE STUDY 
  
1) To review both theoretical and empirical literature on savings  with specific reference to household 
savings 
2) To provide trends on household savings, disposable income, real interest rates, inflation, household 
debt, and household wealth in South Africa during the period 1985 – 2013 
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3) To econometrically assessthe determinants of household savings in South Africa. 
4) To provide the policy recommendations based on findings  
1.6 RESEARCH HYPOTHESIS 
 
  : Household disposable income is not a significant determinant of household savings in South Africa 
    Household disposable income is a significant determinant of household savings in South Africa. 
1.7 MODEL SPECIFICATION 
 
The study intends to adopt an econometric model in explaining the determinants of household savings in 
South Africa. Both saving and consumer behaviour evolve slowly, the study will not estimate the correlations 
by means of simple regression but use a vector error correction model. This model will allow the possibility 
of dealing with more than one cointegrating vector. 
Based on the review of literature in this study, the household savings will be modelled as a function of the 
level of real disposable income (  ), real interest rate (i), household wealth (  ), inflation (inf), and 
household debt (  ). 
The household savings model can therefore be specified as follows: 
    = f (  ,i, inf,  ,   ................................................................ (1) 
Where: 
      - is   ratio of household savings to household disposable income 
       -  is the level of household disposable income 
i        -  is the real interest rate. In this study real interest rate is defined as the lending interest rate adjusted for 
inflation as measured by the GDP deflator. 
inf     - is inflation as measured by the consumer price index (CPI). The CPI reflects the monthly percentage 
change in the cost to the average consumer of acquiring a basket of goods and services that may be 
fixed or changed at specified intervals, such as yearly. 
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       -   is the ratio of household wealth to disposable income.  
        -   is the ratio of household debt to disposable income. 
The econometric form of equation (1) above is represented as: 
     =    +      +      +         +           +   ....................................................................(2) 
 
Where: 
            =  intercept of the relationship in the model or a constant. 
       =  coefficients of each independent or explanatory variables to be estimated. 
                  =  Error term 
 
1.7.1 Econometric Procedure 
 
In this study, the impact of the determinants on household savings rates will be examined in the following 
ways: 
 To examine whether a time series has a unit root, this will use augmented Dickey- Fuller (ADF) unit 
root test. 
 To find the long run relationship among the variables, the study will apply the Johansen’s multiple 
cointegration tests. 
 Once the variables are found to be cointegrated, meaning that long-run holds between them, the 
researcher will apply VECM in order to evaluate the short run properties of the cointegrated series.  
 The model will also be tested for structural breaks 
In the case of no cointegration VECM is no longer required and we will directly precede to Granger 
causality tests to establish causal links between variables. 
The life cycle theory provides the framework for this study which hypothesis that individuals spread 
their lifetime consumption over their lives by accumulating savings during earning years and 
maintaining consumption levels during retirement. 
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1.7.2 Estimation Technique 
 
Annual time series data from 1985 to 2013 will be analysed using the Johansen VECM estimation technique 
(Johansen and Juselius (1990) and Johansen (1991)) in which a vector error correction framework will be 
employed. The Johansen’s technique represents advancement over any single equation estimation technique 
since it allows the possibility of dealing with more than one cointegrating vector. The technique also allows the 
researcher to separate the long-run equilibrium relationships from the short-run dynamics. VECM offers a 
possibility to apply Vector Autoregressive Model (VAR) to integrated multivariate time series. Therefore, a 
VECM is basically a VAR in its first difference form with the addition of a vector of cointegrating residuals.   
VECM, like VAR, treats all variables as endogenous, but limits the number of variables to those relevant for a 
particular theory. 
 If cointegration has been detected between a series it is clear that there exists a long-term relationship between 
them and so we will apply VECM in order to evaluate the short run properties of the cointegrated series. In the 
case of no cointegration VECM is no longer required and we will directly precede to Granger causality tests to 
establish causal links between variables. In VECM the cointegration rank shows the number of cointegrating 
vectors. For instance a rank of two indicates that two linearly independent combinations of the non-stationary 
variables will be stationary. 
 
A review of the literature provided the basis for the empirical model for household savings, which is specified 
in the following way: 
     =    +       +      +         +           +   ....................................................................(3) 
 
1.7.3 Testing For Stationarity 
 
Testing for the existence of unit roots is of major interest in the study of time series models and co-
integration. The presence of a unit root implies that the time series under investigation is non-stationarity; 
while the absence of a unit root shows that the stochastic process is stationary, (Iyoba and Kanem, 2002). 
According to Gujarati (2003), before one pursues formal tests, it is always advisable to plot the time series 
under study. Such a plot (line graph of the level) correlogram gives an initial clue about the likely nature of 
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the time series. Such an intuitive feel the starting point of formal tests of stationarity, normally referred to as 
graphical analysis. 
A series is referred to as (weakly or covariance) stationary if its mean and variance are constant overtime and 
the value of the covariance between the two time periods depends only on the distance or lag between the two 
time periods, not on the time at which the covariance is calculated, (Gujarati 2008: 779). 
A time series that is not stationary is referred to as non-stationary. A non-stationary series is also said to be 
integrated and is denoted as I(d), where d is the order of integration. The order of integration refers to the 
number of unit roots in the series, or the number of differencing operations it takes to make a variable 
stationary. Gujarati (2008: 776) defines stationarity as the testing and making sure that the time series are 
integrated of the same order. Gujarati (2003:806) shows that if the dependant variable is a function of a non-
stationary process, the regression will produce spurious results (a nonsense regression). In other words, the 
dependent variable will follow the trend of its explanatory variables. In such a case, the results will be 
meaningless. It is likely that significant t-ratios and a high    will be obtained even though the trending 
variables are completely unrelated. As a result, unit root or stationarity tests should be done on all the 
variables before proceeding with the tests for cointegration and estimation of parameters. To test for 
stationarity of the time series, the study will use both the Augmented Dickey Fuller test (ADF) and the 
Phillips Perron test. These tests are discussed below. 
 
1.7.3.1 Augmented Dickey Fuller Test 
 
In statistics and econometrics, an augmented Dickey–Fuller test (ADF) is a test for a unit root in a time series 
sample. It is an augmented version of the Dickey–Fuller test for a larger and more complicated set of time 
series models. The augmented Dickey–Fuller (ADF) statistic, used in the test, is a negative number. The more 
negative it is, the stronger the rejection of the hypothesis that there is a unit roots at some level of confidence, 
(Fuller, 1976).The ADF test is stricter version of the DF test. It includes extra lagged terms of the dependent 
variable in order to eliminate autocorrelation in the test equation. According to Gujarati 2008: 767) the ADF 
test estimates three models for each of the variables as follow: 
   =        +    
 
         +   ................................................................................. (4) 
The equation with no constant and no trend is represented by: 
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   =   +       +     
 
=        +   .....................................................................(5) 
The equation with a constant and no trend is represented by: 
    =   +  
 +       +     
         +   .............................................................(6) 
The difference between these three regressions concerns the presence of the deterministic elements  and   . 
Daldado, Jenkinson and Sosvilla-Rivero (1990) suggested a procedure which starts from the estimation of the 
most general model given by equation (6) and then answering a set of questions regarding the appropriateness 
of each model and moving to the next model. 
The ADF test corrects for high-order serial correlation by adding a lagged differenced term on the right-hand 
side in the DF equations. The null (γ = 0) and alternative hypothesis for the ADF test is the same as the DF 
test. In both tests, if the calculated statistic is less (in absolute terms) than the MacKinnon (1991, 1996) 
values, which are used by the E-views 7 software, the null hypothesis is accepted and will therefore mean that 
there is a unit root in the series. In other words, it means the time series is not stationary. The opposite is true 
when the calculated statistic is greater than the MacKinnon critical values. However, in this ADF equation the 
coefficient of interest is γ, if γ = 0, the equation is entirely in first difference form and so has no unit root. If 
the coefficients of a difference equation sum up to 1, at least one characteristic root has unity. On the 
equations, if ∑ai =1, γ =0 and the system has a unit root. 
 
1.7.3.2 Phillips Perron Test 
 
The Phillips–Perron test (named after Peter C. B. Phillips and Pierre Perron) is a unit root test. That is, it is 
used in time series analysis to test the null hypothesis that a time series is integrated of order 1. It builds on 
the Dickey–Fuller test of the null hypothesis,                where  is the first difference operator. Like 
the augmented Dickey–Fuller test, the Phillips–Perron test addresses the issue that the process generating data 
for   might have a higher order of autocorrelation than is admitted in the test equation therefore 
making    endogenous and thus invalidating the Dickey–Fuller t-test. Whilst the augmented Dickey–Fuller 
test addresses this issue by introducing lags of    as regressors in the test equation, the Phillips–Perron test 
makes a non-parametric correction to the t-test statistic. The test is robust with respect to unspecified 
autocorrelation and heteroscedasticity in the disturbance process of the test equation, (Perron, 1988) 
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According to Davidson and MacKinnon (2004), the PP tests correct for any serial correlation and 
heteroscedasticity in the errors   non-parametrically by modifying the Dickey Fuller test statistics. The 
Phillips-Perron (PP) test offers an alternative method for correcting for serial correlation in unit root testing. 
Basically, they use the standard DF or ADF test, but modify the t-ratio so that the serial correlation does not 
affect the asymptotic distribution of the test statistic.    
One advantage of the PP tests over the ADF tests as stated by Perron (1988) is that the PP tests are robust to 
general forms of heteroscedasticity in the error term    Another advantage is that the user does not have to 
specify a lag length for the test regression.   
Another advantage of Philips-Perron test is that it is non-parametric, for example, it does not require 
selecting the level of serial correlation as in ADF. It rather takes the same estimation scheme as in DF test, 
but corrects the statistic to conduct for autocorrelations and heteroscedasticity (HAC type corrections). 
The main disadvantage of the PP test is that it is based on asymptotic theory. Therefore it works well only in 
large samples that are indeed luxury if not it comes for financial time series data. And it also shares 
disadvantages of ADF tests: sensitivity to structural breaks and poor small sample power. 
 
1.7.6 Johansen Co-integration Tests 
 
The concept of co integration was first introduced by Granger (1981) and elaborated further by Engle and 
Granger (1987), Engle and Yoo (1987, 1991), Phillips and Ouliaris (1990), Stock and Watson (1988), Phillips 
(1991) and Johansen (1988, 1991, 1994), among others. The basic idea behind co integration is that if all the 
components of a vector time series process   have a unit root, or in other words, if   is a multivariate I(1) 
process, there may exist linear combinations without a unit root. These linear combinations may then be 
interpreted as long term relations between the components of    or in economic terms as static equilibrium 
relations, (Gujarati, 2008): 472). The test for co-integration will be done to determine if a long run 
relationship between household savings and the explanatory variables exists. Gujarati (2008:473) further 
postulates that a time series are said to be co-integrated when a linear combination of two or more non-
stationary time series is stationary. The stationary combination of these variables is interpreted as the long-
run equilibrium between variables. Co-integration can only exist if variables have the same order of 
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integration, (Harris and Sollis, 2003:20). Therefore, to test for cointegration in the time series, the study will 
follow Johansen’s Co integration methodology. 
According to Johansen (1998) the Johansen test named after Søren Johansen, is a procedure for testing 
cointegration of several I(1)time series. Its approach is to estimate the VECM by maximum likelihood, under 
various assumptions about the trend or intercept parameters and the number of co integrating vectors, and 
then conduct likelihood ratio tests. This test permits more than one cointegrating relationships, so it is more 
generally applicable than the Engle–Granger test which is based on the Dickey–Fuller (or the augmented) test 
for unit roots in the residuals from a single estimated cointegrating relationship. 
There are two types of Johansen test, namely, trace test and the Eigen value test. 
 The Maxi-Eigen value test. 
This test is based on the log-likelihood ratio ln[Lmax(r)/Lmax(r+1)], and is conducted sequentially for r 
= 0,1,..,k-1. The name comes from the fact that the test statistic involved is a maximum generalized 
Eigen value. This test tests the null hypothesis that the cointegration rank is equal to r against the 
alternative that the cointegration rank is equal to r+1. 
 The trace test. 
This test is based on the log-likelihood ratio ln[Lmax(r)/Lmax(k)], and is conducted sequentially for r = 
k-1,...,1,0. The name comes from the fact that the test statistic involved is the trace (= the sum of the 
diagonal elements) of a diagonal matrix of generalized eigenvalues. This test tests the null hypothesis 
that the cointegration rank is equal to r against the alternative that the cointegration rank is k. The 
latter implies that Xt is trend stationary. 
If after the cointegration test it is established that there is a long-term relationship a Vector Error Correction 
Model (VECM) will be performed. VECM is a means of reconciling the short-run behaviour of an economic 
variable with its long-run behaviour (Uddin, 2009: 158). VECM considers the possibility of valid co-
integrating relationships among the variables and will allow the researcher to incorporate the deviations from 
the long run equilibrium as explanatory variables when modelling the short run behaviour of the variables. 
Impulse response functions will also be performed to identify the responsiveness of the dependant variable to 
shocks. Variance decomposition will also be done to measure the contribution of each type of shock to the 
forecast error variance.  
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1.7.7 Diagnostic (Misspecification) Checks 
 
The consequences of model mis-specification in regression analysis can be severe in terms of the adverse 
effects on the sampling properties of both estimators and tests. There are also commensurate implications for 
forecasts and for other inferences that may be drawn from the fitted model, Godfrey (1988: 17).  Accordingly, 
the econometrics literature places a good deal of emphasis on procedures for interrogating the quality of a 
model's specification. These procedures address the assumptions that may have been made about the 
distribution of the model's error term, and they also focus on the structural specification of the model, in 
terms of its functional form, the choice of regressors, and possible measurement errors. When checking the 
adequacy of a chosen model, researchers typically employ a range of diagnostic tests, each of which is 
designed to detect a particular form of model inadequacy. A major problem is how best to control the overall 
probability of rejecting the model when it is true and multiple test statistics are used. Therefore, in order to 
check the adequacy of the chosen model, the researcher will apply a range of diagnostic tests. These include 
testing for normality, serial correlation and heteroscedasticity. 
 
1.7.7.1 Test for Normality 
 
Gujarati (2008) postulates that normality tests are used to determine if a data set is well-modelled by a normal 
distribution and to compute how likely it is for a random variable underlying the data set to be normally 
distributed. More precisely, the tests are a form of model selection, and can be interpreted several ways, 
depending on one's interpretations of probability: 
 In descriptive statistics terms, one measures a goodness of fit of a normal model to the data – if the fit 
is poor then the data are not well modelled in that respect by a normal distribution, without making a 
judgment on any underlying variable. 
 In frequent statistics, statistical hypothesis testing data are tested against the null hypothesis that it is 
normally distributed. 
 In Bayesian statistics, one does not "test normality" per se, but rather computes the likelihood that the 
data comes from a normal distribution with given parameters μ,σ (for all μ,σ), and compares that with 
the likelihood that the data come from other distributions under consideration, most simply using a 
Bayes factor (giving the relative likelihood of seeing the data given different models), or more finely 
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taking a prior distribution on possible models and parameters and computing a posterior distribution 
given the computed likelihoods. 
To verify whether the error term is beyond doubt normally distributed, the researcher will apply the Jarque-
Bera (JB) test. The Jarque–Bera test is a goodness-of-fit test of whether sample data have the skewness and 
kurtosis matching a normal distribution. If the data come from a normal distribution, the JB statistic 
asymptotically has a chi-squared distribution with two degrees of freedom, so the statistic can be used to test 
the hypothesis that the data are from a normal distribution. The null hypothesis is a joint hypothesis of the 
skewness being zero and the excess kurtosis being zero. Samples from a normal distribution have an expected 
skewness of 0 and an expected excess kurtosis of 0 (which is the same as a kurtosis of 3). As the definition of 
JB shows, any deviation from this increases the JB statistic, (Jarque and Bera; 1980). 
 
1.7.7.2 Serial Correlation 
  
Serial correlation occurs in time-series studies when the errors associated with a given time period carry over 
into future time periods, Pindyck & Rubinfeld (1991). One of the assumptions of both simple and multiple 
regression analysis as stated in Gujarati (2008) is that the error terms are independent from one another, they 
are uncorrelated.  The magnitude of the error at some observation, i (i = Yi – A – BXi) has no effect on the 
magnitude or sign of the error at some other observation, j.  This assumption is formally expressed as E(i) = 0 
for all i ≠ j, which means that the expected value of all pair-wise products of error terms is zero.  If indeed, 
the error terms are uncorrelated, the positive products will cancel those that are negative leaving an expected 
value of 0.  
If this assumption is violated, although the estimated regression model can still be of some value for 
prediction, its usefulness is greatly compromised. 
According to Gujarati (2008) the Durbin Watson test is a well known formal method of testing if serial 
correlation is a serious problem undermining the model’s inferential suitability. Durbin Watson Statistic 
provides a test of :oH  =0 (No AR (1)) in the following specification for the error terms,             . 
If the test is rejected, there is evidence for AR (1) or first-order serial correlation (auto-regressive process of 
order 1). After your regression, issue the command dw stat to obtain the durbin-watson statistic. Therefore, to 
test for serial correlation, the study will use Durbin Watson test table by checking the critical values to test for 
the hypothesis. 
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1.7.7.3 Heteroscesdasticity Test 
 
Heteroscedasticity occurs when the variance of the unobservable error u, conditional on independent 
variables, is not constant, (Asteriou and Hall, 2011:4). To test for heteroscesdasticity in the observed time 
series, the study proposes a white heteroscesdasticity test. This test is an extension of White’s (1980) test to 
systems of equations; it tests the null hypothesis that the errors are both homoskedastic (no heteroscedasticity 
problem) and independent of the regressors and that there is no problem of misspecification. The test 
regression is run by regressing each cross product of the residuals on the cross products of the regressors and 
testing the joint significance of the regression. 
 The White test is a general test for heteroscedasticity.  It has the following advantages: 
 It does not require you to specify a model of the structure of the heteroscedasticity, if it exists. 
 It does not depend on the assumption that the errors are normally distributed.  
 It specifically tests if the presence of heteroscedasticity causes the OLS formula for the variances and 
the covariances of the estimates to be incorrect.  
1.8        SIGNIFICANCE OF THE STUDY 
 
Studies on South African household saving behaviour are few and far between. This is quite surprising for a 
country that experienced a significant drop in its household saving rate. Since 1999 research on saving in 
South Africa has been done mainly by Aron, Muellbauer and Prinsloo (2006a, 2006b, 2007), Aron and 
Muellbauer (1999, 2000, 2002), Aron, Muellbauer and Murphy (2006), Harjes and Ricci (2005); Du Plessis 
(2008), as well as Mahlo (2011). Most of these studies focus on the balance sheet composition of South 
African households, the determinants of saving and the impact of financial liberalisation on saving in the 
South African context.  The study in South Africa by Mahlo (2011) used the same econometric model that the 
proposed study intends to use, however, His study used data from 1990-2009. This therefore means that the 
study focused only on the period after 1994 not taking into consideration the effects of the transition from the 
apartheid government to the democratic government which might have had an impact on the household 
savings in South Africa. To this end, the proposed study  extends the model from 1985-2013, thus 
considering the structural breaks as a result of a transition which Mahlo and other researchers never thought 
of. The study will also examine the effect of shocks on household saving behavior. 
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The current study improves upon these earlier studies in a number of respects: (1) the dependent variable (the 
household saving rate) is defined more carefully and includes household investments in real assets; (2) we 
include variables not included by previous authors such as the inflation rate and the household debt. To 
analyze the data the study will use a Vector Error Correction Model. This paper is important as it bridges the 
econometric gap left in studying the determinants of household savings in South Africa. Econometrically 
establishing the determinants of savings in the South African economy will help to identify the determinants 
as well as the speed of adjustment of the regressions which is important for policy formulation. It will also 
provide insight on how government policies such as Social Security and Taxation and Financial liberalisation 
impact on household saving. The empirical findings of this research will be relevant for policy direction and 
guide policy makers on how to encourage the savings culture particularly household savings. Furthermore, 
the study will provide relevant questions on the subject that need to be explored or reveal areas that need 
further research; all of which will be geared towards improving household saving in South Africa. 
1.9 DATA COLLECTION SOURCE 
  
 The study will gather a time series annual data for the above mentioned variables for the period covering 
1985 – 2013 from the South African Reserve Bank quarterly bulletin. 
1.10 ETHICAL CONSIDERATIONS 
 
 The researcher will be mindful of the information collected, its sensitivity, and ensure that it is only used for 
the purpose for which it is intended. The information collected and the research report produced will not in 
any way be used to tarnish the image of the South African economy. This study is strictly for educational 
purposes. Data will be used with a high degree of integrity. 
1.11 ORGANISATION OF THE CHAPTERS 
 
The rest of the study will be organised as follows: 
Chapter two:  presents the literature review  
Chapter Three:  will look at the trends of the various variables included in the model and how they have 
influenced household savings in South Africa.  
Chapter Four:  will present a research methodology used in this study  
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Chapter Five:  will present the analysis of empirical results 
Chapter Six:  will present summary conclusions and recommendations   
1.12 CONCLUSION 
 
Harjes and Ricci (2005: 53) observed that ‘despite the progress in understanding consumption and saving 
behaviour, no model has successfully encompassed the complexity of factors that influence saving. The 
theoretical foundation for savings behaviour is established through the Absolute Income Hypothesis (AIH) 
formulated by Keynes (1937), Modigliani’s LCH (1954) and Friedman’s PIH, all of which are premised on 
income as a determinant of savings behaviour. 
The popular view in respect of savings behaviour is that household savings rates can simply be attributed to 
low household income. However, Bonni and Scherban (2006: 125) refer to the erroneous belief that the more 
a person earns, the more a person saves. 
As much as various factors have been confirmed as having an impact on savings rates, a difference has 
however been observed between the theory and the facts concerning saving. Therefore, an evaluation of the 
determinants of South African household savings behaviour accordingly requires a consideration of factors in 
addition to the theoretical base established by literature on savings. 
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CHAPTER TWO 
      LITERATURE REVIEW 
2.1 INTRODUCTION 
 
 Savings is defined as the excess of income over consumption, Oxford Economics dictionary (2002).  In this 
instance savings is the amount of per capita income is not consumed by economic units. In line with this, 
Begg, Fischer and Dombusch (2008) define savings as the total income in the economy that remains after 
paying for consumption and government purchases. 
 With respect to households, savings represents that part of disposable income not spent on either 
domestically produced or imported consumption goods and services. This means that if household income is 
not entirely spent then that portion can be used as savings. According to Mahlo (2011: 8) opportunity cost is 
one of many factors that contribute to the savings decisions of households. This basically means a foregone 
benefit in terms of when a household can either use its resources to purchase a product a product and service 
or save.  
With regard to the firm, savings represents undistributed business profits. Undistributed business profits are 
corporate profits that are neither paid as corporate profits nor paid to shareholders as dividends. These profits 
represent the difference between corporate profits after taxes and dividends. Concisely, business savings can 
be measured by the value of undistributed corporate profits. Business savings represent a resource slack, 
buffering shocks in income and consumption. Therefore, business savings may be defined as after tax income 
not spent. 
The purpose of this chapter is to review both the theoretical and empirical literature on the determinants of 
the household saving rate. The first section of this chapter reviews the main theories of household saving and 
their predictions for the effect of key macro-economic and demographic variables on household saving, these 
include; Neo-classical saving theories which consists of permanent income hypothesis and life cycle 
hypothesis; Keynesian theory and neo-keynesian theory.  
The second part of the chapter presents empirical literature. Concluding remarks are presented towards the 
end of the chapter. 
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2.2 THEORIES OF SAVINGS 
 
Theoretical underpinnings of this study are essentially based on Life Cycle Hypothesis proposed by 
Modigliani and Brumberg (1954). Theories of savings will be explained in order to provide a conceptual 
framework of savings in South Africa.  
 
2.2.1 Neoclassical Economic Theory 
 
Neoclassical economic theory assumes that individuals are rational beings who respond in predictable ways 
to changes in incentives, (Warren, 2005:1). From this perspective, there are two broad determinants of 
individual’s behaviour: opportunities (or constraints) and individual preferences, (Pollak 1998). Preferences 
are generally assumed to be stable and exogenous. 
In terms of neoclassical economic theory individuals have perfect knowledge and access to perfect markets. 
Individual utility is usually assumed to be a function of consumption, and economic models often treat 
savings as a residual, these are resources that remain after consumption decisions are made. 
Neoclassical economic theory consists of Life Cycle hypothesis (LCH) by (Ando and Modigliani, 1963; 
Modigliani and Ando 1957; Modigliniani and Brumberg1954; the Permanent Income hypothesis (PIH) by 
(Friedman 1957). Both these theories assume that individuals and households are concerned about long-term 
consumption opportunities and therefore explain saving and consumption in terms of expected future income. 
Permanent Income hypothesis and Life cycle hypothesis are discussed in the following sub-sections. . 
 
2.2.2 The Permanent Income Hypothesis 
 
Milton Friedman’s Permanent Income Hypothesis originates from the basic intuition that individuals would 
wish to smooth consumption and let it fluctuate with short run fluctuations in income. In fact, the model was 
developed to explain important empirical facts in a unified framework. For example, why is income more 
volatile than consumption and why is the long run marginal propensity to consume out of income higher than 
the run one? To answer this question Friedman hypothesised that individuals base consumption on a longer 
term view of an income measure, perhaps a notion of lifetime wealth or a notion of wealth over a reasonably 
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long horizon. The basic hypothesis posited is that individuals consume a fraction of this permanent income in 
each period and thus the average propensity to consume would equal the marginal propensity to consume, 
(Meghir; 2002: 4) 
The ingredients of Friedman’s model are permanent consumption (PC) permanent income (Yp), transitory 
consumption (Ct), transitory income (Yt). Measured income is the sum of permanent and transitory incomes 
(Yt) and measured consumption is the sum of permanent and transitory consumption (Ct).  
For example:    
  = Cp + Ct     and           (2.1)
  
  =     +               (2.2) 
 
Permanent income hypothesis is the theory that economists use to analyse household choice. 
 
Critique of the PIH 
 
Despite the validity of the permanent Income Hypothesis there are some shortcomings with regard to this 
theory. Firstly, Meghir (2002) argues that the PIH as stated by Friedman did not take a very firm view on the 
appropriate horizon for consumer choice. The basic hypothesis requires a rolling horizon, which allows some 
degree of smoothing of consumption. Meghir (2002) however, states that the flexibility of the hypothesis 
comes at a price, since it is hard to define the theoretical underpinnings of the model, and consequently it is 
hard to make more detailed statements about this theory. In this instance the loose definition of permanent 
income leaves open the question of its measurement. 
Secondly, the assumption that savings or at least certain components of savings are a “residual” speaks 
strongly for the plausibility of the assumption. For this assumption implies that consumption is determined by 
rather long-term considerations, so that any transitory changes in income lead primarily  to additions to assets 
or to the use of previously accumulated balances rather than to corresponding changes in consumption. Yet 
from another point of view, this assumption seems highly implausible. For instance, will not a man who 
receives an unexpected windfall use at least some part of it in “riotous living,” for example, in consumption 
expenditures? Would he be likely to add the whole of it to his wealth? The answer to these questions depends 
greatly on how ‘consumption’ is defined. 
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Thirdly, a major difficulty in attempting to test the PIH empirically is that permanent income is not 
observable. This necessitates the use of some proxy or means of estimating permanent income.  
 
Furthermore, an ensuing criticism of the PIH is centred on the assumption of an adaptive relationship between 
permanent and measured income, which implies an underlying adaptive expectations mechanism. This 
criticism hinges on the observation that such expectations are entirely ‘backward-looking,’ in the sense that 
expectations are only revised in response to past movements in income, and such revisions are in general 
sluggish, which suggests the possibility of systematic expectation errors. 
 
Most critically, the PIH embodies the assumption that capital markets are perfect in the sense that lenders are 
prepared to extend credit on the basis of repayments financed out of future income yet to be received at a 
fixed rate of interest irrespective of loan size, and equivalent to the loan rate payable to deposits. However, 
where consumers are unable to borrow freely on perfect capital markets, possibly as a result of adverse 
selection and moral hazard under limited and asymmetric information, liquidity, as the ability to finance 
consumption, and liquidity constraints, involving limitations on the volume of borrowing as well as 
divergences between rates of interest on borrowing and lending, become paramount. In such circumstances, 
increases in current income are likely to be used to finance increased consumption, thus accentuating the 
observed consumption-income relationship, particularly where lenders select current income as the credit 
rationing device from among the observable characteristics conveying information on ability to repay debt. 
 
2.2.3 Life Cycle Hypothesis 
 
The Life-Cycle hypothesis (LCH) was formulated by Modigliani and Brumbergin 1954. Life Cycle 
Hypothesised on the notion of a rational consumer who tries to maximise utility subject to a budget 
constraint. As its name suggests, the LCH posits that consumption and saving reflect an individual’s stage in 
the life cycle, which is generally proxied by age, (George Warren, 2005: 2).  Since retirement for most people 
is the most substantial and enduring ‘income fluctuation’, this model emphasises saving for retirement as a 
primary motivation for deferred consumption. Young households are expected to have negative saving since 
they typically have relatively low earnings and incur debt for education, home purchase, and other expenses. 
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In the middle period of the life cycle, saving is expected to be positive because individuals pay their debts and 
begin to save for retirement. 
Upon retirement, household are expected to dis-save (for example, spend money previously saved). In this 
way, the structure of the model clearly explains the vital role played by demographic factors (age) and 
income growth in explaining saving patterns. The hypothesis also points out a crucial role played by income 
growth in explaining savings behaviour arguing that an increase in the ratio of growth of income per capita 
increases the aggregate saving rate,(Nwachukwun and Egwwaikhide,2007).  
 
Based on life cycle hypothesis, Chauke (2011) expresses a view that people save for the following motives: 
 
 The desire to add to the estate for the benefit of one’s heirs 
 The precautionary motive- the desire to accumulate assets through saving to meet possible 
emergencies whose occurrence, nature and timing cannot be perfectly foreseen. 
 Finally, as a result of uncertainty, it is necessary to have equity in certain kinds of assets. 
 
 
Critique of the Life Cycle Hypothesis 
 
 The life cycle model described above provides a general framework that cannot include every aspect 
affecting both consumption decisions and saving decisions (Browning and Crossely, 2001; Atlanasio; 1999). 
Instead, other factors need to be included in this framework in order to better represent reality. One aspect 
excluded by the life cycle hypothesis is the psychological determinants of saving behaviour. For instance, 
Thaler (1994) points out that it cannot be assumed of all individuals that they see their life as a maximisation 
problem to be solved accordingly. Saving in the context of LCH follows a strict pattern that requires present 
consumption to be deferred. Individual’s lack of self-control and short-sightedness conflicts with this 
behaviour. This means that even if household’s means were to increase in a certain year, they might find it 
difficult to resist current consumption and take the rest to savings. This is the issue of self control that 
prevents most households from saving and can distort behaviour away from that predicted by the LCM 
because some situations are more conducive to savings than others, holding other factors constant. 
Thaler, (1994: 186) further argues that the theory’s predictions are based on the presumptions that households 
are solving a multi-period dynamic maximisation problem. It has been argued that optimisation is a good 
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approach to this problem; however, it might work in certain situations than others. Three factors are important 
in judging whether an optimisation model is likely to be a good characterisation. 
The first factor, as stated by Mahlo (2011: 4) is that an optimal solution would be a good descriptive model. 
Secondly, whether there are good opportunities for learning, because tasks done many times offer chances to 
learn from experience. Thirdly, most individuals save for retirement only and opportunities to learn are 
minimal, the only way to save regularly might be to use good rules of thumb or learning from others. 
2.2.4 Keynesian Theory 
 
Keynes (1936) in his famous book, The General Theory of Employment, Interest and Money, defines saving 
as the excess of income over expenditure on consumption, (Chauke, 2011).  Expenditure on consumption 
during any period is defined as the value of goods sold to consumers during that period. 
Keynesian theory maintains that current household consumption patterns are a function of the current 
disposable income in a household. However, the theory has been criticized on the grounds that it relates to the 
use of current as opposed to future potential income. As such, consumption is based on the “fundamental 
psychological law” which states that on average people are likely to increase their consumption as income 
increases. Nevertheless, Keynes (1936) postulates that consumption patterns at the time were based on 
current income. However, today household consumption is believed to be dependent on future income. The 
central idea conveyed by these models is that households make their consumption choices on the basis of 
their wealth, current disposable income and future income expectations so as to guarantee a uniform level of 
consumption over their lifetime. 
Keynesian economics theory directly contradicts the savings-investment proponents of classical economics 
because of what it believes to be the savings and investment determinants.  According to the Keynesian 
theory of saving, saving has a close link with income level.  That is, savings change when income changes. 
These traditional Keynesian Models imply that consumption and saving depend on the level of current 
income, (Harjes and Ricci, 2005). Savings function is derived from consumption where consumers save their 
portion of income that was not for consumption. This means that savings and income have a positive 
relationship with one another in a way that if income increases then savings will follow after consumption. 
Keynesian economists believe that household savings and investments are based on disposable incomes and 
the desire to save for the future and commercial capital investments are solely based on the expected 
profitability of the endeavour. 
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Keynes identified absolute disposable income as the important determinant of saving.  The Savings Function 
is an algebraic equation that describes the relationship between savings and real (disposable) income. There is 
a positively sloped relationship between real consumption and spending and real (disposable) income. 
According to Keynes, saving function is derived from consumption where consumers save their portion of 
income that was not used for consumption. This is depicted in the following equation: 
 =     
Or 
 =                           (2.3) 
 
We now have savings written solely as a function of income, because we know that consumption is a function 
of income. If the consumption function is known deriving the savings function is just a matter of algebra. 
 
  = Y - (a + bY) 
= Y - a - bY 
= - a + (1 - b)Y 
Y = C + S            (2.4) 
Here the intercept is the same magnitude as autonomous consumption but it has a different sign. This is 
because when we have no income and still spend on consumption we must have gotten it from savings. The 
slope of the savings function, the MPS, is (1 - b) or (1 - MPC). This is due to the fact that any additional 
dollar of real (disposable) income must be spent either on consumption or savings. 
MPC +MPS = 1             (2.5) 
 
This means that savings and income have a positive relationship with one another in a way that if income 
increases then savings will follow after consumption. The Keynesian savings function is linear with a 
constant marginal propensity to save (MPS). 
The Keynesian motives for saving as stated by Chauke (2011) are as follows: 
 
 To build up a reserve against unforeseen circumstances  
 To provide for anticipated future relationship between income ant the needs of the individual 
 To receive interest and capital appreciation 
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 To enjoy a gradually-increasing level of expenditure 
 To enjoy a sense of independence and the power to do things, though without a clear idea or definite 
intention of specific action 
 To bequeath a fortune, and 
 To satisfy pure greed 
 
2.2.5      Neo-Keynesian Savings Theory 
 
The neo-Keynesian’s point of departure is the chief premise of Keynesian economics which states that 
capitalism has lost its spontaneous mechanism for restoring economic equilibrium and that, consequently, 
state regulation of the capitalist economy is necessary. However, neo-Keynesians call for systematic, direct 
influence by the bourgeois (belonging to or characteristic of the middle class) state on the capitalist economy 
whereas Keynesian theory advocates periodic, indirect influence on the economy. 
 
The main idea underlying the neo-Keynesian theories of growth and distribution is that of aggregate savings 
adjusting to an independently given volume of aggregate investment. The adjustment of savings to 
investment, rather than the other way round, is seen to be central message of Keynes’s General Theory. Neo-
Keynesianism also poses the question of different types of technological progress, distinguishing 
technological progress that results in savings of human labour from progress that ensure savings of labour 
embodied in the means of production (‘capital’ neo-Keynesian terminology). According to neo-Keynesians 
neutral technological progress, which is considered a typical phenomenon, is defined as the type of 
technological development in which the trends toward savings of labour and savings of capital are balanced, 
so that the numerical ratio of labour and capital and, consequently, the organic structure of capital do not 
change. 
In this theory, there is a separation of households into wage earners who often consume all the income they 
receive while, entrepreneurs earn profits that are saved and re-invested. The wage earners savings are usually 
lower than profit savings. Entrepreneurs receive income on their property and this constitutes a return on the 
past productive investment, and a large part of this income is saved to satisfy further investment needs of the 
firm. Contrary to the Keynesian theory, the share of property income to total income is determined by 
consumption decisions, while the neo-Keynesian model assumes that the profit share is determined by 
investment decisions, (Mahlo, 2011: 9). 
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2.3 EMPIRICAL LITERATURE 
 
There is much ambiguity surrounding the variables that are expected to influence household savings. Several 
researchers have developed the insights gained from the household saving theories into an empirically-
motivated macro literature, focusing on the determinants of both within- and cross-country variance in 
household saving rates. This section provides a brief overview of the literature and the relationships globally 
and in South Africa between household savings and variables expected to influence these savings. 
Owing to the importance of saving for national capital formation, the decline in the saving rate has raised 
academic interest in its determinants. Nwachukwu and Egwakhide (2007) postulated that life-cycle 
hypothesis is the principal underpinning that guided the study of savings behaviour over the years, and each 
of the determinants of saving is articulated in the context of life-cycle hypothesis which hypothesises that the 
determinant of savings behaviours include income, growth of income, interest rate, inflation and 
macroeconomic stability, fiscal policy, external debt, term of trade. While Anyanwu and Oaikhenan (1995) 
opined that the level income, rate of interest, inflation rate and expectations about inflation rate, interest rate 
and income and the availability of savings facility such as commercial bank are the factors that determine 
savings. 
A number of studies have been carried out to examine the determinants of savings. For example, Huang 
(2006) explains that in 1986 in 1986 Modigliani extended the basic life-cycle model by including two more 
influences on household savings; the real interest rate and social security payments. However, there is lack of 
consensus on the likely effects of real interest rate on savings due to the contradicting substitution and income 
effects. Whilst the substitution effect describes that an increase in interest rate will increase savings as a 
consumer forgoes current consumption for more future returns, the income effect is for the idea that an 
increase in interest rate will lead to reduced savings as consumers will be expecting increased incomes in the 
future. Studies such as Callen and Thimman (1997); Dirschmid and Glazter (2004) as well as Athukorala and 
Tsai (2010) support the substitution effect whilst Loayaza (2000); Aron and Mullerberg (2000) and Simleit 
(2011) support the income effect.  
However, studies by Schimidt-Hebbel (2002) and Chen (2002) find no significant relationship between 
savings and interest rate. This finding is based on the view that the income and substitution effects of higher 
interest rates work in opposite directions, therefore the effect of rates of return on saving cannot be predicted. 
In addition to the well-known income and substitution effects, rates of return also affect saving through a 
wealth effect. Schimidt- Hebbel et al (2002) postulates that a higher real interest rate reduces the present 
 33 
 
value of future income streams from human capital of fixed-interest financial assets. Therefore, consumption 
is depressed even if the substitution and income effects cancel each other. 
Other empirical studies focus on individual countries. Of particular interest for this chapter are those that 
analyze the saving behaviour in South Africa, such as Tsikata (1998), Aron and Muellbauer (2000), and 
Jonsson and Teferra (2001). Prinsloo (2000) provides a detailed description of recent savings developments in 
South Africa. Tsikata (1998) and Jonsson and Teferra (2001) arrive at the important conclusion that private 
saving only partially offsets changes in public saving. Hence, the fall in public saving in the 1970s and 1980s 
is likely to have played a significant role in the reduction of aggregate savings. This would suggest that 
policies directed toward increasing the national saving rate should aim at raising public saving. Aron and 
Muellbauer (2000) and Jonsson and Teferra (2001) argue that financial liberalization has had a negative effect 
on private saving, by encouraging bank borrowing. However, the second study notices that financial 
liberalization does not seem to have reduced the share of liquidity constrained households, suggesting that 
liquidity constraints may have eased for households that already had some access to credit markets. Hence, 
while policies aimed at tightening prudential controls for personal borrowing could increase saving, the effect 
of financial liberalization is likely to further dampen household saving. 
Denizer et al (2002) studied Buldaria, Hungary and Poland based on survey data from 1993 to 1995 and 
found that the determinants of saving are generally similar for transition and market economies. However, 
they found a U-shaped relation between age and savings that counter to the LCH. In addition to that, they 
found that educational status, which they interpret as an approximation of future income, increases savings 
whereas the impact of the employment status is insignificant. 
A recent study by Leszkiewicz-Kedzior and Welfe (2012) verifies the validity of the LCH for Polish 
households in the period from 1990 to 2008 and is motivated by the need to investigate the underlying 
assumption of macroeconomic models. These authors confirm that the LCH is legitimate for Poland but only 
applies to less than ten percent of households in the long run, explaining this with the income constraints of 
the majority of Polish households in the early years of transition due to elevated macroeconomic instability. 
Meanwhile, Hanousek and Tuma (2002) investigated the PIH for the Czech Republic using the example of 
voucher privatisation from 1993 to 1996. They found that irrespective of the respondents’ age profiles, only a 
small number of assets were consumed, which corroborates the PIH. Another study showing the applicability 
of permanent income hypothesis is shown by a study in South Korea for the period 1962-1996.  
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The study hypothesized that various permanent household characteristics that have been used for the test of 
the permanent income hypothesis explains permanent income through a functional relationship. The result 
from the estimation showed that Marginal Propensity to Consume out of permanent income is much greater 
(3/4) than the MPC out of transitory income. The study found mixed results pertaining to other explanatory 
variables. The interesting findings from the study are that (a) there was remarkable household’s savings; and 
(b) the useful measures of permanent and transitory income can be estimated from cross-section data. A 
similar study found that, the estimated saving rates of rural households in many regions are higher than that of 
their urban counterparts. 
Harris, Loundes and Webster (1999) used a unique survey of consumers to examine the determinants of 
household savings in Austria. The data used in the estimation were driven from the pooled results of quarterly 
surveys conducted over the period August 1994 to February 1999. Results of the study support the 
observation that incomes are the most important determinants of household saving.  
Findings of the study done by Kulikovet (2007) to ascertain the determinants of household saving in Estonia 
reveal that income and wealth are related covariates together with other important variables, such as 
possession of durable goods and educational attainment were found to be among the most important 
determinants of household saving behaviour. 
Gills and Denise (2000) examined the long run determinants of the personal savings rate in Canada over the 
1965-96 period and concluded that the real interest rate, expected inflation, the ratio of all government fiscal 
balances to nominal GDP, and the ratio of household net worth to personal disposable income are the most 
important determinants of the trend of savings rate in Canada. 
 Further, a study by Ipumbu and Gerson (1999) in Namibia employed co-integration and error correction 
modelling (ECM) econometric techniques to determine the long and short-term impacts of determinants of 
saving and investment. Their results revealed that private in Namibia is only significantly influenced by real 
income, while bank deposit rates exerts little, if any, influences. It is also revealed that Namibia savings level 
has been satisfactory by international standards. 
The determinants of aggregate household savings in a panel of 18 developed countries for the period 1980-
2005 were investigated by Salotti (2008) giving much focus to the role played by wealth. The results of the 
fully modified ordinary least square (FMOLS) estimation technique indicate that an increase in wealth 
negatively affects household savings. On the other hand, Du Plessis (2008) investigated the determinants of 
household saving behaviour in South Africa by conducting one-on-one interviews with the selected 
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economists, so as to measure each participant’s opinion. Although most interviews agreed to the idea that 
theoretical determinants of savings discussed in saving literature play a key role in determining household 
savings, they however, did not regard current income as the primary determinant of savings behaviour. 
Overall, major findings of the study shoe that household saving is impacted negatively by the prevalence of 
an aspirational culture in which consumption is encouraged by access to credit facilitated by South Africa’s 
sophisticated financial sector. More so, governmental policies with regard to wealth distribution and welfare 
payments are supposed to contribute to the creation of a culture of dependence and a reduction in household 
savings. 
Furthermore, Touny (2008) analysed the determinants of domestic savings in Egypt during the period 1975-
2006. Using co-integration and error correction methodology the results of the study provide evidence that 
domestic savings in Egypt is determined by the following factors. First, the growth of per capita income is 
found to have positive influence on domestic saving savings, especially in the long run. Secondly, budget 
deficit ratio appears to have positive influence on domestic saving ratio and that higher government savings 
partially crowd out private savings, and thus does not provide support of the existence of full Ricardian 
Equivalence. Thirdly, the real interest rate, and inflation rate prove to have positive and significant impact on 
the level of domestic savings. 
In USA Kim (2008) investigated the relationship between personal saving and a number of internal and 
external variables that may affect it. Using time series data from 1950- 2007, the author reported that personal 
saving is highly dependent on personal income, tax, credit outstanding and status of economic performance 
are indeterminate and concluded that the personal saving rate is more sensitive to changes in internal 
variables than changes in external variables. 
For private savings Tsikata (1998) and Jonnson and Teferra (2001) find that compositional changes reflect 
households “piercing the corporate veil”. Households, as the ultimate owners of corporations may view 
corporate saving as a full substitute for their own savings. Thus the argument goes, by “piercing the corporate 
veil,” they tend to offset changes in corporate saving with changes in their own saving. The authors support 
the view that policies targeted at corporate saving would be of limited use, as they would only affect the 
composition of private saving but not the level. Hence, policies aimed at improving the national saving rate 
should focus on raising public saving.  
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The role of other factors, such as inflation, interest rates, and commodity prices is documented by Aron and 
Muellbauer (2000). In particular; the two authors find that the 1980 peak in corporate saving could be 
explained by the gold price boom. 
 
In addition to that, Mahlo (2011) estimated the relationship between household savings and income, 
consumption, interest rate and debt in South Africa using the ordinary least squares estimation model over the 
period 1990-2009. His results point out that whilst there is a positive relationship between income and 
household saving as well as between household savings and interest rates; a negative significant relationship 
exists between household consumption and household savings plus between household debt and savings. 
Overall, he noted that household income is the main determinant of household savings in South Africa. 
In Nigeria, Nwachukwu and Egwaikhide (2007) conducted a study on the determinants of household savings. 
The estimation results indicated that the level of per capita income, terms of trade changes, public saving rate, 
external debt service ratio, and the inflation rate has positive and significant influences on domestic saving 
while interest rate and growth rate of income have a negative impact on the saving rate. These authors 
supported the hypothesis that both the change in the rate of income growth and the change in income levels 
are powerful determinants of changes in the private saving rate.  
Olayemi and Jolaosho (2013) empirically assessed the impact of real interest on savings mobilisation in 
Nigeria. The Vector-Auto Regression (VAR) was employed, using the time series data from 1980 to 2008. 
These authors reported that the real interest rate has negatively impacted on the level of savings mobilisation 
in Nigeria. Olayemi and Jolaosho (2013) concluded that there is a need for government in Nigeria to bridge 
the existing gap between the lending and savings rates and increase per capita income level of the populace, 
to stimulate savings for investment and economic growth and also efforts should be geared towards reducing 
domestic inflation rate to arrest its negative impact on real rates in Nigeria. 
Furthermore, Ahmad and Mahmood (2013) in Pakistan examined the determinants of national savings in the 
process of economic growth. Using Autoregressive Distributed Lag Model (ARDL) bound test approach for 
co-integration techniques to check the robustness for long run relationship and Error Correction Model 
(ECM) for short run dynamics during the 1974-2010. They found that per capita income is inversely related 
to national saving rate, both in long run as well as in the short run significantly. According to their findings, 
the exchange rate and inflation rate have a negative impact on savings but lagged exchange rate has 
significant impact. Ahmad and Mahmood (2013) concluded that Keynesian and the Permanent Income 
Hypothesis of income and savings is not valid for Pakistan because per capita income and income growth 
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have inverse functions of savings at national level. Ahmad and Asghar (2000) noted that in less developed 
countries most of the savings are done by households. Using ordinary Least Square estimation techniques to 
estimate the household savings behaviour in Pakistan for the period 1998-1999 they found that wealth, 
employment status, education, age and dependency ratio are factors that influenced household savings.  
In addition to that, Davis (2013) employed Co-integration approach to explore the determinants of private 
savings in Ghana using the Phillips and Ouliaris (1990) residual-based tests for co-integration to determine 
the long run relationship between private savings and its determinants. Financial liberalisation, per capita 
income and inflation were found to have a positive and a significant relationship with private savings. The 
study also showed positive and significant coefficient of the fiscal deficit variable confirmed the Ricardian 
Equivalence hypothesis and concluded that there is a strong willingness to save but the capacity to save is not 
very robust. 
A study based on macroeconomic indicator on household saving behaviour was carried out in Estonia by 
Kulikov, Paabut and Staehr in 2007. The study used household budget survey for the period covering 2002-
2005. The study showed savings depended positively on income but more on transitory income. Household 
ownership from property such as house and real estate has no significant effect in household savings. Further, 
households in possession of durable goods had a significant effect on household savings. In particular 
household owning cars were the ones with lowest savings. The study also found that Estonian households 
borrowing rate had been increasing since 2002 due to easy access to credit. The households had accumulated 
debts and were saving less. One interesting finding was that the middle- aged groups were found saving less 
than the young and old group. This finding is in contradiction to the life cycle hypothesis, however, the author 
thinks it is most likely due to the difference in the cross sectional households saving behaviour across 
generation.  
Ayalew (2013) investigated the determinants of domestic saving in Ethiopia using time series annual data 
from 1970- 1971 and 2010-2011. Using an ARDL bounds testing Approach and Error correction model 
(ECM) to capture both short run and long run relationships, the results were statistically significant in short 
and long run determinants of domestic saving. However, depositing interest rate, current account deficit ratio 
and financial depth were found to be statistically insignificant determinants in the long run. The overall 
findings of the study underlined the importance of raising the level of income in a sustainable manner, 
minimising the adverse impacts of budget deficit and inflation rate and creating competitive environment in 
the financial sector. 
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2.4       SUMMARY AND CONCLUSION 
 
This chapter presented both the theoretical and empirical literature on household savings. It provided the 
rationale for what makes people want save, and at the same time, looked more deeply at the possible reasons 
that make people delay the decision to save. A number of theories were discussed and analysed, these 
include, the neoclassical savings theory: which consists of both the PIH and LCH, Keynesian savings theory 
and Neo-Keynesian theory. 
As mentioned earlier the neoclassical savings theory consists of the Permanent Income Hypothesis and Life 
Cycle Hypothesis. Both the PIH and LCH predict that most of a temporary increase in current income will be 
saved, while most of a permanent increase in current income will be spent. The main difference between PIH 
and LCH framework lies in the role of demographic factors, which are explicitly modelled in the LCH and 
affect the dynamics of aggregate savings. 
In contrast with the older Keynesian theories, PIH and LCH distinguish between temporary and permanent 
changes in current income. For instance, the LCH hypothesises  that the determinants of household savings 
behaviour include income, growth of income, interest rate, inflation and macroeconomic stability, fiscal 
policy, external debt and terms of trade; whereas Keynes identified absolute disposable income as the main 
determinant of household savings.  
The LCH, PIH and the Keynesian theories have been intensively examined. Although the relationship 
between saving and income predicted by both intertemporal models faces serious shortcomings at the 
empirical level, the LCH and PIH models suggest that people save because they expect their income to 
decline, implying that saving should be a good predictor of declines in income.  For instance studies by 
Carrol and Summers (1991) point out that the productivity slowdown of the early 1970s in the United States 
was not preceded by an increase is saving, although the decline in the rate of income growth appeared  to 
have been well anticipated. Carrol et al (1991) shows that contrary to the predictions of the LCH model, the 
cross-sectional profile of consumption in many countries is much better by the cross-sectional profile of 
current earning, not the cross-sectional profile of life-time resources. 
Despite the shortcomings of the LCH and PIH, studies by Leszkiewicz-Kedzior and Welfe (2012) in Poland, 
Athukorala in India, and Rijckeghem (2010) in Turkey verified the validity of the LCH and have confirmed 
that LCH holds in these countries.  
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Hanousek and Tuma (2002) from Czech Republic and another study in South Korea confirmed the 
applicability of the PIH in these countries. Rijckeghem (2010) in his study concluded that PIH in Turkey only 
holds in the absence of liquidity constraints, when agents are risk-neutral (or are able to insure against risk at 
actuarial cost), government spending is unproductive and agents plan to leave bequests. It also requires 
changes in government spending to be permanent, and changes in taxes not to lead to offsetting changes in 
spending over time. 
Section two of this chapter reviewed empirical literature on household savings. A large body of empirical 
research examines the determinants of household savings, with the use of panel data for a broad set of 
countries. (Harris, Lounders and Webster (1999) in Austria, Kulikovet 2007, Gills and Denise (2000) ,Touny 
(2008) reported in their survey that only a limited number of savings determinants appear to be consistently 
significant; these include; income, wealth, real interest rate, expected inflation, ratio of household net worth 
to personal disposable income, growth of real income. These empirical studies differ widely regarding other 
determinants for which consumptions theories would predict a significant influence on saving demographic 
factors, terms of trade, macroeconomic policy and fiscal policy. 
In light of this theoretical literature and empirical evidence, the study has chosen to examine the following 
household savings determinants in the South African context, these include, disposable income, wealth, 
household debt, inflation and real interest rate. The aforementioned variables will be discussed in detail in the 
next chapter, which will also present the trends of each of these variables from 1985-2013. 
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CHAPTER THREE 
TRENDS ON THE SELECTED MACROECONOMIC VARIABLES IN SOUTH AFRICA (1985 – 
2013) 
3.1 INTRODUCTION 
 
South Africa’s low savings rate is a policy concern, both in terms of individual household savings and the 
overall national savings rate. An increase in the level of saving is an important part of economic policy 
agenda of government, National Treasury (2012: 3). The rationale behind this agenda is that higher levels of 
personal savings help to reduce the financial vulnerability of households, especially those households with 
low-to-moderate incomes. Higher savings strengthen the resilience of households to income and expenditure 
shocks and reduce reliance on excessive consumer debt.   An increase in aggregate domestic savings will 
reduce reliance on volatile foreign capital inflows, and help to fund higher rates of investment, an important 
pre-requisite for higher economic growth and the creation of new jobs. Accordingly, South African 
government introduced incentives as a way of encouraging savings in South Africa particularly household 
savings. These are tax incentives to encourage increased discretionary non-retirement saving by households 
with a focus on those with low–to-moderate levels of taxable income. 
Due to the importance of savings, the trends in personal savings rate raise academic and policy interest in its 
determinants. Therefore, a consideration of the determinants of South African household savings provides an 
opportunity to identify and examine the factors which contribute to South Africa’s low household savings, 
and to propose actions which can be taken to improve savings ratio. 
This chapter reviews trends in South African household savings (the dependant variable) and independent 
variables household disposable income, household debt, inflation, wealth and interest rates. Graphical 
representations of these variables are depicted. The chapter also examines the relationship between these 
variables and household savings. 
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3.2 TRENDS IN HOUSEHOLD SAVINGS AS A RATIO OF DISPOSABLE INCOME 
 
Keynes refers to savings as residuals remaining from income after expenditure on consumption (Davidson 
2007). Aridas (2006) of Global Finance defines household savings as the difference between a household’s 
disposable income and its consumption. The household savings rate is calculated by dividing household 
savings by household disposable income. A negative savings rate indicates that a household spends more than 
it earns as regular income and finances some of its expenditure through credit or through gains from the sale 
of assets or by running down cash reserves.   
 
Household saving is the main domestic source of funds to finance capital investment, which is a major 
impetus for long-term economic growth. Household saving rates contain inertia. Ozcan et al (2003) argue that 
they are highly serially correlated even after controlling for other relevant factors. The effects of a change in 
any determinant of saving thus are fully realized only after a number of years. Loayza, Schmidt-Hebbel and 
Serven (2000), advocate for the inclusion of the lagged saving rate as a determinant of household savings. 
This implies that factors that affect saving rates have larger long-term impacts. Household savings out of their 
income has been on a declining trend showing a stable low rate from early 1990s with the advent of new 
government. The household savings rate mirrors the gross savings rate in South Africa and thus justifiable to 
say household savings drive total savings in an economy. 
FIGURE 3.1   The Ratio Of Household Savings Rate To Disposable Income 
 
SOURCE: South African Reserve Bank. 1985-2013 
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Household savings in South Africa over the period 1985 to 2013 have declined drastically. Household 
savings to disposable ratio plummeted from an all-time high of 26% in 1980s to a negative 0.2% in the last 
quarter of 2010. There was a remarkable upward trend for a period of only one year from 1991 to 1992. From 
1992, a downward trend persisted over the years. A closer inspection of the savings rate in South Africa 
reveals a very low rate of saving by the South African household sector, which declined continuously from 
1987 and consequently dis-saving from 2006 to 2013. Consumers’ savings were at a record low level in 2007 
and 2008. Statistics show that during 2006, 0.2% of disposable income was saved, while an average of 73% 
was spent on debt (RSA MoF 2006: 2). For the period 2006 to 2011, household saving rates as a percentage 
of disposable income have been recorded annually as -0.8%, -1.2%, -1.2%, 0.8%, -0.5%, and -0.2% 
respectively, (South Africa Reserve Bank, 2013). Easier access to credit has allowed households to borrow in 
order to fund. 
 
3.3 TRENDS IN HOUSEHOLDS DISPOSABLE INCOME 
 
Household disposable income is the sum of household final consumption expenditure and savings (minus the 
change in net equity of households in pension funds). Household disposable income consists essentially of 
income from employment and from the operation of unincorporated enterprises, plus receipts of interest, 
dividends and social benefits minus payments of current taxes, interest and social contributions. According to 
Loayza et al (2000), the influence of income on savings is greater in developing countries than industrialised 
countries. They argue that a double in per capita income, ceteris paribus, raises the long-run private saving 
rate by 10 percentage points of disposable income. According to Prinsloo (2000) the slow income growth in 
South Africa is one of the factors responsible for the low saving rate.  
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FIGURE 3.2    Household Disposable Income 
 
SOURCE: South African Reserve Bank. 1985-2013 
Figure 3.2 indicates a trend of households’ income in South Africa for the period 1985-2013. The graph 
shows an increasing trend of households’ disposable income since 1986. From 1986 households’ disposable 
income increased significantly until it reached a turning point in 2008 to 2009. Household disposable income 
grew strongly (and faster than inflation) from 2004 to about 2006, but then it started to drop. Household 
incomes actually shrank in the earlier part of 2009, and then started to grow again, but weakly, and below 
inflation. However, household disposable income rose sharply from 2010 to 2012, helped by a massive 
increase in government salary payments, as well as a substantial increase in social payments, Lings (2013).  
According to Lings (2013) real wage growth has since moderated due to a combination of higher inflation 
and a moderation in government salary payments. As further stated by Lings (2013) there has also been a 
slowdown in the growth of social payments. The other key components of household income, namely interest 
and dividend income, as well as property and business income are a substantial proportion of household 
income, but have not grown fast enough to boost household income. 
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3.4 INFLATION RATES TRENDS 
 
By definition, inflation refers to a sustained and a considerable rise in the general level of prices over a period 
of time, Badenhorst, Mabaso, Tshabalala and van Zyl (2013).When inflation increases, it erodes the 
purchasing power of money meaning that the same amount of money will be used to purchase lesser 
quantities of goods and services. Therefore, when the inflation rate goes up, it means individuals need more 
money to buy the same amount of goods or services. The consumers are left with little money to save. Loayza 
et al (2000) in their paper found inflation to have a significant effect on private savings. Researchers like 
Ozcan et al (2003) found the relationship between inflation rate and private savings to be positive. Koskela 
and Virén (1985) contend that, a rise in inflation does increase savings. Horioka and Wan (2007) found the 
inflation rate to be a determinant of household savings in China in some cases. However, their results showed 
that inflation is not always significant. It is sometimes negative and significant. Periods of high inflation tend 
to be associated with highly negative real rate of interest and may deter opportunities for saving. Inflation 
may influence personal saving through several channels. In particular, personal saving may rise in an 
inflationary environment if consumers mistake an increase in the general price level for an increase in some 
relative prices and refrain from buying (Deaton 1977). Inflation may also induce households to increase their 
saving in order to maintain the real value of imperfectly indexed financial assets. Furthermore, when inflation 
raises uncertainty regarding future income growth, risk-averse households may increase their precautionary 
saving (Sandmo 1970). 
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FIGURE 3.3 Inflation Rates in South Africa 
 
SOURCE: South African Reserve Bank. 1985-2013 
Figure 3.3 shows a sharp and a significant increase in inflation rates during the year 1985 to 1986 where it 
reached an all-time high of 18.5 per cent. After peaking in 1986, the rate of inflation began decreasing and in 
1993 it dropped to below 10 per cent. Inflation subsided significantly in the early part of the 1990s; it 
subsequently decreased further to 5, 3 per cent in 1999. On average, consumer prices rose by 9.3 percent 
during the 1990s. Inflation was modest from 2004 through 2006, then rose sharply to a peak in 2008 where 
11, 2 per cent was seen, at which point it began declining again. It has remained pretty steady since late 2011, 
hovering around the 6% ceiling.  
The SARB (1996) attributed the slow-down in inflation during the first half of the 1990s to the consistent 
application of conservative monetary policy since the late 1980s and the impact of the drawn out recession of 
1989-1993 on inflation expectations and wage settlements. These factors were supported by the relative price 
stability in South Africa’s main trading partner countries and a somewhat more stable exchange rate of the 
Rand.  
3.5 TRENDS IN HOUSEHOLD DEBT 
 
Generally debt (including household debt) refers to an obligation or liability arising from borrowing money or 
taking goods or services “on credit”, for example, against an obligation to pay later. In addition, secured debt 
refers to debt where the borrower provides collateral, which the lender is entitled to take over if the borrower 
does not make the promised payments. One kind of secured debt is mortgage debt secured on houses, other 
buildings or land, (Prinsloo, 1995: 64). Empirical data show, however, that consumer debt (private household 
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debt) in South Africa accounted on average for more than 93 per cent of total household debt. At this level it 
is clear that a correlation between private consumption expenditure and predictable consumer credit will 
mainly be subject to consumers’ borrowing behaviour. 
According to Prinsloo (1995) there are two major components of household sector debt which are customarily 
classified into household credit and mortgage advances. Household or consumer credit is, in turn, subdivided 
into open accounts, personal loans at banks, other personal loans, credit card facilities, instalments sale 
transactions and lease agreements. According to Aaron and Muellbauer (2000), financial liberalisation took 
root in South Africa after the de Kock Commission reports of 1978 and 1985, interest and credit controls 
were removed in 1980. Aaron and Muellbauer (2000) claim, financial liberalization had a large effect on the 
debt to income ratio. South Africans gained more access to credit; they increasingly started to fund their 
lifestyles through debt which means they saw no importance in saving. Roux (Mail and Gurdian, 2012), the 
head of economic research at Old Mutual Investment group asserts that, access to credit is so easy for South 
Africans that they simply buy what they want on credit. 
 
FIGURE 3.4 Household Debts as a Percentage of Disposable Income  
 
SOURCE: South African Reserve Bank. 1985-2013 
Figure 3.4 shows a rising trend of household debt in South Africa, this indicates that South African 
households have gone deeper into debt as the data shows rising debt levels. South Africa had become an 
‘avaricious’ society, one that wants to acquire things at any cost. Household debt to disposable income in 
South Africa has almost doubled from the 1980s to 2013, from 41.9% to 75.2%. As the savings rate fell in the 
same period, indebtedness rose significantly. 
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Figure 3.4 depicts an increase in total household debt, reaching a level of 50 per cent in 1988. The lower level 
of the household saving rate in the 1980s and the 1990s is mirrored by the higher ratio of consumer credit to 
the disposable income of households. Household debt, relative to disposable income, fluctuated between the 
bounds of 47.5 per cent and 57.8 over the period 1988–2004.  
These figures indicate that between 1995 and 1997, household debt in relation to disposable income declined 
significantly. This ratio decreased again to 54.1 per cent in 1990, but the relative increase in demand for 
mortgage advances since 1991 has again resulted in a sharp increase in the aggregate household debt. The 
ratio of household debt to disposable income in South Africa fluctuated between 50.6% and 71.8% between 
1996 and 2006.  
Mounting personal debt triggered insufficient savings among South Africans. During the same period the 
household saving rate (i.e. the household saving/household disposable income ratio) turned negative. The 
substantial debt accumulation was probably encouraged by the relatively low interest rate environment, easier 
access to credit and the rising number of people in paid employment of employees and property income. The 
ratio of household debt to disposable income accordingly reached an all-time high of 82.4 per cent during the 
first quarter of 2008 just prior to the recession. 
 Household debt slowed down to 76, 4 per cent in 2011 and in 2012 the ratio of household debt to disposable 
income rose to 76.75 per cent. However, this is still below the peak of 82.4 percent in 2008. This rise in the 
debt to income ratio partly reflects the fact that interest rates have been cut to their lowest level since 1974 
and the fact that the financial sector has been actively growing the issuance of unsecured credit. According to 
the reserve bank (2013:17) the debt to income ratio is expected to continue to rise over the coming years but 
still remains manageable. 
3.6 TRENDS IN HOUSEHOLD WEALTH 
 
According to Black; Calitz and Steenkamp (2012:243) wealth is the value of accumulated savings, investment 
gifts, and inheritances. If a person does not save or receive inheritances or gifts, he or she will never 
accumulate wealth.  Another and technically more correct definition is that personal wealth is the present 
value of a person’s expected real income. The net wealth of the household sector comprises the total of 
tangible and financial assets less household liabilities. 
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The effect of any wealth revaluation remains difficult to quantify. Changes in asset prices can have a 
powerful impact on household consumption through wealth effects. For example, owner-occupiers of 
dwellings may perceive higher house prices as an addition to their wealth, and reduce their saving out of 
current income. However, individuals planning to purchase their own houses may reduce their consumption 
in the wake of higher house prices as they will have to save more for higher deposits and repayments. For 
these reasons, the impact of the wealth effect is uncertain. In addition, the changes in house values may 
influence household consumption, even if wealth effects are absent, to the extent that they influence the 
borrowing capacity of households. The finding of a wealth effect has been criticized as spurious (Calomiris, 
Longhofer, and Miles, 2009): improved economic prospects would increase both consumption and housing 
wealth, so a correlation can be expected in the data between consumption and housing wealth, even in the 
absence of any causal link from housing wealth to consumption. Evidence to that effect comes from 
instrumental variable estimation which finds a zero or small effect from housing wealth on consumption. 
 
FIGURE 3.5 Household Wealth In South Africa 
 
SOURCE: South African Reserve Bank. 1985-2013 
As shown in figure 3.5 there was an increase in households’ wealth from 1985 to 1989, a downward sloping 
trend was seen in the period 1990 to 1994. Household wealth has risen sharply since the mid-1980s, but more 
specifically from 1993 onward. This rise was driven by increases in both equity and house prices. 
Consequently, households’ low saving rate is a sign that consumers feel comfortable with the evolution of 
their net worth and that they see little reason to curtail consumption as a way to increase their net worth even 
further. 
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The net wealth of the household sector increased noticeably from 2003 up to 2007 where it reached an all 
time high of 353 per cent, largely reflecting the sharp appreciation in the value of residential property and an 
increase in equity prices. The global financial crisis that emerged in the latter part of 2007 subsequently 
spilled over to the South African economy, adversely affecting the net wealth of the household sector as 
property values declined alongside a sharp fall in the prices of most classes of equity during 2008 and early 
2009. Household net wealth, expressed as a ratio of disposable income, increased from a low of 303 per cent 
in 2009 to 307 at the end of 2012 and 327 in 2013. This is an impressive gain considering that disposable 
income has risen well above inflation for most of that time. In addition, the current ratio of wealth to income 
is well above the long-term average of 305%. 
 
3.7 THE REAL INTEREST RATE TRENDS 
 
Understanding the response of personal saving to changes in interest rates is central to many issues in 
economic policy. The real interest rate (an interest rate adjusted for either realized or expected inflation) is the 
relative price of consuming now rather than later. Real long-term interest rates are key determinants of 
longer-term saving and investment decisions, while their influence on business spending, household 
investment and the consumption of durable goods plays a key role in the business cycle and transmission of 
macroeconomic policies. The relationship between interest rates and savings has been studied by a number of 
scholars who came to different conclusions. Aron and Muellbauer (2000) found that there is a positive 
relationship between the real interest rate and savings in South Africa. Prinsloo (2000) found the impact of 
real interest rates on household savings to be minimal because households with low income mainly commit 
their expenditure on basic needs and what is left as residual is what is saved which in most cases is usually 
little. 
 According to Loayza et al (2000), there is a negative relationship between savings and real interest rates. 
Although, Balassa (1989) obtained a positive coefficient in his study on the effect of interest rate on savings 
in developing countries, he was hesitant to conclude that real interest rates significantly affect savings. Harjes 
and Ricci (2005) concluded that the effect of interest rates on household savings is not clear. Models based on 
intertemporal optimization also identify a role for real interest rates in determining saving with two possibly 
opposite effects on saving: an income effect and a substitution effect. An increase in real interest rates makes 
individuals richer and hence more prone to consume and reduce saving. However, higher interest rates also 
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increase the return on saving and, therefore, provide an incentive to delay consumption and save more. The 
net effect is theoretically ambiguous, a result which is often reflected in empirical studies.  
The empirical findings of research on the interest-sensitivity of saving, undertaken by the International 
Monetary Fund in the 1990s, show that for the poorest countries a one percentage point increase in real 
interest rates should elicit an increase of only about one-tenth of a percentage point increase in the saving 
rate; in the middle-income countries (including South Africa) the rise in the saving rate in response to a one 
percentage point increase in the real rate of interest should amount to about half a percentage point, but for 
the wealthiest countries the increase in the saving rate relative to a similar change in the real interest rates was 
about two-thirds of a percentage point.  
 
FIGURE 3.6 Real Interest Rates in South Africa 
 
 
SOURCE: South African Reserve Bank. 1985-2013 
Figure 3.6 shows an upward trend in real interest rates from 1988 to 1998. Between 2007 and late 2008, the 
South African Reserve Bank (SARB) applied a principle of increasing the interest rates to curb the high rate 
of inflation, which reached an all time high of  13,07 per cent in 2008. 
From 2008 there has been a downturn in real interest rates and continued to decrease until 2013. When 
interest rates increase, the amount of household savings should increase since the incentive to save becomes 
too great to resist. However, this graphical analysis indicates that South Africa consists of credit active 
citizens who are in financial distress. Therefore, when interest rates increase there is an increase in the cost of 
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servicing debt which translates into even less money to allocate towards day-to-day expenses, irrespective of 
saving.  
3.8 CONCLUSION 
 
In this chapter, some graphical representations were used to explain the household savings relationship with 
the selected explanatory variables stated namely, household disposable income, household debt, household 
wealth, Inflation and interest rates. These graphical representations revealed that South Africa  has a 
lamentable savings rate. It has a household debt problem, as evidenced by rising loans at banks across the 
country. South Africans’ household income has been growing over the years. In addition, inflation has been 
reasonably well contained for a number of years, while household wealth also increased over the years and 
household indebtedness has risen. Yet, household savings rates have been very low. These graphs clearly 
illustrate the reality of life for most South African consumers. Their incomes are rising, but slowly, 
unpredictably, and less rapidly than consumer prices, as you would expect in a country with high levels of 
unemployment and relatively slow GDP growth. They are thus highly exposed to high inflation. Thus, when 
inflation speeds up, they find it hard to make ends meet, and must borrow to meet their demands; and when 
prices fall, they use the opportunity they get to pay off their debt. In all of this, there is very little room for 
saving.  
The following chapter presents the methodology applied in this study. 
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CHAPTER FOUR 
DATA AND METHODOLOGY 
4.1 INTRODUCTION 
This chapter presents the theoretical framework of the econometric model for household savings rate guiding 
the empirical analysis in this study. The life cycle model of consumption helps identify the possible set of 
explanatory variables. Furthermore literature on savings was interrogated for the purpose of identifying other 
determinants of savings to augment the ones identified through the life cycle. Given the numerous potential 
factors influencing household savings rate in South Africa, empirical method is used to identify the main 
determinants of the household saving rate. 
After discussing literature and theoretical models on the determinants of household saving in Chapter Two 
and Chapter Three respectively, the next process is to construct an analytical model which can measure the 
relationship between household saving and the selected variables in South Africa.  
The aim of this chapter is to present the research methods used to analyse the data. The chapter begins by 
presenting theoretical literature on vector error correction models. This is followed by a discussion on 
diagnostic tests. The chapter concludes by presenting a brief description of data and data sources.  
4.2 ESTIMATION TECHNIQUES 
 
The estimation techniques used in this study is VECM based on Johansen cointegration techniques. The 
Johansen’s technique represents advancement over any single equation estimation technique since it allows the 
possibility of dealing with more than one co-integrating vector. The technique also allows the researcher to 
separate the long-run equilibrium relationships from the short-run dynamics. VECM offers a possibility to 
apply Vector Autoregressive Model (VAR) to integrated multivariate time series. Therefore, a VECM is 
basically a VAR in its first difference form with the addition of a vector of co-integrating residuals.  VECM, 
like VAR, treats all variables as endogenous, but limits the number of variables to those relevant for a particular 
theory.  
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Based on the review of literature in this study, the household savings is modelled as a function of the level of 
real disposable income (  ), real interest rate (i), household wealth (  ), inflation (inf), and household debt 
(  ). 
The household savings model can therefore be specified as follows: 
    = f (  , i, inf,  ,   ................................................................ (4.1) 
Where: 
     - is the ratio of household savings to household disposable income 
      -  is the level of household disposable income 
i       - is the real interest rate. In this study real interest rate is defined as the lending interest rate adjusted for 
inflation as measured by the GDP deflator. 
inf    - is inflation as measured by the consumer price index (CPI). The CPI reflects the monthly percentage 
change in the cost to the average consumer of acquiring a basket of goods and services that may be 
fixed or changed at specified intervals, such as yearly. 
    - is the ratio of household wealth to disposable income.  
     - is the ratio of household debt to disposable income. 
The residuals from a long run relationship between key variables were rested for stationarity and co 
integration was confirmed. The model takes the following functional form: 
     =   +    +     +       +          +  .........................................................  (4.2) 
 
Where: 
             =  intercept of the relationship in the model or a constant. 
        =  coefficients of each independent or explanatory variables to be estimated. 
                   =  Error term 
 
Since the model may contain non-linear variables, the variables were logged and are expressed in natural logs 
as follows: 
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       =    +      +       +         +                +  ......................................... (4.3) 
 
Where ln = natural log. 
Since time series data may be non-stationary in the long run, tests for stationarity were conducted through a 
use of Augmented Dickey Fuller test and Phillips Perron test. Regression involving non-stationary data often 
leads to spurious regression results. In such a case, regression results will appear to be statistically significant, 
when indeed, all that is obtained is evidence of accidental correlations rather than meaningful causal 
relationships (Harris and Sollis, 2003:32). Spurious regression could lead to invalid inferences. Therefore, the 
standard hypothesis testing procedures, such as, t tests and F tests may give misleading results. Therefore, in 
order to eliminate the problem of spurious regression, the variables included in a regression model must first 
be differenced to make them stationary. 
If a variable is differenced d times to make it stationary, then such a variable is said to have d unit roots or 
integrated of order d or I(d). If two variables are integrated of order d  andb or I(d, b), then the two series are 
said to be co-integrated, that is, if their linear combination is stationary (Harris and Sollis, 2003:34). Thus, co-
integration between variables would imply that, there is a long-run equilibrium relationship among the 
concerned variables, such that, they will converge over time.  
4.3 UNIT ROOT TESTS 
 
Testing for the existence of unit roots is of major interest in the study of time series models and co-
integration. The presence of a unit root implies that the time series under investigation is non-stationarity; 
while the absence of a unit root shows that the stochastic process is stationary, (Iyoba and Kanem, 2002). 
According to Gujarati (2008), before one pursues formal tests, it is always advisable to plot the time series 
under study. Such a plot (line graph of the level) correlogram gives an initial clue about the likely nature of 
the time series. Such an intuitive feel the starting point of formal tests of stationarity, normally referred to as 
graphical analysis. 
A series is referred to as (weakly or covariance) stationary if its mean and variance are constant overtime and 
the value of the covariance between the two time periods depends only on the distance or lag between the two 
time periods, not on the time at which the covariance is calculated, (Gujarati 2008: 779). 
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Several ways of testing for unit roots are available in the literature. Examples of such techniques are the 
Dickey Fuller (DF) test, Augmented Dickey-Fuller (ADF) test, co-integration regression Durbin-Watson 
(CRDW) test, Phillips-Perron (PP) test, Kahn and Ogaki test, Leyborne-McCabetest test, as well as, the 
Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test. The DF, ADF and PP tests are the most popular types 
of unit root tests applied in empirical work. This is mainly due to their simplicity and general nature (Harris 
and Sollis, 2003:42). Therefore, this study applies the ADF test as well as the PP test. These tests are 
performed to avoid spurious regression that could occur when one non-stationary time series is regressed on 
another non-stationary time-series. 
4.3.1 Augmented Dickey-Fuller Test 
 
The ADF test is stricter version of the DF test. It includes extra lagged terms of the dependent variable in 
order to eliminate autocorrelation in the test equation. According to Gujarati 2008: 767) the ADF test 
estimates three models for each of the variables as follow: 
   =        +    
 
         +   .................................................................................   (4.4) 
The equation with no constant and no trend is represented by: 
   =   +       +     
 
=        +   ..................................................................... ....  (4.5) 
The equation with a constant and no trend is represented by: 
    =   +  
 +       +     
         +   .....................................................................  (4.6) 
The difference between these three regressions concerns the presence of the deterministic elements and   . 
Daldado, Jenkinson and Sosvilla-Rivero (1990) suggested a procedure which starts from the estimation of the 
most general model given by equation (4.6) and then answering a set of questions regarding the 
appropriateness of each model and moving to the next model.  
The ADF test corrects for high-order serial correlation by adding a lagged differenced term on the right-hand 
side in the DF equations. The null (γ = 0) and alternative hypothesis for the ADF test is the same as the DF 
test. In both tests, if the calculated statistic is less (in absolute terms) than the MacKinnon (1991, 1996) 
values, which are used by the E-views 7 software, the null hypothesis is accepted and will therefore mean that 
there is a unit root in the series. In other words, it means the time series is not stationary. The opposite is true 
when the calculated statistic is greater than the MacKinnon critical values. However, in this ADF equation the 
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coefficient of interest is γ, if γ = 0, the equation is entirely in first difference form and so has no unit root. If 
the coefficients of a difference equation sum up to 1, at least one characteristic root has unity. On the 
equations, if ∑ai =1, γ =0 and the system has a unit root. 
 
4.3.2 Phillips-Perron Tests 
 
The Phillips–Perron test (named after Peter C. B. Phillips and Pierre Perron) is a unit root test.  That is, it is 
used in time series analysis to test the null hypothesis that a time series is integrated of order 1. It builds on 
the Dickey–Fuller test of the null hypothesis       Yt 1   ut, where   is the first difference operator. Like 
the augmented Dickey–Fuller test, the Phillips–Perron test addresses the issue that the process generating data 
for    might have a higher order of autocorrelation than is admitted in the test equation therefore makingYt 1   
endogenous and thus invalidating the Dickey–Fuller t-test. Whilst the augmented Dickey–Fuller test 
addresses this issue by introducing lags of     as regressors in the test equation, the Phillips–Perron test 
makes a non-parametric correction to the t-test statistic. The test is robust with respect to unspecified 
autocorrelation and heteroscedasticity in the disturbance process of the test equation. 
The PP tests correct for any serial correlation and heteroscedasticity in the errors    non-parametrically by 
modifying the Dickey Fuller test statistics. The Phillips-Perron (PP) test offers an alternative method for 
correcting for serial correlation in unit root testing. Basically, they use the standard DF or ADF test, but 
modify the t-ratio so that the serial correlation does not affect the asymptotic distribution of the test statistic.    
One advantage of the PP tests over the ADF tests  as stated by Perron (1988) is that the PP tests are robust to 
general forms of heteroscedasticity in the error term      Another advantage is that the user does not have to 
specify a lag length for the test regression.   
A great advantage of Philips-Perron test is that it is non-parametric, i.e. it does not require selecting the level 
of serial correlation as in ADF. It rather takes the same estimation scheme as in DF test, but corrects the 
statistic to conduct for autocorrelations and heteroscedasticity. 
The main disadvantage of the PP test is that it is based on asymptotic theory. Therefore it works well only in 
large samples that are indeed luxury if not it comes for financial time series data. And it also shares 
disadvantages of ADF tests: sensitivity to structural breaks, poor small sample power resulting in often poor 
unit root conclusions. 
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4.4. JOHANSEN COINTEGRATION TESTS  
 
The concept of cointegration was first introduced by Granger (1981) and elaborated further by Engle and 
Granger (1987), Engle and Yoo (1987, 1991), Phillips and Ouliaris (1990), Stock and Watson (1988), Phillips 
(1991) and Johansen (1988, 1991, 1994), among others. The basic idea behind cointegration is that if all the 
components of a vector time series process    have a unit root, or in other words, if    is a multivariate I(1) 
process, there may exist linear combinations without a unit root. These linear combinations may then be 
interpreted as long term relations between the components of    or in economic terms as static equilibrium 
relations, (Gujarati, 2008: 472). The test for co-integration is done to determine if a long run relationship 
between household savings and the explanatory variables exists. Gujarati (2008:473) further postulates that a 
time series are said to be co-integrated when a linear combination of two or more non-stationary time series is 
stationary. The stationary combination of these variables is interpreted as the long-run equilibrium between 
variables. Co-integration can only exist if variables have the same order of integration, (Harris and Sollis, 
2003:20). Therefore, to test for cointegration in the time series, the study follows Johansen’s Cointegration 
methodology. 
According to Johansen (1998) the Johansen test named after Søren Johansen, is a procedure for testing 
cointegration of several I(1) time series. Its approach is to estimate the VECM by maximum likelihood, under 
various assumptions about the trend or intercept parameters and the number of co integrating vectors, and 
then conduct likelihood ratio tests. This test permits more than one cointegrating relationships, so it is more 
generally applicable than the Engle–Granger test which is based on the Dickey–Fuller (or the augmented) test 
for unit roots in the residuals from a single estimated cointegrating relationship. 
There are two types of Johansen test, namely, trace test and the eigenvalue test. 
 The Maxi-eigenvalue test. 
This test is based on the log-likelihood ratio ln[Lmax(r)/Lmax(r+1)], and is conducted sequentially for r 
= 0,1,..,k-1. The name comes from the fact that the test statistic involved is a maximum generalized 
eigenvalue. This test tests the null hypothesis that the cointegration rank is equal to r against the 
alternative that the cointegration rank is equal to r+1. 
 The trace test. 
This test is based on the log-likelihood ratio ln[Lmax(r)/Lmax(k)], and is conducted sequentially for r = 
k-1,...,1,0. The name comes from the fact that the test statistic involved is the trace (= the sum of the 
diagonal elements) of a diagonal matrix of generalized eigenvalues. This test tests the null hypothesis 
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that the cointegration rank is equal to r against the alternative that the cointegration rank is k. The 
latter implies that Xt is trend stationary. 
After testing for cointegration, it was established that there is a long-term relationship between variables and 
then a Vector Error Correction Model (VECM) was performed. VECM is a means of reconciling the short-
run behaviour of an economic variable with its long-run behaviour (Uddin, 2009: 158). VECM considers the 
possibility of valid co-integrating relationships among the variables and allowed the researcher to incorporate 
the deviations from the long run equilibrium as explanatory variables when modelling the short run behaviour 
of the variables. Impulse response functions were also performed to identify the responsiveness of the 
dependant variable to shocks. Variance decomposition was also done to measure the contribution of each type 
of shock to the forecast error variance. Both the impulse response as well as variance decomposition are 
useful in assessing how shocks to economic variables reverberate through a system. 
4.5 DIAGNOSTIC CHECKS 
The consequences of model mis-specification in regression analysis can be severe in terms of the adverse 
effects on the sampling properties of both estimators and tests. There are also commensurate implications for 
forecasts and for other inferences that may be drawn from the fitted model, Godfrey (1988: 17).  Accordingly, 
the econometrics literature places a good deal of emphasis on procedures for interrogating the quality of a 
model's specification. These procedures address the assumptions that may have been made about the 
distribution of the model's error term, and they also focus on the structural specification of the model, in 
terms of its functional form, the choice of regressors, and possible measurement errors. 
When checking the adequacy of a chosen model, researchers typically employ a range of diagnostic tests, 
each of which is designed to detect a particular form of model inadequacy. A major problem is how best to 
control the overall probability of rejecting the model when it is true and multiple test statistics are used. 
Therefore, in order to check the adequacy of the chosen model, the researcher will apply a range of diagnostic 
tests. These include testing for normality, serial correlation and heteroscedasticity. 
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4.5.1 Test for Normality 
Gujarati (2008) postulates that normality tests are used to determine if a data set is well-modelled by a normal 
distribution and to compute how likely it is for a random variable underlying the data set to be normally 
distributed. More precisely, the tests are a form of model selection, and can be interpreted several ways, 
depending on one's interpretations of probability: 
 
 In descriptive statistics terms, one measures a goodness of fit of a normal model to the data – if the fit 
is poor then the data are not well modelled in that respect by a normal distribution, without making a 
judgment on any underlying variable. 
 In statistical hypothesis testing, data are tested against the null hypothesis that it is normally 
distributed. 
 In Bayesian statistics, one does not "test normality" per se, but rather computes the likelihood that the 
data comes from a normal distribution with given parameters μ,σ (for all μ,σ), and compares that with 
the likelihood that the data come from other distributions under consideration, most simply using a 
Bayes factor (giving the relative likelihood of seeing the data given different models), or more finely 
taking a prior distribution on possible models and parameters and computing a posterior distribution 
given the computed likelihoods. 
To verify whether the error term is beyond doubt normally distributed, the researcher applied the Jarque-Bera 
(JB) test. The Jarque–Bera test as described by Gujarati (2008: 468) is a goodness-of-fit test of whether 
sample data have the skewness and kurtosis matching a normal distribution. If the data come from a normal 
distribution, the JB statistic asymptotically has a chi-squared distribution with two degrees of freedom, so the 
statistic can be used to test the hypothesis that the data are from a normal distribution. The null hypothesis is a 
joint hypothesis of the skewness being zero and the excess kurtosis being zero. Samples from a normal 
distribution have an expected skewness of 0 and an expected excess kurtosis of 0 (which is the same as a 
kurtosis of 3). As the definition of JB shows, any deviation from this increases the JB statistic, (Jarque and 
Bera; 1980). 
4.5.2 Heteroscesdasticity Test 
 
Heteroscedasticity occurs when the variance of the unobservable error u, conditional on independent 
variables, is not constant, (Asteriou and Hall, 2011:4). To test for heteroscesdasticity in the observed time 
series, the study used a white heteroscesdasticity test. This test is an extension of White’s (1980) test to 
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systems of equations; it tests the null hypothesis that the errors are both homoskedastic (no heteroscedasticity 
problem) and independent of the regressors and that there is no problem of misspecification. The test 
regression is run by regressing each cross product of the residuals on the cross products of the regressors and 
testing the joint significance of the regression. 
 The White test is a general test for heteroscedasticity.  It has the following advantages: 
 It does not require you to specify a model of the structure of the heteroscedasticity, if it exists. 
 It does not depend on the assumption that the errors are normally distributed.  
It specifically tests if the presence of heteroscedasticity causes the OLS formula for the variances and the 
covariances of the estimates to be incorrect. 
 
4.5.3 Serial Correlation 
 
Serial correlation occurs in time-series studies when the errors associated with a given time period carry over 
into future time periods, Pindyck & Rubinfeld (1991).One of the assumptions of both simple and multiple 
regression analysis as stated in Gujarati (2008) is that the error terms are independent from one another, they 
are uncorrelated.  In statistics, the Breusch–Godfrey-Bertolo test is used to assess the validity of some of the 
modelling assumptions inherent in applying regression-like models to observed data series. An alternative 
name for the test is the Breusch–Godfrey serial correlation Lagrange multiplier test, where this indicates that 
the test is equivalent to one based on the idea of Lagrange multiplier testing. In particular, it tests for the 
presence of serial dependence that has not been included in a proposed model structure and which, if present, 
would mean that incorrect conclusions would be drawn from other tests, or that sub-optimal estimates of 
model parameters are obtained if it is not taken into account. The regression models to which the test can be 
applied include cases where lagged values of the dependent variables are used as independent variables in the 
model's representation for later observations 
Therefore, to test for serial correlation, the study will use Lagrange Multiplier test table by checking the 
critical values to test for the hypothesis. 
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4.6 DATA DESCRIPTION 
Data used in this study were the secondary data obtained from the South African Reserve Bank (SARB) from 
1985 to 2013. Data received from the SARB were quarterly data, and for the purposes of this study the data 
was adjusted to annual data. A weakness of using secondary data to study saving patterns is that specific 
questions on households’ attitudes on reasons for saving as well as actual savings are not available. The 
variable of interest in the econometric model of saving rate is the aggregate household saving rate from 1985 
to 2013. Household savings is measured as a ratio of household disposable income in this study. With regard 
to the explanatory variables, the study measured household disposable income in rand values; seasonally 
adjusted annualized rates of inflation were used; household debt measured as a percentage of disposable 
income was used, household wealth is measured as a ratio of disposable income and real interest rates which 
measures the average rate charged by commercial banks on savings accounts was used. 
4.7 CONCLUSION 
In this chapter, the methodology used in analysing the nature of the determinants of household savings in 
South Africa was discussed. The Johansen methodology is used to analyse the long-run co-integrating 
relationships between the dependent and explanatory variables. This method allowed the researcher to 
measure the long-run relationships between these variables.  
Once the data and proxy variables used in the study were described, the steps involved in the Johansen 
approach were explained. The first step, performing the ADF and PP unit root tests, briefly explained the use 
of these tests to determine the order of integration between the variables. The second step explained the 
reasoning behind performing the Johansen cointegration test and Heteroscedasticity test to identify the 
number of co-integrating vectors in a model. By performing these tests, it can be established whether the I(1) 
variables represent a spurious regression or do indeed exhibit a long-run relationship (co-integration). In the 
following chapter an analysis of the data will be presented and the results will also be presented and 
interpreted 
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CHAPTER FIVE 
DATA ANALYSIS AND DISCUSSION 
5.1 INTRODUCTION 
This chapter presents the results obtained from econometric analysis. The chapter is divided as follows: 
Section 5.2 displays the results obtained from the unit root tests; section 5.3 presents long run and short run 
adjustments results; section 5.4 presents impulse response functions and variance decompositions results, and 
section 5.5 presents residual diagnostics tests. Concluding remarks are presented towards the end of the 
chapter.  
5.2 UNIT ROOT TESTS RESULTS 
Results of stationarity tests are presented both informally using graphical illustrations and formally using 
ADF and Phillips Perron tests. 
FIGURE 5.1 Graphical Illustration of a Unit Root Test at Levels 
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Figure 5.1 presents a graphical illustration of a Unit root tests at levels. The test confirms that all the variables 
have a trend as indicated by the graphs. This therefore means that the variables are all non-stationary. 
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FIGURE 5.2 Graphical Illustration of a Unit Root Test after Differencing 
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Figure 5.2 presents a graphical illustration of a unit root test after differencing the variables. The graphs 
indicate that after first differencing all the variables became stationary.  
 
The following section presents formal tests for stationarity using ADF and Phillips Perron tests. Results of 
ADF and Phillips Perron tests are presented in table 5.1 below: 
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TABLE 5.1 Augumented Dickey Fuller And Phillips Perron Test 
 
  Augmented Dickey Fuller Test Phillips Perron Test 
Variable Model t-statistics Order of 
integration(ADF) 
t-statistics Order of 
integration(PP) 
LRYD Constant 0.372707   2.175530  
 Constant & trend -1.447121  -1.783592  
 None 3.834836   6.521679  
ΔLRYD Constant -4.461242*** I(1) -4.461242*** I(1) 
 Constant & trend -4.335993*** I(1) -4.335993*** I(1) 
 None -1.905769* I(1) -1.905769* I(1) 
LWEALTH Constant -1.864987  -1.871419  
 Constant & trend -2.092605  -1.973699  
 None  0.108047  0.136109  
Δ LWEALTH Constant -5.530848*** I(1) -5.536290*** I(1) 
 Constant & trend -5.748882*** I(1) -5.834292*** I(1) 
 None -5.6739795*** I(1) -5.646598*** I(1) 
LINFLATION Constant -1.968879  -1.689025  
 Constant & trend -2.733952  -2.592282  
 None -0.739240  -1.530705  
Δ LINFLATION Constant -5.313701*** I(1) -6.450677*** I(1) 
 Constant & trend -5.143342*** I(1) -12.23659*** I(1) 
 None -5.322153*** I(1) -5.850296*** I(1) 
LDEBT Constant -1.269828  -1.225954  
 Constant & trend -2.620159  -2.704223  
 None  0.539323  0.586293  
Δ LDEBT Constant -5.792133*** I(1) -5.792133*** I(1) 
 Constant & trend -5.684177*** I(1) -5.684177*** I(1) 
 None -5.784119*** I(1) -5.784119*** I(1) 
REAL_INT Constant -1.635640  -1.804737  
 Constant & trend -1.534821  -1.487133  
 None -1.217783  -1.190300  
Δ REAL_INT Constant -5.790492*** I(1) -5.720222*** I(1) 
 Constant & trend -6.209409*** I(1) -6.209409*** I(1) 
 None -5.919461*** I(1) -5.838618*** I(1) 
SAVINGS_RATE Constant -1.769890  -2.492526  
 Constant & trend  1.243415  -3.471697  
 None -2.814172***  -3.257241  
ΔSAVINGS_RATE Constant -6.685660*** I(1) -10.60313*** I(1) 
 Constant & trend -5.932343*** I(1) -14.96509*** I(1) 
 None -6.644920*** I(1) -7.116227*** I(1) 
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Significant at 1 %(***), 5 %(**), 10 %(*) 
 
As presented above, Augmented Dickey Fuller test and the Phillips Perron tests were conducted to test for 
stationarity of the variables. All variables have unit roots at levels. All variables were differenced in order to 
make them stationary (Gujarati, 2005).  After first difference, all variables became stationary and were 
integrated of the same order I(1). 
The PP test results presented in the above table indicate that all the variables were non stationary at levels 
which again necessitated first differencing. After first differencing all the variables became stationary and 
were integrated of order one. Both the ADF and PP tests yielded similar results.  
 
Since all variables are integrated of the same order the next step is to obtain optimum lag length. Lag length 
criteria is presented in the next section.  
  
5.3 OPTIMAL LAG LENGTH SELECTION 
 
The choice of lag order in a VAR model is of great importance as all inference depends on correct model 
specification (Gutierrez, Souza & de Carvalho Guillen, 2007:3). An incorrectly specified model may have 
severe consequences. As Braun and Mittnik (1993) indicate, the estimates of a VAR model whose lag length 
differs from the true lag length may be inconsistent, as are the variance decomposition and impulse response 
functions. Selecting a lag length higher than the true lag length may cause an increase in the mean-square 
forecast errors of the VAR model, while under fitting the lag length may result in autocorrelated errors 
(Luthephol, 1993). Statistical criterion such as the Akaike (AIC), Schwarz (SC) and Hannan Quinn (HQ) are 
some of the more commonly used criteria in lag length determination (Gutierrez et al., 2007; Yang, 2002). 
Table 5.2 presents the Lag length selection. 
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TABLE 5.2   Optimal Lag Length Selection 
VAR Lag Order Selection Criteria        
 Lag    LogL LR FPE AIC SC HQ 
0 -94.07615 NA   2.57e-07  1.853262  2.002269  1.913679 
1  696.8865  1479.393  2.18e-13 -12.12753  -11.08448*  -11.70461* 
2  741.1764  77.91739  1.88e-13 -12.28104 -10.34395 -11.49562 
3  779.1766  62.62995   1.84e-13*  -12.31809* -9.486947 -11.17016 
 
* indicates lag order selected by the criterion    
 LR: sequential modified LR test statistic (each test at 5% level)   
 FPE: Final prediction error     
 AIC: Akaike information       
 SC: Schwarz information criterion     
 HQ: Hannan-Quinn information criterion 
    
A maximum Lag length of 3 was used in order to allow for adjustment in the model and the attainment of 
well-behaved residuals. Table 5.2 above indicates the number of Lags selected for the VAR.  According to 
the table, SC and HQ selected lag of 1(-11.08448 and -11.70461) respectively while the FPE and AIC 
selected Lag of 3(1.84e-13 and -12.31809) respectively. In this instance the AIC will be used as an indication 
of a log structure. The AIC selected the lag of 3 for the VAR. Therefore, the johansen cointegration test will 
be performed based on the lag of 3for the VAR as selected by AIC. 
According to Zhang and Cui (2003: 263) the Johansen cointegration method estimates based on an 
unrestricted VAR and tests the number of non-zero eigen-values by applying the trace or the maximum eigen-
value statistics. The next section presents results of the trace and maximum eigen-value. 
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5.4 JOHANSEN COINTEGRATION TESTS RESULTS 
 
TABLE 5.3 Unrestricted Cointegration Rank Test (Trace) 
 
Hypothesized 
No. Of CE(s) 
 
Eigenvalue 
 
Trace 
Statistic 
 
0.05 Critical 
Value 
 
Prob.** 
None 
 0.437296  143.3571  95.75366  0.0000 
At most 1 * 
 0.338864  78.95683  69.81889  0.0078 
At most 2 * 
 0.148745  32.61174  47.85613  0.5783 
At most 3 
 0.082129  14.57489  29.79707  0.8068 
At most 4 
 0.043408  4.976682  15.49471  0.8113 
At most 5 
 5.65E-05  0.006325  3.841466  0.9361 
Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values 
 
Table 5.3 presents results obtained using Johansen-Juselius cointegration test based on the trace test. Two 
cointegrating equations in Trace statistics are shown by the fact that 143.3571 and 78.95683 are respectively 
greater than 95, 75366 and 69, 81889 at 5 percent critical value. Therefore, starting with the test, the null 
hypothesis,    of no integration is rejected. Therefore, it can be concluded that there is a long run equilibrium 
relationship among the variables. 
TABLE 5.4 Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 
 
Hypothesized 
No. Of CE(s) 
 
Eigenvalue 
 
Max-Eigen 
Statistic 
 
0.05 Critical 
Value 
Prob.** 
None * 
 0.437296  64.40026  40.07757  0.0000 
At most 1 * 
 0.338864  46.34509  33.87687  0.0010 
At most 2 
 0.148745  18.03685  27.58434  0.4921 
At most 3 
 0.082129  9.598208  21.13162  0.7814 
At most 4 
 0.043408  4.970357  14.26460  0.7456 
At most 5 
 5.65E-05  0.006325  3.841466  0.9361 
  Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level 
  * denotes rejection of the hypothesis at the 0.05 level 
  **MacKinnon-Haug-Michelis (1999) p-values 
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Table 5.4 presents results obtained using Johansen-Juselius cointegration test based on the Maximum Eigen-
value test. Two cointegrating equations in Maxi-Eigen statistics are shown by the fact that 64.40026 and 
46.34509 are respectively greater than 40.07757 and 33.87687 at 5 percent critical values. Therefore, the null 
hypothesis of no cointegration is rejected. Therefore a VECM restricted of 2 cointegrating equations will be 
performed. This will assist in identifying the cointegrating equations that represent the true cointegrating 
relationships. 
 
Both the trace tests and the maximum eigen-value tests of Johansen’s procedure have detected the presence of 
cointegration in time series household savings rate, household disposable income, wealth, debt, inflation and 
real interest rate at level of significance 5% and the null hypothesis that there is no cointegration between 
them can be rejected. 
Now that it has been identified that all the variables are cointegrated through (trace and maxi eigen value 
tests), the next step is to perform VECM. This is because VECM can only be run if all the variables are 
cointegrated. The fact that the variables are cointegrated means that there exists a long run relationship 
between them.  
 
Gujarati (2008) emphasises that when analysing the relationship between variables using VECM the signs of 
the coefficients must be taken into consideration. For instance if the sign of the coefficient is positive, it 
means that there is no long run relationship between the dependent and independent variables.  In order for an 
independent variable to have a long run relationship with the dependent variable, the sign must be negative 
and it must be significant. 
5.5 VECTOR ERROR CORRECTION MODEL ESTIMATION RESULTS 
 
TABLE 5.5 Short Run Cointegration Estimates-Error Correction 
VARIABLE COEFFICIENT STANDARD 
ERROR 
T-STATISTIC 
D(SAVINGS_RATE 2.609395 0.33371 7.81925 
D(LNET_WEALTH -0.538807 1.83408 0.29377 
D(LRYD 3.064548 0.34850 -8.79344 
D(LHHDEBT 1.112040 0.39488 -2.81616 
D(INTRATE 44.36336 27.6009 -1.60732 
D(CPI 78.31077 91.4453 -0.85637 
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The variable of interest is savings. The error correction term was observed to be significant and negative; 
implying that whenever saving deviates from equilibrium, there will be a self-correcting mechanism in place 
that would eventually enable the model to revert to its equilibrium value in the long-run. 
The short-run estimates of the VECM as presented in table 5.5 indicate that household savings are positively 
related to disposable income, implying that as disposable income rises in the short run household savings rise 
as well.  Household debt depicts a positive relationship with households. The implication is that in the short 
run households are involved in long term a debt which enables them to save and accumulate interest. 
In addition to that interest rates and inflation (cpi) are positively related to savings in the short run. Only 
wealth is negatively related to household savings in the short run. This is because, in the short run 
households’ incomes are invested in wealth assets, therefore, as households do so this leaves them with little 
money for monetary savings. 
 
TABLE 5.6 Long Run Cointegration Estimates - VECM 
VARIABLE COEFFICIENT STANDARD 
ERROR 
T-
STATISTIC 
D(SAVINGS_RATE 1.000000   
D(LNET_WEALTH 
0.011543 
0.01290 -0.89451 
D(LRYD 
-0.101847 
0.04856 2.09728 
D(LHHDEBT 
-0.003306 
0.03134 0.10550 
D(INTRATE -0.002200 0.00078 2.82100 
D(CPI 
-0.001210 
0.00035 3.44788 
 
The results in Table 5.6 present the adjustment coefficients for the set of variables used in our investigation.  
According to table 5.6 household wealth is positively related to household savings in the long run. This is 
validated by a coefficient 0.011543 which implies that when household wealth rises in the long run savings 
will increase by one percent. Even though wealth has no effect on savings in the short run due to the fact that 
households do not consider monetary savings important or necessary as most of their savings are tied up in 
assets, such as houses and cars; It becomes apparent that in the long run households become comfortable as 
they have accumulated enough assets which are also enough for them to pay-off their debts and then after 
they start saving their net worth. According to projections by Core Data Research (2013), based on data from 
the South African Reserve Bank on gross household wealth, in the next 8 years people will be moving into 
higher bands of wealth, thereby creating a pool of disposable income that can be saved or invested, 
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meanwhile saving will also become more feasible to those that haven’t been able to put money aside in the 
past. To this end, in the long run as wealth rises, household savings also increase in South Africa. 
 
According to these results, household disposable income has a negative relationship with household savings 
in the long run. This is validated by a negative coefficient -0.101847 implying that when disposable income 
rises household savings will decrease by one percent. In the short run disposable income is positively related 
to household savings, meaning that as income rises so do savings. However, in the long run, as incomes rise 
the marginal propensity to consume rises and this automatically decreases the marginal propensity to save. 
 
Thirdly, table 5.6 depicts household debt as having a negative relationship with household savings. However 
short run results show that household debt is positively related to savings. This can be explained by the fact 
that some of the household debt is long term debt, meaning that household are able to save in the short run in 
order to accumulate interest and be able repay their debt obligation in the long run.  This is a result of easy 
access to credit made available to household by the financial institutions. As a result, household debt as a 
percentage of household income has increased dramatically, from under 55% in 2001 to approximately 80% 
in 2009, while household savings have decreased dramatically. 
 
Furthermore, table 5.6 shows a negative relationship between savings and real interest rates in long run. In 
terms of economics theory (see Mohr & Fourie, 2008), there is a negative relationship between interest rates 
and investment. This implies that due to high interest rates, investments decrease leading to low levels of 
disposable incomes. The end result of this process is reduced savings. These results suggest that households 
exploit short term gains from interest rates returns on their savings albeit that these gains are not sustainable 
for a very long time.  
 
Lastly, households’ savings are inelastic with respect to inflation in a long run.  This is in contrast with the 
short run dynamics where inflation and household savings are positively related. This implies that in times of 
high inflation in a short run, households could cushion themselves against the loss of purchasing power by 
saving more. However, in the long run inflation rises which brings about an increase in interest rates and 
given the fact that South African households are already indebted and have to pay off their debts this leaves 
no room for savings, hence the negative relationship between household savings and inflation in the long run. 
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Having presented cointegration results in the foregoing paragraphs it is important to validate these results by 
interrogating the cointegration residuals. According to Johansen cointegration techniques, cointegration 
residuals must be stationary (Gujarati, 2005).  Cointegration residuals graph is presented in figure 5.3 below:  
 
FIGURE 5.3 Cointegration Graph for the Savings Equation 
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Figure 5.3 indicates that cointegration results are stationary.  
5.6    IMPULSE RESPONSE FUNCTION AND VARIANCE DECOMPOSITION 
 
Impulse response function identifies the responsiveness of the dependent variable (endogenous variable) in 
the VAR when a shock is put to the error term, (Hossain, 2006: 10). Meanwhile, Variance decomposition 
measures the percentage of forecast error variation that is explained by another variable within the short-run 
dynamics and interactions, (Khan et al, 2010:39). Therefore, the variance decomposition gives information 
about the relative importance of each shock to the variables in the VAR. 
 
Both impulse response and variance decomposition analysis illustrate the effect of a shock to each variable on 
its own future trends as well as on the future behaviour of the other variables in the VECM system 
(Gunasekarage, Pisedtasalasai and Power, 2004:9). Concerning the impulse response function, a unit shock is 
applied to the error of each variable in each equation, and the effects upon the VAR system are noted over 
time (Brooks, 2008:299). 
 
The Cholesky ordering was used as it is the common method to attribute all the effects of any common 
component to the variable that comes first in the VAR system. 
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The figure below displays the results of the impulse response function. 
FIGURE 5.4   Impulse Response Function 
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Figure 5.4 shows how household savings respond to shocks of the explanatory variables. The response of 
household savings to own shocks depicts that when there is shock to household savings; savings respond 
negatively for the first two quarters after which it rises until the fourth quarter and then it falls again 
marginally in the fifth and sixth quarters. A marginal increase is seen in the seventh quarter after which it dies 
out. 
 
Meanwhile, the response of household savings to household disposable income shocks depicts household 
savings unresponsive to household disposable income. This means that shocks to household disposable 
income do not necessarily impact on household savings. 
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In addition to that the response of household savings to a household wealth shock depicts that a wealth shock 
will have no effect in the first two quarters. A marginal decrease is identified in the third quarter and again a 
marginal increase in the fourth quarter after which it dies out. 
Further, the impulse response of household savings to household debt depicts that when there is a household 
debt shock in an economy, savings will respond negatively for the first two quarters and then increase and 
reach a maximum in the third quarter and again a drop in savings is seen in the fourth quarter. After the fifth 
quarter this effect dies out.  
 
Furthermore, the impulse response of household savings to a shock in interest rates indicates that one 
standard deviation shock to interest rates will have no effect on savings in the first two quarters. An increase 
in savings is seen only in the third quarter and then after it becomes zero. 
 
Lastly, the responsiveness of savings to an inflation (cpi) shock is tested. The results indicate that a shock on 
inflation will have no effect on savings in the first two quarters. A marginal increase is seen from the third 
quarter which dies out completely in the seventh quarter. 
 
Given the impulse response function in figure 5.4, it is clear that household savings respond mainly to 
household debt shocks. 
 
TABLE 5.7 Variance Decomposition 
VARIANCE Decomposition Of Savings 
Period S.E. DSAVINGS_RATE DLRYD DLCPI DLDEBT DREAL_INT DWEALTH  
 1 
 0.015540  100.0000  0.000000  0.000000  0.000000  0.000000  0.000000 
 2 
 0.017340  95.75963  4.31E-08  0.042789  4.068430  0.106949  0.022207 
 3 
 0.018139  90.87753  0.137545  0.150656  7.985141  0.640283  0.208848 
 4 
 0.018761  90.70453  0.128674  0.152359  7.936040  0.691993  0.386399 
 5 
 0.018793  90.56030  0.132985  0.289396  7.912028  0.693682  0.411609 
 6 
 0.018864  90.45706  0.132302  0.411426  7.870964  0.711475  0.416771 
 7 
 0.018883  90.45801  0.136202  0.412039  7.857741  0.710326  0.425685 
 8 
 0.018889  90.43125  0.137550  0.430994  7.860853  0.713861  0.425488 
 9 
 0.018896  90.42871  0.137843  0.435818  7.855573  0.714659  0.427397 
 10 
 0.018896  90.42648  0.138153  0.436661  7.856207  0.714751  0.427745 
 
Table 5.7 presents the variance decomposition for household savings and its determinants.  According to the 
table, in the short run, that is period 3, the impulse or shock to household savings accounts for 90.8 percent 
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variation of the fluctuation in household savings. This according to (Hossain, 2006:15) is called own shock. 
Secondly, a shock to disposable income can cause 0.13 percent fluctuation in savings. Meanwhile, a shock to 
inflation (cpi) causes a 0.15 fluctuation in savings, whereas a shock to household debt accounts for 7.99 
percent fluctuation in savings. A shock to real interest rates accounts for 0.64 percent fluctuation in savings, 
lastly, a shock to wealth accounts for only 0.20 percent fluctuation to savings in the short run. 
 
In the tenth period, a shock to savings contributes 90.42 percent in savings (this is savings’ own shock). 
Disposable income in the long run contributes 0.13 percent to savings, whereas inflation in the long run 
accounts for 0.43 percent to savings. On the other hand, household debt accounts for 7.86 percent fluctuation 
to savings, while real interest rate accounts for 0.71 percent fluctuation in savings. Lastly, household wealth 
contributes 0.42 percent fluctuation in household savings. 
 
Given the information in table 5.7, it is clear that 90 percent of the variations in savings are explained by 
savings itself; While 8 percent of the variations is explained by household debt, followed by real interest rate, 
household wealth, consumer price index and least variable is disposable income. 
These results imply that household savings, apart from its own shocks, are mainly affected by household debt 
in South Africa. Easy access to credit leads to high household indebtedness to the extent that household real 
disposable income does not have a heavy influence on savings. 
 
Therefore, the overall results of the impulse response as well as the variance decomposition imply that 
household savings in South Africa are best explained by household debt. 
5.7 DIAGNOSTIC TESTING 
 
Gujarati (2004) recommends testing for normality, autocorrelation and heteroscedasticity of the residuals in 
order to comply with the assumptions of classical linear regression. 
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FIGURE 5.5 Normality Test Using Jarque-Bera 
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The P-value (0.350060) of the Jarque-Bera statistics is greater than 0.05. We therefore do not reject the null 
hypothesis of normality and conclude that the residuals are normally distributed.    
 
TABLE 5.8 Serial Correlation Results Using the Lm Test 
Lags LM-Stat Prob 
1 
 63.40849  0.0032 
2 
 65.84240  0.0017 
3 
 69.07349  0.0008 
4 
 30.59673  0.7231 
5 
 52.48433  0.0373 
6 
 37.56134  0.3975 
7 
 25.11141  0.9132 
   Probs from chi-square with 36 df 
 
Table 5.8 presents the results of the LM serial correlation test performed on the Unrestricted VAR for lag 
interval 1 to 7. Since the null hypothesis specifies that no serial autocorrelation exists at lag h, rejecting the 
null hypothesis would lead to the conclusion that serial autocorrelation is present among the residuals. The 
results presented in the table above indicate no presence of serial correlation at lags 4, 5, 6, and 7 where as 
lags 1, 2, 3 indicate the presence of serial correlation. Therefore, the null hypothesis cannot be rejected. The 
residuals are not serially correlated. The null hypothesis is rejected only at Lags 1, 2, 3 whereby the p-value 
of the LM test is less than 0.05 level percent of significance. 
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TABLE 5.9 Heteroscedasticity : 
Chi-sq df Prob. 
 2146.843 2121  0.3426 
 
Table 5.9 presents the results of Heteroscedasticity test. Table 5.10 reveals no presence of heteroscedasticity. 
This is because the p-value of the Chi-square 0.3426 is greater than 0.05 percent level of significance. This 
therefore means that the variables are homoscedastic implying no presence of heteroscedasticity. 
 
TABLE: 5.10 Pairwise Correlation Matrix 
 
 
D(SAVINGS_R
ATE) D(LRYD) 
D(LNET_WEALT
H) D(LHHDEBT) D(INTRATE) D(CPI) 
D(SAVINGS_
RATE) 1 
0.9339029496701
333 
0.0025736167110
86854 
-
0.7159284023931
597 
0.114704646896
0749 
0.0972827677415
7301 
D(LRYD) 
0.933902949670
1333 1 
-
0.0437253553362
9727 
-
0.7259329657530
255 
0.184792900885
8976 
0.1144769351831
28 
D(LNET_WE
ALTH) 
0.002573616711
086854 
-
0.0437253553362
9727 1 
-
0.0228565122743
7258 
-
0.138659348304
5851 
-
0.0674830308589
1041 
D(LHHDEBT) 
-
0.715928402393
1597 
-
0.7259329657530
255 
-
0.0228565122743
7258 1 
0.029530455712
51293 
-
0.1657014490599
665 
D(INTRATE) 
0.114704646896
0749 
0.1847929008858
976 
-
0.1386593483045
851 
0.0295304557125
1293 1 
-
0.2705643658412
863 
D(CPI) 
0.097282767741
57301 
0.1144769351831
28 
-
0.0674830308589
1041 
-
0.1657014490599
665 
-
0.270564365841
2863 1 
 
 
Table 5.10 above shows that there is no multicollinearity amongst the variables used in this model. The 
results from cointegration may be accepted as valid as the classical linear regression models assumptions 
have not been violate. 
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FIGURE: 5.6  Inverse Roots of AR Characteristics Polynomial 
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As can be seen in Figure 5.6, all reported inverse roots of the AR polynomial have roots with modulus less 
than one and lie inside the unit circle, indicating that the estimated VAR  is stable (stationary). This is a 
favourable result because if the VAR were not stable, certain results, such as impulse response standard 
errors, would not be valid making the model results and conclusions suspect. 
5.8 CONCLUSION  
 
This chapter presented the estimation results of the determinants of household savings in South Africa. By 
way of cointegration, the determinants were tested and a true relationship was found between the variables. 
The results indicate that both in the short-run four variables are positively related to household savings, these 
are: disposable income, household debt, interest rates and cpi. While in the long run, wealth is the 
determinant of household savings. Three out of five variables have been identified as significant in explaining 
household savings in South Africa. 
 
The impulse response function and the variance decomposition indicated that household debt is dominant in 
explaining the variation in household savings better than other explanatory variables confirm. These results 
are similar to the findings by Kotze and Smit (2008) whose study indicated that household savings and 
household debt display an inverse relationship. Meniago, Mukuddem-Petersen, Petersen and Mongale (2013) 
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supported the hypothesis that higher household consumption expenditure results in higher household debt 
levels. 
The estimated results about wealth as a determinant of savings  are similar to the results found by Bovenberg 
and Evans 1989; Bosworth, Burtless, and Sabelhaus 1991 and Berube and Cote 2000 in Canada who 
generally support the view that wealth is an important variable in explaining long run movements in personal 
saving. Funke (2002) found a medium-term marginal propensity to consume out of housing wealth in the 
range of 0.04 - 0.10 and 0.4 – 0.07 for stock market wealth. As expected, the effect is stronger for the elderly. 
However, it is not clear how long the wealth effect lasts. Funke (2002) also found that the wealth effect of 
stock market prices disappears over 1 to 3 years.  
 
The following chapter presents the summary and policy recommendations  based on these findings. 
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CHAPTER SIX 
SUMMARY OF FINDINGS, POLICY RECOMMENDATIONS AND CONCLUSION 
6.1 INTRODUCTION AND SUMMARY 
 
The main objective of this thesis was to utilize time series data to run regressions in identifying the 
determinants that affect household savings in the South African economy. The aim of the study was also to 
show the performance of household savings in South Africa during the period (1985-2013).The first chapter 
presented the outline of the study where the main objective of every chapter was briefly discussed. In order to 
provide the conceptual framework of the study, a comprehensive literature review was presented.  Chapter 
two presented the theories of savings such as, PIH, LCH, Neo-Keynesian theory and classical models were 
discussed in greater detail. The study used the Life Cycle Model and the PIH as the framework to study 
household savings behaviour.  
 
The main highlights of this chapter were that PIH and LCH were found to be the most applicable and tested 
theories in empirical literature. LCH theory emphasizes income as a major determinant of household savings. 
However results from this study prove the contrary as income is revealed as negatively related to household 
savings. The PIH adds the element of uncertainty in saving (Modigliani, 1986). Precautionary saving theory 
suggests that greater uncertainty is expected to increase the incentive of households to save as they seek to 
protect themselves against adverse future outcomes (Mody, Ohnsorge, &Sandri, 2012). On the contrary, 
“inflation expectations may encourage expenditures on durables at the expense of savings” (Muradoglu & 
Taskin, 1996, p. 142). The findings of this study contradict the precautionary savings theory (PIH) as cpi 
(inflation) is found to be negatively related to household savings. This implies that PIH holds in South Africa 
only in the short run whereby inflation positively relates to household savings. Therefore, there is a need for 
policy makers to pursue anti-inflationary policies by maintaining inflation within a reasonable range in order 
to promote household saving. 
 
Chapter three presented trends in selected macroeconomic variables. The main finding in this chapter is that 
over the period under review there has been an increasing trend in household debt, inflation, real interest 
rates, household wealth and a disposable income, however, over the same period a drastic decline in 
household savings has been seen. 
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The fourth chapter outlined the methodology that was followed in the study and the data source was described 
in this chapter. An econometric model VECM was chosen to estimate the relationship between the selected 
variables. The highlight of this chapter is the significance of the tests that were conducted to ensure that the 
data is clean and accurate enabling the researcher to draw valid conclusions. 
 
Chapter five presented the results of VECM model estimation on household savings in South Africa with the 
selected explanatory variables. Unit root tests were done through both the ADF and the PP test. The results 
revealed that all the variables were stationary after first difference and co-integrated of order one. All tests 
such as diagnostic testing were performed and the results showed that the data is normally distributed; there is 
no serial correlation and no heteroscedasticity and the residuals are normally distributed.  The AR polynomial 
indicated that the estimated VAR is stable. 
 
Co-integration was detected where two cointegrating equations were identified through the trace and eigen 
value tests statistics respectively. Impulse response function and Variance decomposition results revealed 
household debt as the major determinant of the variations in household savings in South Africa. The VECM 
estimation results revealed that wealth in the long run is the main determinant of household savings in South 
Africa; it has also been noted that disposable income, cpi and interest rates are statistically significant in 
explaining household savings. 
6.2 IMPLICATIONS OF THE FINDINGS 
 
The South African economy is characterised by income inequality. The majority of the population has very 
little income. Much of their concern is immediate survival and they show a high propensity to consume rather 
than to save for the future, Cronje’ (2010: 25). The implication of the results obtained from impulse response 
and variance decomposition is that South Africa has liberalized its financial sector to a large extent over the 
past decade such that households are over indebted. The main reasons for the decline in savings in South 
Africa as stated by Bibby (2010:12) is easy availability of Credit which encouraged consumers to take out 
loans, the rising house prices which encouraged consumers to borrow because of their positive wealth effect, 
Cultural/Social trends encouraging an attitude of borrowing and spending and lastly low interest rates (both in 
nominal and real terms). 
As noted above, easy access to credit seems to have played an important role in explaining the decline in 
household savings. As a result, household debt as a percentage of household income has increased 
dramatically, from under 55% in 2001 to approximately 80% in 2009. While still well below the level of debt 
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of some highly indebted countries (such as the United States, where the household debt-income ratio was 
138% in 2007), the high level of debt incurred by households, coupled with low levels of saving, could have a 
negative impact on future consumption by households. Banks and building societies have considerably 
expanded their credit to households for housing finance and consumer credit. 
 
Households use credit to fund purchases of durable consumer goods and services, and they use it to bridge 
temporary drops in income, for instance over the business cycle. It can be concluded that the increase in 
household debt in South Africa over the years is partly a process of a structural nature. A combination of such 
factors as credit liberalization, higher disposable income, net wealth and periods of low interest rates explain 
the rising levels of household debt. A research by (Kim 2000; Joo 1998) shows that adults lack the financial 
knowledge to make competent and effective personal financial choices. The implication of the study is that 
the low interest rates during the period (2004-2011) and a general increase in household income have 
supported household consumption expenditure in South Africa thereby sustaining high household 
indebtedness. 
6.3 POLICY RECOMMENDATIONS 
 
The study through the trends revealed that household savings in South Africa are very low and have been 
negative for over ten years. Despite the introduction of the comprehensive National Credit Act in June 2006 
which was meant to lay the foundation for a regulated credit market that would contribute to unlocking the 
economic potential of South Africans while minimising the social and economic costs of credit, South 
Africans still find themselves overly indebted. Furthermore, the Act aimed to promote and advance the social 
and economic welfare of South Africans; to encourage a fair, transparent, competitive, sustainable, 
responsible, effective and accessible credit market and industry and to protect consumers by addressing and 
preventing and resolving over-indebtedness. It is due to this overly-indebtedness of South African households 
that we find household savings at grass-root level. The Act introduced both direct and indirect measures 
aimed at preventing and resolving over-indebtedness, however, compliance with these measures is usually 
tested only when a credit agreement is being enforced in court or when enforcement of it is sought by a credit 
provider. This means that compliance with these measures is therefore not always tested when parties enter 
into an agreement. Furthermore, consumers in general are not aware of their rights, remedies, and defences 
and therefore credit providers capitalise on this by not complying with the measures set by the act. 
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To this end, the credit market inherently lacks transparency, as information asymmetries are particularly 
pronounced. Due to weak disclosure of the full cost of credit and the financial complexities of some products, 
it is difficult for consumers to understand the risks and make informed choices.  
It is within this context that the study suggests that: 
 The National Credit Regulator conducts a credit audit to spot-check credit providers’ compliance 
with the provisions on reckless credit and over-indebtedness.  
 More focus should be placed on indirect measures for preventing over-indebtedness, for example 
education.  
 It is recommended that governmental or private organisations should set up educational programmes 
to improve information and advice on the risks attached to consumer credit. It is further suggested 
these programmes on money management for use in schools be made compulsory so as to raise 
awareness levels and establish financial literacy from an early age. This recommendation is based on 
the principle that prevention is better than cure. 
 Special attention should be given to vulnerable groups of the society, including the young, the elderly 
and minorities 
 Consumers with debt problems should be monitored by a body controlled by representatives of both 
lenders and consumer organisations. 
 Lenders’ organisations should arrange to make reliably accurate credit reporting and scoring 
information available to individual debtors, thus enabling them to understand the credit system better. 
 The use of plain language is another valuable tool to combat household indebtedness by increasing 
levels of disclosure and understanding, in other words, consumers have a right to information in plain 
and understandable language. 
 In addition, the regulation of credit advertising and sales is inadequate in South Africa, allowing for 
incomplete or even misleading disclosure of the cost of credit and the terms under which credit may 
be obtained. For example, ‘no deposit’ advertising is pervasive in certain market segments. This type 
of advertising often lead consumers to believe that they are entering into a hire purchase agreement 
with no deposit requirement, when in fact it is a money-lending transaction. Therefore, disclosure by 
financial institutions is required. 
It is proposed that the South African government (monetary authorities) find ways to curb the level of money 
in circulation in our economy in order to uplift the level of savings, because if it is high, it adversely affects 
the household saving rate in the economy. 
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These recommendations can prevent further over-indebtedness and overspending and automatically increase 
savings because they address the basic issues of a lack of information, lack of education and low levels of 
awareness. It is therefore suggested that more focus should be placed on this measures as they have a great 
potential to prevent overspending and over-indebtedness and eventually improve savings. 
 
6.4 FUTURE RESEARCH 
 
The negative relationship that this study, Simleit, Keeton and Botha (2011) found between income and 
household savings in South Africa could be due to the effects of income inequality among individuals. 
Normally, savings ratios are expected to rise as income levels rise however the potential links of income 
inequality on savings remain unexplored (Prinsloo, 2000).  Further research should be done to find new 
innovative ways for different groups to save in society, for example how barter deals and pyramid schemes 
can be converted into savings mechanisms. It is further recommended that forthcoming and additional 
research concerning the issue under consideration should pay particular attention to the following 
fundamental issues: The choice of the research technique, the length of the time series data to be used, as well 
as, the nature of the macroeconomic data to be used, including the selection of the explanatory variables to be 
used. 
6.5 CONCLUSION 
 
In conclusion, it is noted that it is critical but complex to research saving in South Africa, particularly 
household savings. South African household savings behaviour constitutes a complex and dynamic field of 
study, in respect of which commentators have divergent opinions. As such, the study of South African 
household savings constitutes fertile ground for the generation of discussion and the formulation of proposals 
in respect of the advancement of South Africa’s developing economy. Further research is needed to clearly 
understand the challenges facing South African households and to try to find ways to improve saving. There 
is also a need for financial education and a credit policy review to reduce household indebtedness in South 
Africa. 
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