Introduction
The geometry of a desingularization Y m of an arbitrary subvariety of a generic hypersurface X n in an ambient variety W (e.g. W = P n+1 ) has received much attention over the past decade or so. Clemens [5] has proved that for m = 1, n = 2, W = P 3 and X of degree d, Y has genus g ≥ 1 + d(d − 5)/2; Xu [13] , [14] improved this to g ≥ d(d − 3)/2 − 2 for d ≥ 5 and showed that if equality holds for d ≥ 6 then Y is planar; he also gave some lower bounds on the geometric genus p g (Y ) in case m = n − 1. Voisin [10] , [11] proved that, for X of degree d in P n+1 , n ≥ 3, m ≤ n − 2 then p g (Y ) > 0 if d ≥ 2n+1−m and K Y separates generic points if d ≥ 2n+2−m (see also [4] , [1] ). For X n a generic complete intersection of type (d 1 , ..., d k ) in any smooth polarized (n+k)-fold M , Ein [6] , [7] proved that p g (Y ) > 0 if d 1 +...+d k ≥ 2n+k−m+1 and Y is of general type if d 1 + ...
In [2] the first two authors applied the classical method of focal loci of families as in C. Segre [8] and Ciliberto-Sernesi [3] (really normal bundle considerations) to give a new proof of one of the main results of Xu in [13] , [14] and to extend the lower bounds for the genus in the cases of general surfaces in a component of the Noether-Lefschetz locus in P 3 and of general projectively Cohen-Macaulay surfaces in P 4 . In this paper we introduce some notions of 'filling' subvarieties and use them to prove two new results which inter alia give another perspective on the above results, especially the genus bounds. The general philosophy is as usual that as Y moves with X, sections of K Y (or some twist) can be produced through differentiation; but here this is implemented by exploiting and extending an elementary but perhaps surprising technique in the spirit of classical projective geometry which goes back to [2] and which gives a useful lower bound, depending on the dimension of the projective span of Y , on the number of independent sections of K Y produced by the differentiation process.
As to our results, in Theorem 1 below we extend and refine in the above sense most of the above-quoted results (not including Voisin's), by giving a lower bound on the number of sections of a certain twist of K Y involving K W (for a recent extension, including the proof of a conjecture of Clemens, see [15] ). Our second result (Theorem 2), based on the notion of 'r-filling' subvariety, indicates an apparently new and unexpected direction as it deals with some higher-order tensors on Y , manifested in the form of an effective divisor on a Cartesian product Y r having certain vanishing order on a diagonal locus as well as on a 'double point' locus associated to the map Y → X. As one application, we conclude a lower bound on the number of quadrics (and higher-degree hypersurfaces) containing certain 'adjoint-type' projective images of Y (and even on the dimension of the kernel of certain 'symmetric Gaussian' maps) (Corollary 2.1 below). Our feeling, however, is that the latter is only the tip of an iceberg, and we hope to explore further in this direction in the future.
Filling subvarieties
Fix an (n + 1)-fold W (with isolated singularities) and a free linear system L ⊆ H 0 (L) for some line-bundle L, with associated map ϕ L to a projective space; set
, and let X ∈ L d be a generic member. We consider generically finite maps
Our main result in the filling case is the following which, though a special case of Theorem 2 below, we have chosen to state and prove separately in order to make the argument easier to follow. 
If equality holds in (1) and n − m − b ≥ 1, then f is not (1, b + 1)-filling; in particular, if in addition b = 0 then f has no deformations which move f (Y ) with X fixed.
Before proving the Theorem, let us give a sampling of examples and applications, beginning with the most popular case W = P n+1 . Set d = 2n + 2 − m + j and let b = 0 unless otherwise mentioned. Then we get:
with equality only if f has no deformations which move f (Y ) with X fixed. If j ≥ 0 this bound implies a similar one for K Y itself, while Voisin shows in this case that ϕ K Y is generically 1-1 provided m ≤ n − 2.
For m = n − 1 and j > 0, Xu gets a bound on p g while the above shows h 0 (K Y (−j)) ≥ 1 + p, which implies some bounds on p g somewhat like Xu's; for a very lazy such bound, note that our bound implies p g (Y ) ≥ 1 + h 0 (O Y (j)) and the latter may be estimated using Koszul, assuming (as we may) that f (Y ) is a (d, e) complete intersection, yielding (3)
Perhaps better bounds can be obtained by estimating more carefully the relevant For m = 1, i.e. Y a curve, and b ≥ 0, the basic estimate is
with equality only if f (Y ) is not (1, b + 1)-filling. For instance, a genus-3 nonplanar curve on a generic quintic surface is rigid (we do not know if such curves exist); on a generic sextic 3-fold X any nonrigid curve f (Y ) must have genus at least 1 + p =dim spanf (Y ), and curves for which equality holds don't fill up X (note that 4-tangent plane sections have genus 6 and do fill up X); the genus of a curve on a generic septic 3-fold is at least 1 + 2p (note that a 6-tangent-plane section has genus 9). If W is an abelian variety and L is twice a principal polarization (well-known to be free), and again taking
. X does not contain any (translated) abelian subvariety of dimension m > 1.
If d > n − m, m ≥ 1, we conclude as a special case that
. X contains only subvarieties of general type; in particular it does not contain any translated abelian subvariety of dimension m ≥ 1.
is a smooth polarized (n + k)-fold and L is assumed base-point free, we may take as W any smooth complete intersection of type
Now by Kodaira vanishing and Riemann-Roch, K M + (n + k + 1)L is effective (else the degree-(n + k) polynomial χ(K M + tL) would vanish at the n + k + 1 points 1, ..., n + k + 1); moreover it is well-known [9] 
Note that as f is filling, its image may be assumed not contained in any fixed divisor, hence f * preserves effectiveness. Thus Ein's result that 
If f is not filling, then by considering a desingularization of the subvariety of M filled up by f (Y ) we actually get a better bound. Note that Sommese [9] has classified the polarized pairs (M, L) such that K M + (n + k − 2)L is not Q-effective, so excluding those and taking for simplicity k = 1, for any f : Y → X ⊂ M filling, we have that the Kodaira dimension of Y is nonnegative (resp. Y is of general type)
, hence in Theorem 1 we improve Ein's result in several directions: we give a lower bound on the dimension that depends upon how much ϕ L (f (Y )) spans, and we give information on the extremal cases; the twist is strictly better unless M = P n+k ; and now W can be any variety with isolated singularities and not only a general complete intersection in M .
Proof of Theorem 1. Let f : Y → X ⊂ W be a generic member of a (1, b)-filling family as above and let N f , N f /X denote the normal sheaves. Note that in the definition of and unramified at the point corresponding to X; likewise in the definition of (1, b)-filling there is no loss of generality in assuming that the natural map Y s → X has (differential) rank at least m + b at a generic point of Y . Denote by N 0 the subsheaf of N f /X generated by b generic global sections. Thus N 0 has rank b and
(In fact D ′ = 0 iff f is unramified in codimension 1.) Now consider the exact sequences
Our genericity assumption on X implies that any infinitesimal deformation of X in
whence sheaf maps
and pointwise maps at a general point y ∈ Y
Our filling hypothesis implies that f (Y ) moves, filling up W , hence that the map ψ y is surjective, hence so is ψ ′ y . The following technical Lemma will easily imply Theorem 1. We will prove later a Lemma 1.1. Assumptions as in Theorem 1. Let k be an integer such that 0 ≤ k ≤ d and let
be a surjection of vector spaces. Then for a general choice of elements h k+1 , . . . , h d ∈ L and for general subsets
Let's first see that Lemma 1.1 implies Theorem 1. We apply it to the map Ψ = ψ ′ y above with k = n − m − b. It yields the existence of a generic subset S ⊂ Y of cardinality
We conclude that the restriction of ψ ′ y on a subbundle of the form
f which evidently drops rank on ( f * (h a )) 0 , as well as on S.
and Theorem 1 follows in light of Eq. (5)(6). Now Lemma 1.1 is the special case r = 1 of the following result that we are going to use in its full generality in the next section. 
N be a linear map of vector spaces such that for y 1 , . . . , y r−1 general points of Y , the restriction to
Then for a general choice of elements h k+1 , . . . , h d ∈ L and for general subsets
is a subspace of type j if
for some subsets Y 1 , . . . , Y j ⊂ Y of cardinality p and elements h j+1 , . . . , h d in L, such that there exists an integer q with 0 ≤ q ≤ min{j, r − 1} satisfying y 1 ∈ Y 1 , . . . , y q ∈ Y q , h j+1 ∈ L(−y q+1 ), . . . , h r+j−1−q ∈ L(−y r−1 ). Given U , the maximal such integer q will be called the index of U . Observe that a general subspace of type j < d and index q is contained in a general subspace of type j + 1, index ≥ q. Here of course the word 'general' means: in a general choice of the linear forms h i and the subsets Y i , subject only to the restrictions determined by the points y 1 , . . . , y r−1 and the index Claim 1. If for a general subspace of type j and index q < min{j, r − 1} one has dim Ψ(U ) = x, then for a general subspace U ′ of type j and index q + 1 one has dim Ψ(U ′ ) ≥ x.
Proof of Claim 1. Observe indeed that the points y 1 , . . . , y r−1 are chosen generically. On the other hand, if
is of type j and index q for y 1 , . . . , y r−1 , then since Y q+1 is general, without any loss of generality we may replace y q+1 with some point of Y q+1 and similarly replace the h's; hence U becomes of index q + 1. This proves Claim 1.
The proof of Lemma 1.2 is based on an inductive construction of general subspaces
, such that for all j, U j is of type j and the image under Ψ has dimension ≥ j + 1. Since L d (−y 1 − · · · − y r−1 ) is generated by monomials h 1 · · · h d and Ψ surjects, then for a general choice of U = Ch 1 · · · h d of type 0, we get dim Ψ(U ) = 1. Assume now that, for some j < k, we have constructed a general subspace U of type j and maximal index q = min{j, r − 1} whose image under Ψ is of dimension ≥ j + 1. If this dimension is actually bigger than j + 1, then a general subspace of type j + 1 and maximal index has image of dimension ≥ j + 2 and the induction goes on. Hence we can assume that for a general U of type j we have dim Ψ(U ) = j + 1. Since j < k, and Ψ is surjective we know that for a general monomial M / ∈ U we have Ψ(M ) / ∈ Ψ(U ).
Claim 2. For any
. Then there exists a chain of subspaces U 0 = U, U 1 , . . . , U a of type j, such that M ′ ∈ U a and each consecutive pair U i , U i+1 is contained in the same subspace of type j + 1 and index ≥ q. Furthermore as U ,M ′ move generically, we may assume that any subspace of the chain is general.
Proof of Claim 2. Without any loss of generality, we may assume that h ′ i ∈ L(−y i ), for all i = 1, . . . , r − 1. Let us now construct a chain as above, which links U and the sub- 
which is in fact general of type j + 1, for h j+1 , h ′ j+1 and the points A i 's, B i 's are general. When j < r − 1, i.e. when both h j+1 , h ′ j+1 lie in L(−y j+1 ), we argue as above, except that we take B p = A p = y j+1 . We repeat then the previous procedure, considering h j+2 , h ′ j+2 instead of h j+1 , h ′ j+1 and so on. We get finally a chain with the required properties, that links U with the subspace
. Therefore we may replace, from now on, U with the
. By our generality assumptions on Y ′ and h, also U * is a general subspace of type j and maximal index and both U and
, which is of type j + 1. Now use the procedure at the beginning of the proof, acting on h and h ′ j , to find a chain of the required type which links U * with the subspace we may link U with the new subspace
Repeat this last construction, using h ∈ L(−Y j−1 ) and so on. At the very end we see that we constructed a chain with the required properties, linking our original U with a subspace of type
. This is our U a and Claim 2 is proved.
Let us go back to the proof of Lemma 1.2. By Claim 2, we get a chain as above of subspaces of type j joining U with M ; all the elements of the chain are general, so replacing U with some element of the chain, we may assume that U, M both belong to the same subspace U ′ of type j + 1. Since U is general, U ′ is also general (of its index) and on the other hand dim Ψ(U ′ ) > dim Ψ(U ). Therefore we have the inductive step.
Remark. The case k = 1 is in [2] ; the general case is not much more difficult. Another proof of the above lemma can be found in [15] .
r-filling subvarieties
We continue with the notations of the previous section. The map f is said to be r-filling if (f, Y, X) deforms in a family {(f t , Y t , X t ) : t ∈ T } such that X t ∈ L d for all t (X t not fixed), the natural map T → L d is generically finite, dominant and
r is dense in the Cartesian product W r . f is said to be (r, b)-filling if it is r-filling and (1, b)-filling. For instance,
-if W = P n+1 and f (Y ) spans (at least) a P r−1 , then clearly f is r-filling (since linearly independent r-tuples are projectively equivalent);
-if W is a Grassmannian of lines in P a then, because all pairs of disjoint lines are projectively equivalent, it follows that any f is 2-filling unless f (Y ) is contained in a (Plücker-) linear subvariety U ⊂ W , and it is easy to see that any such U must be of the form either { lines through a point } or { lines in a P 2 }.
The following result extends Theorem 1 to the r-filling case: (y 1 , . .., y r ) such that f (y 1 ), ..., f (y r ) are not distinct). Then the linear system of S r -invariant sections in To get an idea of the significance of this result for r > 1 consider now the case r = 2, i.e. quadrics containing ϕ M (Y ) (in fact, if n − m > 1 they belong to the kernel of a certain 'higher-order symmetric Gaussian', cf. [12] ); thus Corollary 2.1. In the above situation, we have
Clearly similar results can be stated for r > 2; we shall leave this to the reader.
Proof of Theorem 2. We continue with the notations used in the proof of Theorem 1. Now setȳ = {y 1 , ..., y r−1 } for generic y 1 , ..., y r−1 ∈ Y . As before we have sheaf maps ψ : (7)- (11)). Our r-filling hypothesis implies that f (Y ) moves, filling up W while fixing f (y 1 ), ..., f (y r−1 ). We claim that this (and the hypothesis on d), implies that the restricted map 
is surjective as well. Now consider the Cartesian product
We have an exact S r -invariant sequence
and by the r-filling assumption this lifts to a symmetric map
f r is generically surjective and symmetric.
We now apply Lemma 1.2 to the map Ψ = Ψ r−1 ×pt., pt.∈ S, the Theorem 2 follows by projecting back to Y r . Remark. Rather than blow up the big diagonal we could equally well blow up other 'diagonal strata', thus leading to analogues of the Theorem 2 which we will let the reader state; though we do not pursue them here, they might prove useful.
