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CHAPTER 1. INTRODUCTION 
1. General Introduction 
Over the past several years, the chemical process industry has been under increasing 
pressure to improve product quality and reduce waste while maintaining strict safety 
regulations. This has occurred even while the processes themselves have become more 
complex and competition between companies has increased. As a result, the field of process 
control has become more and more important. Of particular interest has been Model 
Predictive Control (MPC), because of its ability to maintain stable control at multiple 
constraint boundaries [1]. In addition, it uses optimization procedures to calculate control 
moves, which maintain the ideal operating conditions for the given process. 
The history of MPC is a relatively short one. The ideas that eventually developed 
into MPC began in the 1960s but didn't achieve wide interest until the early 1980s with the 
publication of some of the first papers on the subject (see [2-5]). The introduction ofMPC to 
industry had an enormous impact, and it is currently used by most major oil and chemical 
companies worldwide [1,2]. Other industries, such as food processing, pharmaceutical, 
metals, mining and power plants have not used MPC as extensively as the oil refineries, but 
they are beginning to see the potential benefits and have begun investigating and 
implementing MPC into some of their processes [1]. 
Although there are many different MPC schemes, including Model Predictive 
Heuristic Control [3], Dynamic Matrix Control [4,5], Model Algorithmic Control [6], and 
Generalized Predictive Control [7], all MPC schemes use a model of the process and past 
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data to predict future process behavior as a response to input changes. As a result, the 
success of any MPC technique is highly dependent upon the accuracy of the predictive 
model. 
Application of any MPC strategy consists of implementing four basic components 
[8]. These include the reference trajectory, process response prediction, control action 
sequence computation, and error prediction update. The reference trajectory is a desired 
target value or trajectory for the process output. The process response prediction is the value 
of the process output as determined by the model. The determination of a series of control 
actions is also based on the output given by the process model, computed by minimizing 
some prediction error over a control horizon, and is described as the control action sequence 
computation. Finally, the error prediction update determines the error between the actual and 
predicted values of the output and corrects future predictions of the output. 
2. Model Types 
In order to implement an MPC strategy, it is necessary to first determine the 
predictive model to be used. There are four basic approaches to process modeling. These 
include theoretical, semi-theoretical, empirical and semi-empirical modeling. Each is briefly 
described in the following subsections. 
2.1. Theoretical Modeling 
Theoretical modeling relies solely on the fundamental laws of the physical sciences to 
develop a process model. While this provides great insight into the process because it 
requires a great deal of understanding, and hence few processes in industry are modeled this 
way because of the amount of detail required. It can be difficult to develop a theoretical 
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model because complete understanding of the process behavior is lacking. It uses no process 
data to help in the model development. 
2.2. Semi-Theoretical Modeling 
This method also uses the fundamentals of physics and chemistry to develop the 
process model, but differs from theoretical modeling in that it uses some experimental data to 
estimate model coefficients or parameters. It can be difficult to obtain an accurate model 
with this method because of the amount of understanding of the process that is required. 
2.3. Empirical Modeling 
Empirical modeling methods rely entirely upon process data to generate a process 
model. This data is obtained through extensive experimentation and is fit by a general model 
structure determined by the researcher. It uses no physical information about the process or 
its dynamic behavior and the model coefficients typically have no physical meaning. 
Although its ease of use makes empirical modeling more practical than theoretical modeling, 
it limits the process model to the exact process being studied and to the bounds of the 
experimental data that has been collected. That is, there can be no extrapolation outside the 
data set to predict process behavior, and depending on the sampling rate and number of 
inputs, the number of parameters to be determined can be very large. In addition, process 
changes such as heat exchanger fouling, installation of new equipment, or other changes can 
cause an empirical model to become inaccurate, and a new model must be determined. 
Current MPC strategies such as DMC, MAC, Artificial Neural Networks (ANN), Radial 
Basis Function (RBF), canonical variate analysis (CV A) and the asymptotic method (ASYM) 
are all classified as empirical models [2]. 
4 
2.4. Semi-empirical Modeling 
Finally, semi-empirical modeling is similar to empirical modeling with the exception 
that it uses experimental data to determine process coefficients and parameters that have 
meaning. In general, the dynamics of the model will be an assumed model structure 
determined by knowledge of the process dynamics. The parameters and coefficients of this 
model structure are determined by the experimental data. It uses a limited amount of 
experimental data and can take full advantage of statistical design of experiments (SDOE). 
In addition, the model parameters can be adjusted with changing process conditions [3]. 
3. Motivation and Thesis Organization 
Because the application of a MPC technique is so highly dependent upon the ability 
to accurately model a process, the model identification step in applying a predictive control 
scheme is of utmost importance. Morari and Lee indicate that the performance and 
applicability of an MPC scheme are limited by difficulties in modeling, sensing and state 
estimation, among other factors, and they remind us that model development is the most 
critical and time-consuming step in the implementation process [2]. Sandoz noted that 
improved methods for model identification that use the concepts of modeling statistics are of 
interest for future research [ 1]. In addition, the ability of a model to handle the dynamics of a 
time-dependent process is crucial. Because of its importance, this research has focused on 
identifying models that are compact, relatively simple to apply, and can accurately describe 
dynamic process behavior. 
This thesis is organized as follows: Chapter 2 gives an overview of nonlinear 
modeling methodologies, with particular emphasis being placed on the block-oriented 
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models, including the Hammerstein and Wiener models. Chapter 3 presents the results of the 
application of a continuous-time Hammerstein modeling technique to a real industrial flow 
loop, in both open- and closed-loop modes. Chapter 4 is a paper introducing a new Wiener-
based algorithm which will give the exact solution to a true Wiener process. It applies this 
new method to two known Wiener processes, and then to a simulated continuous-stirred tank 
reactor (CSTR). Chapter 5 applies this new Wiener method to a process given in the 
literature and compares its prediction to that of another continuous-time Wiener-based 
modeling methodology. Finally, Chapter 6 includes general conclusions about the work 
discussed and proposes future research avenues. 
4. References 
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CHAPTER2. BACKGROUND 
1. Nonlinear Process Modeling 
The chemical process industry can benefit greatly from accurate predictive dynamic 
models. By predicting process behavior from changes in process variables, plants can make 
the necessary compensations to minimize deviations from optimal conditions. This in tum 
results in better quality, less waste, safer operations and lower costs. Hence, the development 
of accurate predictive modeling methodologies ties very strongly to the growth of model-
based industrial process control. 
While much is known about linear modeling of processes, much attention has been 
shifted in recent decades to the subject of nonlinear modeling. Because most real processes 
exhibit some sort of nonlinear behavior, it is vital to the growth of model predictive control 
that compact, easily implemented nonlinear process models are developed. Several methods 
have been proposed to accomplish this. Most of these fall into the categories of empirical 
and semi-empirical models described in the previous chapter, and include Artificial Neural 
Networks [1], Radial Basis Functions [2], Volterra series[3], power series [4] and block-
oriented models [5]. Surveys by Billings [6] in 1980 and by Haber and Unbehauen [7] in 
1991 give further details on the different methods found in the literature for identifying 
nonlinear models. 
The research described in this thesis will focus on block-oriented modeling 
methodologies. Because of this, the discussion in this chapter will examine block-oriented 
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modeling in more detail. In particular, the Hammerstein and Wiener model structures will be 
discussed. 
2. Block-Oriented Modeling 
Nonlinear modeling has posed several problems to researchers over the years. 
However, in the last decade much attention has shifted to a type of modeling that combine a 
linear dynamic part with a static nonlinearity. Several types ofreal processes exhibit 
behavior consistent with this type of structure. Among these are pH processes, which 
combine linear mixing of reagents and a nonlinear titration curve [ 4, 8], and a distillation 
column, which combines a nonlinear vapor-liquid equilibrium curve with linear mixing (8, 
9]. For this reason, block-oriented models were developed which take advantage of this type 
of structure. In addition, this type of modeling attempts to reduce the computational 
requirements of functional models, and could prove easier to apply to predictive control 
schemes than traditional model types. According to Billings (6], the motivation to develop 
this type of model was to avoid a "black box" description of the process by identifying 
models of a system that includes terms that preserve the structure of the system and provide 
valuable information for developing a control strategy. It is pointed out as one of the most 
promising approaches to nonlinear modeling by Greb licki [ 10]. 
The two most common types of block-oriented models are known as Hammerstein 
models and Wiener models. Both of these types of models combine static non-linearities 
with linear dynamics. However, the order in which these parts are addressed is different. 
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2.1 Hammerstein Modeling 
Hammerstein models have been used for identifying non-linear systems for some 
time. The first paper discussing their use appeared in 1966 by Narendra and Gallman [11]. 
Since then, many have discussed their use for modeling non-linear systems (see [13]-[16]) 
[12]. The form of a Hammerstein model combines a static nonlinearity with linear dynamics. 
It can be represented in block form, as described by Pearson and Ogunnaike [5] and is shown 
in Figure 2.1 below. 
flX) 
X(t) GO H(s) Y(s) 
Figure 2.1: A description of a MIMO Hammerstein model as it appears in Pearson and 
Ogunnaike [5]. The input vector X passes through a static map, resulting in the 
vector.f{X), which can be non-linear. This vector then passes through the linear 
dynamic map and produces the output vector Y. 
The two classes of Hammerstein models include discrete-time and continuous-time 
models. In the literature, the Hammerstein model development has been used primarily with 
discrete-time systems (see [12], [16], [17], [18]), although Greblicki [19] introduced a 
continuous-time Hammerstein approach. Among these, none were found to take full 
advantage of statistical design of experiments (SDOE). Instead, most used a Pseudo-Random 
Sequence (PRS) to design experiments, which allows for estimation of non-linear effects but 
does not effectively account for interactive effects. In addition, the use of discrete-time 
modeling places this approach into the class ofNARMAX (non-linear auto regressive 
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moving average with exogenous inputs) models [20). While these have the capability of 
addressing any non-linear and interactive effects, they are typically developed assuming that 
all of these terms are zero, due to the enormous parameter identification burdens that exist 
[16). 
Rollins et al. [21] introduced a continuous-time Hammerstein modeling method that 
gives an explicit algorithm for the continuous-time, integrated form of the model and takes 
full advantage of SDOE (see [22)). The algorithm was developed on a single-input, single-
output (SISO) study of a continuous-stirred tank reactor (CSTR) [21). This method has been 
shown to be an accurate method for modeling both open- and closed-loop processes [23) and 
contains a substantial amount of intelligent information about the process as well. It has also 
been shown to accurately model more complex processes, including a second order response 
with underdamped behavior and inverse response behavior [24), and a real process operated 
by a distributed control system [25). In addition, Rollins et al. [20) demonstrated its abilities 
to accurately model a multiple-input, multiple-output process, and Bhandari and Rollins 
demonstrated its ability to address interactions between inputs [26). 
In each of the cases listed above, the methodology has always been applied as a 
numerical solution to processes that are approximated well by the Hammerstein model. A 
mathematical proof has now been discovered that shows that this method is an exact solution 
for a true Hammerstein process [27). In Chapter 3, this methodology is applied to real 
industrial data for the first time, and demonstrates its ability to predict output response 
behavior for a real process in open- and closed-loop modes. 
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2.2 Wiener Models 
Like Hammerstein models, Wiener models use a combination of static nonlinearities 
and linear dynamics. However, in the case of a Wiener model, the static nonlinearity follows 
the linear dynamics. A graphical representation of a Wiener model is shown in Figure 2.2. 
u(t)._~ .. 1 
·: H(s) I flu) ·I.__ _G_O___,i-----~ y(t) 
Figure 2.2: A depiction of the Wiener model structure. The input u enters the linear 
dynamics and then the static nonlinearity to result in the output y. 
Development of a Wiener model can be a very cumbersome process, and even linear 
systems have shown to be difficult to characterize [6], and this has resulted in very few 
applications of the Wiener technique. Billings also points out that even for a simple system 
with a second-order nonlinearity, approximately 1010 coefficients would need to be evaluated 
to completely characterize the system. 
There appear to be two general methods for identifying Wiener models in the 
literature. These include non-parametric identification and various methods of parametric 
identification. With parametric identification, the nonlinear part of the model is typically 
assumed to be a polynomial of finite order, and model identification requires estimation of 
the parameters. The linear dynamics are also assumed to be of a known structure. Though 
this is a more common method than non-parametric identification, there are some questions 
regarding the accuracy of this type of estimation. Greblicki [ 1 O] points this out and notes 
that when a priori knowledge about the system is limited, a non-parametric approach may be 
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more effective than imposing some structural form on the system, as parametric 
identification does. 
Several approaches have been taken to identify the Wiener model structure. It is 
typically broken into its two parts, the linear dynamics and the static nonlinearity. The static 
nonlinearity has been recovered by methods including artificial neural networks (ANN's) [1], 
sigmoid neural networks (SNN's) [9], power series estimations [4] and relay feedback tests 
[8]. Estimation of the linear dynamics has been done by several methods as well. These 
include Finite Impulse Response and Frequency Sampling Filters [4], Laguerre filters [1, 28] 
feedback polynomials [9] and transfer function forms [8]. The non-parametric approach 
discussed by Greblicki [10] uses a Laguerre filter for estimating the linear dynamics and a 
nonparametric regression function which can be inverted to find the static nonlinearity. 
The form of the Wiener model lends itself rather well to use in model predictive 
control schemes. Investigations applying it to different processes have been done, and 
include a study by Norquay et al that applied a Wiener model in an MPC scheme controlling 
a pH neutralizing experiment [29]. Al-Duwaish and Naeem applied a Wiener model as a 
predictor in a control valve process incorporating a genetic algorithm-based MPC scheme 
[30]. Undoubtedly, more studies of this type will be conducted as the benefits of using 
block-oriented models in MPC are revealed. 
Chapter 4 will discuss in further detail the development of a new method for 
identifying a Wiener model in continuous-time. It will be shown to be an exact solution to a 
true Wiener process, and it will be applied to a simulated continuous-stirred tank reactor 
(CSTR). In addition, in Chapter 5 a new algorithm for the Wiener process will be introduced 
and shown to also provide an exact solution to a true Wiener process. It will be demonstrated 
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on two known Wiener processes, and it will be compared with another continuous-time 
Wiener-based model that was developed by Huang et al. [8]. The two predictions will be 
compared using an example of a Wiener process used by Huang et al. [8]. 
2.3 Other Block-Oriented Models 
While Hammerstein models are possibly the best known of the block-oriented 
models, and Wiener models are closely related, there are other block-oriented models that 
consist of combinations of these basic models. 
The Uryson model has several Hammerstein models in parallel, driven by a common 
input and having the outputs summed. There are also sandwich models, where blocks of 
linear dynamics and static non-linear elements are combined in many different arrangements 
[5, 6]. These types of models can be used where a process response follows even more 
complex behavior and cannot be adequately described by the Hammerstein or Wiener types 
of models. Also, they can be used for the development of multiple local models, where each 
block approximates process behavior for some restricted operating range [5]. 
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CHAPTER 3. APPLICATION OF A CONTINUOUS-TIME 
HAMMERSTEIN MODELING METHOD TO A REAL FLOW 
PROCESS IN OPEN- AND CLOSED-LOOP 
A paper to be submitted to ISA Transactions 
Stephanie D. Loveland1, Nidhi Bhandari1 and Derrick K. Rollins2 
Abstract 
This paper presents the application of the Hammerstein Block-oriented Exact 
Solution Technique (H-BEST) introduced by Rollins et al. [1] to an industrial flow controlled 
loop. The results demonstrate the ability of this method to accurately model this real flow 
process in both open-loop and closed-loop modes. The Hammerstein model structure 
combines a static nonlinear block followed by a linear dynamic element. The method is 
shown to be an exact solution to a true Hammerstein process and is shown to accurately fit 
the data provided by the flow control loop. 
1. Introduction 
The chemical process industry can benefit greatly from accurate predictive dynamic 
models. By predicting process behavior from changes in process variables, plants can make 
the necessary compensations to minimize deviations from optimal conditions. This in tum 
results in better quality, less waste, safer operations and lower costs. Hence, the development 
1 Department of Chemical Engineering, Iowa State University 
2 Departments of Chemical Engineering and Statistics, Iowa State University 
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of accurate predictive modeling methodologies ties very strongly to the growth of model-
based industrial process control. 
In response to the demand for more accurate predictive modeling methods, Rollins et 
al. [1] developed a continuous-time dynamic modeling method to address non-linear process 
behavior. This method falls into the class of block-oriented models, more specifically 
following a Hammerstein structure [2]. The distinguishing feature of Hammerstein models is 
their combination oflinear dynamics with non-linear steady-state gains [3]. This method has 
previously been shown to be an accurate method for modeling both open- and closed-loop 
processes [ 4] and contains a substantial amount of intelligent information about the process 
as well. It has also been shown to accurately model more complex processes, including a 
second order response with underdamped behavior and inverse response behavior [5], and a 
real process operated by a distributed control system [4]. In addition, Rollins et al. [6] 
demonstrated its abilities to accurately model a multiple-input, multiple-output process, and 
Bhandari and Rollins demonstrated its ability to address interactions between inputs [7]. 
In each of the cases listed above, the methodology has always been applied as a 
numerical solution to processes that are approximated well by the Hammerstein model. A 
mathematical proof has now been discovered that shows that this method is an exact solution 
for a true Hammerstein process [8]. In this paper, we are applying this methodology to real 
industrial data for the first time, and demonstrating its ability to handle system non-
linearities. 
This paper is organized as follows. In the next section we will discuss Hammerstein 
modeling and how it has been used in the past. In the third section, we will present the 
theoretical exact solution to a Hammerstein process and show it with two true Hammerstein 
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processes, with simple and complex dynamics. In the fourth section, we describe the flow 
process used in the industrial study. The fifth section will present the analysis of data, model 
identification and results for the flow process in both the open-loop and closed-loop 
situations. Finally, we will present closing comments. 
2. Hammerstein Modeling 
Hammerstein models have been used for identifying non-linear systems for some 
time. The first paper discussing their use appeared in 1966 by Narendra and Gallman [9]. 
Since then, many have discussed their use for modeling non-linear systems (see [11]-[15]) 
[1 O]. The form of a Hammerstein model combines a static nonlinearity with linear dynamics. 
It can be represented in block form, as described by Pearson and Ogunnaike [2] and is shown 
in Figure 3.1 below. 
fi:X) 
X(t) JO g(s) Y(s) 
Figure 3.1: A description of a MIMO Hammerstein model as it appears in Pearson and 
Ogunnaike [2]. The input vector X passes through a static map, resulting in the 
vectorfiX), which can be non-linear. This vector then passes through the linear 
dynamic map and produces the output vector Y. 
The two classes of Hammerstein models include discrete-time and continuous-time 
models. In the literature, the Hammerstein model development has been used primarily with 
discrete-time systems (see Su and McAvoy [10], Pawlak [16], Eskinat et al. [15] and Ralston 
et al. [17]), although Greblicki [18] introduced a continuous-time Hammerstein approach. 
19 
Among these, none were found to take full advantage of statistical design of experiments 
(SDOE), which the H-BEST algorithm is well suited for (for further discussion on this, see 
Rollins [19]). Instead, most used a Pseudo-Random Sequence (PRS) to design experiments, 
which allows for estimation of non-linear effects but does not efficiently account for 
interactive effects. In addition, the use of discrete-time modeling places this approach into 
the class ofNARMAX (Non-linear Auto Regressive Moving Average with eXogenous 
inputs) models [2]. While these have the capability of addressing any non-linear and 
interactive effects, they are typically developed assuming that all of these terms are zero, due 
to the enormous parameter identification burdens that exist [15, 19). 
The method proposed by Rollins et al. in 1998 [1] presented the first explicit 
continuous-time algorithm, known as the Hammerstein Block-oriented Exact Solution 
Technique (H-BEST), used to predict the output response of a Hammerstein process to a step 
change in the input u(t) that was able to fully use SDOE. The H-BEST algorithm can be 
written as 
y(t) = f(u(t);P)· g(t;-r) (3.1) 
where pis the vector of coefficients and the dynamics are described by g(t; -r), defined as 
1 
g(t;-r)=T1 [G(s)·U(s)]=G(s)·-
s 
(3.2) 
where ;e-1 is the inverse Laplace transform operator, given a unit step change in the input. 
For a series of input changes, the H-BEST solution can be written (with inputs and outputs in 
terms of deviation variables) as 
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f(u(O);j3) · g(t;t); 
y(t 1 ) + [f(u(t = t 1 );13) + y(O)-y(t 1 )]. g(t - t 1 ; t); 
y(t) = (3.3) 
This algorithm will give an exact mathematical solution to a true Hammerstein 
process, which was shown by Bhandari and Rollins in [8], and will be briefly reviewed in the 
next section. 
3. An Exact Solution to a True Hammerstein Process 
Although the work done in the past has been on several different types of processes, 
both simulated and real, it has always been a numerical analysis of the process at hand. 
Since the form of the H-BEST algorithm has been consistent, a theoretical proof that this 
algorithm will give the exact solution for a Hammerstein process was desired. The following 
proof was discovered, and shows that the H-BEST algorithm is an exact solution for any true 
Hammerstein process, regardless of the linear dynamics or the static non-linearities that are 
determined. It is discussed in greater detail by Rollins and Bhandari [8]. It is detailed below 
for illustration using a simple Hammerstein system with first-order dynamics and a second-
order polynomial nonlinearity, given by Eqs. 3.4 and 3.5 below. 
v(t) = f(u(t)) 
t dy(t) + y(t) = v(t) 
dt 
(3.4) 
(3.5) 
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If the process is subjected to a series of step changes given by Figure 3.2 and Eq. 3.6 below, 
the solution will be as follows: 
where 
u(t)=u(O)S(t)+u(t 1 )S(t-t 1 ) 
{
f(u(O))g(t); 
y(t) = 
y( t I ) + f ( ll( t I ) - y( t I ) ) g( t - t I ) ; 
g( t) = r I [ G~ s)] = 1 - e -y; 
1----~u(O) u(t) 
(3.6) 
(3.7) 
(3.8) 
Figure 3.2: The sequence of input changes made to the Hammerstein process given by Eqs. 
3.4 and 3.5. 
The proof begins by using the chain rule. For the case where 0 < t::::; t 1 we see that beginning 
with the claim made in Eq. 3.3, the proof proceeds as follows: 
dy(t) = (t) df(u(O)) +f(u(O)) dg(t) 
dt g dt dt 
(3.9a) 
recalling that f(u(O)) is a constant and g( t) = ( 1- e -X} this can be simplified to obtain 
(3.9b) 
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Ifwe multiply through by 't, and add and subtract 1 to the right side, we can rearrange the 
function to get 
(3.9c) 
Multiplying through again, we get 
't d~~t) =- f(u(O))( 1- e -X) + f(u(O)) (3.9d) 
Rearranging this gives 
(3.9e) 
Finally, recalling the definitions of y(t) and v(t) from Eq. 3.6 and substitute these into Eq. 
3.9e, we get 
't dy(t) + y( t) = v(t) 
dt 
(3.9f) 
which is the exact representation of the Hammerstein process described in Equation 3.5. 
For the case where t > t1 the proof proceeds as follows: 
dy(t) _ dy(t 1 ) ( ) d[f(u(t 1 ))-y(t 1 )] [f( ( )) ( )]dg(t - t 1 ) --- + g t - tl + u tl -y ti 
dt dt dt dt 
(3.lOa) 
recalling that f(u(t 1)) and y(t1) are constants and that g(t) =( 1-e _t-ti), this can be 
simplified to obtain 
(3.lOb) 
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After multiplying through by 't, and adding and subtracting 1 to the right side, the function 
can be rearranged to give 
(3.lOc) 
Multiplying through again, we get 
(3.lOd) 
Rearranging this gives 
(3.lOe) 
Finally, if we recall the definitions of y(t) and v(t) from Equation 3.6 and substitute these into 
Equation 3 .1 Oe, we get 
't dy(t) +y(t)=v(t) 
dt 
(3.lOf) 
Again, this is the exact representation of the Hammerstein process defined in Eq. 3.5. This 
proof can be applied to any time interval, and is shown for processes with more complex 
dynamics in [8]. 
In the next section, the solution will be shown graphically by using an example of a 
true Hammerstein process. The example is of a relatively complicated second-order process 
with inverse response behavior. 
3.1 A True Hammerstein Process 
An example of a simple Hammerstein process described by Haber and Unbehauen 
[20] was used by Bhandari and Rollins [21] to show the ability of the H-BEST algorithm to 
accurately model a single-input, single-output true Hammerstein process. To show 
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agreement with the H-BEST algorithm on a two-input, two-output process, the following 
process was considered: 
't 't d 2 y( t) + (-r + 't ) dy( t) + y( t) = 't dv( t) + v( t) 
I 2 dt 2 I 2 dt a dt 
(3.11) 
with all initial conditions and derivatives equal to zero, and with a1 = 1.5, a2 = 2.25, a3 = 1.0, 
'4 = 0.75, as= 2.0, 'ta= -2.5, 't1 = 9 and -r2 = 5.5. 
This process has a second-order static non-linearity and complicated linear dynamics, 
including an inverse response. An experimental design for the inputs was applied to this 
process, and is shown in Table 3 .1. 
Table 3.1 The experimental design for the inputs to determine the parameters for the H-
BEST algorithm on the Hammerstein process given in equation 3.11. 
Run# Vt (T1 
1 3 3 
2 3 0 
3 3 -3 
4 0 3 
5 0 0 
6 0 -3 
7 -3 3 
8 -3 0 
9 -3 -3 
The H-BEST algorithm for this process was found to be as follows: 
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t I < t ~ t 2 y I + (a 0 + a I u I + a 2 u 2 + a 3 u I u 2 + a 4 u ~ + a 5 u ~ + y 0 - y I ) • g( t - t I ; i) 
y(t) = 
(3.12) 
where 
(3.13) 
where flo = 0.0, a1 = 1.4988, a2 = 2.2482, a3 = 0.9992, ai = 0. 7 494, as = 1.9984, 'ta = -2.4883, 
't 1 = 8.8505 and 'tz = 5.6297. 
In order to evaluate the model that was developed, a series of step input changes was 
applied to the process. This series is shown in Figure 3.3. Figure 3.4 gives the output 
response of the process as well as the response of the H-BEST algorithm. As this figure 
shows, there is exact agreement between the two. 
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Figure 3.3 The input sequence applied to the Hammerstein process given in Eq. 3.14 
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Figure 3.4: The outputs of the Hammerstein process and the H-BEST algorithm resulting 
from the input sequence shown in Figure 3.3. 
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4. The Industrial Flow Process Study 
There are several types of industrial processes that are well suited to block-oriented 
modeling. These include pH processes, which combine linear mixing of reagents with a 
nonlinear titration curve [4,8], a distillation column, which combines a nonlinear vapor-liquid 
equilibrium curve with linear mixing [8,9], and a flow control valve, which can combine a 
nonlinear valve characteristic with linear fluid flow. Because of its characteristics, the 
process we chose for this study was a simple flow loop with a control valve that could be 
used to manipulate the flow. The data for this study was generated by personnel of Fisher 
Controls International, Inc. at their Marshalltown facility. Four separate cases were 
conducted, including one open-loop and three closed-loop cases. All data are represented by 
percent of total span, and as such have no units. The definitions of the variables are found in 
Table 3.2 below. A series of step changes were made to the input, either U or Ref, and the 
output response, F, was measured. 
Table 3.2: Definition of variables used in the flow process experiments. 
\ariah!e Definition 
Ref Set point value, % 
U Signal to control valve, % 
Tvl Valve travel,% 
F Predicted Flow,% 
F Flow,% 
a, b, c Regression parameters 
8 Dead time, sec 
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5. Analysis of the Flow Process 
Application of the Hammerstein Block-oriented Exact Solution Technique (H-BEST) 
begins by obtaining the fitted model of the process. Steps taken to identify the process are 
spelled out in [19], and are as follows: 
i. Determine the statistical experimental design to be used. 
n. Run the experimental design as a series of step tests, allowing steady state to 
occur after each change while collecting the data dynamically over time. 
m. Use the steady-state data to determine the ultimate response function, f(v(t)). 
iv. Use the dynamic data to determine the dynamic response function, g(t; 1) for 
each output. 
Identification of the H-BEST model consists of specifying the model forms for f(v(t)) 
and g(t; 1), and obtaining parameter estimates for these functions. 
In the case of the flow study, the experimental design used was a series of step tests, 
the standard in the flow lab at Fisher Controls, Int'l, Inc. Once the ultimate response data 
and dynamic response function are determined, they are implemented into the H-BEST 
algorithm, which is used to determine the predicted output of the process. Details of how this 
was done for the flow study are outlined in the following sections. It should be noted that in 
this study, the model identification was done using data provided by Fisher Controls, Int'l. 
Inc. Because of this, the models developed are purely fits to the data provided. There were 
no test sequences applied to the process to validate the identified models. However, the 
purpose of performing the model identification scheme to the process was to verify that the 
H-BEST model type can be used on a real process and fit the data provided. 
5.1 Open-Loop Step Study 
The first case examined was that of an open-loop flow process. The control signal U 
to the valve was changed for a total of twenty separate step tests and the response of the flow 
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rate was observed. The input sequence for these step tests is shown in Figure 3.5. 
70 
65 
;;;;, 
60 
55 
50+-~~~~~~~~~~~~~~~~~~~~~~~~~-.--J 
0 50 100 150 200 
Time (sec) 
250 300 350 400 
Figure 3.5: The input sequence for the open-loop step tests done on the flow process. 
Each step test was treated as a separate experiment and was fitted with a first-order 
plus dead time model (FOPDT), given by Eq. 3.14 below; an example of how this was 
applied is shown in Figure 3.6. This model form was chosen from the set of well-known 
dynamic model forms by observation of the process dynamic response to the input change. 
The model parameters for this model form are the process gain, represented by f(~u(t)), the 
time-constant, -r, and the dead time, 8. These parameters of the FOPDT model were fit by 
nonlinear least squares analysis. The change in the input variable is ~U and F0 is the initial 
steady-state value of the flow, which was 60.4. In this case, the FOPDT model sufficiently 
approximates the flow response, as shown in Figure 3.6. However, in the case of competing 
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model forms, one could use a formal test such as an F-test or AIC (Akaike Information 
Criterion) to determine which model better represents the data [22]. 
F(t) = F0 + f(~u(t)) 1- e - t A ( (t-eX) (3.14) 
The function f(~u(t)), is a representation of the static nonlinear gain over the input 
space, and for the open-loop process was found to be quadratic in nature, or 
f(~u(t))=a+ b~u+c~u2 (3.15) 
where a, band care 0.1645, 1.176 and -0.039, respectively. This relationship is 
shown in Figure 3. 7. The parameters were obtained by using linear regression, and are used 
to account for nonlinearity of the process response over the input space. 
63 
62.5 
62 
61.5 
~ 
-;;?. e_. 
::: 
0 61 w: 
60.5 
-Actual 
FOPDT fit 
163 165 167 169 171 173 175 177 179 181 183 
Time (sec) 
Figure 3.6: The first-order plus dead time (FOPDT) fit of one of the input changes to the 
open-loop process. 
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Figure 3.7: The ultimate response as a function of the input changes made for the flow 
process in open-loop mode. This is described in Eq. 3.15. 
Once the ultimate change relationships and model parameters are determined, they 
are incorporated into the H-BEST algorithm. This algorithm consists of a series of equations 
that are modified each time an input change occurs. It is mathematically represented for this 
process in Equation 3.16 (with step changes occurring at times 0, t1, ... , tk). 
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o::;t<e 
F(t)~ F,,., + (a+bL\.u+cL\.u' +F, -F,,.,)(1-e_H•;•"} t, +e:>t<t, +e 
(3.16) 
The responses of both the process and the H-BEST algorithm to the series of step 
tests are shown in Figure 3.8. There is good agreement between the two, which illustrates 
that for a process that exhibits approximately Hammerstein behavior, the H-BEST algorithm 
is a good representation of that process. 
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~ 58 ,_, 
53 
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Figure 3.8: The responses of the flow process and H-BEST algorithm to the input sequence 
given in Figure 3.5. 
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5.2 Closed-Loop Step Studies 
Three different closed-loop step cases were conducted. The input step changes were 
identical in magnitude to those that were made in the open-loop step case, but the input was 
the set point of the controller, Ref, rather than the signal to the valve, U. The input sequence 
for the closed-loop cases is shown in Figure 3.12. The closed-loop cases used a PI controller 
with a constant integrator of 24.6 r/min. The proportional band (PB) varied, and was set at 
1000%, 550% and 330%, respectively, for the three cases. 
0 200 400 600 800 
Time (sec) 
1000 1200 1400 
Figure 3.9: The input sequence used for the closed-loop tests of the flow process. 
The procedures for determining and developing the model forms were identical to 
those used in the open-loop study. The primary difference was that the ultimate change 
equation for the H-BEST algorithm was linear in nature rather than quadratic, as it had been 
in the open-loop study, and is represented by Eq. 3.16. 
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f{lrn(t)) =a+ btrn (3.16) 
and is shown in Figure 3 .10. The values of a and b, as well as the process parameters for 
each of these closed-loop studies are found in Table 3.3. 
Table 3.3: Parameter estimates for the closed-loop step tests. 
Proportional a h 8 (sec) 't (sec) 
Band ('/i,) 
1000 -0.1477 0.9396 8.392 15.16 
550 -0.3221 0.9328 7.353 15.68 
330 0.0537 0.9778 3.581 10.65 
The H-BEST algorithm was then applied using a FOPDT model form, and the results 
are found in Figures 3.11-3.13. In these cases, we see that H-BEST again models the process 
response very well. 
10 
5 
c .. a: 0 
~ ....., 
-5 
-10 
-15 
~ 
-15 -10 -5 0 5 10 15 
!1Ref 
Figure 3.10: The ultimate change equation for the closed-loop case where the proportional 
band (PB) was equal to 330. In each of the closed-loop cases, the ultimate 
change equation was linear in form. 
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The studies conducted show that the H-BEST algorithm has the capability to 
accurately fit data from a real industrial flow process. Future work is needed to expand this 
type of study to include a test sequence that will confirm that the identified models can be 
used on non-fitted data, following the same type of test procedures that were described in 
section 3 .1. 
65 
50 
-Process 
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Figure 3.11: The responses of the flow process and the H-BEST algorithm to the input 
sequence given by Figure 3.9 when the proportional band (PB)= 1000. 
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Figure 3.12: The responses of the flow process and the H-BEST algorithm to the input 
sequence given by Figure 3.9 when the proportional band (PB)= 550. 
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Figure 3.13: The responses of the flow process and the H-BEST algorithm to the input 
sequence given by Figure 3.9 when the proportional band (PB)= 330. 
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6. Conclusions 
We have demonstrated that the H-BEST algorithm is an exact solution to a true 
Hammerstein process. In addition, we have shown that it is an effective way of modeling 
plant flow data in open- and closed-loop processes. This method of modeling could be easily 
implemented into an automatic model identification algorithm, which would be very useful 
in helping to maintain the most effective operating conditions for a process. Future work will 
include studies that will apply the H-BEST identification method to other real processes. 
7. References 
[l] D.K. Rollins, J.M. Liang, and P. Smith, Accurate Simplistic Modeling ofNon-
Linear Dynamic Processes, ISA Transactions, 38, p. 293-303, (1998). 
[2] R.K. Pearson and B.A. Ogunnaike, Nonlinear Process Identification, Nonlinear 
Process Control, Prentice-Hall, p. 11-110 (1997). 
[3] E.F. Camacho and C. Bordons, Model Predictive Control, Springer, New York, 
(1999). 
[ 4] C.A. Rietz and D.K. Rollins, Implementation of a predictive modeling technique on a 
DCS, Proceedings of the American Control Conference, Philadelphia, p. 2951-55, 
(1998). 
[5] D.K. Rollins, M. McNaughton and C.M. Schulze-Hewett, Accurate semi-empirical 
predictive modeling of an underdamped process, ISA Transactions, 38, p. 279-290, 
(1999). 
[6] D.K. Rollins, N. Bhandari, AM. Bassily and G.M. Colver, Application of a new 
dynamic predictive modeling approach, submitted to Industrial and Engineering 
Chemistry Research, (2002). 
[7] N. Bhandari and D.K. Rollins, Superior semi-empirical dynamic predictive modeling 
that addresses interactions, Proceedings of the Intelligent Systems and Control 
Conference, Santa Barbara, CA, ( 1999). 
38 
[8] N. Bhandari and D.K. Rollins, A Closed-Form Exact Solution to Hammerstein 
Processes with Mathematical Proof, submitted to IEEE Transactions on Automatic 
Control, (2002). 
[9] K.S. Narendra and P.G. Gallman, An Iterative Method for the Identification of 
Nonlinear Systems Using a Hammerstein Model, IEEE Transactions on Automatic 
Control, 6, AC-11, p. 546-550, (1966). 
[10] H.T. Su and T.J. McAvoy, Integration of Multilayer Perceptron Networks and Linear 
Dynamic Models: A Hammerstein Modeling Approach, Industrial and Engineering 
Chemistry Research, 32, p. 1927-1936, (1993). 
[11] F.H. Chang and R. Luus, A Noniterative Method for Identification Using the 
Hammerstein Model, IEEE Transactions on Automatic Control, AC-16, p. 464, 
(1971 ). 
[12] S.A. Billings and S.Y. Fakhouri, Identification of a Class of Nonlinear Systems Using 
Correlation Analysis, IEE Proceedings, part D, 125, p. 691-697, (1978). 
[13] S.A. Billings, Identification of Nonlinear Systems-A Survey, IEE Proceedings, part 
D, 127(6), p. 272-285, (1980). 
[14] P. Gallman, A Comparison of Two Hammerstein Model Identification Algorithms, 
IEEE Transactions on Automatic Control, AC-20, p. 770, (1975). 
[15] E. Eskinat, S.H. Johnson and W.L. Luyben, Use of Hammerstein Models in 
Identification of Nonlinear Systems, AIChE Journal, 37(2), p. 255-268, (1991). 
[16] M. Pawlak, On the Series Expansion Approach to the Identification of Hammerstein 
Systems, IEEE Transactions on Automatic Control, 36(6), p. 763-767, (1991). 
[17] J.C. Ralston, A.M. Zabir and B. Boashash, Identification of a Class of Nonlinear 
Systems Under Stationary Non-Gaussian Excitation, IEEE Transactions on Signal 
Processing, 45(3), p. 719-735, (1997). 
[18] W. Greblicki, Continuous-Time Hammerstein System Identification, IEEE 
Transactions on Automatic Control, 45(6), p. 1232-1236, (2000). 
[19] D.K. Rollins, A Continuous-Time Hammerstein Approach Working With Statistical 
Experimental Design, submitted to Technometrics, (2002). 
[20] R. Haber and H. Unbehauen, Structure Identification of Nonlinear Dynamic Systems-
A Survey on Input/Output Approaches, Automatica, 26(4), p. 651-677, (1990). 
39 
[21] N. Bhandari and D.K. Rollins, The Ability of a Continuous-Time Predictive 
Modeling Approach to Address a Highly Nonlinear Dynamic Process, submitted to 
The Journal of Process Control, (2002). 
[22] D.K. Rollins and N. Bhandari, Accurate Predictive Modeling of Response Variables 
Under Dynamic Condition Without the use of Past Response Data, !SA Transactions, 
39, p. 29-34, (2000). 
Acknowledgements 
The authors would like to thank Fisher Controls, International, Inc. for their support 
of this work. We would also like to thank Priscillia Ng for her assistance with model 
identification. 
40 
CHAPTER 4: APPLICATION OF A WIENER BLOCK-
ORIENTED MODELING TECHNIQUE TO A NONLINEAR 
PROCESS 
A paper to be submitted to Computers and Chemical Engineering 
Stephanie D. Loveland 1, Nidhi Bhandari 1 and Derrick K. Rollins2 
Abstract 
A new method for predictive modeling based on the Wiener structure is introduced. 
The Wiener structure consists of a linear dynamic block followed by a static nonlinear block. 
This new method is shown to be an exact solution for a true Wiener process, and then is 
applied to a simulated continuous-stirred tank reactor (CSTR). It is able to address the 
process nonlinearities while maintaining a simple structure that is relatively easy to apply. 
The method is shown to accurately model the given processes, and its strengths are 
discussed. 
1. Introduction 
The subject of nonlinear modeling has garnered a great deal of attention in the last 
decade. While methods for modeling linear processes are fairly well established, addressing 
the problem of nonlinear systems has been a challenge to researchers in many fields. 
Because most real processes display some sort of nonlinear behavior, it has been of interest 
to determine accurate and efficient ways to describe these systems. 
1 Department of Chemical Engineering, Iowa State University 
2 Departments of Chemical Engineering and Statistics, Iowa State University 
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Of the different nonlinear modeling techniques, some of the most popular fall into the 
category of block-oriented models. Block-oriented modeling is based on the observation that 
most industrial processes exhibit some linear dynamics and some static nonlinear behavior. 
It is called one of the most promising approaches to nonlinear modeling [1], and the models 
are of a form that can be easily applied in model predictive control schemes [2]. Of the 
block-oriented models, the Hammerstein and Wiener models are the best known. Both of 
these model types use combinations of static nonlinearities and linear dynamics to describe 
the process behavior. 
Several types ofreal processes exhibit behavior consistent with this type of structure. 
Among these are pH processes, which combine linear mixing of reagents and a nonlinear 
titration curve [2,3], and a distillation column, which combines a nonlinear vapor-liquid 
equilibrium curve with linear mixing [2,4]. By using this type of approach to nonlinear 
modeling, one can reduce the computational effort required to describe the system while 
maintaining the system structure and gaining valuable control information [5]. lkonen and 
Najim point out that this may be due to the simplified initialization and validation of the 
model, since the static part can be obtained from a steady-state description of the process [ 4]. 
1.1. Wiener Model Structure 
The structure of a Wiener model is shown in Figure 4.1. It consists of a linear 
dynamic part followed by a static nonlinearity. 
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~ g(t) 
u(t)_---t~1 I '(I) ~1 f(t) ,_____ __ ~ y( t) 
Figure 4.1: The structure of a Wiener model. The input vector, u(t) enters first into a linear 
dynamic block to give the intermediate v(t), and then into a static nonlinearity to 
give the output, y(t). 
There appear to be two general methods for identifying Wiener models in the 
literature. These include non-parametric identification and various methods of parametric 
identification. With parametric identification, the nonlinear part of the model is typically 
assumed to be a polynomial of finite order, and model identification requires estimation of 
the parameters. The linear dynamics are also assumed to be of a known structure. Though 
this is a more common method than non-parametric identification, there have been some 
questions raised regarding the accuracy of this type of estimation. Greblicki [1] points this 
out and notes that when a priori knowledge about the system is limited, a non-parametric 
approach may be more effective than imposing some structural form on the system, as 
parametric identification does. However, a non-parametric approach to system identification 
results in a purely empirical model of the process, which contains no phenomenological 
information about the system, and is limited to the input space used for system identification. 
Several approaches have been taken to identify the Wiener model structure. It is 
typically broken into its two parts, the linear dynamics and the static nonlinearity. The static 
nonlinearity has been recovered by methods including artificial neural networks (ANN's) [6], 
sigmoid neural networks (SNN's) [4], power series estimations [3] and relay feedback tests 
[2]. Estimation of the linear dynamics has been done by several methods as well. These 
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include Finite Impulse Response and Frequency Sampling Filters [3], Laguerre filters [6,7] 
feedback polynomials [4] and transfer function forms [2]. The non-parametric approach 
discussed by Greblicki [1] uses a Laguerre filter for estimating the linear dynamics and a 
nonparametric regression function which can be inverted to find the static nonlinearity. In 
addition, surveys were done by Haber and Unbehauen in 1990 [8] and by Billings in 1980 [5] 
that examined many of these and other nonlinear model identification methods. 
The form of the Wiener model lends itself rather well to use in model predictive 
control schemes. Investigations applying it to different processes have been done, and 
include a study by Norquay et al that applied a Wiener model in an MPC scheme controlling 
a pH neutralizing experiment [9]. Al-Duwaish and Naeem applied a Wiener model as a 
predictor in a control valve process incorporating a genetic algorithm-based MPC scheme 
[10]. Undoubtedly, more studies of this type will be conducted as the benefits of using 
block-oriented models in MPC are revealed. 
The method we are proposing is similar to most others in the sense that it is 
parametric, and it assumes that the model structure is given a priori. However, it is unique in 
the way it will determine the linear subsystem and use it for the prediction algorithm. Our 
method will be shown to be an exact solution for a true continuous-time Wiener process, and 
will be demonstrated on a true Wiener process. We will also apply this new identification 
method to a simulated continuous-stirred tank reactor (CSTR) and discuss the results 
The paper is organized as follows. In the next section we will introduce the proposed 
method, present the procedures for model identification, and show that it is an exact solution 
for a true Wiener process. The third section will introduce the CSTR process used for the 
simulation study and apply the new Wiener modeling technique to the CSTR, and compare 
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the prediction results with those of a Hammerstein modeling method. Finally, we will 
discuss the results and present closing comments. 
2. Identification of the W-BEST Model 
Identification of the Wiener model will follow similar procedures to the Hammerstein 
Block-oriented Exact Solution Technique (H-BEST) described by Bhandari and Rollins in 
[11]. Henceforth, we will refer to the proposed solution as the Wiener Block-oriented Exact 
Solution Technique, or W-BEST. 
The process of identifying the Wiener model begins with the steady-state evaluation 
of the process. The static part of the Wiener model has been recognized to be a reasonable 
representation of the process at steady state [4], so from this type of evaluation we will be 
able to recover the static nonlinearity. To do this, we will introduce a number of step 
changes to the input of the process, allowing the system to reach steady-state while collecting 
data over time on each of these runs. As in many of the papers using the parametric 
approach to Wiener modeling, we will make the assumption that the nonlinearity follows a 
polynomial form (see [2], [6], [10]). For systems with multiple inputs, the number of runs 
required can be optimized by using some statistical design of experiments (SDOE) to 
maximize the value of the response data collected. The ability to use SDOE is an advantage 
to the approach taken by the H-BEST and W-BEST modeling techniques, and is discussed in 
more detail with regard to Hammerstein modeling by Rollins [12]. 
Once the static nonlinearity has been determined, the linear dynamics must be 
recovered. This can be a difficult process. As was done by Huang et al., we will restrict the 
possibilities for the linear dynamics to basic linear dynamic forms, such as first-order plus 
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dead time (FOPDT) or second-order plus dead time (SOPDT) [2]. With this restriction, we 
can then use some criteria to decide which is the better representation of the linear dynamic 
part of the model. 
The W-BEST algorithm views the Wiener process as a gray box followed by a black 
box. That is, the linear dynamic part of the process is assumed to be of some known dynamic 
model form, and is determined by observation of the process response to input changes, 
while the static nonlinearity is purely an empirical representation of the process response at 
steady state to those input changes. This differs from most approaches to Wiener modeling, 
which are written in discrete-time and are purely empirical. They can be described as a 
series of two black box representations of the process. That is, there is no phenomenological 
knowledge of how the process behaves; there are simply empirical observations. Of the 
continuous-time approximations to Wiener modeling, only the algorithm developed by 
Huang et al. [2] using the linear transfer function form for the dynamic block is similar in 
nature to the proposed W-BEST algorithm. The primary differences between the W-BEST 
algorithm and the method proposed by Huang et al. in [2] are seen in the approaches to 
identifying the static nonlinearity and the ability to address interactions in a multiple input 
system. 
2.1 An Exact Solution 
A survey of nonlinear identification methods by Haber and Unbehauen [8] gives 
several examples of simple Wiener processes. One of these is described by equation 4.1 
below. 
10 dv(t) +v(t)=u(t) 
dt 
y(t) =2+ v(t) +0.5v(t) 2 
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(4.1) 
This is a single-input, single-output system with input u(t), intermediate v(t) and output y(t). 
We will use it to illustrate that the W-BEST methodology gives an exact solution to a true 
Wiener process. 
An exact solution for an input step change to this process can be found by taking the 
Laplace transform (Eq. 4.2) and then inverting to find the solution. 
1 OsV(s) + V(s) = U(s) 
:. G(s) = V(s) = 1 
U(s) lOs+l 
(4.2) 
For example, if a unit step change is made to the input of this process, the dynamic part of 
the solution would be found by applying this change to Eq. 4.2 and inverting to the time 
domain. A unit step change is defined in the Laplace domain as 
1 
U(s)=-
s 
(4.3) 
Applying this to the process transfer function and inverting to the time domain, we get 
1 1 
G(s) · U(s) = ·-= V(s) 
1Os+1 s 
v(t)=£-1 [V(s)]=£-1 [ 1 -~]=1-e-Xo 
10s+ 1 s 
(4.4) 
In order to test the prediction given by the W-BEST algorithm, we developed an 
arbitrary input sequence consisting of a series of step changes over an input space of ±3 using 
a random number generator with uniform distribution. This input sequence is given in Figure 
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4.2. Traditionally, a series of step inputs to a process would be written as a summation of all 
previous inputs, as in Eq. 4.5. 
u(t)= u 0S(t)+(u, -u 0 )S(t-t 1)+ ... +(ui-ui_1)S(t-tJ 
=~ u 0S(t) + ~ u 1S(t - t, )+ ... + ~ uiS(t - ti) 
Written in the Laplace domain, this becomes 
U( ) ~U0 (s) ~U,(s) _1 s ~U,.(s) -1 s s = + e ' + ... + e ' 
s s s 
Using the definition of G(s) given by Eq. 4.2, we get 
G(s)= V(s) = 1 
U(s) 10s+ 1 
V() G() U() 1 [~U0 (s) ~U 1 (s) -ts ~Ui(s) -t·s] s = s · s = · + e ' + ... + e · 
10s+ 1 s s s 
(4.5) 
(4.6) 
(4.7) 
From this, the inverse Laplace can easily be taken to arrive at the exact solution of the 
process, and can be expressed as 
y(t)=f(v(t)) 
n 
v(t)= I~ui ·g(t-ti; -r)S(t-tJ 
(4.8) 
i=O 
where 
(4.9) 
The algorithm given by Eq. 4.8 will henceforth be referred to as the W-BEST algorithm. 
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Figure 4.2: The input sequence used to test the Wiener process described by Eq. 4.2. 
The prediction results of the W-BEST algorithm for the input sequence given by 
Figure 4.2 are shown in Figure 4.3. As this figure shows, the algorithm will give an exact 
solution for a true Wiener process for a series of step changes. 
Since we know that the W-BEST algorithm will give an exact solution to the 
process given a series of step input changes when the true process parameters are known, we 
can be assured that the accuracy of the W-BEST prediction is highly dependent upon 
accurate estimation of model parameters. The methods used for identifying model 
parameters must now be addressed. 
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Figure 4.3: The output response of the process and predicted responses of the W-BEST 
algorithm to the input sequence shown in Figure 4.2. 
2.2 Applying the W-BEST Method 
The procedures followed to apply the W-BEST modeling method follow along the 
same lines as those of the H-BEST method described by Rollins in [12]. These are as 
follows: 
I. Determine the statistical experimental design to be used. 
II. Run the experimental design as a series of step tests, allowing steady state to 
occur after each change while collecting the data dynamically over time. 
ui. Use the steady-state data to determine the ultimate response function, f(v(t)). 
iv. Use the dynamic data to determine the dynamic response function, g(t; 't) for 
each output. 
Once the functions f(v(t)) and g(t; 't) are determined, they are incorporated into the 
algorithm that is used for prediction of the process output. In order to test the prediction 
50 
algorithm, a test input sequence is developed covering the input space used for the 
identification, and the predicted response and true process response are compared. In the 
following sections, we will apply this method to a true Wiener processes and then to a 
simulated CSTR process. 
3. The Simulated CSTR Process 
To test the W-BEST modeling methodology on a nonlinear process with unknown 
structure, we simulated a continuous-stirred tank reactor using a MATLAB program and 
applied the W-BEST methods to it. The Continuous-Stirred Tank Reactor (CSTR) process 
used in this simulation study is taken from Smith and Corripio [14], and is shown in Figure 
4.4. A dynamic model of the process was developed using first principles on the mass, 
species and energy of the process. 
The dynamic mass and energy balances describing this process are given in Eq. 4.10 -
4.12 below. Assumptions include the following: densities and heat capacities of the tank and 
jacket contents are constant, perfect mixing occurs in the tank, the thermal capacitance of the 
wall of the tank is negligible, heat capacity at constant volume (Cv, Cvc) and heat capacity at 
constant pressure (Cp, Cpc) are approximately equal for both the jacket and reactor contents, 
and are constant, and the internal energy of the system is adequately described by the 
enthalpy. In addition, the volumes of the tank and jacket contents are constant. The 
definitions and nominal values of the variables used in this simulation are given in Table 4.1. 
51 
Feed 
______ b_____ © 
I m ©!IP 
AIC F, 
---1"'V"·~----T,; 
Coolant 
F 
~-----P_rod_u_ct _____ CA 
T 
Figure 4.4: A schematic diagram of the continuous-stirred tank reactor used in the simulation 
study. 
A dynamic overall species A balance on the reactor contents gives 
(4.10) 
A dynamic overall energy balance on the reactor contents gives 
dT(t) =f(t) (Ti(t)-T(t)) ~Hr k(t)C~(t)- UA (T(t)-Tc(t)) (4.11) 
dt v pCP VpCP 
A dynamic overall energy balance on the jacket contents gives 
dTc (t) 
dt 
(4.12) 
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Table 4.1: Nominal values for the variables used in the CSTR simulation study. 
Variable Svmhol Nominal Value (units) 
Flow rate f 0.45 (m /s) 
Inlet concentration of A CAi 2.88 (kgmol/m3) 
InlettemEerature Ti 66.0 {°C} 
Tank temEerature T 88.0 (°C) 
Concentration of A CA 1.0302 {kgmol/m3} 
Coolant inlet tem2erature Tei 27.0 (°C) 
Coolant flow rate fc 0.579 {m3/s) 
Coolant tem2erature Tc 46.638 (°C) 
Tank volume v 9.0 (m3) 
Jacket volume Ve 1.82 (m) 
Process density ~ 19.2 (kgmol/m) 
Coolant density ~c 1000 (kg/m'.l) 
Process heat capacity CE 1.815 x 105 {J/kgmol·C} 
Coolant heat capacity Cpc 4184 (Jlkg·C) 
Reaction rate coefficient k 0.0871 (m3/kgmol·s) 
Arrhenius frequency parameter ko 4.464 (m3/kgmol·s) 
Heat transfer area A 5.4 (m2) 
Heat of reaction ~HR -9.86 x 107 (J/kgmol) 
Overall heat transfer coefficient u 213.0 X 103 {J/m2·s·°C} 
Ideal gas law constant R 8314.39 (J/kgmol·K) 
Activation energy ofreaction E 1.182 x 107 (J/k~mol) 
The reaction rate coefficient for the process is described by a typical Arrhenius relationship 
to temperature and is given in Eq. 4.13. 
k(t)~k, exp(--R-(T-(-t)-~-27-3-.16-)) (4.13) 
3.1 Applying the W-BEST Modeling Method 
As mentioned before, the process was simulated using a MATLAB program. The 
particular studied in this investigation was the process temperature, T(t), given changes in the 
feed flow rate, f(t). To obtain steady-state values for the nonlinear parameter estimation, 
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changes of magnitude ±10%, ±20% and ±40% were made to the flow rate and the ultimate 
steady state values were plotted. Using this data, parameters were estimated using linear 
regression, as in the previous cases, and the static nonlinear function was found to follow 
quadratic behavior, shown in Figure 4.5. 
Because the process response displayed inverse response behavior, we chose a 
dynamic model that contains a lead term to begin our estimation of the dynamic parameters. 
Eventually, a second-order plus dead time with lead (SOPDZ) model was found to 
sufficiently model the process dynamics, and is shown in both Laplace and time domains in 
Eq. 4.14. 
[ ] ( T - T _t-0/ T -T _t-0/ ) g(t;T)=£-I G(s)·U(s) = 1+ a I e /t, + a 2 e /t, 
Tl -T2 Tz -Tl 
(4.14) 
where e, Ta, T1 and T1 are the dynamic parameters of the process. For this process, then, the 
W-BEST algorithm follows the form given in Eq. 4.15 (a) and (b). 
(4.15a) 
n 
v(t)= I~ui ·g(t-ti; T)S(t-tJ (4.15b) 
i~o 
where g(t; T) is defined as in Eq. 4.14. 
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Figure 4.5: The steady-state output responses of the CSTR process temperature to input flow 
rate changes of -40%, -20%, -10% 10%, 20% and 40%. The points were fit by 
linear regression to determine the parameters for the static nonlinear part of the 
Wiener model. 
Parameters were obtained for the dynamic part of the model by performing a 
nonlinear least squares analysis of the fitted responses to each input change in comparison to 
the actual process response. Figure 4.6 gives an example of the process response and fitted 
response for an input change of -40%. 
The parameters determined for the W-BEST model to describe the temperature 
response to changes in the feed flow rate are given in Table 4.2. 
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Figure 4.6: The process response and fitted response to a -40% input change in flow rate. 
Identical plots were made for each of the input changes and the dynamic 
parameters were found by determining the least squared error between the two 
responses. 
Table 4.2: Parameter estimates for the W-BEST model developed for the CSTR process 
Process Estimate 
Parameter 
ao 0.0263 
a1 33.80 
a1 -74.72 
't] 2.602 
1:2 12.60 
'ta -5.744 
e 3.0 
To test the model that was developed, an arbitrary input sequence was used. A 
random number generator with a uniform distribution over the input space was used to 
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determine the test sequence levels. The input sequence is given in Figure 4.7, and the W-
BEST response along with the actual process response to this sequence is given in Figure 4.8. 
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Figure 4.7: The input sequence used to test the W-BEST model found for predicting the 
output tank temperature of the CSTR simulation. 
As Figure 4.8 shows, the W-BEST prediction is an adequate representation of the 
output response of the CSTR temperature. Because we know that the W-BEST model gives 
an exact solution for a true Wiener process when the parameters are known, we can attribute 
the errors in modeling to errors in parameter estimation. It is also probable that the CSTR is 
not a true Wiener process, but allows for close estimation by a model with Wiener structure. 
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Figure 4.8: The actual process response and the W-BEST prediction for the tank temperature 
when the input sequence in Figure 4.12 is applied to the CSTR process. 
3.2. A Comparison of the W-BEST with the H-BEST Prediction Algorithm 
Choosing the type of nonlinear model to use to describe a process can be difficult. In 
some cases, the different predictions will provide similar results, providing multiple models 
that adequately describe the behavior of a process. One of the issues we wanted to address 
with the simulated CSTR was how to determine when to use the Hammerstein or the Wiener 
form of the model for prediction. Huang et al. [2] have developed a test for determining 
when to use a Wiener model when the Wiener and Hammerstein are the options, but it is 
based on the relay input tests that are used for identification in their method, so it is unable to 
be used for the type of modeling we have done here. Since the parameters for the W-BEST 
model were found following the same methods as are used for determining model parameters 
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for the H-BEST algorithm (see [12], [14], [16]), we must determine a justification for using 
the W-BEST over the H-BEST, if both are reasonable representations of the process. 
The H-BEST prediction algorithm is described by Eq. 4.16 below. 
f(u(O); ~) · g(t; -c); 
y( t 1 ) + [f (u(t = t 1 ); ~) + y(O)- y( t 1 )) • g(t - t 1 ; -c); 
y(t) = (4.16) 
where f(u(t) ; ~)is the static nonlinear part, representing the steady-state gain of the process, 
and g(t; -c) is the linear dynamic part, as in the W-BEST model. 
If we apply the same procedures for parameter identification that were used for the 
W-BEST model of the CSTR process, the parameter estimations will be the same as those of 
the W-BEST model. Note that this is because at steady-state, v(t) = u(t) in the models so the 
functions at the conditions used for identification are the same. If we apply the H-BEST 
algorithm to the process using the input sequence given by Figure 4. 7, we again get a 
reasonable (thought slightly different from the W-BEST) prediction. The predictions along 
with the process output are shown in Figure 4.9. 
Following the results of work done by Rollins et al. [17] on a CSTR process 
with underdamped and inverse response behavior, further research showed that the H-BEST 
algorithm was demonstrating strange behavior as the time interval between step changes in 
the test sequence was decreased. The cause of this was unknown at the time, but we believe 
we have isolated it. The CSTR process given in section 3 was tested with progressively 
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smaller time intervals between step changes, and the H-BEST algorithm showed similar 
behavior, becoming unstable and eventually not predicting the 
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Figure 4.9: The actual and predicted responses of the tank temperature to the input sequence 
given in figure 4.12 
output response at all. In evaluating the results of the H-BEST versus the W-BEST models, 
we found that the W-BEST model does a much better job of predicting the output response in 
these situations. It is believed that because the dynamic part is a linear approximation of 
what is actually a nonlinear process, the H-BEST model breaks down when input changes are 
made while the process is being dominated by the dynamic behavior; that is, it hasn't reached 
steady-state. Because the W-BEST model takes the linear dynamics and puts them through a 
nonlinear block, it is able to account for some of the nonlinearity that is actually occurring in 
the dynamic part of the process, and thus is able to model the response to these rapid step 
changes more effectively. 
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Given the input sequence shown in Figure 4.7, Figures 4.10 through 4.12 show the 
output response of temperature as the time step between input changes is decreased. The 
actual process response, H-BEST and W-BEST predictions are given in these figures. Note 
that after the last input change is made, both models do continue on to the appropriate steady-
state value. This may confirm the theory that the problem lies within the dynamic response 
time of the process. 
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Figure 4.10: The actual and predicted responses of the tank temperature to the input sequence 
given in figure 4.7, with step changes being made every 20 seconds instead of 
every 100 seconds. 
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Figure 4.11: The actual and predicted responses of the tank temperature to the input sequence 
given in figure 4. 7, with step changes being made every 10 seconds instead of 
every 100 seconds. 
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Figure 4.12: The actual and predicted responses of the tank temperature to the input sequence 
given in figure 4.7, with step changes being made every 5 seconds instead of 
every 100 seconds. 
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As Figures 4.10 through 4.12 show, the W-BEST model does a better job than the H-
BEST model when predicting the output response of the CSTR process when the time 
between input step changes is reduced. However, there is still room for improvement with 
the W-BEST model predictions in this case. Initial tests using multiple inputs performed on 
the CSTR process indicated that the process parameters may be functions of the inputs, as the 
static nonlinearities are. This could be a contributing factor to the ability of the W-BEST 
model to accurately predict the process behavior. 
4. Conclusions and Future Work 
The W-BEST model has been shown to be an exact solution to a true Wiener process. 
It has efficiently modeled the temperature response of a simulated CSTR to changes in the 
inlet flow rate, and is more accurate than the H-BEST model when input changes occur 
rapidly. However, there is still room for improvement with respect to the responses that were 
predicted by the W-BEST model. The ability of the H-BEST and W-BEST modeling 
methodologies to use SDOE should be tested further, and could be very beneficial for future 
studies on the simulated CSTR. Further research is needed to determine how to develop 
block structures that will combine the methods described into the "sandwich" type models 
discussed in Pearson and Ogunnaike [17], which can contain multiple static nonlinearities 
and/or linear dynamic blocks in series. It is our belief that by using the methods of 
identification developed through H-BEST and W-BEST modeling, we will be able to 
determine exact solutions to those types of structures, as has been done for the Hammerstein 
and Wiener structures already. 
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CHAPTER 5. A COMPARISON OF A BLOCK-ORIENTED 
MODELING METHODOLOGY WITH ANOTHER 
CONTINUOUS-TIME WIENER-BASED MODEL 
A note to be submitted to the Journal of Chemical Engineering of Japan 
Stephanie D. Loveland1 and Derrick K. Rollins2 
Abstract 
A new predictive modeling method introduced by Loveland et al. [ 1] called W-
BEST based on an exact solution to a Wiener process is presented. A Wiener model 
combines linear dynamics with nonlinear static gains. The modeling method is 
demonstrated on an example given by Huang et al. [2] and compared with the method in 
[2]. It is shown to accurately model the given process, and is able to predict steady-state 
values slightly better than the method proposed in [2]. Differences between the two 
methods are presented and discussed, including strengths of each method. 
1.Introduction 
The knowledge of nonlinear modeling methods has been rapidly progressing over 
the past two decades. Several approaches have been analyzed, and surveys of these 
methods have been done by Haber and Unbehauen [3] and Billings [4]. Of the different 
approaches to nonlinear modeling, one of the most popular has been the block-oriented 
approach, which uses combinations of linear dynamic blocks and static nonlinear 
elements. Of these, the most common are the Hammerstein and Wiener structures. The 
1 Department of Chemical Engineering, Iowa State University 
2 Departments of Chemical Engineering and Statistics, Iowa State University 
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Hammerstein structure contains a static nonlinear element followed in series by a linear 
dynamic block, while in the Wiener structure these two blocks are reversed. 
1.1. The Wiener Model Structure 
A simple representation of the Wiener model is found in Figure 5 .1. Here, the 
input is represented by u(t), the intermediate variable is v(t) and is usually unmeasured, 
and the output is represented by y(t). 
.. g(t) 
u( t) _ ____._
1 I v(t) "I f(v(t)) 1--..... y(t) 
Figure 5.1: The structure of a Wiener model. The input vector, u(t) enters first into a 
linear dynamic block to give the intermediate v(t), and then into a static 
nonlinear block to give the output, y(t). 
Because the model is divided up into these two blocks, the model identification 
can be simplified. This is noted by both Ikonen and Najim [5] and Su and McAvoy [6], 
who recognized that the static nonlinear function could be well represented by the steady-
state process data, which is often readily available in a plant environment. This is a 
parametric approach to modeling, however, and as such it requires that assumptions are 
made about the structure of the blocks. Typically, the static nonlinearity is seen as a 
polynomial of finite order, and the linear dynamics also assume some known form [7]. 
When little a priori information is available about the process, non-parametric 
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approaches to modeling can be chosen. However, these have the disadvantage of being 
purely empirical models and as such have no phenomenological basis. 
Many methods have been proposed for identification of the Wiener structure. 
Among these are the use of neural networks (NN's) [5,8], power series estimations [9] 
and relay feedback tests [2] to identify the static nonlinearity. Approaches to addressing 
the linear dynamic block include finite impulse response (FIR) analysis [9], Laguerre 
filters [8] and transfer function models [2]. This note will focus on the proposed method 
and the method described by Huang et al. [2], apply them to a true Wiener process given 
as an example in Huang et al. and discuss the differences. 
This note is organized as follows. The next section will introduce the proposed 
Wiener modeling method, and show that it gives an exact solution for a true Wiener 
process. The third section will introduce the Wiener process to be used for the study, 
apply the proposed identification method to it and compare the predictions given by both 
methods to an arbitrary input sequence applied to the process. Finally, we will discuss 
the similarities and differences between the two methods and present concluding remarks. 
2. The Wiener Block-Oriented Exact Solution Technique (W-BEST) 
As mentioned earlier, a Wiener process is defined as a linear dynamic block 
followed by a static nonlinear block. For a first-order dynamic process, a representation 
can be expressed as 
Tv(t)+v(t)=ku(t) 
y(t)=f(v(t);p) 
(5.1) 
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where the function f(v(t); p) is some function with parameter vector p. T and k are 
parameters of the linear dynamic function, and k typically has a value of one. For 
processes with dynamics other than first-order, the dynamic equation can be written to 
properly describe those dynamics. Our proposed algorithm to describe this type of 
process takes advantage of this model structure, and we call it the Wiener Block-oriented 
Exact Solution Technique (W-BEST). Its development follows similar lines as that of the 
Hammerstein Block-oriented Exact Solution Technique, or H-BEST, proposed by Rollins 
et al. [10] for the solution of Hammerstein-type processes. Assuming a dead time of 8, 
and step input changes Uo, u1, .•. Ui occurring at times 0, t1, t2, •.. , ti, the W-BEST 
algorithm is written as: 
y(t)=f(v(t)) (5.2) 
where 
0 < t :::; 8 v(t) = v(O) 
8< t ::=;t 1 +8 v(t) =v(O)+[u 0 -v(O)]g(t-8;i:) 
ti +8<t ::=;t2 +8 v(t) =v(to +8)+[ul -v(to +8)]g(t-(tl +8);i:) 
(5.3) 
and 
g(t ;<)~.£' [G(s)]~i.' [~i:n (5.4) 
The function g(t; i:) represents the linear dynamic part of the process; v(O) is the initial 
condition for v(t), Tis the parameter vector for the dynamic system and L 1 is the inverse 
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Laplace transform. Note that the y(t), v(t) and u(t) are deviation variables from their 
initial steady state values. The function f(v(t)) is usually approximated by an empirical 
model form. 
W-BEST identification of the model parameters is accomplished by making step 
input changes optimally determined by statistical design of experiments and allowing the 
process to reach steady state after each input change. The static nonlinear function is 
identified through the steady-state process data resulting from the input changes. The 
dynamic function is chosen from the class of well-known linear dynamic forms such as 
first-order (FO), first-order plus dead time (FOPDT), and so forth. In the case of 
competing model forms for the linear dynamic part, a formal test such as an F-test may 
be used to assist in the identification of the model form to be used [9]. The procedures 
used for identifying model parameters are presented in detail by Loveland et al. in [1] and 
will be illustrated later in this article, where we will apply the W-BEST method to the 
process given by Huang et al. [2]. 
3. The Process Studied 
One process introduced and used as an example by Huang et al. [2] is given by 
Eq. 5.6 below: 
V(s) =G(s)= e-s 
U(s) (5s+ l)(s+ 1) (5.6) 
y(t)= 2 [i-e-0693v(t)] 
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As we can see from this description, the process consists of a second-order plus dead time 
(SOPDT) dynamic part and an exponential nonlinear function for the static nonlinear 
portion. 
The method used by Huang et al. [2] to identify a Wiener model uses a series of 
relay feedback tests. These are limited in magnitude to ± 1, and the changes occur at a 
frequency that does not allow the system to reach steady state before the next change is 
made. The model identified contains a SOPDT dynamic block and a second-order 
polynomial static gain block, and will henceforth be referred to as the Huang model. The 
parameters of the model are listed in Table 5.1. 
3.1 An Exact Solution 
To illustrate that the W-BEST algorithm will arrive at an exact solution to a true 
Wiener process, the model given by Eq. 5.2 - 5.4 will be applied to the process described 
by Huang et al. [2] using the true process parameters and static nonlinear function. 
We developed an arbitrary input sequence of step changes for the process using a 
random number generator with a uniform distribution over the input space of± 1. This 
sequence is shown in Figure 5.2. 
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Figure 5.2: The input sequence applied to the process described by Eq. 5.6. 
Typically, a series of step changes is represented by a sum of all inputs, which is 
represented by Eq. 5.7 below: 
u(t)= u 0S(t)+(u 1 -u 0 )S(t-t 1 )+ ... +(ui -ui_1 )S(t-t;) 
=~ u 0S(t) + ~ u 1S(t - t 1 ) + ... + ~ uiS(t - t;) 
Written in the Laplace domain, this becomes 
U( ) ~U0 (s) ~U 1 (s) _1 s ~U,(s) _1 s s = + e 1 + ... + e · 
s s s 
Using the definition of G(s) given by Eq. 5.6, we get 
G(s)= V(s) = e-s 
U(s) (5s+1Xs+l) 
(5.7) 
(5.8) 
V( ) =G( )·U( )= e-s ·[~U 0 (s) ~U 1 (s) -t,s ~Ui(s) -t;s] s s s ( X ) + e + ... + e 5s+ 1 s+ 1 s s s 
(5.9) 
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Taking the inverse Laplace transform, we can obtain an expression for v(t), and 
ultimately for y(t) given the static nonlinear function. 
(5.10) 
which can also be written as 
v(t)= f1mi g(t-(ti +9p);-r)s(t-(ti +9p)) (5.11) 
i=O 
where 
(5.12) 
Henceforth, we will refer to Eq. 5.11 as the series input algorithm, or SIA. Eq. 5.11 is 
then used with the input sequence given by Figure 5.2 to give an exact solution to this 
process. 
The W-BEST algorithm (Eq. 5.2 - 5.3) is also applied to this process using the 
true parameters and the true nonlinearity to achieve an exact solution. The significant 
benefit of this algorithm rests in its ability to obtain an exact solution without retention of 
past input data. It only requires that the most recent input change and current value are 
known in order to predict the correct output response. This is in contrast to SIA, where all 
past and current input changes must be retained for prediction. A comparison of the 
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performance of the SIA and the W-BEST predictions is given in Figure 5.3. As this 
figure demonstrates, both algorithms give the exact solution to the process. 
c.i 
~0.5 
0 
Q. 
"' c.i 
c:i::: 0 -= Q. -= 0-o.5 
-1 
-1.5 
-2 
0 200 400 600 
Time 
800 
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- -- SIA 
····· W-BEST 
1000 1200 
Figure 5.3: The output responses of the process, the SIA algorithm, and the W-BEST 
algorithm to the input sequence given in Figure 5.3. The process parameters 
used for prediction using SIA and W-BEST are the "True Parameters" listed 
in Table 5.1. 
Because we know that the W-BEST algorithm can give an exact solution in this 
case for a series of input changes when the true parameters are known, we know that the 
accuracy of the model given by the W-BEST algorithm is dependent upon accurate 
parameter estimation. 
3.2 Identification of Parameters for the W-BEST Model 
The procedures used to apply the W-BEST method to identify the process follow 
the steps outlined in Loveland et al. [ 1] and include 1) determining the experimental 
design to be used, 2) running the experimental design as a series of step tests, allowing 
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steady-state to be reached while collecting data dynamically over time, 3) using the 
steady-state data to determine the static nonlinear function f(v(t)), and 4) using the 
dynamic data to determine the dynamic response function, g(t; -r). 
Using these procedures, we began model identification of the process given in Eq. 
5.6 by introducing step changes for input levels of-1, -0.5,0.5 and 1 to the process. 
These values were chosen because the study done by Huang et al. used a relay input 
sequence with limits of -1 to + 1 for the identification of the static nonlinearity. The 
inputs were introduced in random order to the process, and data were collected over time. 
The inputs and the response given by the process as a result of the input changes are 
shown in Figure 5.4. 
-1 
-1.5 
-2 -Response 
- - - Input 
-2.5 +-------.-----,---..----.,.----.-------.---,---.,.-----..,..----1 
0 10 20 30 40 50 60 70 80 90 100 
Time (min) 
Figure 5.4: The inputs introduced and the process response used for identification of the 
W-BEST model. 
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The ultimate response of each input level was plotted versus the input levels, and 
linear regression was used to determine the ultimate change function, representing the 
static nonlinear block of the W-BEST model. Following what was done by Huang et al., 
we approximated the static nonlinear function by a second-order polynomial, given in Eq. 
5.13 below: 
(5.13) 
Our parameter estimates are given in Table 5 .1, and the ultimate response as a function of 
the inputs is shown graphically in Figure 5.5. 
0.5 
0 
..... 
·9 -0.5 ;;. 
-1 
-1.5 
-2 • Process 
-Fit 
-2.5 -t-----~---~----~---~---~-----< 
-1.5 -1 -0.5 0 
Input level 
0.5 1.5 
Figure 5.5: The ultimate values (Y-inf) for the input changes used to estimate the 
parameters in Eq. 5 .13. Linear regression was performed to obtain the 
estimates, which represent the static nonlinear part of the W-BEST model. 
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For the linear dynamic part, the form chosen was a SOPDT model. The 
parameters were determined by fitting this model to the actual process response using 
non-linear least-squares analysis. These parameters are also listed in Table 5.1. 
Table 5.1: The parameters for the true process and the parameter estimates for the W-
BEST model and the Huang model that were used to predict the output 
response of the process to input changes. Note that the True Process does not 
have a polynomial form so there are no polynomial parameters. 
Parameter True \V-BEST Huang 
Process Estimates Estimates 
'1-0 0.0112 0.000 
a1 1.420 1.352 
a1 -0.495 -0.465 
e 1 0.926 1.16 
't1 5 4.601 4.872 
't2 1 1.356 0.925 
The input sequence generated in the previous section was used to evaluate the fit 
of the model. Using the parameters determined by the steady-state analysis of the 
process and the transfer function model form assumed, we applied the W-BEST 
algorithm to obtain the predicted output response. In order to compare the predictions of 
the W-BEST and Huang models together, we used the SIA procedure to describe v(t) in 
the Huang model and generated an output response to the test sequence given in Figure 
5.2. These were then plotted together, and the two predictions are shown along with the 
actual process response in Figure 5.6. 
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Figure 5.5: The output responses of the true process, the W-BEST prediction and the 
Huang prediction to the input sequence given by Figure 5.2. 
The primary differences noted between the W-BEST model and the Huang model 
are at input values close to the ±1 limits of the input space. This is likely due to the fact 
that the static nonlinearity of the process can be described by steady-state process data 
[5], and the data used to train the Huang model did not achieve steady-state. The 
dynamic part of each model follows the actual process dynamics very well. 
4. Discussion 
Both the W-BEST model and the Huang model do a reasonable job of modeling 
the Wiener process given. The primary differences are in the predicted steady-state 
values after each input change. In both cases, a second-order polynomial is used to 
describe a nonlinearity that is actually an exponential function. Because of this, there is 
78 
some error introduced. However, the W-BEST model seems to fit the data slightly better 
in the steady-state because it has used training data that allows the system to reach close 
to steady-state. Note that given the four input changes used to train the W-BEST model, 
the total time elapsed to obtain training data is approximately 100 minutes, which is the 
same amount of time used by Huang et al. in the relay feedback tests used to develop the 
Huang model. Because the W-BEST model is able to use a more limited amount of data 
to train the model and still obtain reasonable accuracy, it may be more desirable in a real 
process environment where few changes to process inputs are preferred. In addition, the 
W-BEST model allows for the use of statistical design of experiments (SDOE), which is 
especially desirable in a multiple-input, multiple-output process because it allows the 
experimenter to obtain the maximum amount of information about the process given the 
fewest amount of input changes (see [12]). The relay feedback test does not allow this 
type of analysis. 
Although the W-BEST model has been shown to be an exact solution for the 
process examined here, which has SOPDT dynamics, and is overdamped, we cannot yet 
generalize this exactness to include processes with all types of dynamic behavior. 
Further research is needed to determine if this will be true for situations with other types 
of dynamic behavior, particularly higher-order dynamics or cases where there is inverse 
response or underdamped behavior. 
5. Conclusions 
In this note, we have focused on the application of the W-BEST model to a true 
Wiener process given by Huang et al. [2]. The W-BEST algorithm has been shown to 
79 
give an exact solution to a true Wiener process when the true parameters are known. The 
methods for identification of parameters have been described, and the W-BEST model 
has been shown to accurately model the process using estimated parameters. It has been 
compared to the model identified by Huang et al. and its strengths have been discussed, 
including its ability to use SDOE, minimizing the number of input changes required for 
model identification. Further research is needed to examine the exactness of the W-
BEST algorithm for processes with more complex dynamic behavior. 
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
1. Conclusions 
Increased use of model predictive control schemes in the process industries has 
resulted in the need for more compact, efficient methods for modeling of processes that 
usually exhibit some sort of nonlinear behavior. Because of this, research in the field of 
nonlinear modeling has advanced rapidly over the past few decades. Among the 
methodologies that have been explored is the block-oriented modeling method, which 
combines linear dynamics with static nonlinearities. The two most common of these 
methods are the Hammerstein and Wiener models. 
As we have seen, the exact solution techniques based on the Hammerstein and 
Wiener methods have been shown to give accurate and efficient predictions for several 
different types of processes. The Hammerstein-Block oriented Exact Solution Technique, or 
H-BEST, has been shown in the past to accurately model processes ranging from single-
input, single-output (SISO) processes with simple first-order dynamics to processes with 
multiple inputs and outputs and complex dynamics. It has also been shown to be an exact 
solution for a true Hammerstein process. In Chapter 3, this methodology was applied to real 
industrial data for the first time with good results. 
Although the H-BEST algorithm has given good results for most processes, there 
have been some questions that have risen throughout the course of research that demanded 
answers. Included among these was the peculiar behavior of the predictions given by the H-
BEST algorithm when input changes were made in rapid succession. Because of this, a new 
82 
methodology was developed based on a Wiener model structure. Chapter 4 illustrated the 
benefits of using the Wiener Block-oriented Exact Solution Technique (W-BEST) in place of 
the H-BEST algorithm. The W-BEST model addresses problems that may have been a result 
of nonlinear dynamic behavior, and it is able to more accurately predict process behavior 
when the time between input changes decreases. 
Chapter 5 presents a new W-BEST algorithm, similar to the H-BEST algorithm, that 
is based on the Wiener structure and uses only the most recent input change and current 
value, rather than a summation of all previous input changes, as the earlier W-BEST 
algorithm used. The benefits of this type of algorithm have yet to be explored but may 
include the ability to avoid any problems with propagation of error and storage of previous 
input changes. It was used successfully to model an example Wiener process given in the 
literature, and the prediction was compared to literature results. It was shown to also provide 
an exact solution to a true Wiener process, and had several advantages over the method 
proposed in the literature, including its ability to take advantage of statistical design of 
experiments (SDOE). 
2. Future Work 
With the successful extension of the H-BEST algorithm to predict behavior of a real 
industrial process, and the ability to address possible nonlinear dynamics using the W-BEST 
method, there have been new questions raised that require the further extension of this work. 
Although the H-BEST model was successfully applied to a real process, future 
studies are needed that will incorporate the arbitrary input sequence to the process after the 
model has been identified, in order to better evaluate the predictions given by the model. In 
addition, other types of industrial processes should be studied, such as continuous-stirred 
83 
tank reactors or distillation columns. With these types of processes, the H-BEST method can 
be applied using either single-input, single-output models or extended to multiple-input, 
multiple-output models. The possibility of using dynamic parameters which are dependent 
upon the process inputs also needs to be more thoroughly explored. 
The algorithm developed for the W-BEST model was shown to be an exact solution 
for a process with second-order plus dead time dynamic behavior. In examining further the 
possibility of this algorithm being an exact solution for any given Wiener-based process, we 
discovered that for systems with more complex dynamic behavior the algorithm does not 
give an exact solution. In fact, there are derivative terms that must be included under certain 
circumstances in order to write the algorithm generically as an exact solution. Further study 
is needed to understand when these terms must be included, and how to write the algorithm 
to include them. This also must be investigated for the H-BEST algorithm, as it may have 
contributed to the problems seen when the input changes occurred rapidly. 
In addition, other types of block-oriented models have yet to be written to give an 
explicit, closed-form exact solution to their particular model types. These include sandwich 
models, which combine multiple static nonlinear blocks with multiple linear dynamic blocks. 
Using the H-BEST and W-BEST algorithms as a foundation, it may be possible to extend the 
exact solution techniques to include these types of models. 
Finally, the predictive models developed should be applied in a model predictive 
control scheme. The primary purpose of identifying simple, compact models that accurately 
predict process behavior is for use in a model predictive control scheme. It is in this context 
that they can help to maintain good control of a process, leading to more efficient processes 
that live up to the demands for high quality, safety and production yields. 
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