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Abstrat
The reation and justiation of the methods for minimax estimation of parameters of the exter-
nal boundary value problems for the Helmholtz equation in unbounded domains are onsidered.
When observations are distributed in subdomains, the determination of minimax estimates is
redued to the solution of integro-dierential equations in bounded domains. When observations
are distributed on a system of surfaes the problem is redued to solving integral equations on
an unlosed bounded surfae whih is a union of the boundary of the domain and this system
of surfaes. Minimax estimation of the solutions to the boundary value problems from point
observations is also studied.
MSC-lass: 35J25, 45Fxx, 45Kxx, 49xx 93E10 (Primary), 78M50 (Seondary)
Introdution
In the system analysis of omplex proesses desribed by partial dierential equations
(PDEs), an important problem is the optimal reonstrution (estimation) of parameters
of the equations, like values of some funtionals on their solutions or right-hand sides,
from observations, whih depend on the same solutions.
These problems play an important role in various areas of siene and engineer-
ing. Depending on the harater of a priori information, stohasti or deterministi
approahes are possible. The hoie is determined by the nature of the problem param-
eters whih an be random or not. Moreover, the optimality of estimations depends on
a riterion with respet to whih a given value is evaluated.
The eld of optimal ontrol of PDEs has been strongly inuened by the work of
J.L. Lions, who started the systemati study of optimal ontrol problems for PDEs in
[1℄, in partiular, singular perturbation problems in [2℄ and ill-posed problems in [3℄. A
possible diretion of researh in this eld onsists in extending results from the nite-
dimensional ase suh as Pontryagin's priniple, seond-order onditions, struture of
bang-bang ontrols, singular ars and so on. On the other hand partial dierential
equations have spei features suh as niteness of propagation for hyperboli systems,
or the smoothing eet of paraboli systems, so that they may present qualitative
properties that are deeply dierent from the ones in the nite-dimensional ase. The
present study is devoted to a lass of problems of optimal ontrol and estimation for a
spei family of PDEs of mathematial physis.
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In pratie, the data of boundary value problems (BVPs) for dierential equations
that simulate a physial or tehnologial objet are always given with unertainty. For
example, the right-hand sides of the equations, initial or boundary onditions may be
known approximately; that is, they belong to ertain bounded sets in the orresponding
funtional spaes.
For solving the estimation problems we must have supplementary data (observations)
y = Cϕ+ η,
where C is an operator that speies the method of measuring and η is the measurement
error. As a rule, this error is not known and belongs to a ertain given set and the
operator is not invertible. Therefore, in general, from given y, it is not possible to
uniquely reonstrut the sought-for solution ϕ of a BVP and, onsequently, quantity
l(ϕ), where l is a given linear ontinuous funtional. We see that a natural problem
arises: to determine a quantity l̂(ϕ) whih would provide the best (in a ertain sense)
approximation to the sought-for l(ϕ).
Let us briey haraterize the minimax approah to the solution of this problem.
We are looking for linear with respet to observations optimal estimates of funtionals
of solutions and right-hand sides of BVPs based upon the ondition of minimum of the
maximal mean square error of estimation taken over the subsets mentioned above.
These estimates were alled minimax a priori or minimax program estimates (see
[27℄, [28℄).
The situation when the unknown parameters of equations and observations are per-
turbed by noise whose statistial harateristis are not known ompletely onstitutes
the ase of speial interest.
In the absene of true information about distribution of random perturbations, the
minimax approah proved to be a useful solution tehnique. This approah initiated and
developed by N.N. Krasovskii [27℄, A.B. Kurzhanskii [28℄, O.G. Nakonehnyi [4℄, N.F.
Kirihenko [16℄, and B.M. Pshenihnyi enabled one to nd optimal estimates of the BVP
parameters for ordinary dierential equations orresponding to the worst realizations
of random perturbations.
The present work is devoted to the reation and rigorous justiation of onstrutive
minimax estimation methods of parameters of the external BVPs for the Helmholtz
equation in arbitrary unbounded domains with nite boundaries. We redue the deter-
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mination of minimax estimates to the solution of ertain integro-dierential equations
in bounded domains when observations are distributed in subdomains. When observa-
tions are distributed on a system of surfaes (that simulate e.g. antennas) the problem
is redued to solving some integral equations on an unlosed bounded surfae whih is
a union of the boundary of the domain and this system of surfaes.
These estimation problem are of tremendous signiane in many areas of applied
eletromagnetis, aoustis, ontat mehanis. Therefore, omprehensive theoretial
analysis of estimation tehniques is an urgent task.
Methods and objetives. The study is aimed at elaboration of the methods of
guaranteed estimation of the values of linear funtionals dened on solutions to external
BVPs for the Helmholtz equation and their right-hand sides.
This task an be fullled if the following problems are solved:
• To redue estimation of the values of funtionals dened on the solutions to external
BVPs and the right-hand sides of equations that enter the problem statement
to ertain problems of optimal ontrol of systems that are desribed by ertain
onjugate BVPs for the Helmholtz equation in bounded domains with a quadrati
quality riterion.
• To obtain, for given restritions on the unknown seond moments of observation
noise and unknown deterministi data of the BVPs under study, the systems of
integro-dierential and integral equations suh that the minimax estimates of fun-
tionals are expressed in terms of their solutions
• To prove unique solvability of the obtained systems of integro-dierential and in-
tegral equations.
The objet of study is observation problems under unertainty when the funtions
that are observed on a system of subdomains or surfaes are oupled with the solutions
to the onsidered BVPs via linear operators with additive measurement errors.
The method of study. The systems of integro-dierential and integral equations
obtained in this work whose solutions are used to express minimax estimates are based
on the theory of generalized solutions to BVPs for the Helmholtz equation, utilization
of the so-alled Dirihlet-to-Neumann (DtN) data-transforming operators, and the the
theory of potential in Sobolev spaes.
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A remark on novelty. For the rst time we onsider the statement of the problem
of minimax estimation of the parameters of external BVPs for the Helmholtz equa-
tion with general boundary onditions that arise in the mathematial theory of wave
diration.
For the systems desribed by suh BVPs, we obtain representations for minimax
estimates of the values of funtionals from the observed solutions and right-hand sides
that enter the problem statement; quadrati restritions are imposed on unknown deter-
ministi data and seond moment of observation noise. We also obtain representations
for the estimation errors. The representations are obtained in terms of the solutions
to ertain uniquely solvable systems of integro-dierential and integral equations in
bounded domains.
When the unknown solutions of the system states are observed that are desribed by
external BVPs for the Helmholtz equation on a system of surfaes, we obtain systems of
integro-dierential equations in unbounded domains; the required minimax estimates
are expressed via the solutions to these systems using integral operators of the potential
theory in Sobolev spaes; and the BVPs are redued to equivalent integral equation
systems on multi-onneted surfaes (or ontours), the latter being a union of the
obstale boundary and the surfaes on whih the observations are made.
We prove the unique solvability of the obtained integral equations for any values of
the wave number k suh that Im k ≥ 0, k 6= 0.
Pratial importane. The estimation tehniques elaborated in this work are of
big importane for the development of the theory of inverse aousti and eletromagneti
wave sattering by bounded obstales.
The methods and results of this study may be used for estimating under unertain
onditions of the system states desribed by BVPs for Helmholtz equation in more
ompliated domains with the boundaries that streth to innity (for example, in a
domain K \ Ω¯ where K is a layer between two parallel planes and Ω is a bounded
domain). In general, the developed estimation methods an be applied to obtaining
minimax estimates of parameters for a wide lass of problems of mathematial physis.
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PART 1
Minimax estimation of the solutions to the Helmholtz problems
from observations distributed in subdomains
1.1 Notations and denitions
Let us introdue the notations and denitions that will be used in this work.
x = (x1, . . . , xn) denotes a spatial variable that is varied in an open domainD ⊂ Rn;
dx = dx1 . . . dxn is a Lebesgue measure in R
n;
χ(M) is a harateristi funtion of the set M ⊂ Rn;
Hs(Rn) is a Sobolev spae of index s:
Hs(Rn) = {u ∈ L2(Rn) : (1 + |y|2)s/2Fu(y) ∈ L2(Rn)},
where s ≥ 0, L2(Rn) is a spae of square integrable funtions in R2 and Fu(y) denotes
the Fourier transform of funtion u(x). If s < 0, then H−s(R2) denotes the spae dual
to Hs(R2). Let D be a domain in R2 (not neessarily bounded) with the Lipshitz
boundary ∂D. Then d∂D denotes the element of measure on ontour ∂D. L2(∂D) is a
spae of square integrable funtions on ∂D; the funtion spae
L2
lo
(D) =
{
u ∈ D′(D) : u|D∩ΩR ∈ L2(D ∩ ΩR)
for every R > 0 suh that D ∩ ΩR 6= ∅} ,
Introdue also the Sobolev spaes with the orresponding norms:
Hs(D) = {u|D : u ∈ Hs(R2)} (s ∈ R),
Hs(∂D) =

u|∂D : u ∈ Hs+1/2(R2) (s > 0),
L2(∂D) (s = 0),
H−s(∂D)′ (dual spae with respet to H−s(Γ)) (s < 0)
,
H1
lo
(D) =
{
u ∈ D′(D) : u|D∩ΩR ∈ H1(D ∩ ΩR)
for every R > 0 suh that D ∩ ΩR 6= ∅} ,
H1(D,∆) := {u ∈ D′(D), u ∈ H1(D), ∆u ∈ L2(D)}, (1.1)
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H1
lo
(D,∆) := {u ∈ D′(D), u ∈ H1
lo
(D), ∆u ∈ L2
lo
(D)}, (1.2)
Hs
omp
(D) := {u : u ∈ Hs(D),
u is identially zero outside some ball entered at the origin} , (1.3)
where D′(D) is the spae of distributions in D; here and below by ΩR we denote the
ball ΩR := {x : |x| < R}; the Laplaian is taken in the sense of distributions in D; and
s ∈ R.
Theorem (The trae theorem for H1(D), [5℄, p. 102).
For any Lipshitz domain D an operator γD : C
0(D¯) → C0(Γ) an be extended to
a ontinuous and surjetive operator γD : H
1
lo
(D)→ H1/2(∂D).
We denote by γN the Neumann trae operator
(γNu)(x) := (gradu(x), n(x))Rn, x ∈ ∂D, u ∈ C1(D¯),
γN : C
1(D¯) → C0(∂D) and an be extended to a ontinuous and surjetive operator
γN : H
1
lo
(D,∆)→ H−1/2(∂D). This operator will further be denoted by ∂/∂ν.
< ·, · >H−1/2(∂D)×H1/2(∂D) denotes the duality relation between spaes H−1/2(∂D)
and H1/2(∂D), whih is an extension of the inner produt in L2(∂D) in the following
sense: if r ∈ L2(∂D), then the following relation holds
< r, w >H−1/2(∂D)×H1/2(∂D)=
∫
∂D
rw¯ d∂D ∀w ∈ H1/2(∂D). ∗
Let H be a Hilbert spae over the set of omplex numbers C with the inner produt
(·, ·)H and norm ‖·‖H . By L2(Σ, H) we denote the Bohner spae omposed of random1
elements ξ = ξ(ω) dened on a ertain probability spae (Σ,B, P ) with values in H
suh that
‖ξ‖2L2(Σ,H) =
∫
Σ
‖ξ(ω)‖2HdP (ω) <∞. (1.4)
In this ase there exists the Bohner integral Eξ :=
∫
Σ ξ(ω) dP (ω) ∈ H whih is alled
the mathematial expetation or the mean value of random element ξ(ω) and satises
the ondition
(h,Eξ)H =
∫
Σ
(h, ξ(ω))H dP (ω) ∀h ∈ H. (1.5)
1
Random element ξ with values in Hilbert spae H is onsidered as a funtion ξ : Σ → H imaging random events
E ∈ B to Borel sets in H (Borel σ-algebra in H is generated by open sets in H).
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Being applied to random variable ξ this expression leads to a usual denition (value) of
its mathematial expetation beause the Bohner integral (1.4) redues to a Lebesgue
integral with probability measure dP (ω).
In L2(Σ, H) one an introdue the inner produt
(ξ, η)L2(Σ,H) :=
∫
Σ
(ξ(ω), η(ω))H dP (ω) ∀ξ, η ∈ L2(Σ, H). (1.6)
Applying the sign of mathematial expetation, one an write relationships (1.4)−(1.6)
as
‖ξ‖2L2(Σ,H) = E‖ξ(ω)‖2H, (1.7)
(h,Eξ)H = E(h, ξ(ω))H ∀h ∈ H, (1.8)
(ξ, η)L2(Σ,H) := E(ξ(ω), η(ω))H ∀ξ, η ∈ L2(Σ, H). (1.9)
L2(Σ, H) equipped with norm (1.7) and inner produt (1.9) is a Hilbert spae.
Consider the problem of nding a solution to the exterior Neumann problem for the
Helmholtz equation.
Assume that Ω ∈ R2 is a bounded domain suh that ∂Ω = Γ is a Lipshitz ontour
and Ω0 is a bounded subdomain of R
2 \ Ω¯, Ω¯0 ⊂ R2 \ Ω¯. Given a funtion f dened in
the domain R
2 \ Ω¯ suh as f = 0 outside Ω0, f ∈ L2(Ω0) and a funtion g ∈ H−1/2(Γ),
nd ψ ∈ H1
lo
((R2 \ Ω¯),∆), suh that
− (∆ + k2)ψ(x) = f(x) in R2 \ Ω¯, (1.10)
∂ψ
∂ν
= g on Γ, (1.11)
∂ψ
∂r
− ikψ = o(1/r1/2), r = |x|, r →∞ (1.12)
with an equivalent variation formulation: nd ψ ∈ H1
lo
(R2 \ Ω¯) suh that∫
R2\Ω¯
(∇ψ∇θ − k2ψ θ) dx =
∫
Ω0
fθ dx+
∫
Γ
gθ dΓ (1.13)
for all θ ∈ H1
omp
(R2\Ω¯) suh that ψ satises the Sommerfeld radiation ondition (1.12).
Here we suppose that k is the wave number with Im k ≥ 0, k 6= 0.
Consider also the following problem: nd ψ ∈ H1((ΩR \ Ω¯),∆) suh that
− (∆ + k2)ψ(x) = f(x) in ΩR \ Ω¯, (1.14)
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∂ψ
∂ν
= g on Γ, (1.15)
∂ψ
∂ν
= M
(1)
k ψ on ΓR, (1.16)
where f ∈ L2(Ω0) and g ∈ H−1/2(Γ), M (1)k : H1/2(ΓR) → H−1/2(ΓR) is the Dirihlet-
to-Neumann map (DtN map) dened by
(M
(1)
k ψ)(R, θ) :=
k
2π
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
∫ 2pi
0
ψ(R, φ)ein(θ−φ)d φ, (1.17)
and ΩR is a large disk ontaining Ω¯ and supp f. It is known that problems (1.10)−(1.12)
and (1.14)−(1.16) are equivalent in the following sense (see [6℄−[11℄). If ψ ∈ H1
lo
((R2 \
Ω¯),∆), is a solution of (1.10)−(1.12), then the restrition of ψ to ΩR \ Ω¯ belongs to
H1((ΩR \ Ω¯),∆) and is a solution to (1.14)−(1.16). Conversely, if ψ ∈ H1((ΩR \ Ω¯),∆)
is a solution to (1.14)−(1.16), then this solution extended to the domain R2 \ Ω¯R by
ψ(rP , θP ) =
k
2π
∑
n∈Z
H
(1)
n (kr)
H
(1)
n (kR)
∫ 2pi
0
ψ0(R, φ)e
in(θP−φ)d φ, rP ≥ R, (1.18)
belongs toH1
lo
((R2\Ω¯),∆) and satises (1.10)−(1.12). Here ψ0(R, φ) := ψ(R, φ) is the
trae of the solution to problem (1.14)−(1.16) on ΓR and (rP , θP ) are polar oordinates
of the point P ∈ R2 \ Ω¯R.
To formulate an equivalent variational setting of problem (1.14)−(1.16), we introdue
the ontinuous sesquilinear form a(·, ·) : H1(ΩR \ Ω¯)×H1(ΩR \ Ω¯)→ C dened as
a(ψ, θ) :=
∫
ΩR\Ω¯
(∇ψ∇θ − k2ψ θ) dx−
∫
ΓR
M
(1)
k ψ θ dΓR. (1.19)
Then an equivalent variational formulation of problem (1.14)−(1.16) an be written as
follows: nd ψ ∈ H1(ΩR \ Ω¯) suh that
a(ψ, θ) = l(θ) ∀θ ∈ H1(ΩR \ Ω¯), (1.20)
where
l(θ) :=
∫
Ω0
fθ dx+
∫
Γ
gθ dΓ (1.21)
is a ontinuous semilinear funtional on H1(ΩR \ Ω¯).
In order to set an adjoint problem of (1.14)−(1.16) whih will be used below we
introdue a sesquilinear form
a∗(ψ, θ) :=
∫
ΩR\Ω¯
(∇ψ∇θ − k¯2ψ θ) dx−
∫
ΓR
M
(2)
k¯
ψ θ dΓR, (1.22)
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where M
(2)
k¯
: H1/2(ΓR)→ H−1/2(ΓR) is the map dened by
(M
(2)
k¯
u)(R, θ) :=
k¯
2π
∑
z∈Z
H
(2)′
n (k¯R)
H
(2)
n (k¯R)
∫ 2pi
0
u(R, φ)ein(θ−φ)d φ. (1.23)
Lemma 1.1. The sesquilinear form a∗(ψ, θ) is an adjoint of a(ψ, θ).
Proof. Dening
a1(ψ, θ) :=
∫
ΩR\Ω¯
(∇ψ∇θ − k2ψ θ) dx ∀ψ, θ ∈ H1(ΩR \ Ω¯)
and
a2(ψ, θ) :=
∫
ΓR
M
(1)
k ψ θ dΓR ∀ψ, θ ∈ H1(ΩR \ Ω¯)
we have
a(ψ, θ) = a1(ψ, θ)− a2(ψ, θ). (1.24)
Obviously,
a∗1(ψ, θ) := a1(θ, ψ) =
∫
ΩR\Ω¯
(∇θ∇ψ − k2θ ψ) dx =
∫
ΩR\Ω¯
(∇ψ∇θ − k¯2ψ θ) dx. (1.25)
Taking into aount that
H
(1)
n (kR) = H
(2)
n (k¯R), H
(1)′
n (kR) = H
(2)′
n (k¯R),
we nd
a∗2(ψ, θ) := a2(θ, ψ) =
∫
ΓR
M
(1)
k θ ψ dΓR =
∫
ΓR
M
(1)
k θ ψ dΓR
= R
∫ 2pi
0
k
2π
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
∫ 2pi
0
θ(R, α)ein(χ−α) dαψ(R, χ) dχ
= R
∫ 2pi
0
k¯
2π
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
∫ 2pi
0
θ(R, α)e−in(χ−α) dαψ(R, χ) dχ
= R
∫ 2pi
0
k¯
2π
∑
n∈Z
H
(2)′
n (k¯R)
H
(2)
n (k¯R)
∫ 2pi
0
θ(R, α)e−in(χ−α) dαψ(R, χ) dχ
= R
∫ 2pi
0
k¯
2π
∑
n∈Z
H
(2)′
n (k¯R)
H
(2)
n (k¯R)
∫ 2pi
0
ψ(R, χ)ein(α−χ) dχ θ(R, α) dα =
∫
ΓR
M
(2)
k¯
ψ θ dΓR.
(1.26)
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From (1.24)−(1.26) and the equality
a∗(ψ, θ) = a(θ, ψ) = a∗1(ψ, θ)− a∗2(ψ, θ),
we obtain the required assertion.
Now we an state the variational problem adjoint of (1.20):
Given funtions f and g introdued on page 9, nd ψ ∈ H1(ΩR \ Ω) suh that
a∗(ψ, θ) = l(θ) ∀θ ∈ H1(ΩR \ Ω¯), (1.27)
where funtional l(θ) is dened by (1.21).
It is easy to see that variational problem (1.27) as well as the following problems:
(i) nd ψ ∈ H1((ΩR \ Ω¯),∆) suh that
− (∆ + k¯2)ψ(x) = f(x) in ΩR \ Ω¯, (1.28)
∂ψ
∂ν
= g on Γ, (1.29)
∂ψ
∂ν
= M
(2)
k¯
ψ on ΓR, (1.30)
and (ii) nd ψ ∈ H1
lo
((R2 \ Ω¯),∆) suh that
− (∆ + k¯2)ψ(x) = f(x) in R2 \ Ω¯, (1.31)
∂ψ
∂ν
= g on Γ, (1.32)
∂ψ
∂r
+ ik¯ψ = o(1/r1/2), r = |x|, r →∞, åñëè Imk ≥ 0 (1.33)
are equivalent and for any R there exists a positive onstant α > 0 independent of f
and g (but dependent on R) suh that
‖ψ‖H1(ΩR\Ω¯) ≤ α(‖f‖H−1(Ω0) + ‖g‖H−1/2(Γ)). (1.34)
If any of the data in BVPs (1.14)−(1.16) or (1.28)−(1.30) is random (e.g. foring
funtion f or Neumann boundary data g), then the solution ψ will be a random funtion
and orresponding stohasti BVPs are formulated as follows.
Given f ∈ L2(Σ, L2(Ω0)), g ∈ L2(Σ, H−1/2(Γ)), nd ψ ∈ L2(Σ, H1(ΩR)) suh that
Ea(ψ, θ) = El(θ) ∀θ ∈ L2(Σ, H1(ΩR \ Ω¯)), (1.35)
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and
Ea∗(ψ, θ) = El(θ) ∀θ ∈ L2(Σ, H1(ΩR \ Ω¯)), (1.36)
where
El(θ) := E
{∫
Ω0
f(x, ω)θ(x, ω)dx+
∫
Γ
g(·, ω)θ(·, ω) dΓ
}
(1.37)
is a ontinuous semilinear funtional on L2(Σ, L2(H1(ΩR \ Ω¯)), Ea(·, ·) and Ea∗(·, ·) :
L2(Σ, L2(H1(ΩR \ Ω¯))×L2(Σ, L2(H1(ΩR \ Ω¯))→ C are ontinuous sesquilinear forms
dened as
Ea(ψ, θ) := E
{∫
ΩR\Ω¯
(∇ψ(x, ω)∇θ(x, ω)− k2ψ(x, ω) θ(x, ω) dx
−
∫
ΓR
M
(1)
k ψ(·, ω) θ(·, ω) dΓR
}
(1.38)
and
Ea∗(ψ, θ) := E
{∫
ΩR\Ω¯
(∇ψ(x, ω)∇θ(x, ω)− k¯2ψ(x, ω) θ(x, ω)dx
−
∫
ΓR
M
(2)
k¯
ψ(·, ω) θ(·, ω) dΓR
}
. (1.39)
It is known that problems (1.35) and (1.36) have unique solutions and there exists
a positive onstant α > 0 independent of f and g suh that
‖ψ‖L2(Σ,H1(ΩR)) ≤ α(‖f‖L2(Σ,L2(Ω0)) + ‖g‖L2(Σ,H−1/2(Γ))). (1.40)
Suh problems were investigated in [12℄ and [13℄, inluding the onstrution of nite
element methods of their numerial solution.
Problem (1.35) is equivalent to the following ones: nd ψ ∈ L2(Σ, H1((ΩR \ Ω¯),∆))
suh that
− (∆ + k2)ψ(x, ω) = f(x, ω) in ΩR \ Ω¯, (1.41)
∂ψ(·, ω)
∂ν
= g(·, ω) on Γ, (1.42)
∂ψ(·, ω)
∂ν
= M
(1)
k ψ(·, ω) on ΓR, (1.43)
or nd ψ ∈ L2(Σ, H1(ΩR \ Ω¯)) satisfying
a(ψ(·, ω), θ) = l(θ) ∀θ ∈ H1(ΩR \ Ω¯). (1.44)
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Analogously, problem (1.36) is equivalent to the following problems: nd ψ ∈ L2(Σ, H1((ΩR\
Ω¯),∆)) suh that
− (∆ + k¯2)ψ(x, ω) = f(x, ω) in ΩR \ Ω¯, (1.45)
∂ψ(·, ω)
∂ν
= g(·, ω) on Γ, (1.46)
∂ψ(·, ω)
∂ν
= M
(2)
k¯
ψ(·, ω) on ΓR, (1.47)
or nd ψ ∈ L2(Σ, H1(ΩR \ Ω¯)) satisfying
a∗(ψ(·, ω), θ) = l(θ) ∀θ ∈ H1(ΩR \ Ω¯). (1.48)
The right-hand sides in (1.41)−(1.48) are onsidered for every realization of random
elds f(·, ω) and g(·, ω) whih belong with probability 1 to the spaes L2(Ω0) and
L2(Γ), respetively, and the equalities are satised almost ertainly.
1.2 Statement of the estimation problem
Consider the exterior Neumann problem for the Helmholtz equation: nd a distribution
ϕ ∈ D′(R2 \ Ω¯) suh that
ϕ ∈ H1
lo
((R2 \ Ω¯),∆), (1.49)
− (∆ + k2)ϕ(x) = f(x) in R2 \ Ω¯, (1.50)
∂ϕ
∂ν
= g on Γ, (1.51)
∂ϕ
∂r
− ikϕ = o(1/r1/2), r = |x|, r →∞, Imk ≥ 0, (1.52)
where k is the wave number with Im k ≥ 0, f is a soure term distributed in bounded
subdomain
2 Ω0 in R
2 \ Ω¯, f ∈ L2(Ω0), and g ∈ L2(Γ).
BVP (1.49)−(1.52) simulates, in partiular, aousti or eletromagneti sattering
from an innite sound-hard (perfetly onduting) ylinder with ross-setion Ω.
Denote by G0 the set of pairs of funtions (f˜ , g˜) satisfying the inequality∫
Ω0
Q1(f˜ − f0)(x)(f˜ − f0)(x) dx+
∫
Γ
Q2(g˜ − g0)(g˜ − g0) dΓ ≤ 1, (1.53)
and by G1 the set of random funtions ξ˜(·) = (ξ˜1(·), . . . , ξ˜m(·)) dened on Ω1×· · ·×Ωk
with integrable seond moments E|ξ˜k(x)|2 satisfying onditions
Eξ˜k(x) = 0, k = 1, m. (1.54)
2
This means that the funtion f is dened in the domain R2 \ Ω¯, f = 0 outside Ω0, and f ∈ L2(Ω0).
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m∑
k=1
∫
Ωk
E|ξ˜k(x)|2r2k(x) dx ≤ 1, (1.55)
where f0 is dened in the domain R
2\Ω¯, f0 = 0 outside Ω0, f0 ∈ L2(Ω0) and g0 ∈ L2(Γ),
f0 and g0 are presribed funtions, Q1 and Q2 are Hermitian operators in L
2(Ω0) and
L2(Γ), respetively, for whih there exist bounded inverse operators Q−11 and Q
−1
2 , and
r˜k(x), k = 1, m, are nonvanishing funtions ontinuous on sets Ω¯k.
We suppose that funtions f(x) and g(x) in equations (1.50) and (1.51) are not
known exatly; it is known only that (f, g) ∈ G0.
Assume that in subdomains Ωk, k = 1, m, of domain Ω the following funtions are
observed
yk(x) =
∫
Ωk
gk(x, y)ϕ(y) dy + ξk(x, ω), x ∈ Ωk, k = 1, m, (1.56)
where ϕ is a solution of BVP (1.49)−(1.52), gk(x, y) ∈ L2(Ωk × Ωk) are presribed
funtions and ξk(x, ω) are the hoie funtions of random elds ξk(x) with unknown
seond moments suh that ξ(·) = (ξ1(·), . . . , ξm(·)) ∈ G1.
Let l0 be a given funtion dened in a bounded subdomain ω0 ⊂ Ω belonging to
L2(ω0).
The estimation problem onsists in the following. From observations (1.56) of the
state ϕ(x) of the system desribed by BVP (1.49)−(1.52) under onditions (1.54)−(1.55)
it is neessary to estimate the value of the linear funtional
l(ϕ) =
∫
ω0
l0(x)ϕ(x) dx (1.57)
in the lass of the estimates linear with respet to observations whih have the form
l̂(ϕ) =
m∑
k=1
∫
Ωk
uk(x)yk(x) dx+ c, (1.58)
where uk ∈ L2(Ωk), k = 1, m, c ∈ C.
Denote by u = (u1, . . . , um) an element belonging to H := L
2(Ω1)× . . .× L2(Ωk).
Denition 1.1. An estimate l̂(ϕ) is alled a minimax estimate of the l(ϕ) if an element
uˆ = (uˆ1, . . . , uˆm) ∈ H and a number cˆ ∈ C are determined from the ondition
sup
(f˜ ,g˜)∈G0, ξ˜∈G1
E[l(ϕ˜)− l̂(ϕ˜)]2 → inf
u∈H, c∈C
.
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Here ϕ˜ is a solution to problem (1.49)−(1.52) when f = f˜ , g = g˜, and l̂(ϕ˜) =∑m
k=1
∫
Ωk
uk(x)y˜k(x) dx+ c, y˜k(x) =
∫
Ωk
gk(x, y)ϕ˜(y) dy + ξ˜k(x), x ∈ Ωk, k = 1, m,
The quantity
σ := { sup
(f˜ ,g˜)∈G0, ξ˜∈G1
E[l(ϕ˜)− l̂(ϕ˜)]2}1/2 (1.59)
is alled the error of the minimax estimation of l(ϕ).
Thus, the minimax estimate is an estimate minimizing the maximal mean-square
estimation error alulated for the worst implementation of perturbations.
1.3 Redution of the estimation problem to an optimal ontrol problem
Lemma 1.2. The problem of nding the minimax estimate of l(ϕ) is equivalent to the
problem of optimal ontrol of a system desribed by a BVP
z(·; u) ∈ H1((ΩR \ Ω¯),∆), (1.60)
− (∆ + k¯2)z(x; u) = χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uk(η) dη in ΩR \ Ω¯, (1.61)
∂z(·; u)
∂ν
= 0 on Γ, (1.62)
∂z(·; u)
∂r
= M
(2)
k¯
z(·; u) on ΓR (1.63)
with the quality riterion
I(u) :=
∫
Ω0
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ
+
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx → inf
u∈H
, (1.64)
where R is hosen so that Ω¯i ⊂ ΩR \ Ω¯, i = 0, m, ω¯0 ⊂ ΩR \ Ω¯.
Proof. Taking into aount (1.56), (1.57), and (1.58), we obtain
l(ϕ˜)− l̂(ϕ˜) =
∫
ω0
l0(x)ϕ˜(x) dx−
m∑
k=1
∫
Ωk
uk(x)y˜k(x) dx− c
=
∫
ω0
l0(x)ϕ˜(x) dx−
m∑
k=1
∫
Ωk
uk(x)
∫
Ωk
gk(x, y)ϕ˜(y) dy dx−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c
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=∫
ω0
l0(x)ϕ˜(x) dx−
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uk(y) dy ϕ˜(x) dx−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c
=
∫
ΩR\Ω¯
(
χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dy
)
ϕ˜(x) dx
−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c. (1.65)
For any xed u = (u1, . . . , um) ∈ H introdue the funtion z(x; u) as a unique solution
of problem (1.60)−(1.63). Aording to the equivalent variational formulation of this
problem, it means that z(x; u) satises the integral identity
a∗(z(·; u), θ) =
∫
ΩR\Ω¯
(∇z(x; u)∇θ(x)− k¯2z(x; u) θ(x)) dx−
∫
ΓR
M
(2)
k¯
z(·; u) θ dΓR
=
∫
ΩR\Ω¯
(
χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dy
)
θ(x) dx ∀θ ∈ H1(ΩR \ Ω¯).
(1.66)
Set θ = ϕ˜ in (1.66). Then we obtain
a∗(z(·; u), ϕ˜) =
∫
ΩR\Ω¯
(∇z(x; u)∇ϕ˜(x)− k¯2z(x; u) ϕ˜(x) dx−
∫
ΓR
M
(2)
k¯
z(·; u) ϕ˜ dΓR
=
∫
ΩR\Ω¯
(
χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dy
)
ϕ˜ dx. (1.67)
On the other hand, sine ϕ˜ is a solution of problem (1.49)−(1.52) with f = f˜ and
g = g˜, setting ψ = ϕ and θ = z(·; u) in (1.19), we nd
a(ϕ˜, z(·; u)) =
∫
ΩR\Ω¯
(∇ϕ˜(x)∇z(x; u)− k2ϕ˜(x) z(x; u)dx−
∫
ΓR
M
(1)
k ϕ˜ z(·; u) dΓR
=
∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ. (1.68)
By Lemma 1.1, a∗(z, ϕ˜) = a(ϕ˜, z). This identity and (1.64), (1.67), and (1.68) imply
l(ϕ˜)− l̂(ϕ˜) =
∫
ΩR\Ω¯
(
χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dy
)
ϕ˜(x) dx
=
∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c. (1.69)
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Taking into onsideration the relationship Dη = E|η − Eη|2 = E|η|2 − |Eη|2 that
ouples dispersion Dη of the omplex random variable η = η1+ iη2 and its expetation
Eη = Eη1 + iEη2, we obtain from the last formulas
E
∣∣∣l(ϕ˜)− l̂(ϕ˜)∣∣∣2 = ∣∣∣∣∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ
∣∣∣∣2 + E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
.
Therefore,
inf
c∈C
sup
(f˜ ,g˜)∈G0,ξ˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2 =
= inf
c∈C
sup
(f˜ ,g˜)∈G0
∣∣∣∣∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ− c
∣∣∣∣2
+ sup
ξ˜∈G1
E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
. (1.70)
In order to alulate the rst term on the right-hand side of (1.70) make use of the
generalized Cauhy−Bunyakovsky inequality in (1.53). We have
inf
c∈C
sup
(f˜ ,g˜)∈G0
∣∣∣∣∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ− c
∣∣∣∣2
= inf
c∈C
sup
(f˜ ,g˜)∈G0
∣∣∣∣∫
Ω0
(f˜(x)− f0(x))z(x; u)dx+
∫
Γ
(g˜ − g0)z(·; u) dΓ
+
∫
Ω0
f0(x)z(x) dx+
∫
Γ
g0z(·; u) dΓ− c
∣∣∣∣2
≤
{∫
Ω0
Q−11 z(x)z(x; u) dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ
}
×
{∫
Ω0
Q1(f˜ − f0)(x)(f˜(x)− f0(x)) dx+
∫
Γ
Q2(g˜ − g0)(g˜ − g0) dΓ
}
≤
∫
Ω0
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ. (1.71)
The diret substitution shows that that inequality (1.71) is transformed to an equality
on the element (f˜ (0)(·), g˜(0)), where
f˜ (0)(x) :=
1
d
Q−11 z(x; u) + f0(x),
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g˜(0) :=
1
d
Q−12 z(·; u) + g0,
d =
(∫
Ω0
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ
)1/2
.
Therefore
inf
c∈C
sup
(f˜ ,g˜)∈G0, ξ˜∈G1
∣∣∣∣∫
Ω0
(f˜(x)− f0(x))z(x; u)dx+
∫
Γ
(g˜ − g0)z(·; u) dΓ− c
∣∣∣∣2
=
∫
Ω
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ (1.72)
with
c =
∫
Ω0
z(x; u)f0(x) dx+
∫
Γ
z(·; u)g0 dΓ.
In order to alulate the seond term on the right-hand side of (1.70), note that the
Cauhy−Bunyakovsky inequality and (1.55) yield∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
≤
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
m∑
k=1
∫
Ωk
r2k(x)|ξ˜k(x)|2 dx,
the latter implies
sup
ξ˜∈G1
E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
≤
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2.
However
E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜
(0)
k (x) dx
∣∣∣∣∣
2
=
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2,
where
ξ˜
(0)
k (x) =
νr−2k (x)uk(x)
{∑mk=1 ∫Ωk r−2k (x)|uk(x)}1/2 , x ∈ Ωk, k = 1, m,
ξ˜(0) = (ξ˜
(0)
1 (·), . . . , ξ˜(0)m (·)) ∈ G1,
and ν is a random variable with Eν = 0 and E|ν|2 = 1. Therefore
sup
ξ˜∈G1
E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
=
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2, (1.73)
whih proves the required assertion. The validity of Lemma 2.2 follows now from
relationships (1.70), (1.72), and (1.73).
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1.4 Representation of minimax estimates and estimation errors
In the ourse of the proof of Theorem 1.1 below, we show that the solution to the
optimal ontrol problem (1.2)−(1.64) (and therefore, the determination of the minimax
estimate, in line with Theorem 1.2) is redued to the solution of a ertain integro-
dierential equation system. Namely, the following statement holds.
Theorem 1.1. The minimax estimate of l(ϕ) has the form
l̂(ϕ) =
m∑
k=1
∫
Ωk
uˆk(x)yk(x) dx+ cˆ, (1.74)
where
uˆk(x) = r
2
k(x)
∫
Ωk
gk(x, y)p(y) dy, k = 1, m, cˆ =
∫
Ω0
z(x)f0(x) dx+
∫
Γ
zg0 dΓ, (1.75)
and funtions z and p are determined from the solution to the following problem:
z ∈ H1((ΩR \ Ω¯),∆), (1.76)
− (∆ + k¯2)z(x) = χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uˆk(η) dη in ΩR \ Ω¯, (1.77)
∂z
∂ν
= 0 on Γ, (1.78)
∂z
∂r
= M
(2)
k¯
z on ΓR, (1.79)
p ∈ H1((ΩR \ Ω¯),∆), (1.80)
− (∆ + k2)p(x) = χΩ0(x)Q−11 z(x) in ΩR \ Ω¯, (1.81)
∂p
∂ν
= Q−12 z, on Γ, (1.82)
∂p
∂ν
= M
(1)
k p on ΓR. (1.83)
Problem (1.76)−(1.83) is uniquely solvable. The restritions of the solutions of this
problem orresponding to R = R1 and R = R2 on ΩR=min{R1,R2} oinide with the
solution orresponding to R = min{R1, R2}.
The estimation error σ is determined by the formula3
σ = l(p)1/2 =
(∫
ω0
l0(x)p(x) dx
)1/2
. (1.84)
3
In the proof of this theorem, we show that the value of
∫
ω0
l0(x)p(x) dx is real.
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Proof. Let us show rst that the optimal ontrol problem (1.60)−(1.64) is uniquely
solvable; that is, there exists one and only one element uˆ ∈ H, at whih funtional
(1.64) attains the minimum value, I(uˆ) = infu∈H I(u).
It is easy to see that the solution z(x; u) of BVP (1.60)−(1.63) an be represented
as
z(x; u) = z0(x) + z˜(x; u), (1.85)
where z0(x) and z˜(x; u) are solutions of the following BVPs
z0 ∈ H1((ΩR \ Ω¯),∆), (1.86)
− (∆ + k¯2)z0(x) = χω(x)l0(x) in ΩR \ Ω¯, (1.87)
∂z0
∂ν
= 0 on Γ, (1.88)
∂z0
∂r
= M
(2)
k¯
z0 on ΓR (1.89)
and
z˜(·; u) ∈ H1((ΩR \ Ω¯),∆), (1.90)
− (∆ + k¯2)z˜(x; u) = −
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uk(η) dη in ΩR \ Ω¯, (1.91)
∂z˜(·; u)
∂ν
= 0 on Γ, (1.92)
∂z˜(·; u)
∂r
= M
(2)
k¯
z˜(·; u) on ΓR. (1.93)
Using representations (1.85) for z(t; u), write funtional I(u) in the form
I(u) =
∫
Ω0
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
=
∫
Ω0
Q−11 (z0(x) + z˜(x; u))(z0(x) + z˜(x; u))dx+
∫
Γ
Q−12 (z0 + z˜(·; u))(z0 + z˜(·; u)) dΓ
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx = I˜(u) + L(u) + c0,
where
I˜(u) :=
∫
Ω0
Q−11 z˜(x; u)z˜(x; u) dx+
∫
Γ
Q−12 z˜(·; u)z˜(·; u) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
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is a quadrati funtional in the spaeH whih orresponds to a semi-bilinear ontinuous
Hermitian form
π(u, v) =
∫
Ω0
Q−11 z˜(x; u)z˜(x; v) dx+
∫
Γ
Q−12 z˜(·; u)z˜(·; v) dΓ
+
m∑
k=1
∫
Ωk
r−2k (x)uk(x)vk(x) dx (1.94)
on H ×H and satises
I˜(u) ≥ a‖u‖2H0 ∀u ∈ H, a = onst; (1.95)
note that
L(u) := 2Re
∫
Ω0
Q−11 z˜(x; u)z0(x) dx+ 2Re
∫
Γ
Q−12 z˜(·; u)z0 dΓ
is a linear ontinuous funtional in H and
c0 :=
∫
Ω0
Q−11 z0(x)z0(x) dx+
∫
Γ
Q−12 z0z0 dΓ.
Prove, for example, the ontinuity of form (1.94); namely, the inequality
|π(v, w)| ≤ c‖v‖H0‖w‖H0 ∀v, w ∈ V, c = onst (1.96)
(the ontinuity of linear funtional L(v) is proved in a similar manner).
Using estimate (1.34) obtained above and the Cauhy−Bunyakovsky inequality we
have
|π(u, v)| ≤
(∫
Ω0
Q−11 z˜(x; u)z˜(x; u)dx
)1/2(∫
Ω0
Q−11 z˜(x; v)z˜(x; v) dx
)1/2
+
(∫
Γ
Q−12 z˜(·; u)z˜(·; u) dΓ
)1/2(∫
Γ
Q−12 z˜(·; v)z˜(·; v) dΓ
)1/2
+
(
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
)1/2( m∑
k=1
∫
Ωk
r−2k (x)|vk(x)|2 dx
)1/2
≤
(∫
Ω0
Q−11 z˜(x; u)z˜(x; u)dx+
∫
Γ
Q−12 z˜(·; u)z˜(·; u) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
)1/2
×
(∫
Ω0
Q−11 z˜(x; v)z˜(x; v) dx+
∫
Γ
Q−12 z˜(·; v)z˜(·; v) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|vk(x)|2 dx
)1/2
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≤
{(∫
Ω0
|Q−11 z˜(x; u)|2 dx
)1/2(∫
Ω0
|z˜(x; u)|2 dx
)1/2
+
(∫
Γ
|Q−12 z˜(·; u)|2 dΓ
)1/2
×
(∫
Γ
|z˜(·; u)|2 dΓ
)1/2
+
(
m∑
k=1
∫
Ωk
r−4k (x)|uk(x)|2 dx
)1/2( m∑
k=1
∫
Ωk
|uk(x)|2 dx
)1/2}1/2
×
{(∫
Ω0
|Q−11 z˜(x; v)|2 dx
)1/2(∫
Ω0
|z˜(x; v)|2 dx
)1/2
+
(∫
Γ
|Q−12 z˜(·; v)|2 dΓ
)1/2
×
(∫
Γ
|z˜(·; v)|2 dΓ
)1/2
+
(
m∑
k=1
∫
Ωk
r−4k (x)|vk(x)|2 dx
)1/2( m∑
k=1
∫
Ωk
|vk(x)|2 dx
)1/2}1/2
≤ max{‖Q−11 ‖, ‖Q−12 ‖, β}
{∫
Ω0
|z˜(x; u)|2 dx+
∫
Γ
|z˜(·; u)|2 dΓ +
m∑
k=1
∫
Ωk
|uk(x)|2 dx
}1/2
×
{∫
Ω0
|z˜(x; v)|2 dx+
∫
Γ
|z˜(·; v)|2 dΓ +
m∑
k=1
∫
Ωk
|vk(x)|2 dx
}1/2
≤ max{‖Q−11 ‖, ‖Q−12 ‖, β}
{‖z˜(·; u)‖2H1(Ω0) + ‖γ0z˜(·; u)|2L2(Γ) + ‖u‖2H}1/2
× {‖z˜(·; v)‖2H1(Ω0) + ‖γ0z˜(·; v)|2L2(Γ) + ‖v‖2H}1/2, (1.97)
where β := max1≤k≤mmaxx∈Ω¯k r
−4
k (x) > 0.
Setting in (1.34) ψ = z˜(·; u), f = −∑mk=1 χΩk(x) ∫Ωk gk(η, x)uk(η) dη, and g = 0,
we nd
‖z˜(·; u)‖H1(Ω0) ≤ ‖z˜(·; u)‖H1(ΩR\Ω¯)
≤ α
∥∥∥∥∥−
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uk(η) dη
∥∥∥∥∥
L2(ΩR\Ω¯)
≤ c1‖u‖H , (1.98)
where c1 is a onstant independent of R. The trae theorem and inequality (1.98) imply
‖γ0z˜(·; u)‖L2(Γ) ≤ c2‖z˜(·; u)‖H1(ΩR\Ω¯) ≤ c3‖u‖H , c2, c3 = onst. (1.99)
From (1.97)(1.98) we have
|π(u, v)| ≤ max{‖Q−11 ‖, ‖Q−12 ‖, β}(c1‖u‖2H + c4‖u‖2H + ‖u‖2H)1/2
× (c1‖v‖2H + c4‖v‖2H + ‖v‖2H)1/2 ≤ c‖u‖H‖v‖H ,
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where c is a onstant independent of R.
Thus inequality (1.96) and, onsequently, the ontinuity of form (1.94) are proved.
In line with Remark 1.4 to Theorem 1.1 proved in [1℄, p. 11, the latter statements
imply the existene of the unique element uˆ ∈ H suh that
I(uˆ) = inf
u∈H
I(u).
Therefore, for any τ ∈ R and v ∈ H, the following relations are valid
d
dτ
I(uˆ+ τv)
∣∣∣
τ=0
= 0 and
d
dτ
I(uˆ+ iτv)
∣∣∣
τ=0
= 0, (1.100)
where i =
√−1. Sine z(x; uˆ + τv) = z(x; uˆ) + τ z˜(x; v), where z˜(x; v) is the unique
solution to BVP (1.90)−(1.93) at u = v and l0 = 0, the rst relation in (1.100) yields
0 =
1
2
d
dτ
I(uˆ+ τv)|τ=0
= lim
τ→0
1
2τ
{[
(Q−11 z(·; uˆ+ τv), z(·; uˆ+ τv))L2(Ω0) − (Q−11 z(·; uˆ), z(·; uˆ))L2(Ω0)
]
+
[
(Q−12 z(·; uˆ+ τv), z(·; uˆ+ τv))L2(Γ)−(Q−12 z(·; uˆ), z(·; uˆ))L2(Γ)
]
+
[ m∑
k=1
{(
r−2k (uˆk + τv), (uˆk + τv)
)
L2(Ωk)
− (r−2k uˆk, uˆk)L2(Ωk)}]}
= Re
{
(Q−11 z(·; uˆ), z˜(·; v))L2(Ω0) + (Q−12 z(·; uˆ), z˜(·; v))Γ +
m∑
i=1
(
r−2k uˆk, vk
)
L2(Ωk)
}
.
Similarly, taking into aount that z(x; uˆ+ iτv) = z(x; uˆ) + iτ z˜(x; v), we nd
0 =
1
2
d
dτ
I(uˆ+ iτv)|τ=0
= Im
{
(Q−11 z(·; uˆ), z˜(·; v))L2(Ω0) + (Q−12 z(·; uˆ), z˜(·; v))Γ +
m∑
i=1
(
r−2k uˆk, vk
)
L2(Ωk)
}
;
onsequently,
(Q−11 z(·; uˆ), z˜(·; v))L2(Ω0) + (Q−12 z(·; uˆ), z˜(·; v))Γ +
m∑
i=1
(
r−2k uˆk, vk
)
L2(Ωk)
= 0. (1.101)
Introdue a funtion p(x) ∈ H1((ΩR \ Ω¯),∆) as the unique solution to the BVP
− (∆ + k2)p(x) = χΩ0(x)Q−11 z(x; uˆ) in ΩR \ Ω¯, (1.102)
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∂p
∂ν
= Q−12 z(·; uˆ) on Γ, (1.103)
∂p
∂ν
= M
(1)
k p on ΓR, (1.104)
or to an equivalent variational problem
a(p, θ) =
∫
ΩR\Ω¯
(∇p∇θ − k2p θ) dx−
∫
ΓR
M
(1)
k p θ dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x; uˆ)θ dx+
∫
ΓR
Q−12 z(·; uˆ)θ dΓR ∀θ ∈ H1(ΩR \ Ω¯). (1.105)
Setting in (1.105) θ = z˜(·; v), we obtain
a(p, z˜(·; v)) =
∫
ΩR\Ω¯
(∇p∇z˜(x; v)− k2p z˜(x; v)) dx−
∫
ΓR
M
(1)
k p z˜(·; v) dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x; uˆ)z˜(x; v) dx+
∫
ΓR
Q−12 z(·; uˆ)z˜(·; v) dΓR. (1.106)
Taking into aount the fat that z˜(·; v) satises variation equation (1.27) with ψ =
z˜(·; v) equivalent to BVP (1.90)(1.93) with u = v and putting in (1.27) θ = p, we have
a∗(z˜(·; v), p) =
∫
ΩR\Ω¯
(∇z˜(x; v)∇p(x)− k¯2z˜(x; v) p(x)) dx−
∫
ΓR
M
(2)
k¯
z˜(·; v) p dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)vk(y) dyp(x) dx. (1.107)
Sine a∗(z˜(·; v), p) = a(p, z˜(·; v)), we have∫
Ω0
Q−11 z(x; uˆ)z˜(x; v) dx+
∫
ΓR
Q−12 z(·; uˆ)z˜(·; v) dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)vk(y) dyp(x) dx
= −
m∑
k=1
∫
Ωk
(∫
Ωk
gk(x, y)p(y) dy
)
vk(x) dx. (1.108)
From (1.101) it follows that
(Q−11 z(·; uˆ), z˜(·; v))L2(Ω0) + (Q−12 z(·; uˆ), z˜(·; v))Γ = −
m∑
k=1
∫
Ωk
r−2k (x)uˆk(x)vk(x) dx.
(1.109)
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Relations (1.108) and (1.109) imply
m∑
k=1
∫
Ωk
r−2k (x)uˆk(x)vk(x) dx
=
m∑
k=1
∫
Ωk
(∫
Ωk
gk(x, y)p(y) dy
)
vk(x) dx.∀vk ∈ L2(Ωk), k = 1, m.
Hene,
uˆk(x) = r
2
k(x)
∫
Ωk
gk(x, y)p(y) dy.
Now let us establish the validity of formula (1.84). We have
σ2 := sup
(f˜ ,g˜)∈G0, ξ˜∈G1
M [l(ϕ)− l̂(ϕ)]2 =
∫
Ω0
Q−11 z(x)z(x) dx+
∫
Γ
Q−12 zz dΓ +
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx
Transform the sum of rst two terms. Make use of equalities (1.132)−(1.135) to obtain
a(p, z) =
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x)z(x) dx+
∫
Γ
Q−12 zz dΓ, (1.110)
hene
σ2 = a(p, z) +
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx. (1.111)
Note that z satises (1.76)−(1.79) whih yields an integral identity
a∗(z, θ) =
∫
ΩR\Ω¯
(χω0(x)l0(x)
−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uˆk(y) dy
)
θ(x) dx ∀θ ∈ H1(ΩR \ Ω¯); (1.112)
setting θ = p, we nd
a∗(z, p) =
∫
ΩR\Ω¯
(
χω0(x)l0(x)−
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uˆk(y) dy
)
p(x) dx.
From the latter relations, the formula a∗(z, p) = a(p, z), and (1.111) it follows that
σ2 =
∫
ω0
l0(x)p(x) dx−
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uˆk(y) dyp(x) dx
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+m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx.
However,
uˆk(y) = r
2
k(y)
∫
Ωk
gk(y, η)p(η) dη,
therefore,
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uˆk(y) dyp(x) dx
=
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)r
2
k(y)
∫
Ωk
gk(y, η)p(η) dηdyp(x) dx
=
m∑
k=1
∫
Ωk
r2k(x)
∫
Ωk
gk(x, y)p(y) dy
∫
Ωk
gk(x, η)p(η)dη dx
=
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx.
Finally, we obtain
σ2 =
∫
ω0
l0(x)p(x) dx.
In the following theorem we obtain an alternative representation for minimax esti-
mate l̂(ϕ) that does not depend on the form of funtional l.
Theorem 1.2. The minimax estimate of l(ϕ) has the form
l̂(ϕ) = l(ϕˆ(·, ω)), (1.113)
where funtion ϕˆ is a solution to the following problem:
pˆ ∈ L2(Σ, H1((ΩR \ Ω¯),∆)), (1.114)
− (∆ + k¯2)pˆ(x, ω)
= χΩk(x)
m∑
k=1
∫
Ωk
r2k(τ)gk(τ, x)
[
yk(τ, ω)−
∫
Ωk
ϕˆ(η, ω)gk(τ, η)dη
]
dτ in ΩR \ Ω¯,
(1.115)
∂pˆ(·, ω)
∂ν
= 0 on Γ, (1.116)
27
∂pˆ(·, ω)
∂r
= M
(2)
k¯
pˆ(·, ω) on ΓR (1.117)
ϕˆ ∈ L2(Σ, H1((ΩR \ Ω¯),∆)), (1.118)
− (∆ + k2)ϕˆ(x, ω) = χΩ0(x)Q−11 pˆ(x, ω) + f0(x) in ΩR \ Ω¯, (1.119)
∂ϕˆ(·, ω)
∂ν
= Q−12 pˆ(·, ω) + g0, on Γ, (1.120)
∂ϕˆ(·, ω)
∂ν
= M
(1)
k ϕˆ(·, ω) on ΓR, (1.121)
where equalities (1.115)−(1.117) and (1.119)−(1.121) are fullled with probability 1.
Problem (1.114)−(1.121) is uniquely solvable. The restritions of the solutions of this
problem on ΩR=min{R1,R2} orresponding to R = R1 and R = R2 oinide with the
solution orresponding to R = min{R1, R2}.
Proof. The proof is similar to the that of Theorem 2.1. Consider the problem of
optimal ontrol of the equation system
pˆ(·, ·; u) ∈ L2(Σ, H1((ΩR \ Ω¯),∆)), (1.122)
− (∆+ k¯2)pˆ(x, ω; u) = d0(x, ω)−
m∑
k=1
∫
Ωk
χΩk(x)gk(τ, x)u(τ, ω)dτ in ΩR \ Ω¯, (1.123)
∂pˆ(·, ω; u)
∂ν
= 0 on Γ, (1.124)
∂pˆ(·, ω; u)
∂r
= M
(2)
k¯
pˆ(·, ω; u) on ΓR (1.125)
with the ost funtion
I(u) = E
{∫
Ω0
Q−11 (pˆ(·, ω; u) +Q1f0)(x)(pˆ(·, ω; u) +Q1f0)(x) dx
+
∫
Γ
Q−12 (pˆ(·, ω; u) +Q2g0)(x)(pˆ(·, ω; u) +Q2g0)(x) dΓ
+
m∑
k=1
∫
Ωk
r−2k (x)|uk(x;ω)|2 dx
}
→ inf
u∈L2(Σ,H)
. (1.126)
where
d0(x, ω) :=
m∑
k=1
∫
Ωk
χΩk(x)gk(τ, x)r
2
k(τ)yk(τ ;ϕ, ξk(ω)) dτ,
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The form of funtional I(u) and proof of Theorem 2.1 suggest that there is one and
only one element uˆ ∈ L2(Σ, H) suh that
I(uˆ) = inf
u∈L2(Σ,H)
I(u).
Next, denoting by ϕˆ(t;ω) the unique solution to the BVP
ϕˆ(·, ω) ∈ L2(Σ, XΩR\Ω¯),
−(∆ + k2)ϕˆ(x, ω) = χΩ0(x)Q−11 pˆ(x, ω; uˆ) + f0(x) in ΩR \ Ω¯,
∂ϕˆ(·, ω)
∂ν
= Q−12 pˆ(·, ω; uˆ) + g0, on Γ,
∂ϕˆ(·, ω)
∂ν
= M
(1)
k ϕˆ(·, ω) on ΓR,
and making use of virtually the same reasoning that led to the proof of Theorem 2.1
(by applying estimate (1.40) instead of (1.34)), we arrive at the equality uˆ(τ, ω) =∫
Ωk
ϕˆ(η, ω)gk(τ, η)dη. Denoting pˆ(x, ω) = pˆ(x, ω; uˆ), we dedue from the latter state-
ment the unique solvability of BVP (1.114)−(1.121).
Now let us prove the representation l̂(ϕ) = l(ϕˆ). By virtue of (1.56) and (1.75),
l̂(ϕ) =
m∑
k=1
∫
Ωk
uˆk(x)yk(x;ϕ, ξk(ω)) + cˆ
=
m∑
k=1
∫
Ωk
∫
Ωk
r2k(x)gk(x, η)p(η)dη yk(x;ϕ, ξk(ω))dx+ cˆ
=
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)yk(τ ;ϕ, ξk(ω))p(x)dτ dx+ cˆ. (1.127)
The funtion pˆ(x, ω; uˆ) := pˆ(x, ω) is a solution to BVP (1.122)−(1.125) with u = uˆ,
therefore ∀θ ∈ H1(ΩR \ Ω) the following identity holds
a∗(pˆ(·, ω), θ(·) =
∫
ΩR\Ω¯
(∇pˆ(x, ω)∇θ(x))− k¯2pˆ(x, ω) θ(x)) dx
−
∫
ΓR
M
(2)
k¯
pˆ(·, ω) θ(·) dΓR
=
∫
ΩR\Ω
m∑
k=1
∫
Ωk
χΩk(x)r
2
k(τ)gk(τ, x) [yk(τ, ω, ξk(ω))
−
∫
Ωk
ϕˆ(η, ω)gk(τ, η)dη
]
dτθ(x dx. (1.128)
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Setting in this identity θ(x) = p(x) we obtain
a∗(pˆ(·, ω), p(·)) =
∫
ΩR\Ω¯
(∇pˆ(x, ω)∇p(x))− k¯2pˆ(x, ω) p(x)) dx
−
∫
ΓR
M
(2)
k¯
pˆ(·, ω) p(·) dΓR
=
∫
ΩR\Ω
m∑
k=1
∫
Ωk
χΩk(x)r
2
k(τ)gk(τ, x) (yk(τ, ϕ, ξk(ω))
−
∫
Ωk
ϕˆ(η, ω)gk(τ, η)dη
)
dτp(x) dx. (1.129)
Sine p(x) satises (1.80)−(1.83) and onsequently (1.105), we have
a(p, θ) =
∫
ΩR\Ω¯
(∇p(x)∇θ(x)− k2p(x) θ(x)) dx−
∫
ΓR
M
(1)
k p θ dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x)θ(x) dx+
∫
Γ
Q−12 zθ(·) dΓ ∀θ ∈ H1(ΩR \ Ω¯),
whih yields
a(p, pˆ(·, ω) =
∫
ΩR\Ω¯
(∇p(x)∇pˆ(x, ω)− k2p(x) pˆ(x, ω)) dx−
∫
ΓR
M
(1)
k p pˆ(·, ω) dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x)pˆ(x, ω) dx+
∫
Γ
Q−12 zpˆ(·, ω) dΓ. (1.130)
Sine a∗(pˆ(·;ω), p) = a(p, pˆ(·;ω)), (1.129) and (1.130) imply
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)
(
yk(τ ;ϕ, ξk(ω))−
∫
Ωk
ϕˆ(η, ω)gk(τ, η) dη
)
dτp(x) dx
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 pˆ(x, ω)z(x)dx+
∫
Γ
Q−12 pˆ(·, ω)z dΓ. (1.131)
Equating (1.127) and (1.131), we obtain
l̂(ϕ)− cˆ−
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)
∫
Ωk
ϕˆ(η, ω)gk(τ, η) dη dτp(x) dx
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x)pˆ(x, ω) dx+
∫
Γ
Q−12 zpˆ(·, ω) dΓ. (1.132)
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Next, sine ϕˆ(·, ω) and z satisfy, respetively, equalities (1.118)−(1.121) and (1.76)−(1.79),
these funtions satisfy also the identities
a(ϕˆ(·, ω), θ) =
∫
ΩR\Ω¯
χΩ0(x)
(
Q−11 pˆ(x, ω) + f0(x)
)
θ(x) dx
+
∫
Γ
(
Q−12 pˆ(·, ω) + g0
)
θ dΓ (1.133)
and
a∗(z, θ) =
∫
ΩR\Ω¯
(χω0(x)l0(x)
−
m∑
k=1
χΩk(x)
∫
Ωk
r2k(η)gk(η, x)
∫
Ωk
gk(η, ς)p(ς) dς dη
)
θ(x) dx. (1.134)
Setting in (1.133) θ(x) = z(x) and in (1.134) θ(x) = ϕˆ(x, ω) and taking into notie
that a∗(z, ϕˆ(·, ω)) = a(ϕˆ(·, ω), z), we have∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 pˆ(x, ω)z(x)dx+
∫
Γ
Q−12 pˆ(·, ω)z dΓ +
∫
Ω0
f0(x)z(x)dx+
∫
Γ
g0z dΓ
=
∫
ΩR\Ω¯
χω0(x)l0(x)ϕˆ(x, ω)) dx
−
∫
ΩR\Ω¯
m∑
k=1
χΩk(η)
∫
Ωk
r2k(τ)gk(τ, x)
∫
Ωk
gk(τ, η)ϕˆ(η, ω)) dη dτp(x) dx. (1.135)
Representation (1.113) follows now from (1.132) and (1.135) if we take into aount
(1.75).
Remark 1. If we dene a minimax estimate ϕˆ(x, ω) of the unknown solution ϕ(x)
of BVP (1.49)(1.52) as the estimate linear with respet to observations (1.56), whih
is determined from the ondition of minimum of the maximal mean square error of
the estimate taken over sets G0 and G1, then it may be shown that, under ertain
restritions on G0 and G1, this minimax estimate of ϕ(x) oinides with the funtion
ϕˆ(x, ω) obtained from the solution to problem (1.114)−(1.121).
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1.5 Minimax estimation of the right-hand sides of equalities that enter
the statement of the boundary value problem. Representations for
minimax estimates and estimation errors
The problem is to determine a minimax estimate of the value of the funtional
l(F ) =
∫
Ω0
l0(x)f(x) dx+
∫
Γ
l1g dΓ (1.136)
from observations (1.56) in the lass of estimates linear with respet to observations
l̂(F ) =
m∑
k=1
∫
Ωk
uk(x)yk(x) dx+ c, (1.137)
where uk ∈ L2(Ωk), k = 1, m, c ∈ C, and l0 ∈ L2(Ω0) and l1 ∈ L2(Γ) are given fun-
tions, under the assumption that F := (f, g) ∈ G0 and the errors ξ(·) = (ξ1(·), . . . , ξm(·))
in observations (1.56) belong to G1, where sets G0 and G1 are dened by (1.53), (1.54),
and (1.55), respetively.
Denition 1.2. The estimate of the form
l̂(F ) =
m∑
k=1
∫
Ωk
uˆk(x)yk(x) dx+ cˆ, (1.138)
will be alled the minimax estimate of l(F ) if the element uˆ = (u1, . . . , um) ∈ H and
number cˆ ∈ C are determined form the ondition
sup
F˜∈G0,η˜∈G1
E|l(F˜ )− l̂(F˜ )|2 → inf
u∈H, c∈C
.
Here
l̂(F˜ ) =
m∑
k=1
∫
Ωk
uk(x)y˜k(x) dx+ c, (1.139)
y˜k(x) =
∫
Ωk
gk(x, y)ϕ˜(y) dy + ξ˜k(x), x ∈ Ωk, k = 1, m, and ϕ˜ is a solution to BVP
(1.49)−(1.52) at f = f˜ and g = g˜. The quantity
σ := { sup
(f˜ ,g˜)∈G0, ξ˜∈G1
E[l(F˜ )− l̂(F˜ )]2}1/2
will be alled the error of the minimax estimation of expression (1.136).
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Lemma 1.3. Finding the minimax estimate of l(F ) is equivalent to the problem of
optimal ontrol of a system desribed by the BVP
z(·; u) ∈ H1((ΩR \ Ω¯),∆), (1.140)
∆z(x; u) + k¯2z(x; u) =
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uk(η) dη in ΩR \ Ω¯, (1.141)
∂z(·; u)
∂ν
= 0 on Γ, (1.142)
∂z(·; u)
∂r
= M
(2)
k¯
z(·; u) on ΓR (1.143)
with the quality riterion
I(u) :=
∫
Ω0
Q−11 (l0 + z(·; u))(x)(l0(x) + z(x; u))) dx
+
∫
Γ
(Q−12 (l1 + z(·; u)))(l1 + z(·; u)) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx → inf
u∈H
. (1.144)
Proof. Taking into aount (1.136), (1.137) and (1.56), we obtain
l(F˜ )− l̂(F˜ ) =
∫
Ω0
l0(x)f˜(x) dx+
∫
Γ
l1g dΓ−
m∑
k=1
∫
Ωk
uk(x)yk(x; ϕ˜, ξ˜k) dx− c
=
∫
Ω0
l0(x)f˜ dx+
∫
Γ
l1g dΓ−
m∑
k=1
∫
Ωk
uk(x)
∫
Ωk
gk(x, y)ϕ˜(y) dy dx
−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c
=
∫
Ω0
l0(x)f˜(x) dx+
∫
Γ
l1g dΓ−
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uk(y) dy ϕ˜(x) dx
−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c
=
∫
Ω0
l0(x)f(x) dx+
∫
Γ
l1g dΓ−
m∑
k=1
∫
ΩR\Ω¯
(
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dy
)
ϕ˜(x) dx
−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c. (1.145)
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For any xed u = (u1, . . . , um) ∈ H introdue the funtion z(x; u) as a unique solution
of problem (1.140)−(1.143). Aording to the equivalent variational formulation of this
problem it means that z(x; u) satises the integral identity
a∗(z(·; u), θ) =
∫
ΩR\Ω¯
(∇z(x; u)∇θ(x)− k¯2z(x; u) θ(x)) dx−
∫
ΓR
M
(2)
k¯
z(·; u) θ dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dyθ(x) dx ∀θ ∈ H1(ΩR \ Ω¯). (1.146)
Set θ = ϕ˜ in (1.66) to obtain
a∗(z(·; u), ϕ˜) =
∫
ΩR\Ω¯
(∇z(x; u)∇ϕ˜(x)− k¯2z(x; u) ϕ˜(x) dx−
∫
ΓR
M
(2)
k¯
z(·; u) ϕ˜ dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dyϕ˜ dx. (1.147)
On the other hand, sine ϕ˜ is a solution of problem (1.49)−(1.52) with f = f˜ and
g = g˜, setting ψ = ϕ and θ = z(·; u) in (1.19), we nd
a(ϕ˜, z(·; u)) =
∫
ΩR\Ω¯
(∇ϕ˜(x)∇z(x; u)− k2ϕ˜(x) z(x; u)dx−
∫
ΓR
M
(1)
k ϕ˜ z(·; u) dΓR
=
∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ. (1.148)
By Lemma 1, a∗(z, ϕ˜) = a(ϕ˜, z). This identity together with (1.145), (1.147), and
(1.148) imply
l(F˜ )− l̂(F˜ ) =
∫
Ω0
l0(x)f˜(x) dx+
∫
Γ
l1g˜ dΓ
−
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uk(y) dyϕ˜(x) dx−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c
=
∫
Ω0
l0(x)f˜(x) dx+
∫
Γ
l1g˜ dΓ
+
∫
Ω0
f˜(x)z(x; u)dx+
∫
Γ
g˜z(·; u) dΓ−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c.
=
∫
Ω0
f˜(x)(l0(x) + z(x; u)) dx+
∫
Γ
g˜(l1 + z(·; u)) dΓ−
m∑
k=1
∫
Ωk
uk(x)ξ˜k(x) dx− c.
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The latter yields
E
∣∣∣l(F˜ )− l̂(F˜ )∣∣∣2 = ∣∣∣∣∫
Ω0
f˜(x)(l0(x) + z(x; u))dx+
∫
Γ
g˜(l1 + z(·; u)) dΓ
∣∣∣∣2
+E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
.
Therefore,
inf
c∈C
sup
(f˜ ,g˜)∈G0,ξ˜∈G1
E|l(F˜ )− l̂(F˜ )|2 =
= inf
c∈C
sup
(f˜ ,g˜)∈G0
∣∣∣∣∫
Ω0
f˜(x)(l0(x) + z(x; u)) dx+
∫
Γ
g˜(l1 + z(·; u)) dΓ− c
∣∣∣∣2
+ sup
ξ˜∈G1
E
∣∣∣∣∣
m∑
k=1
∫
Ωk
uk(x) ξ˜k(x) dx
∣∣∣∣∣
2
.
Beginning from this plae, we apply the same reasoning as in the proof of Lemma 1.2
(replaing z(x, u) by l0(x) + z(x, u)) to obtain
inf
c∈C
sup
(f˜ ,g˜)∈G0,ξ˜∈G1
E|l(F˜ )− l̂(F˜ )|2 = I(u),
where I(u) is determined by formula (1.144) for
c =
∫
Ω0
f0(x)(l0(x) + z(x; u)) dx+
∫
Γ
g0(l1 + z(·; u)) dΓ.
The following result follows from this lemma,
Theorem 1.3. The minimax estimate of l(F ) has the form
l̂(F ) =
m∑
k=1
∫
Ωk
uˆk(x)yk(x) dx+ cˆ, (1.149)
where
uˆk(x) = r
2
k(x)
∫
Ωk
gk(x, y)p(y) dy, k = 1, m, (1.150)
cˆ =
∫
Ω0
(z(x) + l0(x))f0(x) dx+
∫
Γ
(z + l1)g0 dΓ, (1.151)
and funtions z and p are determined from the solution to the following problem:
z ∈ H1((ΩR \ Ω¯),∆), (1.152)
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∆z(x) + k¯2z(x) =
m∑
k=1
χΩk(x)
∫
Ωk
gk(η, x)uˆk(η) dη in ΩR \ Ω¯, (1.153)
∂z
∂ν
= 0 on Γ, (1.154)
∂z
∂r
= M
(2)
k¯
z on ΓR, (1.155)
p ∈ H1((ΩR \ Ω¯),∆), (1.156)
− (∆ + k2)p = χΩ0Q−11 (z + l0) in ΩR \ Ω¯, (1.157)
∂p
∂ν
= Q−12 (z + l1), on Γ, (1.158)
∂p
∂ν
= M
(1)
k p on ΓR. (1.159)
Problem (1.152)−(1.159) is uniquely solvable. The restritions of the solutions of this
problem on ΩR=min{R1,R2} orresponding to R = R1 and R = R2 oinide with the
solution orresponding to R = min{R1, R2}.
Estimation error σ is determined by the formula σ = l(P )1/2, where P = (Q−11 (l0+
z), Q−12 (l1 + γDz)).
Proof. Similarly to the proof of Theorem 2.1, we will show that the solution to the
optimal ontrol problem (1.140)−(1.144) an be redued to the solution of the equation
system (1.152)−(1.159). To this end, note that there exists the unique element uˆ ∈ H
at whih funtional (1.144) attains its minimum, namely, I(uˆ) = infu∈H I(u). In order
to prove this statement, represent I(u) as
I(u) = I˜(u) + L(u) + c˜, (1.160)
where
I˜(u) =
∫
Ω0
Q−11 z(x; u)z(x; u)dx+
∫
Γ
Q−12 z(·; u)z(·; u) dΓ +
m∑
k=1
∫
Ωk
r−2k (x)|uk(x)|2 dx
is a quadrati funtional in spae H orresponding to a semi-bilinear ontinuous Her-
mitian form
4
π(u, v) =
∫
Ω0
Q−11 z˜(x; u)z˜(x; v) dx+
∫
Γ
Q−12 z˜(·; u)z˜(·; v) dΓ
4
Its ontinuity is shown in the ourse of the proof of Theorem 1.1.
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+m∑
k=1
∫
Ωk
r−2k (x)uk(x)vk(x) dx (1.161)
on H ×H whih satises the inequality
I˜(u) ≥ a‖u‖2H0 ∀u ∈ H, a = onst, (1.162)
L(u) := 2Re
∫
Ω0
Q−11 z˜(x; u)l0(x) dx+ 2Re
∫
Γ
Q−12 z˜(·; u)l1 dΓ,
is a linear ontinuous funtional in H, and
c˜ =
∫
Ω0
Q−11 l0(x)l0(x) dx+
∫
Γ
Q−12 l1l1 dΓ.
This statement yields (see page 24) the existene of the unique element uˆ ∈ H suh
that
I(uˆ) = inf
u∈H
I(u).
Therefore, for any τ ∈ R and v ∈ H the relations
d
dτ
I(uˆ+ τv)
∣∣∣
τ=0
= 0 and
d
dτ
I(uˆ+ iτv)
∣∣∣
τ=0
= 0 (1.163)
hold. Taking into aount that funtions z(x; uˆ+ τv) and z(x; uˆ+ iτv) an be written,
respetively, as z(x; uˆ+τv) = z(x; uˆ)+τ z˜(x; v) and z(x; uˆ+ iτv) = z(x; uˆ)+ iτ z˜(x; v),
where z˜(x; v) is the unique solution to problem (1.90)−(1.93) at u = v, we dedue from
(1.163) that
(Q−11 (l0 + z(·; uˆ)), z˜(·; v))L2(Ω0) + (Q−12 (l1 + z(·; uˆ)), z˜(·; v))Γ
+
m∑
k=1
(
r−2k uˆk, vk
)
L2(Ωk)
= 0. (1.164)
Introdue the funtion p(x) ∈ H1((ΩR \ Ω¯),∆) as the unique solution to the BVP
− (∆ + k2)p(x) = χΩ0(x)Q−11 (z(·; uˆ) + l0)(x) in ΩR \ Ω¯, (1.165)
∂p
∂ν
= Q−12 (z(·; uˆ) + l1) on Γ, (1.166)
∂p
∂ν
= M
(1)
k p on ΓR, (1.167)
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or to the equivalent variational problem
a(p, θ) =
∫
ΩR\Ω¯
(∇p∇θ − k2p θ) dx−
∫
ΓR
M
(1)
k p θ dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (z(·; uˆ)+l0)(x)θ dx+
∫
ΓR
Q−12 (z(·; uˆ)+l1)θ dΓR ∀θ ∈ H1(ΩR\Ω¯).
(1.168)
Setting in (1.168) θ = z˜(·; v), we obtain
a(p, z˜(·; v)) =
∫
ΩR\Ω¯
(∇p∇z˜(x; v)− k2p z˜(x; v)) dx−
∫
ΓR
M
(1)
k p z˜(·; v) dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (z(·; uˆ) + l0)(x)z˜(x; v) dx+
∫
ΓR
Q−12 (z(·; uˆ) + l1)z˜(·; v) dΓR.
(1.169)
Taking into aount the fat that z˜(·; v) satises variation equation (1.27) with
ψ = z˜(· : v) and f(x) = −∑mk=1 χΩk(x) ∫Ωk gk(y, x)vk(y) whih is equivalent to BVP
(1.140)−(1.143) with u = v and setting in (1.27) θ = p, we have
a∗(z˜(·; v), p) =
∫
ΩR\Ω¯
(∇z˜(x; v)∇p(x)− k¯2z˜(x; v) p(x)) dx−
∫
ΓR
M
(2)
k¯
z˜(·; v) p dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)vk(y) dyp(x) dx. (1.170)
Sine a∗(z˜(·; v), p) = a(p, z˜(·; v)), we obtain∫
Ω0
Q−11 (l0 + z(·; uˆ))(x)z˜(x; v) dx+
∫
ΓR
Q−12 (l1 + z(·; uˆ))z˜(·; v) dΓR
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)vk(y) dyp(x) dx
= −
m∑
k=1
∫
Ωk
(∫
Ωk
gk(x, y)p(y) dy
)
vk(x) dx. (1.171)
From (1.164) it follows that
(Q−11 (l0 + z(·; uˆ)), l0 + z˜(·; v))L2(Ω0) + (Q−12 (l1 + z(·; uˆ)), z˜(·; v))Γ
= −
m∑
k=1
∫
Ωk
r−2k (x)uˆk(x)vk(x) dx. (1.172)
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Relations (1.171) and (1.172) imply
m∑
k=1
∫
Ωk
r−2k (x)uˆk(x)vk(x) dx
=
m∑
k=1
∫
Ωk
(∫
Ωk
gk(x, y)p(y) dy
)
vk(x) dx.∀vk ∈ L2(Ωk), k = 1, m.
Hene,
uˆk(x) = r
2
k(x)
∫
Ωk
gk(x, y)p(y) dy.
Now we an determine estimation error σ. Substituting
uˆk(x) = r
2
k(x)
∫
Ωk
gk(x, y)p(y) dy, k = 1, m,
to the formula I(uˆ) = σ2, in whih I(u) is alulated aording to (1.144) we obtain,
taking into notie that z(t) = z(t; uˆ),
σ2 =
∫
Ω0
Q−11 (l0 + z)(x)(l0(x) + z(x)) dx+
∫
Γ
Q−12 (l1 + z)(l1 + z) dΓ
+
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx.
Transform the sum of the rst two terms. To do this, make use of equalities (1.156)−(1.159)
yielding
a(p, z) =
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (l0 + z)(x)z(x) dx+
∫
Γ
Q−12 (l1 + z)z dΓ, (1.173)
so that
σ2 = a(p, z) +
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (l0 + z)(x)l0(x) dx+
∫
Γ
Q−12 (l1 + z)l1 dΓ
+
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx. (1.174)
However, beause z satises (1.152)−(1.155), the following integral identity holds
a∗(z, θ) = −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uˆk(y) dyθ(x) dx ∀θ ∈ H1(ΩR \ Ω¯);
setting in this identity θ = p, we have
a∗(z, p) = −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
gk(y, x)uˆk(y) dyp(x) dx.
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The last formula, the relation a∗(z, p) = a(p, z), and (1.174) give us
σ2 =
∫
Ω0
l0(x)Q
−1
1 (l0 + z)(x) dx
∫
Γ
l1Q
−1
2 (l1 + z) dΓ
−
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uˆk(y) dyp(x) dx+
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx.
Repeating literally the end of the proof of Theorem 2.3 we obtain
m∑
k=1
∫
Ωk
∫
Ωk
gk(y, x)uˆk(y) dyp(x) dx
=
m∑
k=1
∫
Ωk
rˆ2k(x)
∣∣∣∣∫
Ωk
gk(x, y)p(y) dy
∣∣∣∣2 dx,
and nally
σ2 =
∫
Ω0
l0(x)Q
−1
1 (l0 + z)(x) dx
∫
Γ
l1Q
−1
2 (l1 + z) dΓ = l(P ).
In Theorem 1.4 stated below we obtain another representation for minimax estimate
l̂(F ), not depending on the form of funtional l.
Theorem 1.4. The minimax estimate of l(F ) has the form
l̂(F ) = l(Fˆ ), (1.175)
where Fˆ = (fˆ , gˆ), fˆ(x) = fˆ(x, ω) = Q−11 pˆ(x, ω) + f0(x), gˆ = gˆ(·, ω) = Q−12 γDpˆ(·, ω) +
g0, and funtion pˆ = pˆ(·, ω) is determined from the solution to problem (1.114)−(1.121).
Proof. Taking into notie (1.149)−(1.151), we nd
l̂(F ) =
m∑
k=1
∫
Ωk
uˆk(x)yk(x) dx+ cˆ
=
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)yk(τ)p(x) dτ dx+ cˆ, (1.176)
where cˆ is determined from (1.151).
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Next, repeating literally the proof of Theorem 1.2 on page 30, we arrive at the
relatioship
a∗(pˆ(·, ω), p(·)) =
∫
ΩR\Ω¯
(∇pˆ(x, ω)∇p(x))− k¯2pˆ(x, ω) p(x)) dx
−
∫
ΓR
M
(2)
k¯
pˆ(·, ω) p(·) dΓR
=
∫
ΩR\Ω
m∑
k=1
∫
Ωk
χΩk(x)r
2
k(τ)gk(τ, x)
(
yk(τ)
−
∫
Ωk
ϕˆ(η, ω)gk(τ, η)dη
)
dτp(x) dx. (1.177)
Taking into aount that p(x) satises (1.156)−(1.159), we obtain
a(p, θ) =
∫
ΩR\Ω¯
(∇p(x)∇θ(x)− k2p(x) θ(x)) dx−
∫
ΓR
M
(1)
k p θ dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (z + l0)(x)θ(x)dx+
∫
Γ
Q−12 (z + l1)θ(·) dΓ ∀θ ∈ H1(ΩR \ Ω¯);
onsequently,
a(p, pˆ(·, ω) =
∫
ΩR\Ω¯
(∇p(x)∇pˆ(x, ω)− k2p(x) pˆ(x, ω)) dx−
∫
ΓR
M
(1)
k p pˆ(·, ω) dΓR
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 (z + l0)(x)pˆ(x, ω) dx+
∫
Γ
Q−12 (z + l1)pˆ(·, ω) dΓ. (1.178)
From (1.177) and the latter equality, it follows that
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)
(
yk(τ)−
∫
Ωk
ϕˆ(η, ω)gk(τ, η) dη
)
dτp(x) dx
=
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 pˆ(x, ω)(z(x) + l0(x)) dx+
∫
Γ
Q−12 pˆ(·, ω)(z + l1) dΓ. (1.179)
Equating (1.176) and (1.179), we nd
l̂(F )− cˆ−
m∑
k=1
∫
Ωk
∫
Ωk
r2k(τ)gk(τ, x)
∫
Ωk
ϕˆ(η, ω)gk(τ, η) dη dτp(x) dx
+
∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 l0(x)pˆ(x, ω) dx+
∫
Γ
Q−12 l1pˆ(·, ω) dΓ
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=∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 z(x)pˆ(x, ω) dx+
∫
Γ
Q−12 zpˆ(·, ω) dΓ. (1.180)
Next, sine ϕˆ(·, ω) and z satisfy, respetively, equalities (1.118)−(1.121) and (1.152)−(1.155),
these funtions also satisfy the identities
a(ϕˆ(·, ω), θ) =
∫
ΩR\Ω¯
χΩ0(x)
(
Q−11 pˆ(x, ω) + f0(x)
)
θ(x) dx+
∫
Γ
(
Q−12 pˆ(·, ω) + g0
)
θ dΓ
(1.181)
and
a∗(z, θ) = −
∫
ΩR\Ω¯
m∑
k=1
χΩk(x)
∫
Ωk
r2k(η)gk(η, x)
∫
Ωk
gk(η, ς)p(ς) dς dηθ(x) dx. (1.182)
Setting in (1.181) θ(x) = z(x) and in (1.182) θ(x) = ϕˆ(x, ω) and taking into aount
that a∗(z, ϕˆ(·, ω)) = a(ϕˆ(·, ω), z), we obtain∫
ΩR\Ω¯
χΩ0(x)Q
−1
1 pˆ(x, ω)z(x)dx+
∫
Γ
Q−12 pˆ(·, ω)z dΓ +
∫
Ω0
f0(x)z(x)dx+
∫
Γ
g0z dΓ
= −
∫
ΩR\Ω¯
m∑
k=1
χΩk(η)
∫
Ωk
r2k(τ)gk(τ, x)
∫
Ωk
gk(τ, η)ϕˆ(η, ω)) dη dτp(x) dx. (1.183)
From (1.180) and (1.183), it follows, in view of (1.151), that
l̂(F )−
∫
Ω0
z(x)f0(x) dx−
∫
Γ
zg0 dΓ−
∫
Ω0
l0(x)f0(x) dx−
∫
Γ
l1g0 dΓ
+
∫
Ω0
z(x)f0(x) dx+
∫
Γ
zg0 dΓ
=
∫
Ω0
l0(x)Q
−1
1 pˆ(x, ω) dx+
∫
Γ
l1Q
−1
2 pˆ(·, ω) dΓ,
thus
l̂(F ) =
∫
Ω0
l0(x)(f0(x) +Q
−1
1 pˆ(x, ω)) dx+
∫
Γ
l1(l1 +Q
−1
2 pˆ(·, ω)) dΓ
=
∫
Ω0
l0(x)fˆ(x) dx+
∫
Γ
l1gˆ dΓ = l(Fˆ ).
Remark 2. If we dene a minimax estimate Fˆ (x, ω) of the element5 F = (f, g)
as an estimate linear with respet to observations (1.56), whih is determined from
5
Here f and g are the funtions entering the statement of BVP (1.49)(1.52) and F = (f, g) ∈ G0.
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the ondition of minimum of the maximal mean square error of the estimate taken
over sets G0 and G1, then it may be established that, under ertain restritions on
G0 and G1, this minimax estimate of F oinides with the element Fˆ = (fˆ , gˆ), where
fˆ = Q−11 pˆ(x, ω) + f0(x) and gˆ = Q
−1
2 γDpˆ(·, ω) + g0, and the funtion pˆ = pˆ(·, ω) is
determined from the solution to problem (1.114)−(1.121).
Using Theorems 1.1−1.4 together with the solution tehniques employing the so-
alled DtN nite-elementmethods elaborated for problems (1.14)−(1.16) and (1.41)−(1.43),
one an onstrut algorithms of numerial solution to problems (1.76)−(1.83), (1.114)−(1.121),
and (1.152)−(1.159) and obtain the required minimax estimates.
Remark 3. All results of this setion remain valid in the three-dimensional ase. For
example, nding minimax estimates of the solutions to the BVPs for the Helmholtz
equation that desribe diration of aousti waves by an obstale Ω ∈ R3 an be redued
to the solution of integro-dierential equation systems (1.76)−(1.83) and (1.76)−(1.83);
the domain R2 \ Ω¯, should be replaed by R3 \ Ω¯, and plane domains Ωi, i = 1, k, on
whih observations are made should be onsidered, as well as supports Ω0 and ω0 of
funtions f and l0, as spatial domains. The Sommerfeld ondition
∂ϕ
∂r
− ikϕ = o(1/r1/2), r = |x| =
√
x21 + x
2
2, r →∞ (1.184)
should be replaed by
∂ϕ
∂r
− ikϕ = o(1/r), r = |x| =
√
x21 + x
2
2 + x
2
3, r →∞; (1.185)
operators M
(j)
k ψ dened on a irle ΓR should be replaed by the following operators
dened on a sphere ΓR of radius R
(M
(j)
k ψ)(R, θ, φ) :=
k
4π
∞∑
n=0
h
(j)′
n (kR)
h
(j)
n (kR)
m∑
n=−m
umnYmn(θ, φ), (1.186)
where (R, θ, φ) are the spherial oordinates of the point x = (x1, x2, x3) ∈ ΓR, umn =∫ pi
0
∫ 2pi
0 ψ(R, θ
′, φ′)Ymn(θ′, φ′) sin θ′ d θ′d φ′, h
(j)
n (x) are the spherial Hankel funtions
(j = 1, 2), Ymn(θ, φ) :=
1
2
√
(2n+1)(n−|m|)!
pi(n+|m|)! P
|m|
n (cos θ)eimφ are the normalized spher-
ial funtions, and Pmn (t) are the assoiated Legendre funtions (−n ≤ m ≤ n,
n = 0, 1, . . . ,∞); and formula (1.18) should be replaed by
ϕ(rP , θP , φP ) =
1
4π
∞∑
n=0
h
(1)
n (krP )
h
(1)
n (kR)
n∑
m=−n
umnYmn(θP , φP ), rP ≥ R. (1.187)
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Remark 4. The analysis performed in Setion 2 enables us to state that all the results
of this setion remain valid, for example, when in BVP (1.49)−(1.52) the Helmholtz
equation (1.50) is replaed by
− (∆ + k2n(x))ϕ(x) = f(x) in Rn \ Ω¯, (1.188)
where n = 2, 3, k = onst > 0, the funtion n ∈ C(Rn \ Ω) is positive in Rn \ Ω, and
n(x) = 1 in the domain ΩR0 \ Ω¯ for a ertain R0 > 0.
In this ase one has to hoose in the equation systems (1.76)−(1.83) and (1.114)−(1.121)
whih speify minimax mean-square estimates the value of R greater than R0, set k = k¯,
and replae in equations (1.77), (1.81), (1.115), and (1.119) k2 by k2n(x).
Note also that applying DtN nite-element methods to problems (1.76)−(1.83) and
(1.114)−(1.121) one an onstrut approximate methods of their solution.
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PART 2
Minimax estimation of the solutions to the boundary value prob-
lems from observations distributed on a system of surfaes. Redu-
tion to a surfae integral equation systems
2.1 Statement of the problem
Before to formulate the estimation problem whih is the subjet of analysis of the
present hapter, let us introdue the neessary notations and funtional spaes
Let Λ be losed or unlosed (n − 1)-dimensional Lipshitz surfae in Rn. By dΛ
we will denote the element of measure on surfae Λ and by L2(Λ) the spae of square
integrable funtions on Λ.
Let γ be an unlosed (n−1)-dimensional smooth C∞-surfae in Rn, ∂γ its boundary
whose points do not belong to γ, ∂γ∩γ = ∅, and γˆ a losed smooth C∞-surfae ((n−1)-
dimensional manifold without edge) that ontains γ, γ ⊂ γˆ, and divides Rn into two
domains, bounded and unbounded. Set
H1/2(γ) := {v|γ : v ∈ H1/2(γˆ)}.
The norm in spae H1/2(γ) is determined aording to the formula
v ∈ H1/2(γ) =⇒ ‖v‖H1/2(γ) = inf
V ∈H1/2(γˆ), V |γ=v
‖V ‖H1/2(γˆ).
Denote byH−1/2(γ) = (H1/2(γ))′ the spae dual toH1/2(γ). Below, the duality relation
< r, w >γ on H
−1/2(γ) × H1/2(γ) will be also denoted by ∫γ rw¯ dγ beause for this
relation the ondition (*) on page 8 is valid in whih Γ should be replaed by γ. Note
that the elements of H−1/2(γ) extended to γˆ \ γ by zero values belong to H−1/2(γˆ).
Let ρ(x) be a funtion regular on surfae γ whih is equivalent to the distane from
a point x to the boundary ∂γ of γ (this distane will be denoted by d(x, ∂γ)) in a
viinity
6
of ∂γ. Following [30℄ and [50℄ introdue the spae
H
1/2
0 0 (γ) := {u ∈ H1/2(γ), ρ−1/2u ∈ L2(γ)} = {u ∈ H1/2(γ), u˜ ∈ H1/2(γˆ)}
6
It means that limx→x0
ρ(x)
d(x,∂γ) = c = onst 6= 0 ∀x0 ∈ ∂γ. Suh funtions exist beause ∂γ is an innitely
dierentiable manifold [30℄.
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with the norm
||u||
H
1/2
0 0 (γ)
=
(
||u||2H1/2(γ) + ||ρ−1/2u||2L2(γ)
)1/2
,
where funtion u˜ denotes the extension of u by 0 on γˆ \ γ.
By
(
H
1/2
0 0 (γ)
)′
we will denote a spae onjugate to H
1/2
0 0 (γ). Then, in line with [50℄,
p. 43, we have(
H
1/2
0 0 (γ)
)′
= {f = f0 + f1, f0 ∈ H−1/2(γ), ρ1/2f1 ∈ L2(γ)}.
Now let us formulate the estimation problem. Assume that the state ϕ(x) of a
system is determined as a solution to the Neumann problem
7
ϕ ∈ H1
lo
((R3 \ Ω¯),∆), (2.1)
(∆ + k2)ϕ(x) = 0 in R3 \ Ω¯, (2.2)
∂ϕ
∂νA
= h on Γ, (2.3)
∂ϕ
∂r
− ikϕ = o(1/r), r = |x|, r →∞, (2.4)
where
8 Ω ∈ R3 is a bounded domain with a onneted omplement suh that ∂Ω = Γ
is a surfae of lass C2, h ∈ L2(Γ).
It is known that problem (2.1)−(2.4) is uniquely solvable.
Let γi, i = 1, N, be smooth simply-onneted oriented surfaes in R
3
with smooth
boundaries ∂γi, ∂γi∩γi = ∅, ontained in the domain R3 \ Ω¯ that have no intersetions
pairwise, γ¯i ∩ γ¯j = ∅, i 6= j, γ¯i ⊂ R3 \ Ω¯. Let the orientation of γi be determined by a
ontinuous family of normals ν(x), x ∈ γi.
Assume that on surfaes γi the following funtions are observed
y
(1)
i (x) =
∫
γi
K
(1,1)
i (x, y)ϕ(y) dγiy +
∫
γi
K
(1,2)
i (x, y)
∂ϕ(y)
∂ν
dγiy + η
(1)
i (x), (2.5)
y
(2)
i (x) =
∫
γi
K
(2,1)
i (x, y)ϕ(y) dγiy +
∫
γi
K
(2,2)
i (x, y)
∂ϕ(y)
∂ν
dγiy + η
(2)
i (x), (2.6)
7
In this hapter we will restrit ourselves to the ase n = 3. The results obtained for n = 3 remain valid for n = 2
after orresponding replaement of Sommerfeld radiation ondition and fundamental solution.
8
It is known (see [40℄, page 221) that there exists a uniquely determined ontinuous operator whih we denote by
∂
∂ν and whih maps spae H
1(Ω,∆) into spae H−1/2(Γ) and is suh that ∀u ∈ H1(Ω,∆), ∀v ∈ H1(Ω) the following
representation (Green's formula) holds:
∑n
i=1
∫
Ω
∂u
∂xi
∂v
∂xi
dx = − ∫Ω∆u v dx + ∫Γ ∂u∂ν v dΓ, where the integrals over Γ
should be understood as the duality relations < ∂u∂ν , µv > on H
−1/2(Γ) ×H1/2(Γ). This operator is alled the normal
derivative in relation to −∆; the operator ∂∂ν is dened by ∂u∂ν =
∑n
i,j=1
∂u
∂xj
cos(ν, xi) when u ∈ C∞(Ω¯), where ν is
the unit normal vetor of Γ external with respet to domain Ω and cos(ν, xi) is the ith diretional osine of ν.
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x ∈ γi, i = 1, N,
where ϕ(x) is the solution9 to BVP (2.1)−(2.3), η(1)i (x) and η(2)i (x) are the observa-
tion errors that are hoie funtions of random elds dened on surfaes γi; K
(r,j)
i ∈
L2(γi × γi), r, j = 1, 2, are funtions dened on γi × γi; and integral operators G(j)i
with kernels K
(j,2)
i (ξ, x) dened aording to
G
(j)
i ψ(x) =
∫
γi
K
(j,2)
i (ξ, x)ψ(ξ)dγiξ, j = 1, 2, (2.7)
are linear bounded operators ating from L2(γi) to H
1/2
0 0 (γi), i = 1, N (as an example
of suh kernels, one may take degenerated kernels K
(j,2)
i (ξ, x) =
∑l
r=1 a
(ij)
r (ξ)b
(ij)
r (x),
where a
(ij)
r ∈ L2(γi), b(ij)r ∈ H1/20 0 (γi)).
From the physial viewpoint, observations of the form (2.5), (2.6) enable one, e.g.
in stationary problems of hydro aoustis, to observe independently both the pressure
and the normal veloity omponent as well as their linear ombinations on a system of
surfaes γi, i = 1, N .
Denote by G0 the set of funtions h˜, h˜ ∈ L2(Γ) that satisfy the ondition∫
Γ
|h˜− h0|2q21dΓ ≤ 1, (2.8)
where h0 ∈ L2(Γ) is a given funtion. By G1 we denote the set of random vetor-
funtions η˜(·) = (η˜(1)1 (·), . . . , η˜(1)N (·), η˜(2)1 (·), . . . , η˜(2)N (·)); their omponents η˜(1)i (x) and
η˜
(2)
i (x) are random elds dened on surfaes γi, i = 1, N having square integrable
seond moments and satisfying the onditions
Eη˜
(1)
i (x) = 0, Eη˜
(2)
i (x) = 0, i = 1, N, (2.9)
N∑
i=1
∫
γi
E|η˜(1)i (x)|2
(
r
(1)
i (x)
)2
dγi +
N∑
i=1
∫
γi
E|η˜(2)i (x)|2
(
r
(2)
i (x)
)2
dγi ≤ 1, (2.10)
where q1(x), r
(1)
i (x), r
(2)
i (x), i = 1, N, are funtions ontinuous on Γ and γ¯i, respe-
tively, that do not vanish on these sets.
Assume also that in equalities (2.1)−(2.3) funtion h(x) and the seond moments
E|η(1)i (x)|2 and E|η(2)i (x)|2 of random elds η(1)i (x) and η(2)i (x) in observations (2.5) and
(2.6) are not known exatly, and it is known only that
h ∈ G0, η(·) = (η(1)1 , . . . , η(1)N (·), η(2)1 (·), . . . , η(2)N (·)) ∈ G1. (2.11)
9
Note that for any subdomain ω suh that ω¯ ∈ Ω, the solution ϕ to problem (2.1)−(2.3) belongs to H2(ω); therefore,
aording to the trae theorem, ϕ|γi , ∂ϕ(y)∂ν |γi ∈ L2(γi), i = 1, N, and integrals (2.5)−(2.6) make sense.
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Suppose that a funtion l0 ∈ L2(ω0) is dened in a domain ω0, ω¯0 ⊂ R3 \ Ω¯. The
problem is as follows: given observations (2.5), (2.6) of the state ϕ(x) of a system
desribed by the Neumann BVP (2.1)−(2.3) under the onditions that h ∈ G0 and
η ∈ G1, estimate the value of the linear funtional
l(ϕ) =
∫
ω0
l0(x)ϕ(x) dx (2.12)
in the lass of estimates linear with respet to observations that have the form
l̂(ϕ) =
N∑
i=1
∫
γi
(
u
(1)
i (x)y
(1)
i (x) + u
(2)
i (x)y
(2)
i (x)
)
dγi + c, (2.13)
where u
(1)
i , u
(2)
i ∈ L2(γi), i = 1, N, c ∈ C.
Put u := (u
(1)
1 , . . . , u
(1)
N , u
(2)
1 , . . . , u
(2)
N ) ∈ H :=
(
L2(γ1)× . . .× L2(γN)
)2
.
Denition 2.1. An estimate
l̂(ϕ) =
N∑
i=1
∫
γi
(
uˆ
(1)
i (x)y
(1)
i (x) + uˆ
(2)
i (x)y
(2)
i (x)
)
dγi + cˆ,
in whih funtions uˆ
(1)
i , uˆ
(2)
i and number cˆ are determined from the ondition
sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2 → inf
u∈H, c∈C
, (2.14)
where
l̂(ϕ˜) =
N∑
i=1
∫
γi
(
u
(1)
i (x)y˜
(1)
i (x) + u
(2)
i (x)y˜
(2)
i (x)
)
dγi + c, (2.15)
y˜
(1)
i (x) =
∫
γi
K
(1,1)
i (x, y)ϕ˜(y) dγiy +
∫
γi
K
(1,2)
i (x, y)
∂ϕ˜(y)
∂ν
dγiy + η˜
(1)
i (x), (2.16)
y˜
(2)
i (x) =
∫
γi
K
(2,1)
i (x, y)ϕ˜(y) dγiy +
∫
γi
K
(2,2)
i (x, y)
∂ϕ˜(y)
∂ν
dγiy + η˜
(2)
i (x), (2.17)
x ∈ γi, i = 1, N,
and ϕ˜(x) is the solution to the Neumann BVP at h = h˜, will be alled a minimax
estimate of expression (2.12).
The quantity
σ := { sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2}1/2 (2.18)
will be alled the error of the minimax estimation of l(ϕ).
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2.2 Auxiliary statements
In this setion we will prove that nding the minimax estimate is equivalent to a ertain
problem of optimal ontrol of a system desribed by ellipti equations with onjugation
onditions on surfaes γi, i = 1, N.
In order to state the onjugation problems under study and prove the existene of
their solutions it is neessary to introdue the orresponding Sobolev spaes and trae
theorems for surfaes with edges. First, let us formulate several denitions.
For f ∈ D(Rn) the funtion u(x) := ∫
Rn
Φk(x, y)f(y)dy solves −∆u−k2u = f (and
omplies with Sommerfeld radiation onditions). Here
Φk(x, y) =
{
i
4H
(1)
0 (k|x− y|) in R2,
1
4pi
eik|x−y|
|x−y| in R
3
is the fundamental solution to the Helmholtz operator.
Introdue the Newton potential operator (Nkf)(x) :=
∫
Rn
Φk(x, y)f(y)dy.
Lemma. (see, for example, [6℄) Nk an be extended to a bounded operator Nk :
H−1
omp
(Rn)→ H1
lo
(Rn).
For ψ, χ ∈ C(Γ) introdue the funtions
(VkΓψ)(x) :=
∫
Γ
Φk(x, y)ψ(y) dΓy, (2.19)
(WkΓχ)(x) :=
∫
Γ
∂Φk(x, y)
∂νy
χ(y) dΓy, x /∈ Γ, (2.20)
alled the single and double layer potentials. Let us formulate the results ontained in
[50℄ in the following form.
Lemma. VkΓ andWkΓ an be extended to bounded operators VkΓ : H−1/2(Γ)→ H1
lo
(R3)∩
H1
lo
(
Ω ∪ (R3 \ Ω¯),∆) and WkΓ : H1/2(Γ)→ H1
lo
(
Ω ∪ (R3 \ Ω¯),∆) .10
Let γ0 be a smooth bounded oriented simply-onneted unlosed smooth surfae in
R
3
with a smooth boundary ∂γ0, ∂γ0 ∩ γ0 = ∅. Let its orientation be speied by a
ontinuous family of unit normals ν(x), x ∈ γ0. Denote by Ω0 suh a bounded open
set in R3 with a smooth boundary ∂Ω0 =: γˆ0 ontaining surfae γ0 that the normal
10
Here, the boundedness of, e.g., the operator VkΓ : H−1/2(Γ) → H1
lo
(R3) means that for any uto funtion
α ∈ C∞
omp
(R3) the operator αVkΓ : H−1/2(Γ)→ H1(R3) is bounded.
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vetor ν to γ0 is direted outside Ω0; by γ0− we denote the side of γ0, whose orientation
oinides with that of the external side of surfae ∂Ω0 and by γ0+ the opposite side of
∂Ω0.
Let γ1, . . . , γN be the surfaes of the type introdued above (see p. 46) with the sides
γ1+, γ1−, . . . , γN+, γN− respetively.
Set Ω′ = (R3 \ Ω¯) \ ∪Ni=1γ¯i and for any funtion v dened in Ω′ denote by v|γi+ and
v|γi− the restrition of v to γi+ and to γi−, i = 1, N, respetively.
Assume that the funtions g, g˜ ∈ H0
omp
(Ω′) =: L2comp(Ω
′), α, α˜ ∈ H−1/2(Γ), ω(1)i , ̺(1)i ∈
H
1/2
0 0 (γi), and ω
(2)
i , ̺
(2)
i ∈ H−1/2(γi), i = 1, N are dened in domain Ω′.
Consider two problems.
1. Find funtion u that satises the onditions
u ∈ H1
lo
(Ω′,∆), (2.21)
− (∆ + k2)u(x) = g(x) in Ω′, (2.22)
∂u
∂ν
= α on Γ, (2.23)
[u]γi = ω
(1)
i on γi, i = 1, N, (2.24)[
∂u
∂ν
]
γi
= ω
(2)
i on γi, i = 1, N. (2.25)
∂u
∂r
− iku = o(1/r), r = |x|, r →∞, if Imk ≥ 0. (2.26)
Here [u]γ0 = u|γi+ − u|γi− ∈ H1/20 0 (γi), u|γi+, u|γi− ∈ H1/2(γi),
[
∂u
∂ν
]
γi
= ∂u∂ν
∣∣
γi+
−
∂u
∂ν
∣∣
γi−
∈ H−1/2(γi), ∂u∂ν
∣∣
γi+
, ∂u∂ν
∣∣
γi−
∈
(
H
1/2
0 0 (γi)
)′
, i = 1, N, ∂u∂ν
∣∣
Γ
∈ H−1/2(Γ), and
(2.22)−(2.25) should be understood as equalities of elements from spaes, respetively,
L2(Ω′), H−1/2(Γ), H1/20 0 (γi), and H
−1/2(γi), i = 1, N .
2. Find funtion v that satises the onditions
v ∈ H1
lo
(Ω′,∆), (2.27)
− (∆ + k¯2)v(x) = g˜(x) in Ω′, (2.28)
∂v
∂ν
= α˜ on Γ, (2.29)
[v]γi = ̺
(1)
i on γi, i = 1, N, (2.30)
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[
∂v
∂ν
]
γi
= ̺
(2)
i on γi, i = 1, N. (2.31)
∂v
∂r
+ ik¯u = o(1/r), r = |x|, r →∞, (2.32)
where [v]γ0 = v|γi+ − v|γi− ∈ H1/20 0 (γi), v|γi+, v|γi− ∈ H1/2(γi),
[
∂v
∂ν
]
γi
= ∂v
∂ν
∣∣
γi+
− ∂v
∂ν
∣∣
γi−
∈
H−1/2(γi), ∂v∂ν
∣∣
γi+
, ∂v∂ν
∣∣
γi−
∈
(
H
1/2
0 0 (γi)
)′
, i = 1, N, ∂v∂ν
∣∣
Γ
∈ H−1/2(Γ), and (2.28)−(2.31)
should be understood as equalities of elements from the orresponding spaes.
Remark 5. The hoie of spaes for problems 1 and 2 is governed by the trae theorems
(see [50℄, pp. 44, 45 and [40℄, pp. 180, 181).
In order to prove the existene and uniqueness of solutions to problems 1 and 2 we
formulate one more known result. Namely, let γ0 and γˆ0 be the surfaes introdued on
p. 50. By virtue of the denition of spaes H
1/2
0 0 (γ0) and H
−1/2(γ0), the elements of
these spaes extended by zero on γˆ0 \ γ0 are the elements of H1/2(γˆ0) and H−1/2(γˆ0),
respetively.
Set
X1γ0 := {u ∈ D′(R3), u ∈ H1(ΩR \ γ¯0), ∆u ∈ H1(ΩR \ γ¯0) ∀ suiently large R}.
(2.33)
If the tilde sign marks the zero extension on γˆ0 \ γ¯0 of an element dened on γ0, the
following statement holds.
Theorem 2.1. Let ρ ∈ H1/20 0 (γ0) and ρ′ ∈ H−1/2(γ0). ThenWkγ0ρ :=Wkγˆ0ρ˜ and Vkγ0ρ′ :=
Vkγˆ0ρ˜′ belong to X1γ0, and Vρ′ ∈ H1(R3).
Formulate the BVP: nd u ∈ H1loc(R3 \ γ¯0) satisfying
u ∈ H1loc(R3 \ γ¯0), (2.34)
∆u(x) + k2u(x) = 0 in R3 \ γ¯0, (2.35)
[u]γ0 = ρ,
[
∂u
∂ν
]
γ0
= ρ′, (2.36)
∂u
∂r
− iku = o(1/r), r = |x|, r →∞. (2.37)
The next statement is an immediate orollary of the last theorem.
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Theorem 2.2. Let ρ ∈ H1/20 0 (γ0) and ρ′ ∈ H−1/2(γ0). Then BVP (2.34)−(2.37) has a
unique solution u ∈ X1γ0 whih, for x outside γ0, an be given by the formula
u = Vkγ0ρ′ −Wkγ0ρ. (2.38)
Here [u]γ0 = u|γ0+ − u|γ0− ∈ H1/20 0 (γ0), u|γ0+, u|γ0− ∈ H1/2(γ0),
[
∂u
∂νA
]
γ0
= ∂u
∂νA
∣∣∣
γ0+
−
∂u
∂νA
∣∣∣
γ0−
∈ H−1/2(γ0), and ∂u∂νA
∣∣∣
γ0+
, ∂u∂νA
∣∣∣
γ0−
∈
(
H
1/2
0 0 (γ0)
)′
.
Now let us prove, e.g. for problem 2, that the following statement is valid.
Theorem 2.3. BVP (2.27)−(2.32) is uniquely solvable and the estimate
‖v‖H1(Ω′∩ΩR) ≤ C0
(
‖g˜‖H−1(Ω0) + ‖α˜‖H−1/2(Γ)
+
N∑
i=1
‖̺(1)i ‖H1/20 0 (γi) +
N∑
i=1
‖̺(2)i ‖H−1/2(γi)
)
, (2.39)
holds, where Ω0 is the support of funtion g˜ and C0 is a onstant whih does not depend
on g˜, α˜, ̺
(1)
i , and ̺
(2)
i , i = 1, N.
Proof. Set
v1(x) =
N∑
i=1
V−k¯γi ̺(2)i (x)−
N∑
i=1
W−k¯γi ̺(1)i (x), x ∈ R3 \ (∪Ni=1γ¯i).
where, in aordane with denition on page 51, V−k¯γi and W−k¯γi are single and double
layer potentials determined on unlosed surfaes γi, i = 1, N, orresponding to the wave
number −k¯. Then by theorem 2.2, funtion v1(x) is the unique solution to the problem
v1 ∈ X1∪Ni=1γi, (2.40)
− (∆ + k¯2)v1(x) = 0 in Ω′, (2.41)
∂v1
∂ν
= 0 on Γ, (2.42)
[v1]γi = ̺
(1)
i on γi, i = 1, N, (2.43)[
∂v1
∂ν
]
γi
= ̺
(2)
i on γi, i = 1, N. (2.44)
∂v1
∂r
+ ik¯v1 = o(1/r), r = |x|, r →∞, (2.45)
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Here [v1]γ0 = v1|γi+ − v1|γi− ∈ H1/20 0 (γi), v1|γi+, v1|γi− ∈ H1/2(γi),
[
∂v1
∂ν
]
γi
= ∂v1∂ν
∣∣
γi+
−
∂v1
∂ν
∣∣
γi−
∈ H−1/2(γi), ∂v1∂ν
∣∣
γi+
, ∂v1∂ν
∣∣
γi−
∈
(
H
1/2
0 0 (γi)
)′
, i = 1, N, and ∂v1∂ν
∣∣
Γ
∈ H−1/2(Γ).
Denote by v2 the unique solution to the problem
v2 ∈ H1
lo
(
(R3 \ Ω¯),∆) (2.46)
− (∆ + k¯2)v2(x) = 0, x ∈ R3 \ Ω¯, (2.47)
∂v2
∂ν
= −∂v1
∂ν
on Γ, (2.48)
∂v2
∂r
+ ik¯v2 = o(1/r), r = |x|, r →∞, (2.49)
and by v3 the unique solution to the problem
v3 ∈ H1
lo
(
(R3 \ Ω¯),∆) (2.50)
− (∆ + k¯2)v3(x) = g˜, x ∈ R3 \ Ω¯, (2.51)
∂v3
∂ν
= α˜ on Γ, (2.52)
∂v3
∂r
+ ik¯v3 = o(1/r), r = |x|, r →∞. (2.53)
Then the funtion
v(x) = v1(x) + v2(x) + v3(x) (2.54)
will be the unique solution to problem (2.28)−(2.32). From equalities V−k¯γi ̺
(2)
i (x) =
V−k¯γˆi ˜̺
(2)
i (x) andW−k¯γi ̺(2)i (x) =W−k¯γˆi ˜̺
(2)
i (x), and boundedness of operstors V−k¯γˆi andW−k¯γˆi
in the orresponding spaes, we obtain the following estimates for v1
11
‖v1‖H1(Ω′∩ΩR,∆) ≤ C1
N∑
i=1
‖ ˜̺(1)i ‖H1/2(γˆi), ‖v1‖H1(Ω′∩ΩR,∆) ≤ C2
N∑
i=1
‖ ˜̺(2)i ‖H−1/2(γˆi)
and hene
‖v1‖H1(Ω′∩ΩR,∆) ≤ C3
(
N∑
i=1
‖̺(1)i ‖H1/20 0 (γi) + 2
N∑
i=1
‖̺(2)i ‖H−1/2(γi)
)
. (2.55)
For funtions v2 and v3 we apply estimate (1.34) to obtain
‖v2‖H1(ΩR\Ω¯) ≤ C4‖γNv1‖H−1/2(Γ), (2.56)
11
Here and below Ci are onstants that do not depend on the data of the problems in question.
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‖v3‖H1(ΩR\Ω¯) ≤ C5
(‖g˜‖H−1(ΩR\Ω¯) + ‖α˜‖H−1/2(Γ)) . (2.57)
Using the trae theorem ([40℄, pp. 180, 181) and (2.55), we prove the estimates
‖γNv1‖H−1/2(Γ) ≤ C5‖v1‖H1(Ω′∩ΩR,∆) ≤ C6
(
N∑
i=1
‖̺(1)i ‖H1/20 0 (γi) +
N∑
i=1
‖̺(2)i ‖H−1/2(γi)
)
.
(2.58)
From (2.54)−(2.58) it follows that
‖v‖H1(Ω′∩ΩR) ≤ C0
(
‖g˜‖H−1(Ω′∩ΩR) + ‖α˜‖H−1/2(Γ)
+
N∑
i=1
‖̺(1)i ‖H1/20 0 (γi) +
N∑
i=1
‖̺(2)i ‖H−1/2(γi)
)
.
For problem 1 the orresponding theorem is obtained in a similar manner.
2.3 General form of the guaranteed estimates and expression for the esti-
mation error
Introdue, for every xed u ∈ H = (L2(γ1)× . . .× L2(γN))2 the funtion z(x; u) as a
solution to the problem
z ∈ H1
lo
(Ω′,∆), (2.59)
− (∆ + k¯2)z(x; u) = χω0(x)l0(x) in Ω′, (2.60)
∂z
∂νA∗
= 0 on Γ, (2.61)
[z(x; u)]γi =
∫
γi
[
K
(1,2)
i (ξ, x)u
(1)
i (ξ) +K
(2,2)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ ,[
∂z(x; u)
∂νA∗
]
γi
= −
∫
γi
[
K
(1,1)
i (ξ, x)u
(1)
i (ξ) +K
(2,1)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ (2.62)
on γi, i = 1, N.
∂z(x; u)
∂r
+ ik¯z(x; u) = o(1/r), r = |x|, r →∞. (2.63)
Lemma 2.1. Finding the minimax estimate of l(ϕ) is equivalent to the problem of
optimal ontrol of the system desribed by BVP (2.59)−(2.63) with the ost funtion
I(u
(1)
1 , . . . , u
(1)
N , u
(2)
1 , . . . , u
(2)
N ) =
∫
Γ
q−21 (x)z
2(x; u) dΓ
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+N∑
i=1
∫
γi
(r
(1)
i (x))
−2(u(1)i (x))
2dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2(u(2)i (x))
2dγi → min
u∈H
. (2.64)
Proof. Denote by Ωi an open subdomain in R
3\Ω¯ (Ω¯i ⊂ R3\Ω¯) suh that ∂Ωi ontains
γi, its boundary ∂Ωi is simply-onneted and smooth, and the normal vetor ν to γi is
direted outside Ωi. We also assume that Ωi ∩ Ωj = ∅ for all i 6= j, i, j = 1, N.
Set Ω˜R := (ΩR \ Ω¯) \ ∪Ni=1Ω¯i (R is assumed to be suiently large), γˆi = ∂Ωi and
denote by γˆi− and γˆi+ the external and internal sides of surfae γˆi. Next, simplifying
the notation in the surfae integrals, denote by z+,
(
∂z
∂νA∗
)
+
and z−,
(
∂z
∂νA∗
)
−
the traes
z|γk+ , ∂z∂νA∗
∣∣∣
γk+
(or z|γˆk+ , ∂z∂νA∗
∣∣∣
γˆk+
) and z|γk−, ∂z∂νA∗
∣∣∣
γk−
(or z|γˆk− , ∂u∂νA∗
∣∣∣
γˆk−
) of funtions
z(x; u) or ∂z(x;u)
∂νA∗
on sides γk+ (or γˆk+) and γk− (or γˆk−) of surfae γk (or γˆk).
Taking into onsideration relationships (2.15)−(2.17), (2.59)−(2.63), and applying
to ϕ˜(x) and z(x; u) in domains Ωi, i = 1, N, and Ω˜R the seond Green formula
12
, we
obtain, using the equalities [z(·; u)]γˆi\γi =
[
∂z(·;u)
∂ν
]
γˆi\γ¯i
= 0,
l(ϕ˜)− l̂(ϕ˜) =
=
∫
ω0
l0(x)ϕ˜(x) dx−
N∑
i=1
∫
γix
(
u
(1)
i (x)y˜
(1)
i (x) + u
(2)
i (x)y˜
(2)
i (x)
)
dγi − c
=
∫
Ω˜R
χω0(x)l0(x)ϕ˜(x) dx+
N∑
i=1
∫
Ωi
χω0(x)l0(x)ϕ˜(x) dx
−
N∑
i=1
∫
γix
(
u
(1)
i (x)y˜
(1)
i (x) + u
(2)
i (x)y˜
(2)
i (x)
)
dγi − c
= −
∫
Ω˜R
ϕ˜(x)(∆ + k¯2)z(x; u) dx−
N∑
i=1
∫
Ωi
ϕ˜(x)(∆ + k¯2)z(x; u) dx
−
N∑
i=1
∫
γi
u
(1)
i (x)
[∫
γi
K
(1,1)
i (x, ξ)ϕ˜(ξ) dγiξ +
∫
γi
K
(1,2)
i (x, ξ)
∂ϕ˜(ξ)
∂νA∗
dγiξ
]
dγix
−
N∑
i=1
∫
γi
u
(2)
i (x)
[∫
γi
K
(2,1)
i (x, ξ)ϕ˜(ξ) dγiξ +
∫
γi
K
(2,2)
i (x, ξ)
∂ϕ˜(ξ)
∂νA∗
dγiξ
]
dγix
12
One an apply the seond Green formula beause z(·;u), ϕ ∈ H1(Ω˜R), z(·;u), ϕ ∈ H1(Ωi), i = 1, N, and ∆z, ∆ϕ ∈
L2(Ω˜R), ∆z, ∆ϕ ∈ L2(Ωi), i = 1, N,
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−
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi −
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi − c
= −
∫
Ω˜R
(∆ + k2)ϕ˜(x)z(x; u)dx+
∫
Γ
z
∂ϕ˜
∂ν
dΓ−
N∑
i=1
∫
Ωi
(∆ + k2)ϕ˜(x)z(x; u)dx
−
N∑
i=1
∫
γˆi
(
z−(x; u)
∂ϕ˜(x)
∂ν
− ϕ˜(x)
(
∂z(x; u)
∂ν
)
−
)
dγˆi
+
N∑
i=1
∫
γˆi
(
z+(x; u)
∂ϕ˜(x)
∂ν
− ϕ˜(x)
(
∂z(x; u)
∂ν
)
+
)
dγˆi +ΣR(z(·; u), ϕ˜)
−
N∑
i=1
∫
γi
ϕ˜(ξ)
∫
γi
[
K
(1,1)
i (x, ξ)u
(1)
i (x) +K
(2,1)
i (x, ξ)u
(2)
i (x)
]
dγix dγiξ
−
N∑
i=1
∫
γi
∂ϕ˜(ξ)
∂ν
∫
γi
[
K
(1,2)
i (x, ξ)u
(1)
i (x) +K
(2,2)
i (x, ξ)u
(2)
i (x)
]
dγix dγiξ
−
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi −
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi − c
=
∫
Γ
zh˜ dΓ +
N∑
i=1
∫
γi
(z+(x, u)− z−(x, u))∂ϕ˜(x)
∂ν
dγˆi
−
N∑
i=1
∫
γi
[(
∂z(x, u)
∂ν
)
+
−
(
∂z(x, u)
∂ν
)
−
]
ϕ˜(x) dγˆi
−
N∑
i=1
∫
γi
ϕ˜(x)
∫
γi
[
K
(1,1)
i (ξ, x)u
(1)
i (ξ) +K
(2,1)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ dγix + ΣR(z(·; u), ϕ˜)
−
N∑
i=1
∫
γi
∂ϕ˜(x)
∂ν
∫
γi
[
K
(1,2)
i (ξ, x)u
(1)
i (ξ) +K
(2,2)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ dγix
−
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi −
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi − c
=
∫
Γ
h˜z dΓ + ΣR(z(·; u), ϕ˜)
−
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi −
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi − c, (2.65)
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where by ΣR(z(·; u), ϕ˜) we denote
ΣR(z(·; u), ϕ˜) :=
∫
ΓR
(
z(x; u)
∂ϕ˜(x)
∂ν
− ϕ˜(x)
(
∂z(x; u)
∂ν
))
dΓR
Sine z(·; u) and ϕ˜ satisfy, respetively, the Sommerfeld radiation onditions (2.63) and
(2.4) we obtain an estimate for ΣR(z(·; u), ϕ˜),
ΣR(z(·; u), ϕ˜) =
∫
ΓR
z(x; u)
(
∂ϕ˜(x)
∂R
− ikϕ(x)
)
dΓR
−
∫
ΓR
ϕ˜(x)
(
∂z(x; u)
∂R
+ ik¯z(x; u)
)
dΓR
=
∫
ΓR
O(1/R)o(1/R)dΓR −
∫
ΓR
O(1/R)o(1/R)dΓR = o(1) ïðè R→∞.
From here, passing to the limit as R→∞ in (2.65), we obtain
l(ϕ˜)− l̂(ϕ˜) =
∫
Γ
h˜z(·; u) dΓ
−
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi −
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi − c,
The latter equalities together with onditions (2.9)−(2.10) and the known relation
Dξ = Eξ2− |Eξ|2 that ouples dispersion Dξ of random variable ξ and its expetation
Eξ, yield
inf
c∈C
sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2 =
= inf
c∈C
sup
h˜∈G0
∣∣∣∫
Ω
∫
Γ
h˜z(·; u) dΓ− c
∣∣∣2
+ sup
η˜∈G1
E
∣∣∣ N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi +
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi
∣∣∣2. (2.66)
In order to alulate the supremum in the right-hand side of (2.66) make use of the
Cauhy−Bunyakovsky inequality. Introduing the notation
y =
∫
Γ
(h˜− h0)z(·; u) dΓ,
we prove, using relation (2.8), the inequality
|y| ≤
{∫
Γ
q−21 (x)|z(x; u)|2 dΓ
}1
2 ×
{∫
Γ
|h˜− h0|2q21dΓ
} 1
2
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≤
{∫
Γ
q−21 (x)|z(x; u)|2 dΓ
}1
2
:= a,
in whih the equality holds at h˜ ∈ G0 and
h˜(·) = ±q
−2
1 (·)z(·; u) |Γ
a
+ h0. (2.67)
Therefore,
inf
c∈C
sup
h˜∈G0
∣∣∣∫
Γ
h˜z(·; u) dΓ− c
∣∣∣2
= inf
c∈C
sup
|y|≤a
|y +
∫
Γ
z(·; u)h0 dΓ− c|2 = a2 =
∫
Γ
q−21 (x)|z(x; u)|2 dΓ
at
c =
∫
Γ
z(·; u)h0 dΓ. (2.68)
Similarly,
sup
η˜∈G1
E
∣∣∣∣∣
N∑
i=1
∫
γi
u
(1)
i (x)η˜
(1)
i (x) dγi +
N∑
i=1
∫
γi
u
(2)
i (x)η˜
(2)
i (x) dγi
∣∣∣∣∣
2
≤
N∑
i=1
∫
γi
(r
(1)
i (x))
−2|u(1)i (x)|2dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2|u(2)i (x)|2dγi.
It is easy to see that in this inequality, the equality holds when η˜ is a random vetor-
funtion with the omponents
η˜
(1)
i (x) =
ξ (r
(1)
i (x))
−2u(1)i (x)[∑N
i=1
∫
γi
(r
(1)
i (x))
−2|u(1)i (x)|2dγi +
∑N
i=1
∫
γi
(r
(2)
i (x))
−2|u(2)i (x)|2dγi
]1/2 ,
η˜
(2)
i (x) =
ξ (r
(2)
i (x))
−2u(2)i (x)[∑N
i=1
∫
γi
(r
(1)
i (x))
−2|u(1)i (x)|2dγi +
∑N
i=1
∫
γi
(r
(2)
i (x))
−2|u(2)i (x)|2dγi
]1/2 ,
(2.69)
where ξ is a random value suh that Eξ = 0 and Eξ2 = 1. The latter fats yield
inf
c∈C
sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2 = I(u(1)1 , . . . , u(1)m1, u
(2)
1 , . . . , u
(2)
m2
),
where funtional I is determined aording to (2.64) and the inmum with respet to
c is attained at c =
∫
Γ z(·; u)h0 dΓ. The lemma is proved.
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Solving the optimal ontrol problem (2.59)−(2.64), we arrive at the following state-
ment.
Theorem 2.4. The minimax estimate of the value of funtional l(ϕ) has the form
l̂(ϕ) =
N∑
i=1
∫
γi
(
uˆ
(1)
i (x)y
(1)
i (x) + uˆ
(2)
i (x)y
(2)
i (x)
)
dγi + cˆ, (2.70)
where
cˆ =
∫
Γ
zh0 dΓ, (2.71)
uˆ
(1)
i (x) = (r
(1)
i (x))
2
∫
γi
[
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ , (2.72)
uˆ
(2)
i (x) = (r
(2)
i (x))
2
∫
γi
[
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ , i = 1, N,
and funtion p(x) is determined from the solution to the problem
z ∈ H1loc(Ω′,∆), (2.73)
− (∆ + k¯2)z(x) = χω0(x)l0(x) in Ω′, (2.74)
∂z
∂ν
= 0 on Γ, (2.75)
[z(x)]γi =
∫
γi
[
K
(1,2)
i (ξ, x)uˆ
(1)
i (ξ) +K
(2,2)
i (ξ, x)uˆ
(2)
i (ξ)
]
dγiξ , (2.76)[
∂z(x)
∂ν
]
γi
=
= −
∫
γi
[
K
(1,1)
i (ξ, x)uˆ
(1)
i (ξ) +K
(2,1)
i (ξ, x)uˆ
(2)
i (ξ)
]
dγiξ on γi, i = 1, N, (2.77)
∂z(x)
∂r
+ ik¯z(x) = o(1/r), r = |x|, r →∞, (2.78)
p ∈ H1loc(Ω′,∆), (2.79)
(∆ + k2)p(x) = 0 in Ω′, (2.80)
∂p
∂ν
= q−21 z on Γ, (2.81)
[p]γi = 0,
[
∂p
∂ν
]
γi
= 0, i = 1, N. (2.82)
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∂p(x)
∂r
− ikp(x) = o(1/r), r = |x|, r →∞. (2.83)
where in (2.72) p(y) and ∂p(y)∂ν denote the values of the traes of funtions p and
boundary values of its onormal derivatives on dierent sides of surfae γi. Also,
p|γi ∂p(y)∂ν |γi ∈ L2(γi), i = 1, N. Problem (2.72)−(2.83) is uniquely solvable.
The error σ of the minimax estimation of l(ϕ) is given by the formula
σ = [l(p)]1/2 =
(∫
ω0
l0(x)p(x) dx
)1/2
. (2.84)
Note that if we replae in (2.76) and (2.77) uˆ
(1)
i (x) and uˆ
(2)
i (x), i = 1, N, by their
expressions in the right-hand sides of (2.72), then these funtions may be exluded from
the equality system (2.73)−(2.83).
Proof. Let us show that I(u) is a quadrati funtion on H. Indeed, sine the solution
z(x; u) to problem (2.59)−(2.62) an be represented as z(x; u) = z˜(x; u)+z0(x), where
z˜(x; u) is the solution to this problem at l0(x) ≡ 0 and z˜0(x) is the solution to the
problem
z0 ∈ H1loc(Ω′,∆), (2.85)
− (∆ + k¯2)z0(x) = χω0(x)l0(x) in Ω′, (2.86)
∂z0
∂ν
= 0 on Γ, (2.87)
[z0(x)]γi = 0 on γi, i = 1, N,[
∂z0(x)
∂ν
]
γi
= 0 on γi, i = 1, N, (2.88)
∂z0(x)
∂r
+ ik¯z0(x) = o(1/r), r = |x|, r →∞, (2.89)
funtional I(u) an be represented as
I(u) = I˜(u) + L(u) +
∫
Γ
q−21 |z0|2 dΓ,
where
I˜(u) =
∫
Γ
q−21 (x)|z˜2(x; u)| dΓ
+
N∑
i=1
∫
γi
(r
(1)
i (x))
−2|u(1)i (x)|2dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2|u(2)i (x)|2dγi,
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L(u) = 2 Re
∫
Γ
q−21 (x)z˜(x; u)z0(x) dΓ.
From inequality (2.39) and our assumptions onerning operators of the form (2.7),
we dedue, taking into aount that ‖ · ‖H−1/2(γi) ≤ c‖ · ‖L2(γi) (c = onst > 0), the
inequality
‖z˜(·; u)‖H1(Ω′R) ≤
( N∑
i=1
∥∥∥∫
γi
[
K
(1,2)
i (ξ, x)u
(1)
i (ξ) +K
(2,2)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ
∥∥∥2
H
1/2
0 0 (γi)
)1/2
(2.90)
+
( N∑
i=1
∥∥∥∫
γi
[
K
(1,1)
i (ξ, x)u
(1)
i (ξ) +K
(2,1)
i (ξ, x)u
(2)
i (ξ)
]
dγiξ
∥∥∥2
H−1/2(γi)
)1/2
≤ c1‖u‖H ,
where c1 = onst that does not depend on u. Taking into aount (2.90) and the
trae theorem from [1℄, we see that u → γDz˜(·; u) is a bounded linear operator that
maps Hilbert spae H in H1/2)(Γ). From the latter statement, it follows that I˜(u) is a
quadrati form whih orresponds to a semi-linear ontinuous Hermitian form
π(u, v) :=
∫
Γ
q−21 (x)z˜(x; u)z˜(x; v)dΓ
+
N∑
i=1
∫
γi
(r
(1)
i (x))
−2u(1)i (x)v
(1)
i (x)dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2u(2)i (x)v
(2)
i (x)dγi,
and L(u) a linear ontinuous funtional dened on H. Moreover, sine
I˜(u) ≥
N∑
i=1
∫
γi
(r
(1)
i (x))
−2|u(1)i (x)|2dγi
+
N∑
i=1
∫
γi
(r
(2)
i (x))
−2|u(2)i (x)|2dγi ≥ c‖u‖H ∀u ∈ H, =onst,
we obtain, using Remark 1.1 to Theorem 1.1 from [1℄, that there exists one and only
one element uˆ = (uˆ
(1)
1 , . . . , uˆ
(1)
N , uˆ
(2)
1 , . . . , uˆ
(2)
N ) ∈ H suh that ùî
I(uˆ) = inf
u∈H
I(u).
Therefore, for any xed v ∈ H and τ ∈ R1, the funtion s(τ) := I(uˆ + τv) has only
one minimum point τ = 0, so that
d
dτ
I(uˆ+ τv) |τ=0 = 0.
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This yields
0 =
1
2
d
dτ
I(uˆ+ τv) |τ=0 = limτ→0
1
2τ
(I(uˆ+ τv)− I(uˆ))
= lim
τ→0
1
2τ
∫
Γ
q−2(x)
(
z(x; uˆ+ τv)z(x; uˆ+ τv)− z(x; uˆ)z(x; uˆ)
)
dΓ
+ lim
τ→0
1
2τ
N∑
i=1
∫
γi
(r
(1)
i (x))
−2
[(
uˆ
(1)
i (x) + τv
(1)
i (x)
)(
uˆ
(1)
i (x) + τv
(1)
i (x)
)
−uˆ(1)i (x)uˆ(1)i (x)
]
dγi
+ lim
τ→0
1
2τ
N∑
i=1
∫
γi
(r
(2)
i (x))
−2
[(
uˆ
(2)
i (x) + τv
(2)
i (x)
)(
uˆ
(2)
i (x) + τv
(2)
i (x)
)
−uˆ(2)i (x)uˆ(2)i (x)
]
dγi.
Calulate the rst limit in the right-hand side of the last relationship. Taking into
notie the notation for z˜(x; v) and the equality z(x; uˆ + τv) = z(x; uˆ) + τ z˜(x; v), we
have
lim
τ→0
1
2τ
∫
Γ
q−2(x)
(
z(x; uˆ+ τv)z(x; uˆ+ τv)− z(x; uˆ)z(x; uˆ)
)
dΓ
= lim
τ→0
1
2τ
∫
Γ
q−2(x)
[
2τRe (z(·; uˆ)z˜(·; v)) + O(τ 2)
]
dΓ
= Re
∫
Γ
q−21 (x)z(x; uˆ)z˜(x; v)dΓ.
Performing similar alulations for the remaining limits we obtain
0 = Re
∫
Γ
q−21 (x)z(x; uˆ)z˜(x; v)dΓ +
N∑
i=1
Re
∫
γi
(r
(1)
i (x))
−2uˆ(1)i (x)v
(1)
i (x)dγi
+
N∑
i=1
Re
∫
γi
(r
(2)
i (x))
−2uˆ(2)i (x)v
(2)
i (x)dγi. (2.91)
On the other side, for any xed v ∈ H and τ ∈ R1, the funtion s1(τ1) := I(uˆ+ iτ1v)
has the unique minimum point at τ1 = 0, so that
d
dτ1
I(uˆ+ iτ1v) |τ1=0 = 0,
whih yields
0 = Im
∫
Γ
q−21 (x)z(x; uˆ)z˜(x; v)dΓ +
N∑
i=1
Im
∫
γi
(r
(1)
i (x))
−2uˆ(1)i (x)v
(1)
i (x)dγi
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+N∑
i=1
Im
∫
γi
(r
(2)
i (x))
−2uˆ(2)i (x)v
(2)
i (x)dγi. (2.92)
From the latter, in line with (2.91) and (2.92), it follows
0 =
∫
Γ
q−21 (x)z(x; uˆ)z˜(x; v)dΓ +
N∑
i=1
∫
γi
(r
(1)
i (x))
−2uˆ(1)i (x)v
(1)
i (x)dγi
+
N∑
i=1
∫
γi
(r
(2)
i (x))
−2uˆ(2)i (x)v
(2)
i (x)dγi. (2.93)
Introdue funtion p(x) as the unique solution to the problem
p ∈ H1loc(Ω′,∆), (2.94)
(∆ + k2)p(x) = 0 in Ω′, (2.95)
∂p
∂ν
= q−21 z(·; uˆ) on Γ, (2.96)
[p]γi = 0,
[
∂p
∂ν
]
γi
= 0, i = 1, N, (2.97)
∂p(x)
∂r
− ikp(x) = o(1/r), r = |x|, r →∞. (2.98)
Transform the rst term in the right-hand side of (2.91) using equalities (2.94)−(2.98)
and applying the seond Green formula in domains Ωi, i = 1, N, and Ω˜R to funtions
p and z˜(·; v). We have
0 =
∫
Ω˜R
−(∆ + k2)p(x)z˜(x; v)dx+
N∑
i=1
∫
Ωi
−(∆ + k2)p(x)z˜(x; v)dx
=
∫
Ω˜R
−(∆ + k¯2)z˜(x; v)p(x) dx−
∫
Γ
z˜(·; v) ∂p
∂νA
dΓ− ΣR(z˜(·; v), p)
+
N∑
i=1
∫
Ωi
−(∆ + k¯2)z˜(x; v)p(x) dx−
N∑
i=1
∫
γˆi
((
∂z˜(·; v)
∂νA∗
)
−
p(x)− z˜−(·; v) ∂p
∂νA
)
dγˆi
+
N∑
i=1
∫
γˆi
((
∂z˜(·; v)
∂νA∗
)
+
p− z˜+(·; v)∂p(x)
∂νA
)
dγˆi
=
∫
Ω′R
−(∆ + k¯2)z˜(x; v)p(x) dx−
∫
Γ
z˜(·; v)∂p
∂ν
dΓ− ΣR(z˜(·; v), p)
−
N∑
i=1
∫
γi
(
z˜+(·; v)− z˜−(·; v)
) ∂p
∂ν
dγˆi
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+N∑
i=1
∫
γi
((
∂z˜(·; v)
∂νA∗
)
+
−
(
∂z˜(·; v)
∂νA∗
)
−
)
p dγi
= −
∫
Γ
z˜(·; v)q−21 (x)z(x; uˆ) dΓ− ΣR(z˜(·; v), p)
−
N∑
i=1
∫
γi
p(x)
∫
γi
[ K
(1,1)
i (ξ, x)v
(1)
i (ξ) +K
(2,1)
i (ξ, x)v
(2)
i (ξ) ] dγiξ dγix
−
N∑
i=1
∫
γi
∂p(x)
∂ν
∫
γi
[K
(1,2)
i (ξ, x)v
(1)
i (ξ) +K
(2,2)
i (ξ, x)v
(2)
i (ξ) ] dγiξ dγix.
Calulating the limit as R→∞ and taking into aount that ΣR(z˜(·; v), p) = o(1), we
obtain
0 =
∫
Γ
z˜(·; v)q−21 (x)z(x; uˆ) dΓ
N∑
i=1
∫
γi
p(x)
∫
γi
[K
(1,1)
i (ξ, x)v
(1)
i (ξ) +K
(2,1)
i (ξ, x)v
(2)
i (ξ) ] dγiξ dγix
N∑
i=1
∫
γi
∂p(x)
∂ν
∫
γi
[K
(1,2)
i (ξ, x)v
(1)
i (ξ) +K
(2,2)
i (ξ, x)v
(2)
i (ξ) ] dγiξ dγix.
Next, by virtue of (2.93),
N∑
i=1
∫
γi
(r
(1)
i (x))
−2uˆ(1)i (x)v
(1)
i (x)dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2uˆ(2)i (x)v
(2)
i (x)dγi
=
N∑
i=1
∫
γi
v
(1)
i (x)
[
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ dγix
+
N∑
i=1
∫
γi
v
(2)
i (x)
[
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ dγix.
Rewrite the last equality in the form
N∑
i=1
∫
γi
(r
(1)
i (x))
−2
[
uˆ
(1)
i (x)− (r(1)i (x))2
∫
γi
(
K
(1,1)
i (x, ξ)p(ξ) +
+K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ
]
v
(1)
i (x)dγix
(2.99)
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+N∑
i=1
∫
γi
(r
(2)
i (x))
−2
[
uˆ
(2)
i (x)− (r(2)i (x))2
∫
γi
(
K
(2,1)
i (x, ξ)p(ξ) +
+K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ
]
v
(2)
i (x)dγix = 0.
Setting in (2.99)
v
(1)
i (x) = uˆ
(1)
i (x)− (r(1)i (x))2
∫
γi
(
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ ,
v
(2)
i (x) = uˆ
(2)
i (x)− (r(2)i (x))2
∫
γi
(
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ ,
i = 1, N, we nd
N∑
i=1
∫
γi
(r
(1)
i (x))
−2
∣∣∣∣uˆ(1)i (x)− (r(1)i (x))2 ∫
γi
(
K
(1,1)
i (x, ξ)p(ξ) +
+K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ
∣∣∣∣2 dγix
+
N∑
i=1
∫
0γi
(r
(2)
i (x))
−2
∣∣∣∣uˆ(2)i (x)− (r(2)i (x))2 ∫
γi
(
K
(2,1)
i (x, ξ)p(ξ) +
+K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
)
dγiξ
∣∣∣∣2 dγix = 0,
and onsequently,
uˆ
(1)
i (x) = (r
(1)
i (x))
2
∫
γi
[
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ ,
uˆ
(2)
i (x) = (r
(2)
i (x))
2
∫
γi
[
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ , i = 1, N.
Substituting these quantities to (2.59) and (2.62), setting z(x) = z(x; uˆ), and taking
into aount (2.94)−(2.98), we arrive at problem (2.73)−(2.82); the unique solvability
of this problem follows from the fat that funtional (2.64) has the unique minimum
point uˆ.
Now let us establish the validity of (2.84). Substituting expressions (2.72) to (2.64),
we obtain
σ2 = I(uˆ
(1)
1 , . . . , uˆ
(1)
N , uˆ
(2)
1 , . . . , uˆ
(2)
N ) =
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=∫
Γ
q−21 (x)|z(x)|2 dΓ
+
N∑
i=1
∫
γi
(r
(1)
i (x))
−2|uˆ(1)i (x)|2dγi +
N∑
i=1
∫
γi
(r
(2)
i (x))
−2|uˆ(2)i (x)|2dγi
=
∫
Γ
q−21 (x)|z(x)|2 dΓ
+
N∑
i=1
∫
γi
(r
(1)
i (x))
2
∣∣∣∫
γi
[
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ
∣∣∣2dγix
+
N∑
i=1
∫
γi
(r
(2)
i (x))
2
∣∣∣∫
γi
[
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ
∣∣∣2dγix. (2.100)
Next, using relationships (2.72)−(2.82), we have
0 =
∫
Ω˜R
−(∆ + k2)p(x)z(x)dx+
N∑
i=1
∫
Ωi
−(∆ + k2)p(x)z(x)dx
=
∫
Ω˜R
−(∆ + k¯2)z(x)p(x) dx−
∫
Γ
z(x)
∂p(x)
∂ν
dΓ− ΣR(z, p)
−
N∑
i=1
∫
γˆi
((
∂z
∂ν
)
−
p− z−∂p
∂ν
)
dγˆi
+
N∑
i=1
∫
Ωi
−(∆ + k¯2)z(x)p(x) dx+
N∑
i=1
∫
γˆi
((
∂z
∂ν
)
+
p− z+∂p
∂ν
)
dγˆi
=
∫
Ω′R
−(∆ + k¯2)z(x)p(x) dx−
∫
Γ
z
∂p
∂ν
dΓ− ΣR(z, p)
−
N∑
i=1
∫
γi
(z+ − z−)∂p
∂ν
dγi +
N∑
i=1
∫
γi
[(
∂z
∂ν
)
+
−
(
∂z
∂ν
)
−
]
p dγi
=
∫
Ω′R
χω0(x)l0(x)p(x) dx−
∫
Γ
q−21 |z|2 dΓ− ΣR(z, p)
−
N∑
i=1
∫
γi
∂p(x)
∂ν
∫
γi
K
(1,2)
i (ξ, x)(r
(1)
i (ξ))
2
∫
γi
[
p(y)×
×K(1,1)i (ξ, y) +
∂p(y)
∂ν
K
(1,2)
i (ξ, y)
]
dγiy dγiξ dγix
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−
N∑
i=1
∫
γi
∂p(x)
∂ν
∫
γi
K
(2,2)
i (ξ, x)(r
(2)
i (ξ))
2
∫
γi
[
p(y)×
×K(2,1)i (ξ, y) +
∂p(y)
∂ν
K
(2,2)
i (ξ, y)
]
dγiy dγiξ dγix
−
N∑
i=1
∫
γi
p(x)
∫
γi
K
(1,1)
i (ξ, x)(r
(1)
i (ξ))
2
∫
γi
[
p(y)×
×K(1,1)i (ξ, y) +
∂p(y)
∂ν
K
(1,2)
i (ξ, y)
]
dγiy dγiξ dγix
−
N∑
i=1
∫
γi
p(x)
∫
γi
K
(2,1)
i (ξ, x)(r
(2)
i (ξ))
2
∫
γi
[
p(y)×
×K(2,1)i (ξ, y) +
∂p(y)
∂ν
K
(2,2)
i (ξ, y)
]
dγiy dγiξ dγix
=
∫
ω0
l0(x)p(x) dx−
∫
Γ
q−21 |z|2 dΓ− ΣR(z, p)
−
N∑
i=1
∫
γi
(r
(1)
i (ξ))
2 dγiξ
∫
γi
[
p(y)K
(1,1)
i (ξ, y) +
∂p(y)
∂ν
K
(1,2)
i (ξ, y)
]
dγiy×
×
∫
γi
[
p(x)K
(1,1)
i (ξ, x) +
∂p(x)
∂ν
K
(1,2)
i (ξ, x)
]
dγix
−
N∑
i=1
∫
γi
(r
(2)
i (ξ))
2 dγiξ
∫
γi
[
p(y)K
(2,1)
i (ξ, y) +
∂p(y)
∂ν
K
(2,2)
i (ξ, y)
]
dγiy×
×
∫
γi
[
p(x)K
(2,1)
i (ξ, x) +
∂p(x)
∂ν
K
(2,2)
i (ξ, x)
]
dγix
=
∫
ω0
l0(x)p(x) dx−
∫
Γ
q−21 |z|2 dΓ− ΣR(z, p)
−
N∑
i=1
∫
γi
(r
(1)
i (x))
2
∣∣∣∫
γi
[
K
(1,1)
i (x, ξ)p(ξ)+K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ
∣∣∣2dγix
−
N∑
i=1
∫
γi
(r
(2)
i (x))
2
∣∣∣∫
γi
[
K
(2,1)
i (x, ξ)p(ξ)+K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ
∣∣∣2dγix. (2.101)
Equality (2.84) follows now from two relationships (2.100) and (2.101) and the fat that
ΣR(z, p) = o(1) when R→∞.
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An alternative representation for the minimax estimate in terms of the solution to
a system of integro-dierential equations is given in the next theorem. This solution is
independent of the spei form of funtional (2.12).
Theorem 2.5. The minimax estimate of (2.12) has the form
l̂(ϕ) = l(ϕˆ) =
∫
ω0
l0(x)ϕˆ(x) dx, (2.102)
where funtion ϕˆ(x) is determined from the solution to the problem (2.103)−(2.112):
pˆ ∈ L2(Σ, H1loc(Ω′,∆))13, (2.103)
(∆ + k¯2)pˆ(x, ω) = 0 in Ω′, (2.104)
∂pˆ(·, ω)
∂ν
= 0 on Γ, (2.105)
[pˆ(x, ω))]γi = −
∫
γi
K
(1,2)
i (ξ, x)
[
(r
(1)
i (ξ))
2y
(1)
i (ξ, ω)− vˆ(1)i (ξ, ω)
]
dγiξ−
−
∫
γi
K
(2,2)
i (ξ, x)
[
(r
(2)
i (ξ))
2y
(2)
i (ξ, ω)− vˆ(2)i (ξ, ω)
]
dγiξ ,
[
∂pˆ(x, ω))
∂ν
]
γi
=
∫
γi
K
(1,1)
i (ξ, x)
[
(r
(1)
i (ξ))
2y
(1)
i (ξ, ω)− vˆ(1)i (ξ, ω)
]
dγiξ+
+
∫
γi
K
(2,1)
i (ξ, x)
[
(r
(2)
i (ξ))
2y
(2)
i (ξ, ω)− vˆ(2)i (ξ, ω)
]
dγiξ
on γi, i = 1, N, (2.106)
∂pˆ(x, ω)
∂r
+ ik¯pˆ(x, ω) = o(1/r), r = |x|, r →∞, (2.107)
ϕˆ ∈ L2(Σ, H1loc(Ω′,∆)), (2.108)
(∆ + k2)ϕˆ(x, ω) = 0 in Ω′, (2.109)
∂ϕˆ(·, ω)
∂ν
= q−21 pˆ(·, ω) + h0 on Γ, (2.110)
[ϕˆ(·, ω)]γi = 0,
[
∂ϕˆ(·, ω)
∂ν
]
γi
= 0, i = 1, N, (2.111)
∂ϕˆ(x, ω)
∂r
− ikϕˆ(x, ω) = o(1/r), r = |x|, r →∞, (2.112)
13
Here L2(Σ, H1loc(Ω
′,∆)) denotes a lass of funtions the belong to L2(Σ, H1(Ω′R,∆)) for any R > 0.
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where
vˆ
(1)
i (ξ, ω) = (r
(1)
i (ξ))
2
∫
γi
[
K
(1,1)
i (ξ, η)ϕˆ(η, ω) +K
(1,2)
i (ξ, η)
∂ϕˆ(η, ω)
∂ν
]
dγiη, (2.113)
vˆ
(2)
i (ξ, ω) = (r
(2)
i (ξ))
2
∫
γi
[
K
(2,1)
i (ξ, η)ϕˆ(η, ω) +K
(2,2)
i (ξ, η)
∂ϕˆ(η, ω)
∂ν
]
dγiη, (2.114)
and the right-hand sides in (2.106) are onsidered for every realization of random fun-
tions y
(1)
i (ξ) = y
(1)
i (ξ, ω) and y
(2)
i (ξ) = y
(2)
i (ξ, ω) whih belong with probability 1 to the
spae L2(γi), i = 1, N. Problem (2.103)−(2.112) is uniquely solvable.
Proof. The proof of this theorem is similar to the proof of Theorems 1.2 and 2.4.
Remark 6. Funtion ϕˆ(x, ω) whih is determined from the solution to problem (2.103)−(2.112)
an be taken as a good estimate of the unknown solution ϕ(x) to the initial Neumann
problem (2.1)−(2.3) (see Remark 1 on p. 31).
Set
K˜
(1,1)
i (x, η) =
∫
γi
[
K
(1,1)
i (ξ, η)K
(1,2)
i (ξ, x)(r
(1)
i (ξ))
2
+K
(2,1)
i (ξ, η)K
(2,2)
i (ξ, x)(r
(2)
i (ξ))
2
]
dγiη, (2.115)
K˜
(1,2)
i (x, η) =
∫
γi
[
K
(1,2)
i (ξ, η)K
(1,2)
i (ξ, x)(r
(1)
i (ξ))
2
+K
(2,2)
i (ξ, η)K
(2,2)
i (ξ, x)(r
(2)
i (ξ))
2
]
dγiη, (2.116)
K˜
(2,1)
i (x, η) = −
∫
γi
[
K
(1,1)
i (ξ, η)K
(1,1)
i (ξ, x)(r
(1)
i (ξ))
2
+K
(2,1)
i (ξ, η)K
(2,1)
i (ξ, x)(r
(2)
i (ξ))
2
]
dγiη, (2.117)
K˜
(2,2)
i (x, η) = −
∫
γi
[
K
(1,2)
i (ξ, η)K
(1,1)
i (ξ, x)(r
(1)
i (ξ))
2
+K
(2,2)
i (ξ, η)K
(2,1)
i (ξ, x)(r
(2)
i (ξ))
2
]
dγiη, (2.118)
Then Theorem 2.4 an be formulated as follows.
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Theorem 2.6. The minimax estimate of the value of funtional l(ϕ) has the form
l̂(ϕ) =
N∑
i=1
∫
γi
(
uˆ
(1)
i (x)y
(1)
i (x) + uˆ
(2)
i (x)y
(2)
i (x)
)
dγi + cˆ, (2.119)
where cˆ =
∫
Γ z¯g0 dΓ,
uˆ
(1)
i (x) = (r
(1)
i (x))
2
∫
γi
[
K
(1,1)
i (x, ξ)p(ξ) +K
(1,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ , (2.120)
uˆ
(2)
i (x) = (r
(2)
i (x))
2
∫
γi
[
K
(2,1)
i (x, ξ)p(ξ) +K
(2,2)
i (x, ξ)
∂p(ξ)
∂ν
]
dγiξ , i = 1, N,
and funtions z and p are determined from the uniquely solvable problem
z ∈ H1loc(Ω′,∆), (2.121)
− (∆ + k¯2)z(x) = χω0(x)l0(x) in Ω′, (2.122)
∂z
∂ν
= 0 on Γ, (2.123)
[z(x)]γi =
∫
γi
[
K˜
(1,1)
i (x, η)p(η) + K˜
(1,2)
i (x, η)
∂p(η)
∂ν
]
dγiη, on γi, i = 1, N, (2.124)[
∂z(x)
∂ν
]
γi
=
∫
γi
[
K˜
(2,1)
i (x, η)p(η) + K˜
(2,2)
i (x, η)
∂p(η)
∂ν
]
dγiη , on γi, i = 1, N,
(2.125)
∂z
∂r
+ ik¯z = o(1/r), r = |x|, r →∞, (2.126)
p ∈ H1loc(Ω′,∆), (2.127)
(∆ + k2)p(x) = 0 in Ω′, (2.128)
∂p
∂ν
= Q−1z0 on Γ, (2.129)
[p(x)]γi = 0,
[
∂p(x)
∂ν
]
γi
= 0, on γi, i = 1, N, (2.130)
∂p
∂r
− ikp = o(1/r), r = |x|, r →∞. (2.131)
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2.4 Integral equation systems whose solutions are used to express minimax
estimates
In the previous setion, we have obtained the integro-dierential equations whose so-
lutions are used to express minimax estimates. In this setion, we use the developed
potential theory in Sobolev spaes and redue these integro-dierential equations to
integral equations over an unlosed surfae whih is a union of the boundary of domain
Ω and surfaes γi, i = 1, N, on whih observations are made. This redution allows one
to derease the dimensionality of the problem of nding minimax estimates.
We dene rst, in addition to the single- and double-layer potentials introdued in
the previous setions, the orresponding boundary integral operators Sk, Kk, K
′
k, and
Tk:
(Skϕ)(x) := 2
∫
Γ
Φk(x, y)ϕ(y)dΓy, x ∈ Γ, (2.132)
(Kkϕ)(x) := 2
∫
Γ
∂Φk(x, y)
∂νy
ϕ(y) dΓy, x ∈ Γ, (2.133)
(K ′kψ)(x) := 2
∫
Γ
∂Φk(x, y)
∂νx
ψ(y) dΓy, x ∈ Γ, (2.134)
(Tkψ)(x) := 2
∂
∂νx
∫
Γ
∂Φk(x, y)
∂νy
ψ(y) dΓy, x ∈ Γ; (2.135)
in the three-dimensional ase, their kernels are determined by the formulas
∂Φk(x, y)
∂νy
= Φk(x, y)
(x− y, νy)
|x− y|2 (1− ik|x− y|) , (2.136)
∂Φk(x, y)
∂νx
= Φk(x, y)
(x− y, νx)
|x− y|2 (ik|x− y| − 1) , (2.137)
∂2Φk(x, y)
∂νx∂νy
= Φk(x, y)
[
(νx, νy)
|x− y|2 (1− ik|x− y|)
+
(x− y, νx)(x− y, νy)
|x− y|4
(−3 + 3ik|x− y|+ k2|x− y|3)] ; (2.138)
in the two-dimensional ase,
∂Φk(x, y)
∂νy
=
ik(x− y, νy)
4|x− y| H
(1)
1 (k|x− y|), (2.139)
∂Φk(x, y)
∂νx
= −ik(x− y, νx)
4|x− y| H
(1)
1 (k|x− y|), (2.140)
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∂2Φk(x, y)
∂νx∂νy
=
ikH
(1)
1 (k|x− y|)
4|x− y|3
[
(νx, νy)|x− y|2
−(x− y, νx)(x− y, νy)(|x− y|+ 1)
]
+
ik2H
(1)
0 (k|x− y|)
4|x− y|2 (x− y, νx)(x− y, νy),
(2.141)
where H11(z) denotes the order-one Hankel funtion of the rst kind and (·, ·) the inner
produt in R
n, n = 2, 3.
Note that, for example, in the three-dimensional ase, the kernels of integral opera-
tors (2.132)−(2.134) have a weak singularity and the integral in the right-hand side of
(2.135) is understood as a Cauhy singular integral.
Let us formulate the properties of the operators introdued above that are essential
for the redution of problem (2.121)−(2.131) to a system of surfae integral equations.
If Γ is a C2-surfae, then the following operators are ontinuous at |s| ≤ 1/2:
Sk : H
−1/2+s(Γ)→ H1/2+s(Γ),
Kk : H
1/2+s(Γ)→ H3/2+s(Γ),
K ′k : H
−1/2+s(Γ)→ H1/2+s(Γ),
Tk : H
1/2+s(Γ)→ H−1/2+s(Γ) (2.142)
(similar statements are valid for the operators S−k¯, K−k¯, K ′−k¯, and T−k¯).
Also, operators Kk and K
′
−k¯ ating, respetively, from H
1/2(Γ) to H1/2(Γ) and from
H−1/2(Γ) to H−1/2(Γ) are ompat aording to (2.142) and the following equalities
hold:
(Kkϕ, ψ)L2(Γ) = (ϕ,K
′
−k¯ψ)L2(Γ) ∀ϕ ∈ H1/2(Γ), ψ ∈ H−1/2(Γ),
(Skϕ, ψ)L2(Γ) = (ϕ, S−k¯ψ)L2(Γ) ∀ϕ ∈ H−1/2(Γ), ψ ∈ H−1/2(Γ), (2.143)
(Tkϕ, ψ)L2(Γ) = (ϕ, T−k¯ψ)L2(Γ) ∀ϕ ∈ H1/2(Γ), ψ ∈ H1/2(Γ),
where
(f, g)L2(Γ) =
∫
Γ
f g¯ dΓ =: g(f)
for every f ∈ H1/2(Γ) and g ∈ H−1/2(Γ).
Denote by
(VkΓψ)+ (x) and (WkΓψ)+ (x) the restrition on the domain R3 \ Ω¯ of the
single- and double-layer potentials (2.19) and (2.20) with a density ψ ∈ Hs(Γ), s ∈ R.
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The traes on Γ = ∂Ω of these funtions and their derivatives satisfy the relations [51℄,
pp. 224, 225: (VkΓψ)+ = 12Skψ in Hs+1(Γ), (2.144)(WkΓψ)+ = 12(ψ +Kkψ) in Hs(Γ), (2.145)
∂
∂ν
(VkΓψ)+ = −12(ψ −K ′kψ) in Hs(Γ). (2.146)
∂
∂ν
(WkΓψ)+ = 12Tkψ in Hs−1(Γ). (2.147)
Similar relations are valid if we replae k by −k¯.
Denote by D(Ω) a ountable set of positive values of wave number k with a limiting
point at innity suh that the homogeneous internal Nuemann problem
∆v + k2v = 0 in Ω, (2.148)
v = 0onΓ (2.149)
has nontrivial solutions. Then [52℄
N(I −K ′k) =
{
∂v
∂ν
∣∣∣∣
Γ
: ∆v + k2v = 0 in Ω, v = 0 on Γ
}
, (2.150)
where N(I −K ′k) denotes the null-spae of I −K ′k.
It is known that the solution v1(x) of the problem
∆v1(x) + k
2v1(x) = 0 in R
3 \ Ω¯, (2.151)
∂v1
∂ν
= f1 on Γ, (2.152)
∂v1
∂r
− ikv1 = o(1/r), r = |x|, r →∞ if Imk ≥ 0, (2.153)
an be represented as
v1(x) =WkΓϕ1(x)− VkΓf1(x), x ∈ R3 \ Ω¯, (2.154)
where the funtion ϕ1 := v1|Γ whih is the trae of this solution on Γ an be determined
diretly or as a solution to the integral equation
ϕ1(x)−Kkϕ1(x) = −Skf1(x), x ∈ Γ, (2.155)
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when k /∈ D(Ω); generally (that is, for any k 6= 0, Im k ≥ 0) it an be found from the
equation
ϕ1(x)−Kkϕ1(x)− iηTkϕ1(x) = −Skf1(x)− iη(f1(x) +K ′kf1(x)), x ∈ Γ, (2.156)
in whih a number η ∈ R, η 6= 0, is hosen so that
ηRe k > 0. (2.157)
The existene of solutions to these integral equations at any f1 ∈ H−1/2(Γ) follows
from the unique solvability of BVP (2.151)−(2.153). The solution to (2.155) is unique
beause
dimN(I −Kk) = dimN(I −K ′k) = dimN(I −K ′−k¯) = 0 (2.158)
due to (2.150) and the Fredholm alternative; the uniqueness for (2.156) is a onsequene
of the fat that the operator I −Kk − iηTk : H1/2(Γ)→ H−1/2(Γ) dened by the left-
hand side of (2.156) is an isomorphism [51℄.
A reasoning similar to that in [51℄−[53℄ enables us to prove that the solution v2(x)
to the problem
∆v2(x) + k¯
2v2(x) = 0 in R
3 \ Ω¯, (2.159)
∂v2
∂ν
= f2 on Γ, (2.160)
∂v2
∂r
+ ik¯v2 = o(1/r), r = |x|, r →∞, (2.161)
an be represented as
v2(x) =W−k¯Γ ϕ2(x)− V−k¯Γ f2(x), x ∈ R3 \ Ω¯, (2.162)
where the funtion ϕ2 := v2|Γ whih is a trae of this solution on Γ an be determined
diretly or as a solution to the integral equation
ϕ2(x)−K−k¯ϕ2(x) = −S−k¯f2(x), x ∈ Γ, (2.163)
for k /∈ D(Ω); generally, this funtion an be determined from the integral equation
(for any k 6= 0, Imk ≥ 0)
ϕ2(x)−K−k¯ϕ2(x) + iηT−k¯ϕ2(x)
= −S−k¯f2(x) + iη(f2(x) +K ′−k¯f2(x)), x ∈ Γ, (2.164)
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where η satises onditon (2.157).
Indeed, the solution v2 ∈ H1(R3 \ Ω¯) of the Helmholtz equation (2.159) that sat-
ises radiation onditions (2.161) and the property
∂v2
∂ν ∈ L1(Γ) admits the integral
representation
v2(x) =
∫
Γ
∂Φ−k¯(x, y)
∂νy
v2(y) dΓy −
∫
Γ
Φ−k¯(x, y)
∂v2(y)
∂ν
dΓy, x ∈ R3 \ Ω¯; (2.165)
replaing in this formula
∂v2
∂ν
∣∣
Γ
by f2, we obtain equality (2.162) for the solution v2(x)
to problem (2.159)−(2.161).
Calulating the traes on Γ for both sides of (2.162) and using relationships (2.144)
and (2.145) with k replaed by −k¯, obtain a boundary integral equation for ϕ2
ϕ2 −K−k¯ϕ2 = −S−k¯f2 on Γ; (2.166)
taking into aount (2.146)−(2.147), we an obtain another integral equation for ϕ2
T−k¯ϕ2 = f2 +K
′
−k¯f2 = 0 on Γ. (2.167)
Multiplying both sides of (2.167) by a number η and adding to (2.167), we nd that
ϕ2 satises integral equation (2.164).
The uniqueness of solution of this integral equation follows from the fat that oper-
ator K−k¯ is adjoint to K
′
k and operator T−k¯ is adjoint to Tk; therefore, I−K−k¯+ iηT−k¯
is adjoint to I −K ′k − iηTk. Also,
Im (I −K−k¯ + iηT−k¯) = Ker (I −K ′k − iηTk)⊥.
In [52℄ it is proved (see Theorem 3.34) that under ondition (2.157) Ker (I−K ′k−iηTk) =
∅. Thus, if (2.157) holds, then integral equation (2.164) is uniquely solvable.
In order to redue problem (2.121)−(2.131) in unbounded domain R3\Ω¯ to a system
of boundary integral equations let us apply the results formulated above in Subsetion
2.5.
Introdue funtions ̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i ) ∈ H1/20 0 (γi) and ̺(2)i (uˆ(1)i , uˆ(2)i ) ∈ L2(γi) dened on
γi, i = 1, N :
̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i ) = ̺
(1)
i (·; uˆ(1)i , uˆ(2)i )
:=
∫
γi
[
K
(1,2)
i (ξ, ·)uˆ(1)i (ξ) +K(2,2)i (ξ, ·)uˆ(2)i (ξ)
]
dγiξ, (2.168)
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̺
(2)
i (uˆ
(1)
i , uˆ
(2)
i ) = ̺
(1)
i (·; uˆ(1)i , uˆ(2)i )
:= −
∫
γi
[
K
(1,1)
i (ξ, ·)uˆ(1)i (ξ) +K(2,1)i (ξ, ·)uˆ(2)i (ξ)
]
dγiξ, (2.169)
Introdue also a funtion zin = zin(·; uˆ) ∈ H1loc(Rn \ (∪Ni=1γ¯i),∆) whih solves the
BVP
− (∆ + k¯2)zin = χω0(x)l0 in Rn \ (∪Ni=1γ¯i), (2.170)
[zin]γi = ̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i ),
[
∂zin
∂ν
]
γi
= ρ
(2)
i (uˆ
(1)
i , uˆ
(2)
i ) on γi, i = 1, N, (2.171)
∂zin
∂r
+ ik¯zin = o(1/r), r = |x|, r →∞; (2.172)
in line with Theorem 2.2, this funtion, in the domain Rn \ (∪Ni=1γ¯i), is determined
aording to
zin = Σ
N
i=1
(
V−k¯γi ̺
(2)
i (uˆ
(1)
i , uˆ
(2)
i )−W−k¯γi ̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i )
)
+N−k¯l0
= 2ΣNi=1
(∫
γi
Φ−k¯(·, y)̺(2)i (y; uˆ(1)i , uˆ(2)i ) dγiy −
∫
γi
∂Φ−k¯(·, y)
∂νiy
̺
(1)
i (y; uˆ
(1)
i , uˆ
(2)
i ) dγiy
)
+
∫
ω0
Φ−k¯(·, y)l0(y) dy. (2.173)
Then the solution to problem (2.121)−(2.126) an be represented in Ω′ as
z = zs + zin, (2.174)
where the funtion zs = zs(·; uˆ),
uˆ = (uˆ
(1)
1 , . . . , uˆ
(1)
N , uˆ
(2)
1 , . . . , uˆ
(2)
N ) ∈
(
L2(γ1)× . . .× L2(γN)
)2
,
is determined from the solution to the following problem
zs ∈ H1loc(Ω′,∆), (2.175)
(∆ + k¯2)zs = 0 in Ω
′, (2.176)
∂zs
∂ν
= −∂zin
∂ν
on Γ, (2.177)
∂zs
∂r
+ ik¯zs = o(1/r), r = |x|, r →∞, (2.178)
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where
∂zin
∂ν
= ΣNi=1
(
∂V−k¯γi ̺
(2)
i (uˆ
(1)
i , uˆ
(2)
i )
∂ν
− ∂W
−k¯
γi
̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i )
∂ν
)
+
∂N−k¯l0
∂ν
=2ΣNi=1
(∫
γi
∂Φ−k¯(·, y)
∂ν
̺
(2)
i (y; uˆ
(1)
i , uˆ
(2)
i )dγiy−
∫
γi
∂2Φ−k¯(·, y)
∂ν∂νy
̺
(1)
i (y; uˆ
(1)
i , uˆ
(2)
i )dγiy
)
+
∫
ω0
∂Φ−k¯(·, y)
∂ν
l0(y) dy. (2.179)
Aording to (2.162) and (2.164), where v2 = zs, f2 = −∂zin∂ν
∣∣
Γ
, and ϕ2 = zs|Γ, the
trae of zs on Γ denoted by
ψ := zs|Γ = z|Γ − zin|Γ (2.180)
(see (2.174)) satises the integral equation
ψ −K−k¯ψ + iηT−k¯ψ = S−k¯
∂zin
∂ν
∣∣∣∣
Γ
− iη( ∂zin
∂ν
∣∣∣∣
Γ
+K ′−k¯
∂zin
∂ν
∣∣∣∣
Γ
). (2.181)
Introdue also the notations
χ := p|Γ, ϕ(1)i := p|γi, ϕ(2)i :=
∂p
∂ν
∣∣∣∣
γi
, i = 1, N. (2.182)
Then, by virtue of (2.81) and (2.174)
∂p
∂ν
= q−21 z = q
−2
1 (ψ + zin) on Γ.
Taking into aount relationships (2.154), (2.156) in whih we set f1 = q
−2
1 z =
q−21 (ψ+ zin), ϕ1 = χ, and v1 = p, we obtain an integral representation for the solution
p of BVP (2.80)−(2.83) in the domain R3 \ Ω¯
p =WkΓχ− VkΓq−21 (ψ + zin |Γ), i = 1, N, (2.183)
where χ = p|Γ satises on Γ a boundary integral equation
(I −Kk − iηTk)χ = −(Sk + iη(I +K ′k))q−21 (ψ + zin |Γ), (2.184)
From (2.183) it follows that
∂p
∂ν
∣∣∣∣
γi
=
∂WkΓχ
∂ν
∣∣∣∣
γi
− ∂V
k
Γq
−2
1 (ψ + zin |Γ)
∂ν
∣∣∣∣
γi
, i = 1, N. (2.185)
and
p|γi =WkΓχ |γi − VkΓq−21 (ψ + zin |Γ) |γi , i = 1, N, (2.186)
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Sine ϕ
(1)
i = p|γi and ϕ(2)i = ∂p∂ν
∣∣∣
γi
, i = 1, N, the latter equalities ombined with (2.181)
and (2.184) mean that funtions ψ, χ, ϕ
(1)
i , ϕ
(2)
i and uˆ
(1)
i , uˆ
(2)
i dened by (2.180), (2.182),
and (2.72) solve the following integral equation system
(I −K−k¯ + iηT−k¯)ψ = (S−k¯ − iη(I +K ′−k¯))
∂zin
∂ν
∣∣∣∣
Γ
, (2.187)
(I −Kk − iηTk)χ = −(Sk + iη(I +K ′k))q−21 (ψ + zin |Γ), (2.188)
ϕ
(1)
i =WkΓχ |γi − VkΓq−21 (ψ + zin |Γ) |γi , i = 1, N, (2.189)
ϕ
(2)
i =
∂WkΓχ
∂ν
∣∣∣∣
γi
− ∂V
k
Γq
−2
1 (ψ + zin |Γ)
∂ν
∣∣∣∣
γi
, i = 1, N, (2.190)
uˆ
(1)
i = (r
(1)
i )
2
∫
γi
[
K
(1,1)
i (·, ξ)ϕ(1)i (ξ) +K(1,2)i (·, ξ)ϕ(2)i (ξ)
]
dγiξ , (2.191)
uˆ
(2)
i = (r
(2)
i )
2
∫
γi
[
K
(2,1)
i (·, ξ)ϕ(1)i (ξ) +K(2,2)i (·, ξ)ϕ(2)i (ξ)
]
dγiξ , i = 1, N. (2.192)
Resolve this system with respet to funtions uˆ
(1)
i and uˆ
(2)
i . Replae in (2.168) and
(2.169) uˆ
(1)
i and uˆ
(2)
i by their expressions (2.191) and (2.192) to obtain ̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i ) =
ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i ) and ̺
(2)
i (uˆ
(1)
i , uˆ
(2)
i ) = ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i ) where
ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i ) :=
∫
γi
[
K˜
(1,1)
i (·, η)ϕ(1)i (η) + K˜(1,2)i (·, η)ϕ(2)i (η)
]
dγiη , (2.193)
ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i ) :=
∫
γi
[
K˜
(2,1)
i (·, η)ϕ(1)i (η) + K˜(2,2)i (·, η)ϕ(2)i (η)
]
dγiη , (2.194)
and K˜
(i,j)
i (·, ·), i, j = 1, 2, are determined aording to (2.115)−(2.118). Next, replaing
in (2.173) funtions ̺
(1)
i (uˆ
(1)
i , uˆ
(2)
i ) by ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i ) and ̺
(2)
i (uˆ
(1)
i , uˆ
(2)
i ) by ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
we have
zin = Σ
N
i=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )−W−k¯γi ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
)
+N−k¯l0. (2.195)
Substituting this expression into (2.187)−(2.190) we onlude that ψ, χ, ϕ(1)i , and ϕ(2)i
satisfy the integral equation system
(I −K−k¯ + iηT−k¯)ψ = (S−k¯ − iη(I +K ′−k¯))(
ΣNi=1
(
∂V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∂ν
∣∣∣∣∣
Γ
− ∂W
−k¯
γi
ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
∂ν
∣∣∣∣∣
Γ
)
+
∂N−k¯l0
∂ν
∣∣∣∣
Γ
)
, (2.196)
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(I −Kk − iηTk)χ = −(Sk + iη(I +K ′k))
q−21
(
ψ + ΣNi=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
− W−k¯γi ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
)
+ N−k¯l0|Γ
)
, (2.197)
ϕ
(1)
i = WkΓχ
∣∣
γi
− VkΓq−21
(
ψ +
N∑
i=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
−W−k¯γi ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
)
+ N−k¯l0|Γ
)∣∣∣
γi
, i = 1, N, (2.198)
ϕ
(2)
i =
∂WkΓχ
∂ν
∣∣∣∣
γi
−
∂VkΓq−21
(
ψ + ΣNi=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
− W−k¯γi ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
)
+N−k¯l0 |Γ
)
∂ν
∣∣∣∣∣∣∣
γi
,
i = 1, N. (2.199)
Summing up the above reasoning and taking into onsideration Theorems 2.4 and
2.6 we arrive at the following result.
Theorem 2.7. The minimax estimate of l(ϕ) has the form
l̂(ϕ) =
N∑
i=1
∫
γi
(
uˆ
(1)
i (x)y
(1)
i (x) + uˆ
(2)
i (x)y
(2)
i (x)
)
dγi + cˆ, (2.200)
where
cˆ =
∫
Γ
[
ψ +
N∑
i=1
(
V−k¯i ρ(2)i (ϕ(1)i , ϕ(2)i )
∣∣∣
Γ
− W−k¯i ρ(1)i (ϕ(1)i , ϕ(2)i )
∣∣∣
Γ
)
+N−k¯l0 |Γ
]
g0 dΓ,
(2.201)
uˆ
(1)
i (x) = (r
(1)
i (x))
2
∫
γi
[
K
(1,1)
i (x, ξ)ϕ
(1)
i (ξ) +K
(1,2)
i (x, ξ)ϕ
(2)
i (ξ)
]
dγiξ , (2.202)
uˆ
(2)
i (x) = (r
(2)
i (x))
2
∫
γi
[
K
(2,1)
i (x, ξ)ϕ
(1)
i (ξ) +K
(2,2)
i (x, ξ)ϕ
(1)
i (ξ)
]
dγiξ , i = 1, N.
The auxiliary funtion
ψ := z|Γ − ΣNi=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
− W−k¯γi ρ
(1)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
)
− N−k¯l0|Γ
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dened on Γ and funtions χ := p|Γ, ϕ(1)i := p|γi, and ϕ(2)i := ∂p∂νγi , i = 1, N, are
determined from the solution to the integral equation system (2.196)−(2.199), in whih
η is an arbitrary real number suh that ηRe k > 0. This system is uniquely solvable for
all values of wave numbers k, Imk ≥ 0.
The estimation error σ = l(p)1/2, where
p =WkΓχ− VkΓq−21
(
ψ +ΣNi=1
(
V−k¯γi ρ
(2)
i (ϕ
(1)
i , ϕ
(2)
i )
∣∣∣
Γ
−W−k¯γi ρ(1)i (ϕ(1)i , ϕ(2)i )
∣∣∣
Γ
)
+N−k¯l0 |Γ
)
(2.203)
in the domain R3 \ Ω¯.
Proof. It is neessary to prove only the unique solvability of system (2.196)−(2.199)
whih follows from the unique solvability of the system of integro-dierential equations
(2.72)−(2.83).
Indeed, let the integral equation system (2.196)−(2.199) has another solution ψ˜,
χ˜, ϕ˜
(1)
i , ϕ˜
(2)
i , i = 1, N. Introdue funtions
˜ˆu
(1)
i (x),
˜ˆu
(2)
i (x), p˜, and z˜in by formulas
(2.191), (2.192), (2.203), and (2.195) in whih ψ, χ, ϕ
(1)
i , and ϕ
(2)
i , i = 1, N are re-
plaed by ψ˜, χ˜, ϕ˜
(1)
i , and ϕ˜
(2)
i , i = 1, N, and funtions z˜s and z˜ by z˜s = W−k¯Γ ψ˜ −
V−k¯Γ z˜in|Γ and z˜ = z˜s + z˜in. Then from (2.198)−(2.199) it follows that ϕ˜(1)i = p˜|γi and
ϕ˜
(2)
i =
∂p˜
∂ν
∣∣∣
γi
, i = 1, N. Theorem 2.2 and the equalities ̺
(1)
i (
˜ˆu
(1)
i ,
˜ˆu
(2)
i ) = ρ
(1)
i (ϕ˜
(1)
i , ϕ˜
(2)
i ),
̺
(2)
i (
˜ˆu
(1)
i ,
˜ˆu
(2)
i ) = ρ
(2)
i (ϕ˜
(1)
i , ϕ˜
(2)
i ) imply that z˜ and p˜ will also satisfy integro-dierential
equation system (2.72)(2.83) whih is uniquely solvable. The latter statement and
the fat that operators I − Kk − iηTk, I − K−k¯ + iηT−k¯ : H1/2(Γ) → H−1/2(Γ) are
isomorphi mappings yield ϕ˜
(1)
i = ϕ
(1)
i , ϕ˜
(2)
i = ϕ
(2)
i , i = 1, N, and ψ˜ = ψ, χ˜ = χ.
Using Theorem 2.5, the notations
D−k¯ :=
N∑
i=1
(
V−k¯i d(2)i −W−k¯i d(1)i
)
,
d
(1)
i := −
∫
γi
K
(1,2)
i (ξ, ·)(r(1)i (ξ))2y(1)i (ξ, ω) dγi −
∫
γi
K
(2,2)
i (ξ, ·)(r(2)i (ξ))2y(2)i (ξ, ω) dγi,
d
(2)
i :=
∫
γi
K
(1,1)
i (ξ, ·)(r(1)i (ξ))2y(1)i (ξ, ω) dγi +
∫
γi
K
(2,2)
s (ξ, ·)(r(2)i (ξ))2y(2)i (ξ, ω) dγi,
ψ˜ := pˆs|Γ−D−k¯ |Γ, χ˜ := ϕˆ|Γ, ϕ˜(1)i := ϕˆ|γi, ϕ˜(2)i := ∂ϕˆ(ξ)∂ν
∣∣∣
γi
, i = 1, N, and the reasoning
that led to the proof of Theorem 2.7, we an prove the following
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Theorem 2.8. The minimax estimate of l(ϕ) has the form
l̂(ϕ) = l(ϕˆ), (2.204)
where
ϕˆ =WkΓχ˜− VkΓ
[
q−21
(
ψ˜ +
N∑
i=1
(
V−k¯γi ρ(2)i (ϕ˜(1)i , ϕ˜(2)i )
∣∣∣
Γ
−W−k¯γi ρ(1)i (ϕ˜(1)i , ϕ˜(2)i )
∣∣∣
Γ
)
+D−k¯ |Γ
)
+ h0
]
, (2.205)
in the domain R
3 \ Ω¯ and funtions ψ˜, χ˜, ϕ˜(1)i , and ϕ˜(2)i , i = 1, N, are determined from
the solution to the uniquely solvable integral equation system
(I −K−k¯ + iηT−k¯)ψ˜ = (S−k¯ − iη(I +K ′−k¯))(
ΣNi=1
(
∂V−k¯γi ρ
(2)
i (ϕ˜
(1)
i , ϕ˜
(2)
i )
∂ν
∣∣∣∣∣
Γ
− ∂W
−k¯
γi
ρ
(1)
i (ϕ˜
(1)
i , ϕ˜
(2)
i )
∂ν
∣∣∣∣∣
Γ
)
+
∂D−k¯
∂ν
∣∣∣∣
Γ
)
, (2.206)
(I −Kk − iηTk)χ˜ = −(Sk + iη(I +K ′k)) (2.207)[
q−21
(
ψ˜ +
N∑
i=1
(
V−k¯i ρ(2)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ −W−k¯i ρ(1)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ
)
+D−k¯ |Γ
)
+ h0
]
,
ϕ˜
(1)
i =Wkχ˜ |γi − Vk
[
q−21
(
ψ˜ +
N∑
i=1
(
V−k¯i ρ(2)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ −W−k¯i ρ(1)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ
)
+D−k¯ |Γ
)
+ h0
]∣∣∣
γi
, i = 1, N, (2.208)
ϕ˜
(2)
i =
∂Wkχ˜
∂ν
∣∣∣∣
γi
−
∂Vk
[
q−21
(
ψ˜+
∑N
i=1
(
V−k¯i ρ(2)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ−W−k¯i ρ(1)i (ϕ˜(1)i , ϕ˜(2)i ) |Γ
)
+D−k¯ |Γ
)
+h0
]
∂ν
∣∣∣∣∣∣
γi
,
i = 1, N, (2.209)
where η is an arbitrary real number suh that ηRe k > 0 and funtions ρ
(1)
i (ϕ˜
(1)
i , ϕ˜
(2)
i )
and ρ
(2)
i (ϕ˜
(1)
i , ϕ˜
(2)
i ) are determined by (2.193) and (2.194) in whih ϕ
(1)
i and ϕ
(2)
i should
be replaed, respetively, by ϕ˜
(1)
i and ϕ˜
(2)
i .
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Note that integral equation systems (2.196)−(2.199) and (2.206)−(2.209) are singu-
lar.
If k /∈ D(Ω), then repeating the reasoning used in the proof of Theorems 2.7 and
2.8 where equalities of the form (2.156) and (2.164) are replaed, respetively, by those
of the form (2.155) and (2.163) we see that the minimax estimate of l(ϕ) may be found
from (2.200)−(2.202) or (2.204), (2.205), where the funtions ψ, χ, ϕ(1)i , ϕ(2)i , i = 1, N,
and ψ˜, χ˜, ϕ˜
(1)
i , ϕ˜
(2)
i , i = 1, N, are determined from the solutions of the weakly singular
integral equation systems (2.196)−(2.199) and (2.206)−(2.209) with η = 0.
Remark 7. The assumption that surfaes γi, i = 1, N, are pairwise non-overlapping
is not essential. Slightly hanging the proof, one an extend all results of this hapter
to the ase when surfaes γi interset on a nite system of ontours.
Remark 8. The method proposed in this hapter enables one to solve the problem of the
minimax estimation of the value of a funtional dened on Φ(x, t) := Re
[
e−iωtϕ(x)
]
of the form
L(Φ) :=
∫ T
t0
∫
ω0
l0(x, t)Φ(x, t) dx dt
from the observations
y
(1)
i (x, t) =
∫
γi
K
(1,1)
i (x, ξ)Φ(ξ, t) dγiξ +
∫
γi
K
(1,2)
i (x, ξ)
∂Φ(ξ, t)
∂ν
dγiξ + η
(1)
i (x, t),
y
(2)
i (x, t) =
∫
γi
K
(2,1)
i (x, y)Φ(ξ, t) dγiξ +
∫
γi
K
(2,2)
i (x, y)
∂Φ(ξ, t)
∂ν
dγiξ + η
(2)
i (x, t),
i = 1, N, in a time interval from t = t0 to t = T. Here we assume that for f ∈ G0,
ω > 0, l0 ∈ L2(ω0 × (t0, T )) is a given funtion, and η(1)i (x, t) and η(2)i (x, t) are
observations errors whih are realizations of random elds dened on γi × (t0, T ) that
are ontinuous in the mean-square sense and have zero expetation and unknown seond
moments E|η(1)i (x, t)|2 and E|η(2)i (x, t)|2 satisfying the inequality
N∑
i=1
∫ T
t0
∫
γi
E|η(1)i (x, t)|2
(
r
(1)
i (x, t)
)2
dγi dt
+
N∑
i=1
∫ T
t0
∫
γi
E|η(2)i (x, t)|2
(
r
(2)
i (x, t)
)2
dγi dt ≤ 1,
where r
(1)
i (x, t), r
(2)
i (x, t) are given funtions ontinuous on γi × (t0, T ), i = 1, N, that
do not vanish on these sets.
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PART 3
Minimax estimation of the solutions to the boundary value prob-
lems from point observations
In the previous hapters we looked for estimates of unknown solutions (and the right-
hand sides of equations entering the statements of the orresponding problems) from
the observations of these solutions distributed on a system of subdomains or surfaes.
In this hapter, we onsider similar problems in the ase of point observations and
propose onstrutive minimax estimation methods.
Let x′k, k = 1, N and xk, k = 1, m be given systems of points belonging to domain
R3 \ Ω¯. The problem is as follows: to estimate the expression
l(ϕ) =
m∑
i=1
a¯iϕ(xi), (3.1)
from the observations of the form
yk = ϕ(x
′
k) + ηk, k = 1, N, (3.2)
that orrespond to the system state ϕ desribed by problem (2.1)−(2.4) in the lass of
estimates
l̂(ϕ) =
N∑
k=1
u¯iyk + c, (3.3)
linear with respet to observations (3.2) under the following assumptions: h ∈ G0 and
η := (η1, . . . , ηN) ∈ G1, where the set G0 is given by formula (2.8), ηi are errors of
observations (3.2) that are realizations of random quantities ηi = ηi(ω), G1 is the set
of random vetors η˜ = (η˜1, . . . , η˜N) with zero expetations and nite seond moments
satisfying the ondition
N∑
i=1
r2iE|η˜i|2 ≤ 1, (3.4)
and ui ∈ C, i = 1, N,, ai ∈ C, i = 1, m, qi ∈ R, i = 1, N, and ri 6= 0 are given
numbers.
Set u := (u1, . . . , uN) ∈ RN .
Denition. The estimate
l̂(ϕ) =
N∑
i=1
uˆiyi + cˆ,
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in whih numbers uˆi and cˆ are determined from the ondition
sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2 → inf
u∈RN , c∈C
, (3.5)
where
l̂(ϕ˜) =
N∑
i=1
uiy˜i + c, (3.6)
y˜i = ϕ˜(xi) + η˜i, i = 1, N, (3.7)
and ϕ˜(x) is the solution to the Neumann BVP at h = h˜, will be alled the minimax
estimate of expression (3.1).
The quantity
σ := { sup
h˜∈G0, η˜∈G1
E|l(ϕ˜)− l̂(ϕ˜)|2}1/2 (3.8)
will be alled the error of the minimax estimation of l(ϕ).
Based on the proof similar to that of Lemma 2.1 (in fat, muh simpler) we an show
that the following statement is valid in the ase of point observations.
Lemma 3.1. Finding the minimax estimate of funtional l(ϕ) is equivalent to the
problem of optimal ontrol of the system desribed by BVP
z(·; u) ∈ D′(R3 \ Ω¯),
∆z(x; u) + k¯2z(x; u) =
m∑
i=1
aiδ(x− xi)−
N∑
k=1
ukδ(x− x′k) in R3 \ Ω¯,
∂z(·; u)
∂ν
= 0 on Γ,
∂z(·; u)
∂r
+ ik¯z(·; u) = o(1/r), r = |x|, r →∞.
with the ost funtion
I(u) =
∫
Γ
q−21 (x)z
2(x; u) dΓ+
N∑
i=1
r−2i |ui|2 → min
u∈RN
. (3.9)
Starting from this lemma and proeeding with the reasoning that led from Lemma
2.1 to Theorems 2.4 and 2.5, we arrive at the following result
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Theorem 3.1. The minimax estimate of l(ϕ) has the form
l̂(ϕ) =
N∑
i=1
uˆiyi + cˆ = l(ϕˆ), (3.10)
where
uˆk = r
2
kp(x
′
k), k = 1, N, cˆ =
∫
Γ
zh0 dΓ, (3.11)
the funtions z, p,∈ D′(R3 \ Ω¯) and ϕˆ = ϕˆ(·, ω) ∈ D′(R3 \ Ω¯) are determined, respe-
tively, from the solution to the following problems:
− (∆ + k¯2)z(x) =
m∑
i=1
aiδ(x− xi)−
N∑
k=1
r2kp(x
′
k)δ(x− x′k) in Ω, (3.12)
∂z
∂ν
= 0 on Γ, (3.13)
∂z
∂r
+ ik¯z = o(1/r), r = |x|, r →∞, (3.14)
∆p(x) + k2p(x) = 0 in Ω, (3.15)
∂p
∂ν
= q−21 z, on Γ, (3.16)
∂p
∂r
− ikp = o(1/r), r = |x|, r →∞. (3.17)
and
− (∆ + k¯2)pˆ(x) =
N∑
i=1
r2i [y(x
′
k)− ϕ(x′k)]δ(x− x′k) in Ω, (3.18)
∂pˆ
∂ν
= 0 on Γ, (3.19)
∂pˆ
∂r
+ ik¯pˆ = o(1/r), r = |x|, r →∞, (3.20)
∆ϕˆ(x) + k2ϕˆ(x) = 0 in Ω, (3.21)
∂ϕˆ
∂ν
= q−21 pˆ + h0 on Γ, (3.22)
∂ϕˆ
∂r
− ikϕˆ = o(1/r), r = |x|, r →∞. (3.23)
Problem (3.12)−(3.23) is uniquely solvable. The following estimate is valid for the
error σ of the minimax estimation of l(ϕ)
σ = [l(p)]1/2 =
(
m∑
i=1
a¯ip(xi)
)1/2
. (3.24)
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In onlusion, we formulate the statements similar to Theorems 2.7 and 2.8 that
enable one to redue, in line with the algorithm applied in the proof of Theorem 3.1,
the determination of minimax estimates to a problem of less dimensionality.
Theorem 3.2. The minimax estimate of l(ϕ) has the form
l̂(ϕ) =
N∑
k=1
¯ˆukyk + cˆ, (3.25)
where
uˆk = r
2
kp(x
′
k), k = 1, N, (3.26)
cˆ =
∫
Γ
ψ + ( m∑
j=1
ajΦ−k¯(· − xj)−
N∑
l=1
q2l p(x
′
l)Φ−k¯(· − x′l)
)∣∣∣∣∣
Γ
g0 dΓ, (3.27)
and funtions
ψ := z|Γ −
(
m∑
j=1
ajΦ−k¯(· − xj)−
N∑
l=1
q2l p(x
′
l)Φ−k¯(· − x′l)
)∣∣∣∣∣
Γ
,
χ := p|Γ, and numbers p(x′l), l = 1, N, are determined from the solution of the following
equation system:
(I −K ′−k¯ + iηT−k¯)ψ = (−S−k¯ + iη(I +K ′−k¯))(
−
m∑
j=1
aj
∂Φ−k¯(· − xj)
∂ν
∣∣∣∣
Γ
+
N∑
l=1
r2l p(x
′
l)
∂Φ−k¯(· − x′l)
∂ν
∣∣∣∣
Γ
)
, (3.28)
(I −Kk − iηTk)χ (3.29)
= (−Sk − iη(I +K ′k))q−21
(
ψ +
m∑
j=1
aj Φ−k¯(· − xj)|Γ −
N∑
l=1
r2l p(x
′
l) Φ−k¯(· − x′l)|Γ
)
,
p(x′i) =Wkχ(x′r) (3.30)
−Vkq−21
(
ψ+
m∑
j=1
aj Φ−k¯(· − xj)|Γ−
N∑
l=1
r2l p(x
′
l) Φ−k¯(· − x′l)|Γ
)∣∣∣∣∣
x′i
, i = 1, N.
in whih η is an arbitrary real number suh that ηRe k > 0. This system is uniquely
solvable for all values of wave numbers k, Imk ≥ 0.
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Equation (3.30) may be rewritten in the form
[1− αii]p(x′i) +
N∑
l=1, l 6=i
αlip(x
′
l) =Wkχ(x′i)− Vkq−21 ψ(x′i) + βi, i = 1, N, (3.31)
where
αls =
1
2π
r2l
∫
Γ
eik|x
′
s−y|
|x′s − y|
q−21 (y)
e−ik¯|y−x
′
l|
|y − x′l|
dΓy, l, s = 1, N,
βs =
1
2π
m∑
j=1
aj
∫
Γ
eik|x
′
s−y|
|x′s − y|
q−21 (y)
e−ik¯|y−xj|
|y − xj| dΓy, s = 1, N.
Theorem 3.3. The minimax estimate of l(ϕ) has the form
l̂(ϕ) = l(ϕˆ) =
m∑
i=1
a¯iϕˆ(xi), (3.32)
where
ϕˆ = WkΓχ˜ − VkΓ
[
q−21
(
ψ˜ +
N∑
l=1
r2l (yl − ϕˆ(x′l)) Φ−k¯(· − x′l)|Γ + h0
]
in R
3 \ Ω¯ (3.33)
and funtions
ψ˜ := pˆ|Γ −
N∑
l=1
r2l (yl − ϕˆ(x′l)) Φ−k¯(· − x′l)|Γ ,
χ˜ := ϕˆ|Γ, and numbers ϕˆ(x′l), l = 1, N, are determined from the solution of the follow-
ing equation system:
(I −K ′−k¯ + iηT−k¯)ψ˜
= (−S−k¯ + iη(I +K ′−k¯))
(
N∑
l=1
r2l (ϕˆ(x
′
l)− yl)
∂Φ−k¯(· − x′l)
∂ν
∣∣∣∣
Γ
)
, (3.34)
(I −Kk − iηTk)χ˜ (3.35)
= (−Sk − iη(I +K ′k))
[
q−21
(
ψ˜ +
N∑
l=1
r2l (yl − ϕˆ(x′l)) Φ−k¯(· − x′l)|Γ
)
+ h0
]
,
ϕˆ(x′i) =Wkχ˜(x′r) (3.36)
−Vk
[
q−21
(
ψ˜ +
N∑
l=1
r2l (yl − ϕˆ(x′l)) Φ−k¯(· − x′l)|Γ
)
+ h0
]∣∣∣∣∣
x′i
, i = 1, N.
in whih η is an arbitrary real number suh that ηRe k > 0. This system is uniquely
solvable for all values of wave numbers k, Imk ≥ 0.
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Remark 9. Similar results an be obtained if the estimated funtional has the form
(2.12).
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