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ABSTRACT 
A new characterization of simplicial distance matrices is obtained. The superspher- 
ical semidistance matrices are introduced. Two results deriving from Schoenberg are 
studied. A short proof of the first is obtained, before strengthening it to show that 
every circum-Euclidean semidistance matrix is superspherical. The second, that La 
embeds in L,, required a very sophisticated proof. The relationship between (super-) 
spherical and Euclidean matrices is clarified and, in the finite case, leads to an 
elementary proof of this second result. Finally, the classes of matrices studied here are 
located in the wider context of the classes studied by Critchley and Fichet (1994). 
0 EZseuier Science Inc., 1997 
1. INTRODUCTION 
In a series of classical papers, Schoenberg (1935, 1937, 1938) character- 
ized Euclidean and spherical semidistance matrices and proved, inter a&a, 
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the following important result: 
(1) Every simplicial distance matrix is spherical. 
Building on Schoenberg’s results, Bretagnolle, Dacunha-Castelle, and 
Krivine (1966) further established that: 
(2) L, embeds isometrically in L,. 
In the present paper, we introduce the class of superspherical semidis- 
tance matrices. This class turns out to play a number of key roles. In 
particular, Schoenberg’s proof of (1) works with spherical replaced by the 
more restrictive superspherical. A new characterization of simplicial distance 
matrices is obtained in terms of a certain extreme eigenvalue, and is shown to 
give a new short proof of this stronger form of Schoenberg’s first result. This 
result is then further strengthened to 
(1 + ) Every circum-Euclidean semidistance matrix is superspherical. 
After some preliminaries in Section 2, this is done in Section 3. 
Section 4 gives further examples of superspherical matrices, and Section 5 
clarifies the rather intricate relationship between (super-)spherical and Eu- 
clidean matrices. In particular, a spherical matrix need not be Euclidean, and 
vice versa. However, a superspherical matrix is both spherical and Euclidean, 
and the closure of the superspherical class is the class of Euclidean matrices. 
Finally, the union of the spherical and Euclidean classes is the closure of the 
spherical class. 
This last result is used in Section 6 to provide a simple proof of (2) in the 
finite case. This contrasts sharply with the very sophisticated proof deployed 
in the general case. The final section locates the matrix classes discussed here 
in the partial order by inclusion of a broad range of matrix classes discussed 
in Critchley and Fichet (1994). 
In the same spirit as in Tarazaga, Hayden, and Wells (1993), a major 
theme of this paper is the interplay between the linear algebraic properties of 
certain types of (semi)distance matrix, the topology of the corresponding 
classes of matrices, and the geometry of the generating points. The two 
papers are essentially complementary, their paper focusing on circum- 
Euclidean matrices and the current paper (which was, in fact, submitted 
earlier) on spherical matrices. 
2. PRELIMINARIES 
2.1. Predissimilarities 
Throughout, Z denotes a finite set of cardinality n > 1. Table 1 defines 
five properties that a function d : Z X Z + Yi may possess and, in cumulative 
correspondence, five classes of such functions. For example, among these 
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TABLE 1 
FIVE CLASSES OF FUNCTIONS d: 1 X I + % 
Property Name of class Defining properties 
1. Hollow: rZ(i, i) = 0 Hollow 1 
2. Symmetric: d(i,j) = cZ(j, i) Predissimilaritv 1 and 2 , 
3. Nonnegative: rl(i, j) > 0 Dissimilarity 1, 2, and 3 
4. Triangular: rl(i, j) + rl(j, k) > rl(i, k) Semi-distance 1, 2, (31, and 4 
5. Definite: d(i, j) = 0 * i =,j Distance 1, 2, (31, 4, and 5 
functions, a predissimilarity is characterized as being hollow and symmetric. 
(The parentheses in the final column of the table indicate that, of course, 
properties I, 2, and 4 together imply property 3.) 
The set of all predissimilarities (dissimilarities) on Z is denoted by 9 
(9 + ). Clearly, 9 f orms a real vector space of dimension n(n - 1)/2, whose 
nonnegative orthant is precisely g+. A topology is introduced on g by 
endowing it with a norm. As the dimensionality is finite, the choice of norm is 
irrelevant. An ordered pair (I, a) with d ~9 (g,) is called a predissimilar- 
ity (dissimilarity) space. 
Let 9 denote the vector space of all 71 X n real symmetric matrices, and 
fl the subspace of all hollow (that is, zero diagonal) members of 9. Then, 
throughout, a bijection between I and (1,. . . , n} is used to identify _Q with 
z in the obvious way, via d ++ D = (rl(i,j)). Thus, we speak entirely 
equivalently about a (particular type of) predissimilarity as a function d, or a 
space (I, d>, or a matrix D. 
The set of all positive semidefinite (positive definite) members of 9 is 
denoted by 9’+ (9’++). Wh ere necessary for clarity, we make explicit the 
order of members of (subsets of) 9 by writing, for example, tin], Y+[ n], 
or 9[n]. 
2.2. Semi&stances 
This paper is principally concerned with the classes of semidistance 
matrices defined, for ease of reference, in Table 2. The following notation is 
used. The expression A 9 B means that A is isometrically embeddable in 
6 
B, and A LJ B denotes that 4 : A + B is such an embedding. The sphere 
centered on the origin and of radius r > 0 in the Euclidean space % N+l 
(N > 0) is denoted by S,(r). It is endowed with the geodesic distance 
function. In particular, we observe that the difference between a circum- 
Euclidean and a spherical semidistance matrix reflects precisely the differ- 
ence between chord and arc distances between points on a sphere. 
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TABLE 2 
SOME PARTICULAR CLASSES OF SEMIDISTANCES 
Symbol Class of semidistance Defining property 
% Of L,type(p > 1) 3N > 0 such that (I, d) of 1: 
91 Hamming 
Sk Euclidean 9; =93 2 
4 
s,(r) r-Circum-Euclidean (r > 0) 3N > 0, 34 such that (I, d) of 1:+ ’ and 
$(I) G SN(r) 
gc Circum-Euclidean 9c = u r>“9&r) 
s;(r) r-Spherical (r > 0) 3N > 0 such that (I, d) q SN(r) 
9s Spherical % = U..,F,Cr) 
-F Superspherical d E 53&r) for all sufficiently large r 
We ‘note in passing that for any semimetric space (I, d), i - j iff 
d(i,j) = 0 d e mes an equivalence relation on I. Moreover, if 4 maps each f 
member of I to its N equivalence class, then (I, d) 2 <I: d’>, where <I: d’> 
is the induced metric quotient space. 
For any d l .9+ and for any (Y > 0, the dissimilarity d” ++ DC*’ is 
defined elementwise by da(i,j) = (d(i,j)}“. Accordingly, we denote by 92) 
the set of all matrices DC’) with d E ~3~. Following Kelly (1972), Critchley 
and Fichet (1994, Section 2.3.4) note that L@~’ coincides with the set _@,+, of 
all quasihypermetric dissimilarities. 
As always, terminology varies between authors and contexts. In particular, 
we note that Tarazaga, Hayden, and Wells (1993) refer to the general 
member of ~8:~) as a “Euclidean distance matrix” rather than, as here, a 
Euclidean squared semidistance matrix. 
2.3. Euclidean Semidistances 
Clearly, for any dissimilarity, d c, d” is a bijection, so that characterizing 
9, is equivalent to characterizing ge (2) Following Menger (1931a, b) and .
Frechet (19351, Schoenberg (1935, 1937) obtained the following, now classi- 
cal characterization. 
The mappings T : B[ n] *fin - l] and K :fln - l] +.9[n] defined 
bY 
(T(d))ij = ${d(i,n) + d(j,n) - d(i,j)}, 
( K( s))i, = sii: 
(K( S))ij = S,i + Sjj - 2Sij 
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are clearly linear and mutually inverse. We have the following key theorem, 
which leads in turn to a number of important corollaries. 
THEOREM 2.1 (Schoenberg, 1935, 1937). Let d ~g+. Then d E _9e i&J” 
T(d’) is positive semidefinite. In this case, the rank of T(d’) is the 
dimensionality of any Euclidean embedding of (I, d). 
We call this rank the (Euclidean) dimensionality of the Euclidean 
semidistance d. The members of ge with maximal dimensionality (n - 1) 
are called simplicial, since they correspond precisely to the distance matrices 
generated by the n vertices of a Euclidean simplex in ‘$I “- ‘. Clearly, for any 
d E ge, d simplicial implies d definite. 
Recalling well-known properties of Pf, the following corollary is imme- 
diate from the fact that 2’ is a linear isomorphism: 
COROLLARY 2.2 (Critchley, 1980). 9,‘2’ is a closed convex cone, whose 
interior is the set of all squared simplicial distances. Consequently, S$ is a 
closed cone. 
Simple counterexamples show that ge is not convex if and only if n > 3 
(Critchley, 1980). The interior of g,+_, denoted J@, is given in the following 
intuitive (but nonimmediate) result, which also derives from Schoenberg. 
COROLLARY 2.3 (Fiche& 1983; Fichet and Gaud, 1987). _Qe is the closure 
of its interior Se’, which comprises all simplicial Euclidean distances. 
Other characterizations and properties of Euclidean semidistance matri- 
ces have been obtained by, for example, Critchley (1978, 19801, Gower 
(1985), Hayden, Wells, Liu, and Tarazaga (1991), and Tarazaga, Hayden, and 
Wells (1993), and the references cited therein. Here we need only the 
following result, which can be proved directly from Theorem 2.1. The symbol 
e[ n], or simply e, denotes the vector of ones in Z”, and M the (n - 1) 
dimensional subspace orthogonal to Span(e). We have: 
COROLLARY 2.4. Let D ~9+. Then 
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2.4. Circum-Euclidean Semidistances 
For any r > 0, the linear mapping T,. : a[n] + Hn] is defined by 
T,(d) = r2eeT - ;D; for any d ~9, the nonnegative quantity s(d) is de- 
fined by 
x TD(“)~ 
s(d) = sup ~ 
i i xEA4 (x’e)’ ’ 
We have the following easy corollary to Theorem 2.1. Part of this overlaps 
with results in Fichet and Le Calve (1984) and in Tarazaga, Hayden, and 
Wells (1993). The proof here is more direct, however. 
COROLLARY 2.5. 
(a> Let d ~9, and let r > 0. Then d ESc(r) = T,(d2) EY+. 
(b) Let d egg. Then d ~9~ e s(d) < ~0. 
(c) Zfd •9~, then d ESc(r) CJ r >, r, = {s(d>/2}‘/“. 
(d) Let d E gc, and let p denote the Euclidean dimensionality of d. Then 
RankT,(d2) = ’ 
if r=r C’ 
p+l if r>r,. 
Proof. (a): It suffices to observe that, for any d ~g, 
T,(d’) = T 
(b): Suppose d E Se. Then 
d EJ& w 3r > 0 such that T,.(d”) EY’, using (a> 
M 3r 2 0 such that Vx $E M, (xTD@)x) =G 2r2(xTe)‘, 
using Corollary 2.4 
w s(d) < cc. 
(c): Immediate from the proof of(b). 
(d): Let d, e D, given by 
D, = 
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Given Theorem 2.1, part (d) . IS c ear geometrically. By invariance, either the 1 
origin of a circumscribing sphere lies in the affne hull of every embedding of 
(I, d), or it lies in none of them. In the first case, the radius is minimal and 
the dimensionality of d, is p. In the latter, r > r, and the dimensionality of 
d, increases by one. n 
The nonnegative quantity r, occurring in part (c) of the above corollary is 
called the circumradius of d egg. Note also, from that part, that the set 
s<;.(r) increases with r with g?(O) = {a,,} to gV, where d,, denotes the null 
dissimilarity. Corollary 2.5 does not give a procedure to compute r,. For that, 
see Gower (1985). 
The following characterizations of 9: and of gV are now immediate. 
~OHOLLAHY 2.6. A dissimilarity d is simplicial (circum-Euclidean) if 
and only if T,.(d2> is positive definite ( positioe semidefinite) for all su.i- 
ciently large r. 
We also have: 
COROLLARY 2.7. 
Proof. Given Corollary 2.3, it suffices to note that the vertices of any 
simplex lie on a sphere. n 
The above suffices for our present purposes. Further characterizations 
and properties of circum-Euclidean semidistance matrices are given in 
Tarazaga, Hayden, and Wells (1993). 
2.5. Sphericul Semidistances 
Following Blumenthal and Garrett (1931) and Klanfer (1933) the main 
characterization of gs was obtained by Schoenberg as below. See also 
Blumenthal (1953, pp. 162-163). 
The following notation will be helpful. For any d E J%+, d denotes 
max{d(i,j)) (i,j) E Z X I}, the diameter of (I, d). Again, for any d l _9+ 
and for any r > 0, A,(d) denotes the matrix with general element 
cos{d(i,j)/r}. El ementary geometric considerations show that the following 
concept is well defined. If d Egs( r), and if i - xi is any embedding of 
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(I, d) in any S,(r), then the dimensionality of Span{xr, .. . , xn) is called the 
spherical r-dimensionality of d. Note that d, egg for all r > 0, with 
spherical r-dimensionality zero or one according as r = 0 or r > 0. We have 
THEOREM 2.8 (Schoenberg, 1935). 
(a) Let d ~9, and let r > 0. Then d Egs(r) ifand only if(i) d < r-r 
and (ii) A,(d) is positive semi&finite. 
(b) Vr > 0, ifd EgS(r), th en its spherical r-dimensionality is the rank of 
A,(d). 
(c) Let d E 9,. Then min{r : d E gs(r)) exists. Moreover, if r, denotes 
this minimum, (I, d) 9 S,( rs). 
The nonnegativity quantity rs appearing in the above theorem is called 
the spherical radius of d E gS. 
3. ON A RESULT OF SCHOENBERG 
We begin with a new characterization of simplicial distances. For every 
d ES,, and for every r > 0, let p,.(d) d enote the smallest eigenvalue of 
A,(d). For every S E 9, let p(S) denote its spectral radius. We have: 
THEOREM 3.1. Let d ~9,. Then the following two statements are 
equivalent: 
(i) d E@. 
(ii) 3c > 0, 3R > 0 such that Vr > R, ?-p,(d) > c. 
Proof. For each r > 0, define B, E B,(d) to be A,(d) - r-‘T,.(d’>. 
Clearly, r2Br + 0 as r + a. Thus, as p(a) is continuous, rs(B,) -+ 0 in the 
same limit. Moreover, from the identity 
T,(d2) = (s” - r2)eeT + T,.(d2) 
it is clear that the smallest eigenvalue A, of T,.(d2) is a nondecreasing 
function of r. Throughout the proof, x denotes any member of ‘8” satisfying 
xrx = 1. 
Suppose first (i). By Corollary 2.6, 3r, > 0 such that T,.(d2) EY++ for 
all r > rl. Fix r2 > rl. Then 3r, > r2 such that Vr > rg, r’p(B,) < iATe. 
Hence, Vr > r3, 
r2x’A,( d) x = xTT,.( d2) x + r2xTB,( d) x > A, - ihTp > $A,, > 0. 
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Conversely, suppose (ii>. Now 3r, > 0 such that Vr > r,, r2dB,) < c/2. 
Hence Vr 2 max(r,, R), 
xTT,( d2) x = r2xTAr( d) x - r2xTB,(d)x > r2p,(d) - c/2 > c/2 > 0. 
Corollary 2.6 completes the proof. W 
Using determinants, Schoenberg (1935) proved and extended a theorem 
of GGdel (I933), showing that every simplicial distance is spherical. Here we 
note an alternative, simpler proof. As an immediate corollary of Theorem 3.1 
together with Schoenberg’s Theorem 2.8(a), (b) above, we have: 
COROLLARY 3.2. 
(a) L@ cgz. 
(b) Suppose d E gC . ’ Then, for all .sufJ’zciently large r, the spherical 
r-dimensionality of d is n, the maximum possible. Thus, in this case, (I, d) 
cannot be isometrically embedded in Sk(r) for any k < n - 1. 
Theorem 3.4 below strengthens Schoenberg’s result. Its proof uses the 
p = 1 case of the following lemma. This lemma is of some independent 
interest. In particular, Schoenberg (1942) contains related material, notably a 
form of converse. Denoting by Pf ’ the set of all positive semidefinite 
matrices each of whose elements is at most one in absolute value, we have: 
LEMMA 3.3. 
(a) For each I_L E %, the function f, : [ - 1, l] + [ - 1, l] defined by 
fpCx) G COS{ ~4-1 has the expansion fpCx) = C~=,ay,< p)xP, where 
“p( PI = 
q2Pe)P 
P! 
x e (2/qZ~( p + 21 + 1)!{(21 + 1)(2p + 41 + 1) - #us} 
I=0 (22 + 1)!(2p + 41 + 2)! 
and 0’ = 1. In particular, if p E [ - 1,1], eve? 
is nonnegative. 
coeficient cxp( EL) ( p 2 0) 
6) For all /.L E [ - 1, 11, A 3 (aij) E p+l a f,(A) 3 (f,(aij)) EY+~. 
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Proof. (a): For each /.L E 8, 
fJx) = k$o(2k)! 1c (2p2)k ( - l)k = c c b,,, 
k>O pa0 
where 
if p<k, 
0 otherwise. 
Using Cauchy’s criterion, the series with general term 
ck ~ (2P2)k(l~I + 1)” 
(2k)! 
is convergent. Hence, the above double series is absolutely convergent, and 
we may interchange the order of summation to obtain 
where 
q/4 = 
(w”)” 
p!c 
( - 1)m(2&7 p + m)! 
7TlBO {2( p + m)}!m! * 
We may insert parentheses to pair off consecutive even (m = 21) and odd 
(m = 2E + 1) terms in this last expansion to obtain, after some algebra, the 
stated expression for cyP( p). Clearly, /.L’ < 1 implies that each (Y,( /J) > 0. 
(b): Suppose that p E [ - 1, l] and that A = (ajj> E P+i. Then, using 
Schur’s lemma, A(p) = (~4) EP’+’ for each p 2 0. But 9+ is a closed, 
convex cone. Thus, as each coefficient a,( /_L.) > 0 here, (fP(ajj)> EP’+’ as 
required. n 
We note in passing that putting x = 1 in Lemma 3.3(a) gives the 
following identity in /_L: C, a a czp( /L> 3 1. In particular, for each /_L E [ - 1, 11, 
f,< A) is, in fact, a convex combination of {A(p) : p = 0, 1,2, . . . }. 
SPHERICAL DISTANCE MATRICES 1.55 
Recall that g(!’ ~9~ (Corollary 2.7), while clearly .9,* ~9~. The first part 
of the following theorem is therefore a strengthening of Schoenberg’s result. 
Proof. As gc(r) increases with r [Corollary 2.5(c)], it will be enough to 
establish (b) or equivalently, by obvious geometrical arguments, that (I E 
SC(l) ==B d ~53~(1). Suppose then that cZ ~.9~(1). As (1 < 2, it will suffice 
(Theorem 2.X) to show that A,(d) E Y+. Now, if 6 denotes the correspond- 
ing spherical semidistance, then ct( i, j) = 2 sin{ S(i, j)/2} for each (i, j) E I ‘. 
Writing c~,~ = cos S(i,j), we have rl”(i,j) = 2(1 - a,j) so that A,(d) = 
<f,<q,)). B’ut (a,,) ES;Uf’ using Theorem 2.8(a). Putting /.L = 1 in Lemma 
3.3 g&s the req&red result. n 
4. EXAMPLES OF SUPERSPHERICAL SEMIDISTANCES 
In this section, we provide further examples of members of 9: and, in 
the process, obtain some further useful preliminaries. 
When n = 3, let ridenote i{c!(i,j) +_n(j, k) + cl(i, k)) for any semidis- 
tance rl on I = {i, j, k}. Note that cl > d with equality if and only if i, j, k 
are metrically aligned (in the obvious sense). For brevity, we omit the 
elementary proof of the following lemma. 
LEMMA 4.1. 
(a) Let n = 2. Then every dissimilarity d is a spherical semidistance, with 
d ES%(~) * I- > r5 = CT/~. Each d # d,, has spherical r-dimensionality 1 
or 2 according as r = rS or r > rS. 
(b) Le,t n = 3. Then every .semidistance d is spherical, with d egg a 
r > rS = ~/VT. Each d # do has spherical r-dimensionality 2 if either r = r, 
or i, j, k are metrically aligned. Otherwise, this dimensionality is 3. 
PROPOSITION 4.2. 
(a> lf n < 3, 9,* = 9, =BC, = (all semidistances). 
(b) If n < 3, each of the sets gS * gs, and gS(r) (any r 2 0) is convex. , 
Zf n 2 4, none of them is, except 9$(O) = {d,). 
(c) The set 9,(r) is compact for every n > 1 and for every r >/ 0. 
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Proof. (a): Immediate, given the lemma. 
(b): Trivially, 9rs(0) = {da} is convex. Suppose first that n Q 3. Then 9,* 
and J%~ are convex by (a). For any r > 0 and for any 0 < A < 1, let d, and 
d, belong to LB~(~), and let d = Ad, + (1 - AId,. Then 
If rr = 4, simple counterexamples suffice. For n > 4, it suffices to replicate 
one of the elements of Z in the counterexamples. For brevity, we omit the 
details. 
(c): If r = 0, the result is immediate. For r > 0, ~8~(r) is bounded by 
condition (i) of Theorem 2.8(a), and closed by the continuity of the cosine 
function and the closure of the cone 9+. W 
For any d ESPY, let R,(d) d enote the nonempty set {r > 0 1 d egg. 
Corollary 2.5 above shows that R,(d) = [r,, a), where r, is the circumradius 
of d. Proceeding analogously, for any d l gS, let R,(d) denote {r > 0 1 d E 
&S,(r)), whose minimum, the spherical radius of d, exists by Theorem 2.8. 
The above proposition shows that, if n < 3, R,(d) = [r,Y,m). It might be 
thought that this last equation always holds. However, we shall shortly see 
that it is false whenever n > 4 (Corollary 5.6 below). 
The following proposition provides another example of superspherical 
semidistances. Its corollary plays a key role in establishing the important 
counterexamples of the next section. A dissimilarity d is said to be a chain 
semidistance if (I, d) can be isometrically embedded in the Euclidean 
line-that is, if and only if d is Euclidean with dimensionality 0 Cd = d,) or 
1. The set of all chain semidistances forms a closed cone, denoted by gch, 
that is convex if and only if n = 2. Its members can be characterized as 
follows. 
PROPOSITION 4.3. Let (I, d) be a semimetric space, and let <i, d’> be the 
induced metric quotient space. The following three statements are equivalent: 
(i> d ~g=,,, 
(ii) d ~9@/7r) and 3r > ~?/rr such that d E.G@~(T), 
(iii) Vr 2 d/r, d ES&S(r), 
in which case, provided 1 I’[ > 2, the spherical r-dimension of d is 2 for every 
r 2 d/r. In particular, BCh GJS>*. 
Proof. The implications (j) * (iii) d (ii) are immediate. It suffices then 
to prove that (ii) j (i). If 1 II f 2, the result is trivial. Suppose then that 
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Ii1 > 3, and let (i,j) satisfy d(i,j) = d > 0. Since d E~~(Z/T), the vectors 
associated with i and j in any corresponding embedding are diametrically 
opposed, so that 
Vk E I, d(i, k) + d(k,j) = d(i,j). 
Since d ~.9~(r-) for some r > d/rr, the vectors xi and xj associated with i 
and j in any embedding in some S,(r) define a unique plane and hence a 
unique great circle. By the last equation, Vk E I, xk lies on the shortest arc 
of that circle joining xi and xj, so that d ES&,. n 
COROLLARY 4.4. Let d ~g~(z/vr). Then either 
(i) d E 9,, in which case d E_GZ~,,, or 
(ii) d eBe, in which case Vr > Z/IT, d @gS(r). 
In particular, $ d l BS(d/ n is a distance, and if there are two different > 
pairs {i, jl, {k, 0 with d(i,j) = d(k, 1) = Z, then d is not Eu&dean. 
Proof. Given Proposition 4.3, it suffices to prove that d E SS(Z/7r) I-I .~2~ 
implies that d is a chain semidistance. Let (i, j) satisfy d(i, j) = 2. Since 
d Eq(d/7r), th en Vk E I, d(i, k) + d(k,j) = d(i,j). Since d l 9~, d is 
therefore at most one dimensional. That is, d E SBCh. W 
5. 0~ THE RELATIONSHIP BETWEEN (SUPER-~sPHEBICAL 
AND EUCLIDEAN SEMIDISTANCES 
In this section we explore the somewhat intricate relationship between 9, 
and ge. It turns out that 9: plays a key role here. Proposition 4.2 
establishes that qs =9? when n Q 3. This is false in general. Indeed, 
whenever n > 4, neither set contains the other. The following counterexam- 
ples cover the case n = 4. For n > 4, it suffices to replicate a point as 
necessary. 
COUNTEREXAMPLE 5.1 (9, g_12~ whenever n > 4). For any circle of 
positive radius, consider two diameters intersecting at right angles. Then, by 
Corollary 4.4, the spherical distance d between their endpoints is not 
Euclidean. 
COUNTEREXAMPLE 5.2 (9, pgs whenever n > 4). Consider the Eu- 
clidean distance d defined by Figure l(a). Suppose, if possible, that d •_9~. 
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a b 
FIG. 1. Illustration of Counterexample 5.2. 
Then, necessarily, A, C, B are on the same great circle, and so (I, d) v S,(r) 
for some r > 2/7r as in Figure I(b). By Corollary 4.4, we have r > 2/7r. 
The point D, being equidistant from A and B, is in the plane oxz in an 
obvious notation. Since C is equidistant from A, B, and D, the point H 
shown in Figure l(b) is the projection of D onto the plane ory. Thus, the 
points B and D have the respective coordinates 
B:(rcos(r-‘),rsin(r-‘),O) and D:(rcos(rp’),O, + rsin(r-‘)), 
and so the chord distance BD is fir sin(r-I), while the arc distance 
BD = d(B, D) = G. H ence, by the general relationship between these two 
distances. 
sin((r&)-l) = (~/2-l sin(r-‘). 
But an easy calculation shows that, for 0 < a < 1, the function 
f(x) = sin ax - nsin x 
is strictly positive over 0 < x < 7r/2. This gives the desired contradiction. 
The general relationship between gs*, 9?, and 9e is clarified in a series 
of corollaries to the following result. 
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THEOHEM 5.3. L,et {dk} he a sequence of ?2V converging to some 
dissimilarity d. Suppose there exists a sequence of nonnegative reals irk) such 
that 
(i) lim rk = 00 as k 4 a and 
(ii> Vk, d, Egb(rk). 
Then d E gC;,. In particular, ~2,~ c-9,.. 
Proof. For every k, let 6, be the chord semidistance associated with d, 
for the radius r,. Fix (i, j) E I”. If d,(i, j) = 0 for every k sufficiently large, 
then S,(i, j) tends to d(i, j) = 0 as k + 00. If the previous condition is not 
satisfied, then there exists a subsequence {d,(,,,,} such that Vm, dkc,,,,(i, j) > 
0. Since these latter quantities are bounded, 
Therefore, 8kC,,,J(i, j) + d(i, j). Since Z is finite, it follows that d is the limit 
of some subsequence of { 6,). The theorem follows, as g? is closed (Corollary 
2.2). W 
Proof. By Corollary 2.7(a), Th eorem 3.4, and Theorem 5.3, gee cgc c 
s>! ~9~ n SC;. cSB,,. Taking closures completes the proof, using Corollary 
2.3. n 
COROLLAHY 5.5. _?& ugs = g. 
Proof. By Corollary 5.4, g? UL3s C_ q. Conversely, let d E q. If d = 
d,,, then d E g?. Suppose now that d z do, and consider a sequence {d,} in 
gs converging to d. For every k, let rk > 0 satisfy dk Egs(rk). If lim sup rk 
= + m, there exists a subsequence rkC,,,) converging to m, and so d ~9~ by 
Theorem 5.3. If lim sup rk < + 00, the sequence Irk} is bounded, by c say. In 
the compact interval [O, c]. there exists a subsequence rkc,,, which converges 
to some ? > (1/rr > 0. By continuity, the subsequence ArLC,_,(dkCrn)) of posi- 
tive semidefinite matrices converges to A,(d), which is also positive semidefi- 
nite. Therefore d E gs. n 
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The following two corollaries of Theorem 5.3 are also of interest. 
COROLLARY 5.6. [Vd EL&~, R,(d) = [r,,m)l * n G 3. 
Proof. Suppose the condition on R,(d) holds. Then g: = &@s and so, by 
Theorem 5.3, ss ~9~. Hence by Counterexample 5.1, n < 3. The suffi- 
ciency of n < 3 follows from Proposition 4.2(a). n 
COROLLARY 5.7. If n < 3, the cone .SS is closed and convex, while if 
n > 4, it is not open, not closed, and not convex. The same statements are 
true of the cone gS*. 
Proof. If n < 3, Proposition 4.2 suffices. Suppose now n z 4. Then 
both cones are nonconvex (Proposition 4.2). As both cones are pointed and 
contain d,, neither of them can be open. Suppose, if possible, that gs is 
closed. Then Corollary 5.5 gives ge cgs, contrary to Counterexample 5.2. 
Equally, suppose that gs* 1s closed. Then Corollary 5.4 gives gs* = ge, 
which again contradicts Counterexample 5.2. n 
6. ON A SECOND RESULT DERIVING FROM 
SCHOENBERG: g? cg, 
Theorem 2 of Bretagnolle, Dacunha-Castelle, and Krivine (1966) to- 
gether with a property established by Schoenberg (1938, Corollary 1, p. 527, 
or Theorem 5, p. 534), establishes the now familiar result that L, embeds 
isometrically in some space L,. The proofs are very sophisticated. A simple 
proof is possible in the finite case. 
Critchley and Fichet (1994) give a simple, self-contained account of 
certain fundamental properties of 9, together with relevant references to 
the literature. For our present purposes the following will suffice. We quote 
here without proof: 
THEOREM 6.1 (Avis, 1977). 
(a) gi is a closed convex polyhedral cone. 
(b) Let d be a semidistance. Then d E gI iff d is of symmetric difference 
tY Pe. 
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THEOREM 6.2 (Kelly, 1970). 
ric difference type. 
Every spherical semidistance is of symmet- 
Combining these results with our Corollary 5.5, we have at once: 
As a simple corollary to results in Avis (19771, the following proposition 
has been established. See, for example, Critchley and Fichet (1994). 
PROPOSITION 6.4. Let d ELM+. Then d E ~2~ iff for some K > 0, 
(I, d) 2 11” with +(I) contained in the vertex set of a rectangular paral- 
lelepiped. 
This gives immediately: 
COROLLARY 6.5. 
d”2 EB* 
Zf d EBB, then d”2 E.Y~~. In particular, d •9~ * 
s =a d1’2 ~_q C-ILS~. 
7. INCLUSIONS 
Critchley and Fichet (1994) establish the partial order by inclusion among 
over a dozen commonly occurring classes of dissimilarity. It is of fundamental 
interest to enquire how the five classes _@,“, gc, _G@~*, gs, and J?&, discussed 
in the present paper but not the former, intervene in this structure. A 
complete account would be lengthy. Instead, we limit ourselves here to 
establishing that Figure 2 is the Hasse diagram for the eleven classes of 
semidistance that it contains-m other words, that a line joining a box 9* to 
a box 9* * higher up in this figure correctly denotes that .~3* ~9~ * for all 
n > 1 and, moreover, that it is only these inclusions (and those derived from 
them by transitivity) that hold for all such n. Establishing this requires the 
following. Note that all the counterexamples are given for the smallest 
possible value of n, larger values being covered by replication. 
Recall first that a dissimilarity d is called an ultrametric semidistance if 
V(i,j, k) E Z3, d(i, k) < max{d(i, j), d(j, k)}. The set of all such d forms a 
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D, of L,4ype 
‘ot Tree 27, Spherical V, Euclidean 
q Super-spherical 
V, Circum-Euclidean 
‘0, Ultrametric 
FIG. 2. The partial order by inclusion of certain classes of semidistance matrices 
on a finite set. 
closed cone, denoted by gU. It is well known that gU CLAN. For a short 
proof, see Critchley and Fichet (1994). We have now: 
PROPOSITION 7.1. 9” ~23~. 
Proof. Let d age,. Identifying I with (1,. . . , n}, let d+ be the dissimi- 
larity on I+= Z U {n + 1) defined by d+~IxI = d while Vi E I, d+(i,n 
+ 1) = b Then d+ is also ultrametric and hence Euclidean. n 
Again, a dissimilarity d is called a tree semidistance if (I, d) is embed- 
dable in some positively weighted tree. The set of all such d forms a closed 
cone, denoted by ~2~. Not all tree semidistances lie in g, as we now show. A 
dissimilarity d is called a star semidistance if there exist nonnegative reals 
(wi 1 i E I] such that, whenever i #j, d(i, j) = wi + wj. The set of all such 
d forms a closed convex cone, denoted by 9,,. A star graph is a tree having 
exactly one nonterminal vertex. Clearly d =Sst implies that (I, d) is embed- 
dable in a positively weighted star graph, so that gSt cSt. We have the 
following counterexample. 
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CouNTEnEXAMPLE 7.2 (G8,t g q whenever vi > 4). Putting 1 = 
{i, j, k, l}, it suffices to consider the star distance defined by wi = u;~ = wk = 
1 and u), = 0. 
The following simple counterexamples will also be needed. 
COLJNWREXAMPLE 7.3 (gc!’ p St whenever n > 4). Suppose, if possible, 
that gt!’ cg,. Then, taking closures, sV egg. To obtain the required 
contradiction, it suffices now to consider the Euclidean distance generated by 
the vertices of the unit square. 
ColJNTEKEXAMl~LE 7.4 (gVII ps,,, whenever II > 3). Consider the dis- 
tance generated by three distinct points on the line. 
COUNTEHEXAMPLF: 7.5 (9,:’ gg,,, UC3Tc,, whenever n > 3). Consider the 
distarlce generated by the vertices of any right-angled triangle. 
COUNTERHAMI~LE 7.6 (s,‘,, pge!’ whenever n > 2). Consider d,,. 
We finish with: 
TIImnEM 7.7. Figure 2 is the Hnsse diagram for the eleven classes of 
.sprnidi.rtclrlces on I that it contains. 
Proof. All the inclusions, and noncomparabilities by inclusion, shown in 
Figure 2 not involving &?Y,i,l’, gc, S5*, g5, or @ are proved in Critchley and 
F&et (1994). The others hold from results proved here. For the inclusions: 
s,, U 22$’ ~28~ by Proposition 7.1 and Corollary 2.7; SC,, U gAGLZs? ~9~ 
n gfn,. by Proposition 4.3, Theorem 3.4, and Theorem 5.3; and ss = gs U ~3~ 
~9, by Corollary 5.5 and Theorem 6.3. For the noncomparabilities by 
inclusion, inspection of Figure 2 reveals that it is necessary and sufficient that 
the following sets be shown to be nonempty for some n > 1: 
For these, Counterexamples 7.2 to 7.6, 5.1, and 5.2 respectively suffice. n 
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