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Abstract
We develop the semantic foundations of the speciﬁcation language HASCASL, which combines algebraic speciﬁcation and func-
tional programming on the basis of Moggi’s partial -calculus. Generalizing Lambek’s classical equivalence between the simply
typed -calculus and cartesian closed categories, we establish an equivalence between partial cartesian closed categories (pccc’s) and
partial -theories. Building on these results, we deﬁne (set-theoretic) notions of intensional Henkin model and syntactic -algebra
for Moggi’s partial -calculus. These models are shown to be equivalent to the originally described categorical models in pccc’s
via the global element construction. The semantics of HASCASL is deﬁned in terms of syntactic -algebras. Correlations between
logics and classes of categories facilitate reasoning both on the logical and on the categorical side; as an application, we pinpoint
unique choice as the distinctive feature of topos logic (in comparison to intuitionistic higher-order logic of partial functions, which
by our results is the logic of pccc’s with equality). Finally, we give some applications of the model-theoretic equivalence result to
the semantics of HASCASL and its relation to ﬁrst-order CASL.
© 2005 Elsevier B.V. All rights reserved.
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0. Introduction
The rigorous development of functional programs calls for a wide-spectrum formalism that supports property-
oriented speciﬁcation, design, and rapid prototyping in an executable sublanguage. Such a framework is provided by
the recently developed speciﬁcation language HASCASL [32,33,36], which extends the standard algebraic speciﬁcation
language CASL [3,23] by a higher-order logic with type class polymorphism, as well as HOLCF style general recursion
[25]. (As a CASL extension, HASCASL has been approved by IFIP WG 1.3 [11].) The executable subset of HASCASL
closely corresponds to a large fragment of Haskell. HASCASL has been used as the background formalism for a generic
computational logic following the paradigm of side-effect encapsulation via monads [35,34].
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Here, we develop the semantic foundations of HASCASL, which is based on the partial -calculus [21,22,28]. Since it
is one of the objectives of HASCASL to maintain a close relationship with the established language CASL, which comes
with a set-theoretic semantics, it is desirable to equip the partial -calculus with a set-theoretic semantics. In such a
semantics, models would typically be some sort of -algebras or Henkin models in the spirit of Henkin’s semantics
for classical higher-order logic [16]. By contrast, the semantics for the partial -calculus originally given in [21] is
deﬁned in terms of models in partial cartesian closed categories (pccc’s). Here, we show that the two approaches can be
reconciled, i.e. that suitably deﬁnedHenkinmodels of partial -theories and pcccmodels are equivalent; this generalizes
a corresponding result for the total -calculus [4] (similarly, it is shown in [18] that set-theoretic Bruce–Meyer–Mitchell
models of the second-order -calculus are equivalent to Seely’s hyperdoctrine models).
For the proof of this result, as well as for the study of the partial -calculus in general, it is useful develop a partial
version of Lambek’s classical results on the total -calculus stating that -theories are equivalent to cartesian closed
categories (ccc’s) via a classifying category/internal language correspondence [19]. The categorical basis for partiality
aredominions in the sense of [28], i.e. classes of admissible domains for partialmorphisms.Weprove several equivalence
results for logics with partiality. In particular, ﬁrst-order partial equational theories are equivalent to cartesian categories
(i.e. categories with ﬁnite products) equipped with a dominion, and partial -theories are equivalent to pccc’s. Such
equivalences can be exploited for technical purposes on both sides; i.e. one can reason about categories at a logical
level, and about theories at a categorical level. A crucial aspect of the partial -calculus is that, in the presence
of an internal equality predicate, which categorically corresponds to the requirement that the dominion contains all
regular monomorphisms, it allows the deﬁnition of a full intuitionistic higher-order logic. As an example of the
interplay between logic and category theory, we show that topos logic is distinguished from this logic by the unique
choice axiom.
Related work includes [8], where a representation of partial conditional equational theories as left exact categories
is constructed along partly similar lines as here. In [12], a term construction of classifying g-monoidal categories for
partial signatures is given. A construction of a classifying p-category with p-exponentials for the partial -calculus is
outlined in [28].
The material is organized as follows. First-order partial equational logic is introduced in Section 1, and dominional
categories in Section 2. Cartesian dominional categories are shown to be equivalent to partial equational theories in
Section 3. In Section 4, internal equality is discussed. In Sections 5 and 6, the partial -calculus and its categorical
counterpart are introduced. The main results of this work are presented in Sections 7–9: in Section 7, equivalence
results are proved for partial -theories and pre-pccc’s, which generalize pccc’s, as well as for partial -theories and
pccc’s. The latter result involves the construction of a pccc completion for pre-pccc’s. In Section 8, we introduce Henkin
models and prove their equivalence with pccc models. In Section 9, the relationship between the partial -calculus with
equality and topos logic is discussed. Finally, applications of the equivalence result for Henkin models relevant for the
semantics of HASCASL are presented in Section 10. Preliminary versions of results presented here have appeared in
[29–31].
1. Partial equational logic
We begin by describing a ﬁrst-order partial equational logic with existentially conditioned equations (ece’s) [6]. We
will then show that partial equational theories are equivalent to so-called cartesian dominional categories; this will
be established by constructing a classifying category for each partial equational theory and, conversely, an internal
language for each cartesian dominional category. None of these results will be regarded as being overly novel or
surprising; however, their precise formulation, including the syntax and deduction system of the logic, not only paves
the ground for the treatment of partial higher-order logic, but also constitutes necessary background material for the
model-theoretic equivalence results to be proved in Section 8.
A (ﬁrst order) signature  is a pair (S,) consisting of a set S of sorts and a set  of operators f with given
proﬁles (or arities) written f : s¯ ⇀ t , where t is a sort and s¯ = (s1, . . . , sn) is a list of sorts, also called a multi-sort
(we will generally indicate lists by a bar notation, with indexed components implicitly assumed). A context  is a list
 = (x¯ : s¯) = (x1 : s1, . . . , xn : sn) of sort assignments for variables. In a context, one can form terms and multi-terms,
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Fig. 1. Deduction rules for partial equational logic.
i.e. lists ¯ of terms i , according to the rules
(var) x : s in 
 x : s (op)
 ¯ : s¯
f : s¯ ⇀ t
 f (¯) : t .
Here, the judgement   : t reads ‘term  has sort t in context ’; correspondingly, multi-sorts are assigned to multi-
terms. The sort t may occasionally be omitted from the notation. The empty multi-term ( ), also denoted ∗, doubles as
a term of ‘type’ ( ), also denoted 1.
Remark 1. In order to obtain the categorical equivalence results proved below, it is not necessary to introduce a
product type constructor, which we therefore, in accordance with [21], omit in the interest of syntactic economy (e.g.,
this makes structural induction easier, and the deduction system becomes smaller). By the said results, product types
can, however, be conservatively added to the language.
A morphism between signatures is a pair of maps between the corresponding sets of sorts and operators, respectively,
that is compatible with operator proﬁles; the action of a morphism  on terms, equations, etc., is also denoted by .
This notion of morphism will be complemented by a notion of derived signature morphism induced by the categorical
equivalence proved below.
A partial equational theory T = (,A) is a signature  together with a set A of axioms that take the form of
existentially conditioned equations: an (existential) equation in context , written 1 e= 2, is read ‘1 and 2 are
deﬁned and equal’, where the i are terms of the same sort in context  (by contrast, a strong equation 1 s= 2 is
read ‘1 is deﬁned iff 2 is deﬁned, and in this case, the two are equal’). The equation  e=  is abbreviated as def;
this corresponds to the existence predicate of [39]. Sentences of this form are called deﬁnedness assertions. Equations
between multi-terms of the same length are to be understood as conjunctive sets of equations. In particular, deﬁnedness
assertions def ¯ for multi-terms are just conjunctions of deﬁnedness assertions def i . We will use the conjunction
symbol ∧ to denote the union of such sets, and  will denote the empty set of assertions. Sets of deﬁnedness assertions
will be denoted by ,, . . . , while 	,
, . . . denote equations. Notations such as [/x] indicate substitution in all
assertions of the set. An existentially conditioned equation (ece) in context  is a sentence of the form  ⇒ 
,
where  is a set of deﬁnedness assertions and 
 is an equation in context .
Fig. 1 shows a deduction system for existential equality in a theory (,A) and a ﬁxed context . Rule (sub) uses
subderivations with local assumptions, marked by square brackets, in a locally enlarged context; i.e. its ﬁrst premise
reads ‘
 is deducible in the context extended by y¯ : t¯ under the additional assumptions ’. We write  
or  
 if a set  of deﬁnedness assertions or an equation 
, respectively, can be deduced from a set  of
deﬁnedness assertions in context. An ece ⇒ 
 is a theorem if 
. (We are not covering actual conditional
equations here; for this reason, we have restricted also the notion of entailment to deﬁnedness conditions as premises.)
A translation between theories is a signature morphism that transforms axioms into theorems.
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2. Dominions
We brieﬂy review some standard notions relating to the concept of partial maps in a category. An (M-)partial
morphism from A to B in a category C is a span
• f B
A
m

,
written (m, f ) : A ⇀ B, where m is a monomorphism belonging to a class M of admissible subobjects. Two partial
morphisms (m1, f1) and (m2, f2) are regarded as equal if there exists an isomorphism h such that f1h = f2 and
m1h = m2. In order to obtain a category P(C,M) of M-partial morphisms containing C as a subcategory of total
morphisms, we need to require thatM contains all identities and is closed under composition and pullbacks, the latter in
the sense that pullbacks, or inverse images, ofM-morphisms along arbitrary morphisms exist and are inM. Following
[28], we call such a class M a dominion, and the pair (C,M) a dominional category. The composite of (m, f ) and a
partial morphism (n, g) : B ⇀ C is (m ◦ f ∗n, g ◦ f¯ ), where
• f¯  •
•
f ∗n

f
 B
n

is a pullback.
It is easy to see that a dominion M is also closed under intersections (i.e. intersections of M-morphisms exist and
are inM) and enjoys a left cancellation property: if m is a monomorphism andmg ∈ M, then g ∈ M. This implies that
M contains all isomorphisms. (Recall that the intersection of two subobjects m, n of A is the subobject of A obtained
by pulling back m along n.)
Example 2. In any category with pullbacks, the class of monomorphisms is a dominion, as is the class of regular
monomorphisms, provided that the latter is closed under composition. (Recall that a monomorphism is called regular
if it is the equalizer of some pair of morphisms.) In the category of topological spaces, the classes of open, closed,
and clopen embeddings, respectively, are dominions. The class of upclosed sets and the class of downclosed sets are
dominions on the category of partial orders. Similarly, the Scott open sets [38] form a dominion on the category of
complete partial orders (cpo’s).
Deﬁnition 3. A dominional functor between dominional categories (C1,M1) and (C2,M2) is a functor F : C1 →
C2 that preserves admissible subobjects and their pullbacks (here and further below, preservation properties are up to
isomorphism rather than on-the-nose). Such an F is called dominionally full or a full dominional functor if F is full and
each M2-subobject of an object of the form FA has a representative of the form Fm, m ∈ M1. A dominionally full
equivalence functor is called a dominional equivalence. A dominional category (A,N ) is called a (full) dominional
subcategory of (C,M) if A is a (full) subcategory of C and the inclusion A ↪→ C is a (full) dominional functor.
A dominional functor F : (C,M) → (A,N ) induces a functor P(C,M) → P(A,N ), which we denote by P(F ).
Lemma 4. A dominional functor F is dominionally full iff P(F ) is full.
Proposition 5. If F : (C,M) → (A,N ) is a dominional equivalence, and F and G : A → C form an equivalence of
categories, then G : (A,N ) → (C,M) is a dominional equivalence.
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Remark 6. It is shown in [9] that full subcategories of categories of the form P(C,M) are characterized as restriction
categories, in which to each (partial) morphism f : A ⇀ B, an idempotent f¯ : A ⇀ A is assigned representing the
domain of deﬁnition of f. A restriction structure on P(C,M) is deﬁned by assigning (m,m) to (m, f ). Restriction
categories arising in this way from categories P(C,M) are characterized as those where all restriction idempotents
split. These results are in the context of earlier work including [7,13,17,26], which is however based on the notion of
partial product, i.e. the monoidal structure onP(C,M) arising from a cartesian product onC. (E.g. a p-category [26,28]
is a category C, equipped with a bifunctor × : C×C → C and transformationsX : X → X×X, pX,Y : X×Y → X,
and qY,X : Y × X → X, natural in X but not necessarily in Y, such that the equations
pX,XX = idX = qX,XX (pX,Y × qX,Y )X×Y = idX×Y
pX,Y (idX × pY,Z) = pX,Y×Z pX,Z(idX × qY,Z) = pX,Y×Z
qX,Y (pX,Y × idZ) = qX×Y,Z qX,Z(qX,Y × idZ) = qX×Y,Z
hold and such that the associativity and commutativity morphisms X,Y,Z : X × (Y × Z) → (X × Y ) × Z and
X,Y : X × Y → Y × X deﬁned by
X,Y,Z = ((idX × pY,Z) × (qY,ZqX,Y×Z))X×(Y×Z)
X,Y = (qX,Y × pX,Y )X×Y
are natural in all variables.)
One can thus move freely between the constructive representation of partial maps in dominional categories and the
axiomatic representation in restriction categories and related structures. For the purposes of this work, we found it more
convenient to use dominional categories, in particular since this makes for a clearer formulation of the equivalence
result for Henkin models.
Dominions can be constructed from suitable classes of representatives:
Deﬁnition 7. A predominion is a classM0 of monomorphisms, containing all identities and closed under composition,
such that there exist, in M0, pullbacks of M0-morphisms along arbitrary morphisms.
Lemma 8. The closure M = M0 ◦ Iso of a predominion M0 under right composition __ ◦ h with isomorphisms h is
a dominion.
As usual, we call a category (functor, subcategory) cartesian if it has (preserves, is closed under) ﬁnite products.
Throughout, we use the symbol × to denote cartesian products in the category of total morphisms. The terminal object
is denoted by 1; the factorizing morphism for morphisms fi : B → Ai , i = 1, . . . , n, called their tupling, will be
written 〈fi〉 = 〈f1, . . . , fn〉 : B → A1 × · · · × An. In a cartesian dominional category (C,M), M is closed under
products (but not in general under pairing).
Cartesian dominional categories allow the interpretation of partial equational theories:
Deﬁnition 9. A model M of a signature  in a cartesian dominional category (C,M) consists of an assigment of
a C-object M[[s]] to each sort s, with M[[s¯]] deﬁned as M[[s1]] × · · · × M[[sn]] for multi-sorts s¯, and a partial map
M[[f ]] : M[[s¯]] ⇀ M[[t]] to each operator f : s¯ ⇀ t .
Given a model M, we put M[[]] = M[[s¯]] for each context  = (x¯ : s¯). We can then interpret terms in context
  : t as partial morphisms
M[[. def]] M[[. ]] M[[t]]
M[[]]

∩
,
correspondingly for multi-terms, by recursion over the term structure: variables are interpreted as projections (in
particular, M[[. defx]] = M[[]]) and operator application as composition of partial morphisms. The interpretation
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of a multi-term ¯ has as its domain M[[. def ¯]] the intersection of the M[[. defi]], and its action M[[. ¯]] is the
corresponding restriction of the tupling 〈M[[. i]]〉. In order to avoid cluttering the notation, we will denote domain–
codomain restrictions of M[[. ]] to admissible subobjects of M[[. def]] and M[[t]], respectively, by M[[. ]] as
well; moreover, we shall occasionally use M[[. ]] to refer to the entire partial morphism shown above.
This interpretation leads to a notion of satisfaction in C:
Deﬁnition 10. An existentially conditioned equation  ≡ ( ⇒ 1 e= 2) in holds inM ifM[[.]] is contained
inM[[. defi]], i = 1, 2, and themorphismsM[[. i]] agree onM[[.]], i.e. their respective restrictions toM[[.]]
coincide. In this case, we write M  . We say that M is a model of a partial equational theory (,A) if M A, i.e.
M   for every  ∈ A.
The deduction system of Fig. 1 is sound for this semantics:
Theorem 11 (Soundness). The theorems of a partial equational theory T hold in all models of T .
The proof relies on the following lemma, proved by induction over :
Lemma 12 (Substitution). Let  ¯ : s¯ be a multi-term, and let  ¯ : t¯ be a term or multi-term in , where  =
(y¯ : s¯). Then M[[. ¯]] has a restriction M[[. def(¯[¯/y¯], ¯)]] → M[[. def ¯]]. In the arising diagram
M[[. def(¯[¯/y¯], ¯)]] ⊂  M[[. def ¯]]



M[[. ¯[¯/y¯]]]
M[[t¯]] ﬀ
M[[. ¯]]
M[[. def ¯]]
M[[. ¯]]

⊂  M[[]]
M[[. ¯]]

,
the triangle commutes and the square is a pullback.
(This can be phrased in terms of composition of partial morphisms: in P(C,M), M[[. ¯]] ◦ M[[. ¯]] =
M[[. ¯[¯/y¯]]] ◦ d, where d is the restriction idempotent for the partial morphism M[[. ¯]] as in Remark 6.)
Proof of Theorem 11. We prove only soundness of the substitution rule (sub). In the notation of the rule, let 
 be
1 = 2, and put  = (y¯ : t¯ ). Let M be a model of T . By the substitution lemma, we have, for i = 1, 2, a commutative
diagram
M[[.[¯/y¯] ∧ def ¯]] ⊂ M[[. def(i[¯/y¯], ¯)]]
M[[.i [¯/y¯]]]

M[[,.]]
M[[,. (x¯,¯)]]

⊂  M[[,. defi]]
M[[,. (x¯,¯)]]

M[[.i ]]
 •
where the inclusion at the top is obtained by the pullback assertion of the lemma. By correctness of the subderivation,
the i are equalized in the bottom row of the diagram and thus also in the top row, as required. 
3. Equivalence of syntax and semantics of partial equational logic
We will now deﬁne an adjunction between theories and categories, associating to each cartesian dominional category
(C,M) a partial equational theory L(C,M), called the internal language, and to each partial equational theory T a
classifying category Cl(T ). It will turn out that the category of cartesian dominional categories is the Kleisli category
for the induced monad, which means that cartesian dominional categories are essentially the same as partial equational
theories, equipped with a more general notion of morphism, i.e. translation. (Strictly speaking, this adjunction and the
associated notions of monad and Kleisli category live in the realm of 2-categories; however, we shall mostly leave
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2-categorical aspects out of consideration here. Also, the collection of cartesian dominional categories fails to form a
class, so that one would actually need to speak of quasicategories [1] rather than categories.)
To a cartesian dominional category (C,M), we associate a signature , whose sorts are the objects of C, and whose
operators of proﬁle A¯ ⇀ B are the partial morphisms A1 × · · · × An ⇀ B in (C,M). This signature has an obvious
canonical model in (C,M); interpretation in this model is denoted just by [[__]] (e.g. [[A]] = A, etc.). The axioms of
L(C,M) are deﬁned to be the ece’s that hold in the canonical model. The operation L is functorial: given a dominional
functor F, we have a signature morphism L(F ) that translates the sort A to FA, and a partial operator (i.e. partial
morphism) f to P(F )(f ). The preservation of axioms follows from the fact, proved by induction over (multi-)terms,
that we have an equality
[[L(F )(. ¯)]] = P(F ) [[. ¯]]
of partial morphisms for each term or multiterm  ¯.
Proposition 13. Every model of a partial equational theory T in (C,M) factors through the canonical model via a
unique translation T → L(C,M).
Conversely, we construct the classifying category Cl(T ) for a given partial equational theory T as follows. The
objects of Cl(T ) are pairs (.) consisting of a context  = (x¯ : s¯) and a ﬁnite set  of deﬁnedness assertions,
with (.) abbreviated as (). Morphisms (.) → (y¯ : t¯ .) are multiterms  ¯ : t¯ such that
 [¯/y¯] ∧ def ¯,
taken modulo equality deducible from . The identity on (.) is x¯, and composition is deﬁned by substitution; it is
easy to see that this deﬁnes a category. The dominion is deﬁned as the isomorphism closure of the predominion M0
(cf. Lemma 8) consisting of the morphisms of the form
x¯ : (.) → (.).
The pullback of x¯ : (.) → (.) along ¯ : (.) → (.) is
(. ∧ [¯/x¯]) ¯ (.)
(.)

∩
¯
 (.).
x¯

∩
Since all structure on the classifying categories is given syntactically, a translation  : T1 → T2 gives rise to a cartesian
dominional functor
Cl() : Cl(T1) → Cl(T2).
The unit of the envisioned adjunction is the translation
 : T → L(Cl(T ))
mapping a sort s to (xs : s) and an operator f : s¯ ⇀ t to the operator given by the partial morphism f (xs) : (xs : s¯) ⇀
(t), where xs is the list of the xsi .
The co-unit at a cartesian dominional category (C,M) is the functor
E(C,M) : Cl(L(C,M)) → (C,M)
that maps an object (.) to [[.]] and a morphism ¯ : (.) → (.) to the composite
[[.]] ↪→ [[.[¯/y¯] ∧ def ¯]] [[. ¯]] [[.]]
of the inclusion provided by the soundness theorem and the restriction of [[. ¯]] according to the substitution lemma.
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Theorem 14. (i) The extension  is conservative, i.e. if ( ⇒ 
) is a theorem in L(Cl(T )), then  ⇒ 
 is
a theorem in T .
(ii) The functor E(C,M) is a dominional equivalence.
(iii) Cl(T ) is freely generated by T in the sense that any translation  : T → L(C,M) factors essentially uniquely
as L(#):
Here, ‘essentially’ means that # is unique up to a unique natural isomorphism that is the identity on Cl(T )-objects of
the form (s). Thus, Cl(T ) is determined up to equivalence by this property.
Proof of Theorem 14. (i) By soundness, ( ⇒ 
) holds in Cl(T ). By construction of Cl(T ), it follows that
 ⇒ 
 is a theorem.
(ii) E(C,M) is surjective on objects. We have to show that E(C,M) is a full and faithful dominional functor. By
soundness,E(C,M) is well deﬁned on morphisms. It is clear thatE(C,M) preserves identities and admissible subobjects.
By the substitution lemma, E(C,M) preserves composition and is dominional. Faithfulness holds by construction of
L(C,M).
By Lemma 4, it remains to show that P(E(C,M)) is full. Let f : [[.]] ⇀ [[.]] be a partial morphism, where
 = (x¯ : A¯) and  = (y¯ : B¯). The arising partial morphisms fi : [[A¯]] ⇀ Bi are operators A¯ ⇀ Bi in L(C,M); let
¯ be the multiterm with components fi(x¯). Then def ¯  ∧ [¯/y¯] by construction and by the substitution lemma.
Thus, ¯ induces a partial morphism (.) ⇀ (.), which by construction is mapped to f under P (E(C,M)
)
.
(iii) Uniqueness is clear; to prove existence, put # := E(C,M) ◦ Cl(). 
In combination with Proposition 13, Theorem 14(iii) says that models of T are equivalent to models of Cl(T ), i.e.
cartesian dominional functors. Moreover, we obtain from (ii) that the cartesian dominional categories form ‘essentially’
(in a sense made precise in 2-dimensional category theory) the Kleisli category of the ‘adjunction’ Cl  L. This category
consists of the partial equational theories, with translations T1 → L(Cl(T2)) as morphisms T1 → T2. These morphisms
are derived translations: sorts are mapped to domains of multi-terms, and symbols are mapped to conditioned multi-
terms, i.e. multi-terms ¯  ¯ denoting ¯ with its domain restricted to that of ¯ (we can regard  as an operator described
by the axiom x  y¯ e= x). Two morphisms of this kind are identiﬁed if they map all symbols to provably strongly equal
terms. The above can be summed up in the slogan
partial equational theories are equivalent to cartesian dominional categories.
Remark 15. It follows already from the fact that T has the model  in Cl(T ) that the deduction system of Fig. 1 is
complete for models in cartesian dominional categories. Since representable functors are cartesian and dominional, we
obtain a stronger completeness result from the universality of Cl(T ), namely that the deduction system is complete
for models in Set. This is shown along the same lines as a similar result in [8], namely by applying the validity of
 ⇒ 
 to the model hom((.), __) of Cl(T ).
Remark 16. The above can be easily modiﬁed to obtain the simpler result that unary partial equational theories (with
single-variable contexts) are equivalent to dominional categories [29].
Remark 17. We sometimes regard terms   : 1 as formulae or predicates, and then write  in place of def. The
sentence def ¯ can be coded as the predicate ∗  ¯. Conjunction of predicates is deﬁned by 	 ∧ 
 :≡ def(	,
); the
constant true predicate is  :≡ ∗.
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4. Internal equality
An important special case is that equality is internalized in a partial equational theory as a predicate (see also [13,21]):
Deﬁnition 18. A partial equational theory has (internal) equality if there exists, for each type s, a binary predicate eqs
(i.e. a term x, y : s eqs(x, y) : 1, cf. Remark 17) such that
x, y : s eqs(x, y) ⇒ x e= y and x : s eqs(x, x).
Such a predicate allows coding conditional equations as ece’s. Note that the axioms for eqs are themselves ece’s.
Equality has a simple categorical correlate:
Deﬁnition 19. Acartesian dominional category (C,M)has (internal) equality ifM contains all diagonalsA → A×A,
equivalently all regular monomorphisms.
This condition implies that C has equalizers (hence is ﬁnitely complete, shortly: left exact or lex) and that M is
closed under pairing [1].
Lemma 20. Let C be a lex category in which regular monomorphisms compose, so that (C,RegMono(C)) is a
cartesian dominional category, and let (A,N ) be a cartesian dominional category with equality. A functor F : C → A
is a cartesian dominional functor (C,RegMono(C)) → (A,N ) iff F is lex.
Theorem 21. A partial equational theory T has equality iff Cl(T ) does.
(By Theorem 14, it follows that a cartesian dominional category (C,M) has equality iff L(C,M) does.) Thus, by
the results of Section 3,
partial equational theories with equality are equivalent to
cartesian dominional categories with equality.
Example 22. The dominions formed by the open (closed, clopen) subspaces of topological spaces and the upclosed
(downclosed) subsets of partially ordered sets, respectively, fail to have equality, as does the dominion of Scott open
sets on the category of cpo’s. The dominion of closed embeddings does have equality when restricted to the category
of Hausdorff spaces; generally, the dominions formed by all (regular) monomorphisms in a category with pullbacks
(with composition stable regular monos) have equality. An example of a dominion with equality that contains more
than just the regular monomorphisms is the dominion of subspace embeddings on the category of Hausdorff spaces.
Remark 23. Conditional equations in general require, on the categorical side, left exactness, without however re-
stricting the dominion. Partial conditional equational theories can be represented as lex dominional categories by a
construction similar to one given in [8] (cf. [29] for a proof sketch). I.e. one can deﬁne classifying categories satisfying
an analogue of Theorem 14 (iii), while the analogue of Theorem 14 (ii) fails, even for classifying categories of partial
conditional equational theories. It is an open problem to ﬁnd a categorical equivalent of partial conditional equational
theories, possibly along the lines of corresponding results for the total case [2].
5. The partial -calculus
The natural generalization of the simply typed -calculus to the setting of partial functions is the partial -calculus
[21,22,28], which extends partial equational logic (cf. Section 1) as follows: from the set of sorts, the set of types is
inductively generated by the formation of partial function types
s¯ −→◦ t,
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Fig. 2. Additional deduction rules for the partial -calculus.
with t a type and s¯ a multi-type, i.e. a list of types (currying partial functions requires total function types [21]).
Operators have proﬁles f : s¯ ⇀ t with t a type and s¯ a multi-type. Following [21], we assume application operators
with proﬁle (s¯ −→◦ t)s¯ ⇀ t in the signature, so that application does not require extra typing or deduction rules.
We denote these operators, i.e. application of functional values, by juxtaposition, but continue to write operator
application with brackets. These data constitute a (higher-order) signature. Signature morphisms are deﬁned as before
as mapping sorts and operators, preserving application operators.
Anonymous partial functions are formed by the additional typing rule
(abs) , y¯ : t¯   : u
 y¯ : t¯ .  : t¯ −→◦ u.
The types of the bound variables, as well as unused variables of type 1, will occasionally be omitted. For t¯ =
(t1, . . . , tm), s¯ −→◦ t¯ denotes the multi-type (s¯ −→◦ t1, . . . , s¯ −→◦ tm), not to be confused with the (non-existent) ‘type’
s¯ −→◦ t1 × · · · × tm. We can then deﬁne projections, conditioned terms, and conjunction (cf. Remark 17) by
fst := x1, . . . , xn. x1, etc.,
  ¯ := fst(, ¯),
p ∧ q := (x, y : 1. ∗)(p, q).
In particular, deﬁnedness assertions for multi-terms can now be replaced by deﬁnedness assertions for terms. The
abstraction y¯ : t¯ . ¯ of a multi-term ¯ is deﬁned as the multi-term consisting of the terms y¯ : t¯ . (i  ¯), taking into
account that a partial function into a product type is a tuple of partial functions with the same domain. In view of
Remark 17, we can regard  = 1 −→◦ 1 as a type of truth values.
A partial -theory T consists of a higher-order signature and a set of ece’s, its axioms. Fig. 2 shows a set of higher-
order proof rules that complement the ﬁrst-order rules of Fig. 1. This deduction system is closely related to the one
presented in [21], but deals with existential rather than strong equations. We use strong equations   s= , or just

s= , as abbreviations for subderivations ‘ def  def and  def   e= ’. In particular, rule () is really two
rules. Rule () implies that all -terms are deﬁned.
Remark 24. Due to -abstraction, ece’s, existential equations and strong equations all have the same expressive power;
in particular, the axioms of a partial -theory could have been restricted to existential equations. However, in view of
the ﬁrst-order case and the general nature of deduction, it seems more natural to continue working with ece’s.
We say that a partial -theory has (internal) equality if each type has an equality predicate, denoted from now on by
e=, as in Deﬁnition 18. Equality gives rise to a full-ﬂedged intuitionistic logic, the internal logic, along the same lines
as in [13,19]: Letting p and q range over (partial) terms of type 1, we put
p ⇒ q := ((. p) e= . p ∧ q),
∀ y¯ : t¯ . p := ((y¯ : t¯ . p) e= y¯ : t¯ .),
⊥ := ∀a : . a ∗,
¬p := p ⇒ ⊥,
p ∨ q := ∀a : . ((p ⇒ a ∗) ∧ (q ⇒ a ∗)) ⇒ a ∗, and
∃ y¯ : t¯ . p := ∀a : . (∀y¯ : t¯ . p ⇒ a ∗) ⇒ a ∗
(note that all right-hand sides have type 1). The usual deduction rules of intuitionistic higher-order logic are obtained
as lemmas. This logic plays a prominent role in HASCASL [33].
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6. Partial cartesian closed categories
The categorical correlate for partial -theories are partial cartesian closed categories (pccc’s) [21], i.e. cartesian
dominional categories in which partial morphisms A ⇀ B are represented in partial function spaces A −→◦ B.
Deﬁnition 25. A cartesian dominional category (C,M) is called a partial cartesian closed category (pccc) if the
composite functor
C __×A C ⊂  P(C,M)
has a right adjoint for each object A in C.
(As is by now standard [14], we do not require ﬁnite completeness as in [21].) Explicitly, a pccc (C,M) has partial
function spaces A −→◦ B with partial evaluation morphisms ev : (A −→◦ B)×A ⇀ B such that every partial morphism
f : C ×A ⇀ B factors uniquely as ev ◦ (fˆ ×A) by a total morphism fˆ called its abstraction. The following statement
relating abstractions with restriction will be useful in proving the higher-order soundness theorem.
Lemma 26. Let f be a partial morphism C × A ⇀ B with abstraction fˆ , and let E be an admissible subobject of C.
Then the abstraction of the restriction of f to E × A is the restriction of fˆ to E.
For a pccc (C,M), the embedding C ↪→ P(C,M) has a right adjoint, being isomorphic to __ × 1. Explicitly, each
A in C has a lifting, i.e. an M-extension A : A → A˜1 −→◦ A that classiﬁes M-partial morphisms (m, f ) into A:
for each such (m, f ), there exists a unique total f ∗ such that
• m C
A
f

A
 A˜
f ∗

is a pullback. A special case is the object of truth values  = 1˜, with 1 denoted by . This object classiﬁes M-
subobjects, i.e. each M-subobject m of A has a unique characteristic map m : A →  such that
• m A
1

 
m

is a pullback. By consequence, M consists of regular monomorphisms, so that M = RegMono(C) whenever C has
equality. Thus, we can omit the mention of M for pccc’s with equality.
Remark 27. The functor taking A to A˜ induces a monad on C, the so-called lifting monad. There has been a lot of
recent interest in this structure, which may be treated independently of function types; in particular, categories of partial
morphisms may in the presence of partial map classiﬁers be treated (and axiomatized) as Kleisli categories for the
lifting monad [5,10,15].
Example 28. Every (quasi-)topos is a pccc with equality (but not every pccc with equality is a quasitopos; cf. Section
9). Typical examples of pccc’s without equality are the category of partial orders, equipped with the dominion of
upclosed (downclosed) sets, and the category of cpo’s, equipped with the dominion of Scott open sets. The latter
example motivates the axiomatic treatment in [14,15].
Deﬁnition 29. Acartesian dominional functor between two pccc’s is called partial cartesian closed (pcc) if it preserves
partial function spaces and evaluation morphisms. A dominional subcategory (A,N ) of a pccc (C,M) is a sub-pccc
if (A,N ) is a pccc and (A,N ) ↪→ (C,M) is a pcc functor.
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More generally, we will need to consider the case that partial function spaces exist only for certain objects:
Deﬁnition 30. A pre-pccc (C,M,A) is a cartesian dominional category (C,M), equipped with a classA ⊆ ObC of
objects called type objects such thatA contains 1 and has partial function spaces in the sense that (A1 × · · · × An −→◦ B)
exists and is in A for all A1, . . . , An, B ∈ A, n0, and such that A generates (C,M) as a cartesian dominional
category (explicitly: every object of C is an admissible subobject of a ﬁnite product ofA-objects). Pccc’s are regarded
as pre-pccc’s withA = ObC. A cartesian dominional functor between pre-pccc’s is called pre-pcc if it preserves type
objects and their partial function spaces and evaluation morphisms.
The notions of pre-pccc and pccc coincide in important special cases, e.g., in the total case (i.e., when M = Iso ,
the reason being that the total function space into a product is the product of the function spaces into the components),
and when idempotents split in C (cf. Section 7), which includes the case with equality.
The standard technique of producing a domininonal category from a category of partial maps, namely, to split all
restriction idempotents, yields in general only a pre-pccc when applied to typical direct models of the partial -calculus
such as p-categories with p-exponentials [28] or pccc’s in the sense of [13]. (By deﬁnition, a p-categoryC, cf. Remark 6,
has p-exponentials if for each objectX, the functor __×X : Ct → Chas a right adjoint,whereCt denotes the subcategory
of total maps consisting of all morphisms f : X → Y in C such that pX,Y (idX × f )X = idX.)
Proper pre-pccc’s exist:
Example 31. Let (Pos,M) be the pccc of partially ordered sets and downclosed subsets. Therein, let (C,N ) be the
full dominional subcategory of partial orders with bottom element ⊥ such that every element x = ⊥ is above an atom,
i.e. a minimal element of X − {⊥}. Then C is closed under products in Pos. Let A be the class of C-objects that
additionally have a top element . Then (C,N ,A) is a pre-pccc, becauseA is closed under partial function spaces in
(Pos,M). To see this, note that for X, Y ∈ A, the atoms in X −→◦ Y are the functions f such that f  is an atom and
fx = ⊥ for x = . However, (C,N ) fails to be closed under partial function spaces in (Pos,M) and hence fails to be
a pccc: X = (N, ) is in C, but X −→◦ 1 (ordered by ‘⊇’!) is atomless.
A slight variation of this example, where a pre-pccc is generated in (Pos,M) by taking as type objects the C-objects
with at most one atom, shows that the type objects need not be closed (more precisely, closable) under products.
Pre-pccc’s serve as semantic domains for the partial -calculus:
Deﬁnition 32. A model M of a higher-order signature  in a pre-pccc (C,M,A) consists of an assigment of a type
object to each sort, inducing a semantics M[[__]] for types and multi-types in the obvious way (with types interpreted
as type objects and multi-types as objects), and a partial map M[[f ]] : M[[s¯]] ⇀ M[[t]] to each operator f : s¯ ⇀ t .
An interpretation M[[__]] for contexts, terms, multi-terms, and deﬁnedness assertions is then deﬁned as in Section 2,
with an additional clause for -abstraction:
M[[. y¯ : t¯ . ]] : M[[]] → M[[t¯ −→◦ u]]
is deﬁned as the abstraction of M[[, y¯ : t¯ . ]] : M[[]] × M[[y¯ : t¯]] ⇀ M[[u]]. Satisfaction of ece’s in M is deﬁned as
in Section 2.
Theorem 33 (Soundness). The theorems of a partial -theory T hold in all models of T in pre-pccc’s.
The proof needs a higher-order version of the substitution lemma, whose formulation is otherwise literally the same
as in Section 2; the proof of the substitution lemma involves Lemma 26.
Proof of Theorem 33. We prove only the correctness of rule (). Let M be a model of T . The premise of the rule says
that the restrictions of the partial morphisms M[[, y¯ : t¯ . ]] and M[[, y¯ : t¯ . ]] to the subobject M[[.]] ×M[[y¯ : t¯]]
determined by the local assumptions are equal. Hence, so are their abstractions, and by Lemma 26, these abstractions
are the restrictions of M[[. y¯ : t¯ . ]] and M[[. y¯ : t¯ . ]], respectively, to M[[.]]. 
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7. Equivalence of higher-order syntax and semantics
In analogy with the ﬁrst-order case, we now establish adjoint equivalences between partial -theories on the one
hand and pre-pccc’s and pccc’s, respectively, on the other hand. These results extend Lambek’s classical result that
-theories are equivalent to cartesian closed categories.
To begin, we deﬁne the internal language L(C,M,A) of a pre-pccc (C,M,A); this covers also pccc’s as a special
case. The higher-order signature  associated to (C,M,A) has the type objects as sorts; for a type t and a multi-type
s¯, the operators of proﬁle s¯ ⇀ t are the partial morphisms [[s¯]] ⇀ [[t]], with evaluation morphisms as application
operators. This signature has an obvious canonical model [[__]] in (C,M,A). The axioms of L(C,M,A) are the
ece’s that hold in this model, which enjoys a couniversal property analogous to Proposition 13. Every pcc functor
F : (C,M,A) → (A,N ,B) induces a translation L(F ) : L(C,M,A) → L(A,N ,B). Whenever there is a risk of
confusion, we shall refer to the ﬁrst-order internal language of (C,M) according to Section 3 as Lfo(C,M) and to the
higher-order internal language as Lho(C,M,A).
Conversely, we construct the classifying pre-pccc of a partial -theory T , denoted by Sy(T ) for the sake of distinction
from the classifying pccc Cl(T ) to be described below, as follows: objects and morphisms are deﬁnedness assertions
in context and multi-terms, respectively, as in the ﬁrst-order case (Section 3), the only difference being the presence
of higher types and -abstraction; one thus obtains a cartesian dominional category. The type objects are the objects
of the form (x : t). This deﬁnes a pre-pccc: the partial function space (x1 : s1) × · · · × (xn : sn) −→◦ (y : t) is (z :
s1 · · · sn −→◦ t), and the type objects generate Sy(T ) by construction. We have a unit translation  : T → L(Sy(T ))
and a co-unit E(C,M,A) : Sy(L(C,M,A)) → (C,M,A), deﬁned as in the ﬁrst-order case, as well as, for each
translation  : T1 → T2, an induced pre-pcc functor Sy() : Sy(T1) → Sy(T2).
Theorem 34. (i) The extension  is conservative.
(ii) E(C,M,A) is a dominional equivalence (in particular a pre-pcc functor).
(iii) Sy(T ) is the free pre-pccc over T .
Proof. Analogous to Theorem 14, noting that the generation condition for (C,M,A) implies that E(C,M,A) is up to
isomorphism surjective on objects. 
We thus obtain that partial -theories are equivalent to pre-pccc’s. Since there is a second equivalence of this kind
with pre-pccc’s replaced by pccc’s, we stress that the induced notion of derived translations is the same as in the
ﬁrst-order case; in particular, sorts are mapped to domains of multi-terms.
Remark 35. By construction, the ece’s that hold inSy(T ) are precisely the theorems of T , so that deduction is complete
for models in pre-pccc’s.
Theorem 34(ii) implies in particular that Sy(T ) is in general only a pre-pccc. In order to obtain the classifying pccc
Cl(T ), we need to construct the free pccc over a pre-pccc. The key to this construction is the following observation:
Theorem 36. If (C,M,A) is a cauchy complete pre-pccc, then (C,M) is a pccc.
Recall here that a category C is called cauchy complete if each idempotent a in C splits, i.e. there exist r and s such
that rs = id and sr = a. In this situation, we refer to the (essentially unique) pair (r, s), as well as to the domain A
of s and the triple (A, r, s), as the splitting of a. If (A, ra, sa) and (B, rb, sb) are the splittings of idempotents a and
b on objects X and Y, respectively, then (partial) morphisms A → B are in one-to-one correspondence with (partial)
morphisms f : X → Y such that bf a = f ; in this case, we say that f induces the (partial) morphism rbf sa : A → B.
Proof of Theorem 36. We show that partial function spaces exist in Sy(L(C,M,A))(C,M,A). The partial func-
tion space (x¯ : A¯.	) −→◦ (y¯ : B¯.
) is the splitting of the idempotent
x¯ : A¯. (z¯ x¯  (	 ∧ 
[z¯ x¯/y¯]))
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on (z¯ : A¯ −→◦ B¯) (recall that abstraction of multi-terms is encoded via restriction, cf. Section 5), with the evaluation
morphism induced by the partial morphism z¯ x¯  (	 ∧ 
[z¯ x¯/y¯]) : (z¯ : A¯ −→◦ B¯) × (x¯ : A¯) ⇀ B¯. The abstraction
of a partial morphism ¯ : (y¯ : C¯. ) × (x¯ : A¯.	) ⇀ (y¯ : B¯.
) is induced by y¯. ¯, assuming w.l.o.g. that def ⇒
 ∧ 	. 
Every categoryChas a free cauchy complete extensionK(C), itsKaroubi envelope, whose objects are the idempotents
of C; morphisms f : a → b between idempotents a, b are C-morphisms f such that bf a = f , equivalently: bf = f
and f a = f . The embedding C ↪→ K(C) takes an object A to the idempotent idA. The category K(C) is determined
uniquely up to equivalence as a cauchy complete full extension ofC in which every object is a splitting of an idempotent
inC. Every functorF : A → C extends to a functorK(F ) : K(A) → K(C)which takes f : a → b toFf : Fa → Fb.
If C is cartesian, then K(C) is the free cauchy complete cartesian category over C, with the product of idempotents a
and b being the idempotent a × b.
We extend the Karoubi construction to dominional categories as follows.
Theorem 37. Let (C,M) be a dominional category, and let
MK0 = {am : b → a | m ∈ M, a, b ∈ ObK(C), am = mb}.
(i) MK0 is a predominion on K(C).
(ii) (C,M) is a full dominional subcategory of K(C,M) = (K(C),MK), where MK is the isomorphism closure
of MK0 .
(iii) For C cauchy complete, (C,M) is dominionally equivalent to K(C,M).
(iv) K(C,M) is the free cauchy complete dominional category over (C,M).
(The deﬁnition of MK says that admissible subobjects of an idempotent a on X are restrictions of a to admissible
subobjects of X.)
Proof of Theorem 37. (i) It is clear that MK0 contains all identities and is closed under composition. It remains to
construct the pullback of am : b → a in MK0 along a morphism f : c → a. Let
be a pullback in C. Then m¯ ∈ M. Since f (cm¯) = mf¯ , we obtain d such that m¯d = cm¯ (hence d is idempotent) and
f¯ d = f¯ . The pullback in K(C) is then
(ii) It is, by the above construction of MK -pullbacks, clear that (C,M) is a dominional subcategory of K(C,M).
Dominional fullness is just the fact that restrictions of identities to admissible subobjects are again identities.
(iii) By (ii), the equivalence CK(C) is dominional.
(iv) Let F : (C,M) → (A,N ) be a dominional functor, with A cauchy complete. The essentially unique extension
of F to a functor F # : K(C) → A is the composite of K(F ) with the equivalence K(A) → A. It is easily seen
that K(F ) : K(C,M) → K(A,N ) is a dominional functor; by (iii), it follows that F # : K(C,M) → (A,N ) is
dominional. 
Corollary 38. If (C,M) is a cartesian dominional category, then K(C,M) is the free cauchy complete cartesian
dominional category over (C,M).
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Theorem 39. Let (C,M,A) be a pre-pccc. Then K(C,M) is a pccc, the free cauchy complete pccc over (C,M,A).
This result is partly related to a result on restriction categories with liftings for partial morphisms proved in [10].
Proof of Theorem 39. We have already seen that K(C,M) is a cartesian dominional category. It is shown as in the
proof of Theorem 36 that partial function spaces for objects of C exist in K(C,M); the only point to note here is
that by Theorem 37, (C,M) is a full dominional subcategory of K(C,M), so that partial morphisms in K(C,M)
are induced by partial morphisms in (C,M). Now given idempotents a1, . . . , an and b on objects A1, . . . , An and B,
respectively, of C, the partial function space a1 × · · · × an −→◦ b is the splitting of the idempotent c given by the term
b ◦ z ◦ (a1 × · · · × an)
on (z : A1 × · · · × An −→◦ B), where◦denotes the composition operator for partial functions (which exists inK(C,M)
because the involved partial function spaces exist). The evaluation map for a1 × · · · × an −→◦ b is induced by ev ◦ (c×
idA1×···×An), where ev is the evaluation morphism for A1 × · · · × An −→◦ B. The abstraction of a partial morphism
f : d × a1 × · · · × an ⇀ b in K(C,M), where d is an idempotent on D ∈ ObC, is induced by the abstraction of the
partial morphism f : D × A1 × · · · × An ⇀ B.
The universal property of K(C,M) is established as in the proof of Theorem 37. Given a cauchy-complete pccc
(A,N ) and a pcc functorF : (C,M,A) → (A,N ), we have to show additionally thatK(F ) : K(C,M) → K(A,N )
preserves partial function spaces. This is clear by the construction of partial function spaces described above. 
Remark 40. It follows from Theorem 39 and Remark 35 that our deduction system (like the system given in [21]) is
complete for models in pccc’s.
Since pre-pccc’s with equality are left exact, Theorem 39 implies
Corollary 41. For every pre-pccc (C,A) with equality, C is a pccc with equality, and every pre-pcc functor with
domain (C,A) is a pcc functor (i.e. preserves all partial function spaces).
Combining this with Theorem 34 (iii), we arrive at
Corollary 42. If T has equality, then Sy(T ) is the free pccc Cl(T ) over T .
We thus have a restriction of the equivalence between partial -theories and pre-pccc’s:
partial -theories with equality are equivalent to pccc’s with equality.
Remark 43. The pccc structure on Sy(T ), for T with equality, can also be described by means of the internal logic.
E.g., the partial function space (x¯ : s¯.	) −→◦ (y : t.
) is the object
(z : s¯ −→◦ t . (∀x¯ : s¯. defz x¯ ⇒ 	 ∧ 
[z x¯/y])).
Partial function spaces into objects (y¯ : t¯ .
) need an additional condition to ensure that all components have the same
domain.
Since the partial morphisms between splittings are precisely the induced partial morphisms, the sub-pccc (C¯,M¯)
of K(C,M) generated by a pre-pccc (C,M,A) is a full dominional subcategory.
Corollary 44. (C¯,M¯) is the pccc reﬂection of (C,M,A).
Proof. LetF : (C,M,A) → (A,N ) be a pre-pcc functor into a pccc. ByTheorem39,K(F ) : K(C,M) → K(A,N )
is a pcc functor. The preimage of (A,N ) under K(F ) is a sub-pccc, hence contains (C¯,M¯); thus, K(F ) restricts to
the required extension (C¯,M¯) → (A,N ). Uniqueness is clear. 
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Thus, pccc’s are (2-categorically) reﬂective in pre-pccc’s, with the reﬂective arrows being both monic and epic.
Now let Cl(T ) be the pccc reﬂection of Sy(T ). Again, we have a unit translation  : T → L(Cl(T )), and a co-unit
E(C,M) : Cl(L(C,M)) → (C,M) obtained as the extension of the co-unit for Sy(L(C,M)).
Theorem 45. (i) The extension  is conservative.
(ii) E(C,M) is a dominional equivalence.
(iii) Cl(T ) is the free pccc over T .
Proof. (i) If a T -formula is derivable in L(Cl(T )), then it holds in Cl(T ) and thus, by universality, in all pccc-models,
hence is derivable in T by completeness (Remark 40).
(ii) By Theorem 34 (ii), Sy(L(C,M)) is a pccc. Hence, Sy(L(C,M)) ↪→ Cl(L(C,M)) is a dominional equivalence.
(iii) By Theorem 34 and Corollary 44. 
Thus we have arrived at showing that
partial -theories are equivalent to pccc’s.
This equivalence gives rise to a more involved notion of derived translation than the equivalence of partial -theories
with pre-pccc’s: a derived translation T1 → T2 maps sorts in T1 to objects of Cl(T2), which can be described inductively
as a class of objects in K(Sy(T2)), similarly for operators.
8. Henkin models
In [4], it is stated that intensional Henkin models of a (typed) total -theory are equivalent to models in cartesian
closed categories; here, a Henkin model is a set-theoretic model where function types need not be interpreted by full
function sets (this is the original idea of [16]), and the word intensional is meant to indicate that two inhabitants of
a function type may be distinct although they produce the same output on all inputs. We now proceed to establish a
corresponding result for the partial -calculus.
In the total case, the equivalence can be stated as follows. Recall that (total) -theories are equivalent to cartesian
closed categories (ccc’s) [19].
Deﬁnition 46. A model of a ccc C in a ccc A is a cartesian closed (cc) functor F : C → A. An (intensional) Henkin
model of C is a cartesian functor C → Set.
This deﬁnition is in accordance with the intuition that Henkin models demote higher-order to ﬁrst-order structure.
Henkin models as just deﬁned are easily seen to be the same as (intensional) Henkin models in the original sense
(called syntactic -algebras in [4]). Every ccc model gives rise to a Henkin model by composition with hom(1, __),
since hom(1, __) is a cartesian functor:
C F  A



	
Set
hom(1, __)

.
Conversely, every Henkin model G : C → Set arises in this way: Because the ccc structure (composition, abstraction,
etc.) is internalized in C as an equational theory, one can construct from G a ccc model G∗ : C → A by taking the
objects of A to be those of C, and homA(A,B) = G(A → B), where A → B denotes the function space. The functor
G∗ takes a morphism f : A → B to the element of G(A → B) determined by its name 1 → (A → B). The property
hom(1, __) ◦ G∗G determines G∗ uniquely up to equivalence of the full subcategory spanned by its image.
Establishing a correspondence between set-theoretic models and pccc models via postcomposition with hom(1, __)
will also be the program for the partial case. The analogy to the total case suggests the following deﬁnitions:
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Deﬁnition 47. A pccc model of a pccc (C,M) is a pcc functor F from (C,M) into some pccc (A,N ). The model
F is called generated if it does not factor through a non-equivalent full sub-pccc of (A,N ). An (intensional) Henkin
model of (C,M) is a cartesian dominional functor (C,M) → Set. A model in either sense of a partial -theory T is
a model of Cl(T ). Morphisms of Henkin models are natural transformations.
Remark 48. By Theorem 39, every pcc functor into a pre-pccc gives rise to a pccc model. In the deﬁnition of models
of a partial -theory T , Cl(T ) may, up to equivalence of model categories, be replaced by Sy(T ) — for pccc models,
this is just the fact that Cl(T ) is the free pccc over Sy(T ), and for Henkin models, this follows from Corollary 38, since
Cl(T ) lives in K(Sy(T )).
Henkin models may be described as syntactic -algebras modeled on the corresponding notion deﬁned for the total
-calculus in [4]:
Deﬁnition 49. A (partial) syntactic -algebra M for a partial -theory T consists of
• a set M[[s]] for each type s of T , with M[[x¯ : s¯]] := M[[s¯]] := M[[s1]] × · · · × [[sn]]
• a partial function
M[[. ]] : M[[]] → M[[t]]
for each term   : t in T , with M[[(1, . . . , n)]](x¯) deﬁned as (M[[1]](x¯), . . . ,M[[n]](x¯)).
The interpretation of terms is subject to the following conditions:
(i) M[[. xi]], where  = (x¯ : s¯), is the ith projection;
(ii) M[[. ]] ◦ M[[. ¯]] = M[[. (. ) ¯]];
(iii) whenever  def   e=  in T and M[[. ]](x¯) is deﬁned, then M[[. ]](x¯) = M[[. ]](x¯) are deﬁned.
A morphism h : M → N of syntactic -algebras is given by a family of maps
hs : M[[s]] → N [[s]],
indexed over types s, with h(x¯:s¯) := hs¯ := hs1 × · · · × hsn . These data are subject to the condition that for every term
  : t ,
ht (M[[. ]](x¯)) = N [[. ]](h(x¯))
whenever M[[. ]](x¯) is deﬁned.
This is the deﬁnition of model used in the semantics of HASCASL given in [33].
Remark 50. It is implicit in [22] that syntactic -algebras are equivalent to the combinatorically deﬁned p-algebras
considered there.
Remark 51. Most of the structure of a syntactic -algebra is implicit in Condition (iii) of Deﬁnition 49, which implies
e.g. that models respect , etc.
Theorem 52. The category of Henkin models of a partial -theory T is equivalent to the category of syntactic -
algebras for T .
Proof. We associate to T a partial equational theory (cf. Section 3) fo(T ) which has the types of T as sorts, and for
every term   : t in T an operator (. ) : s¯ ⇀ t , where  = (x¯ : s¯). Every term  in fo(T ) can be collapsed into
a term () in T by replacing operators (. ) with applications of . . The axioms of fo(T ) are the sentences that
collapse into theorems of T .
A syntactic -algebra M is, then, just a model M¯ of fo(T ): validity of the axioms of fo(T ) follows from Condition
(iii) in Deﬁnition 49 and the fact, proved by induction over  using Conditions (i) and (ii), that
M¯[[. ]] = M[[. ()]].
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By Theorem 14, this means that syntactic -algebras correspond to cartesian dominional functors Cl(fo(T )) → Set,
where Cl denotes the classifying cartesian dominional category. Now the functor G : Cl(fo(T )) → Sy(T ) that maps
objects (. def ¯) to (. def(¯)) and morphisms ¯ to (¯) is an equivalence; well-deﬁnedness of G follows from the
fact, shown by induction over derivations, that every theorem of fo(T ) collapses into a theorem of T . By Remark
48, composition with G maps syntactic -algebras to Henkin models; it is clear how this extends to an equivalence of
categories. 
In analogy with the total case, a pccc model F : (C,M) → (A,N ) induces a Henkin model hom(1, __) ◦ F , since
hom(1, __) : (A,N ) → Set is cartesian and dominional. Conversely, we will construct a model F ∗ of (C,M) in a
pre-pccc ho(F ) from a Henkin model F in a similar manner as Sy(__).
We have a number of operations on F induced by morphisms in (C,M), exploiting that (C,M) is equivalent to
Cl(L(C,M)). All equations claimed below are proved according to the same pattern: computation in L(C,M) shows
that the equation holds in (C,M); since F is cartesian, it then follows that the equation holds in F. We use the following
notation: Every provably deﬁned closed term  of sort A in L(C,M) determines a morphism f : 1 → A; the map Ff
deﬁnes an element of FA which we denote by F.
• For objects A, B, C, the morphism f, g x. g (f x) in C is mapped by F to an associative composition map
__ ◦p __ : F(B −→◦ C) × F(A −→◦ B) → F(A −→◦ C),
with identities given by idA = F(x.x) ∈ F(A −→◦ A).
• From the morphism f  x. x  f x, we obtain a map
res : F(A −→◦ B) → F(A −→◦ A)
(corresponding to a restriction structure, cf. Remark 6). We put f  g := f ◦p res(g). This structure satisﬁes the
equations res(f ) ◦p g = g  (f ◦p g) and res(f )  g = res(f  g). The restriction  of  to F(A −→◦ 1) makes
F(A −→◦ 1) into a meet semilattice with top element ! = F(x. ∗); the induced order is denoted by . We put
dom(f ) = !  f . Right composition __ ◦p f preserves  and hence is monotonic w.r.t. .
• For objectsA,B,wehaveprojections fst = F(x, y. x) ∈ F(A × B −→◦ A), snd = F(x, y. y) ∈ F(A × B −→◦ B),
as well as a pairing function
〈__, __〉 : F(C −→◦ A) × F(C −→◦ B) → F(C −→◦ A × B)
arising from the morphism f, g x. (f x, g x). For f ∈ F(A −→◦ B) and g ∈ F(C −→◦ D), we put f × g =
〈f ◦p fst, g ◦p snd〉. Projections and pairing are interrelated by the equations 〈fst, snd〉 = id, 〈f, g〉 ◦p h = 〈f ◦p
h, g ◦p h〉, and fst ◦p 〈f, g〉 = f  g, correspondingly for snd. Moreover, res〈f, g〉 = res(f ) ◦p res(g), and hence
dom〈f, g〉 = dom(f )  dom(g).
• For objects A, B, we have an application operator ap = F(f, x. f x) ∈ F((A −→◦ B) × A −→◦ B). The morphism
f  x. y. f (x, y) induces an abstraction map
 : F(A × B −→◦ C) → F(A −→◦ B −→◦ C).
(f ) is total, i.e. dom((f )) = !. Application and abstraction are interrelated by the equations
ap ◦p ((f ) × idA) = f and
(ap ◦p (f × idA))  f = f.
Note that the equations appearing above are strongly related to equational presentations of partial structure given e.g.
in [9,13]. We make no attempt here to distinguish a minimal set of equational axioms.
Using these operations, we construct F ∗ : (C,M) → ho(F ) as follows: The objects of ho(F ) are pairs (A.m),
where A is a C-object, and m ∈ F(A −→◦ 1). Morphisms (A.m) → (B. n) are elements f ∈ F(A −→◦ B) such that
m  n ◦p f,
taken modulo f1 ∼ f2 ⇐⇒ f1 m = f2 m. It follows that m  dom(f ). Thus, f ∼ f m, so that we can assume
m = dom(f ) when convenient. Composition is via ◦p, and the identity on (A.m) is idA. The dominion on ho(F ) is
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generated as in Lemma 8 by the predominion consisting of all morphisms
idA : (A.m) → (A. n).
The type objects are the objects of the form (A.!), written shortly as (A). We put F ∗(A) = (A) and F ∗(f ) =
F(x. f (x)).
Proposition 53. The above deﬁnes a pre-pccc model F ∗ : (C,M) → ho(F ).
Proof. Usingproperties listed above, it is straightforward to show thatho(F ) is a category. Thepullbackof an admissible
subobject (B. p) ↪→ (B. n) along f : (A.m) → (B. n) is (A. (p ◦p f )  m). The terminal object is (1). The product
of (A.m) and (B. n) is (A × B. (m ◦p fst)  (n ◦p snd)); note that the class of type objects is closed under cartesian
products. The partial function space for type objects (A) and (B) is (A −→◦ B), evaluation being the partial morphism
given by ap. The abstraction of a partial morphism (C.m) × (A) ﬀ ⊃ (C × A. dom(f )) f (B) is (f ). The
preservation of the structure of (C,M) by F ∗ amounts to equations in F involving only closed terms in L(C,M); all
these equations hold in (C,M) and are preserved by the cartesian functor F. 
By Remark 48, we thus obtain a pccc model of (C,M), which we also denote by F ∗. So far, we have used only that
F is cartesian. Establishing that F ∗ actually reproduces F requires for the ﬁrst time that F is dominional.
Theorem 54. For the model F ∗ constructed above,
hom(1, __) ◦ F ∗F.
This determines F ∗ essentially uniquely as a generated pccc model.
In other words,
Henkin models are equivalent to generated pccc-models.
Proof of Theorem 54. For a C-object A, the pullback
(x : A)(x : 1 −→◦ A. defx ∗) ⊂ (x : 1 −→◦ A)
1


 
. defx ∗

in (C,M) is preserved by F since F is dominional. Since we have equations F(. defx ∗)(y) = ! ◦p y and (F) ∗ =
! ∈ F(1 −→◦ 1), this means that
FA {y ∈ F(1 −→◦ A) |! ◦p y = !} = hom(1, F ∗A).
Uniqueness follows immediately from the fact that the set hom(1, F (A −→◦ B)) determines the partial morphisms from
F ∗A to F ∗B. 
Remark 55. The equivalence between Henkin models and pccc models can be extended to morphisms. To begin, this
raises the question of what a morphism of pccc models really is. The most natural guess for a notion of morphism
between pccc models F : (C,M) → (A,N ) and G : (C,M) → (B,P) is to take pairs (, ) consisting of a pcc
functor : (A,N ) → (B,P) and a natural transformation  : ◦F → G.WhenF andG are generated, this notion can
be subjected to Occam’s razor: generally, (, ) can be factorized into (, id) : F →  ◦F and (id, ) :  ◦F → G.
But morphisms of the form (id, ) :  ◦ F → G are easily seen to be in one-to-one correspondence with morphisms
of the form (, id), essentially because partial morphisms A ⇀ B are in bijection with global elements of A −→◦ B.
We shall thus deﬁne a morphism F → G to be just a pcc functor  such that  ◦ F = G.
With this deﬁnition, we extend the correspondence between generated pcccmodels andHenkinmodels to a functorial
equivalence: a morphism  as above is taken to the natural transformation hom(1, F__) → hom(1,F__) given by
the action of  on morphisms (note that  preserves the terminal object). Conversely, from a morphism  : H → K
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of Henkin models, we obtain a morphism  : H ∗ → K∗ which takes objects (A.m) of ho(F ) to (A. A−→◦ 1(m)), and
morphisms f : (A.m) → (B. n) to A−→◦ B(f ).
9. Unique choice
We now investigate the internal logic of partial -theories with equality, exploiting the equivalence with pccc’s. This
section summarizes material from [31], where these matters are treated more thoroughly. Note that by the term internal
logic, we always refer to the logic deﬁned in Section 5; in categorical terms, this means that formulae are interpreted
in the hyperdoctrine of regular subobjects rather than in the hyperdoctrine of arbitrary subobjects.
It is at ﬁrst sight slightly puzzling that pccc’s with equality are equivalent to intuitionistic HOL, although the latter
is more commonly associated with toposes; see e.g. [19], where toposes are constructed from type theories that can be
translated into the partial -calculus with equality. Pccc’s with equality are weaker than quasitoposes [1], which in turn
are far more general than toposes—e.g., there are non-trivial quasitoposes in topology [41], such as the category of
pseudotopological spaces, while the only topos which is at the same time a topological category over Set is Set itself.
It turns out that the crucial point here is unique choice.
For the remainder of this section, let C be a pccc with equality. In the following, we shall drop the distinction between
C and Cl(L(C)) altogether, omitting in particular semantic brackets [[__]]. To begin, we note that a morphism in C is a
monomorphism (epimorphism) iff it is internally injective (surjective):
Lemma 56. A morphism f : A → B in C is
(i) monomorphic iff ∀x, y : A. f (x) e= f (y) ⇒ x e= y, and
(ii) epimorphic iff ∀y : B. ∃x : A. f (x) e= y.
(Where by stating the formulae we mean that they hold in C as formulae of the internal logic.)
Proof of Lemma 56. (i) Sufﬁciency: given morphisms g, h such that fg = fh, i.e., y f (g(y) e= f (h(y), the formula
allows us to conclude y g(x) e= h(x). Necessity: apply monomorphicity to the pair of morphisms x, y : (x, y :
A. f (x)
e= f (y)) → A.
(ii) Sufﬁciency: similarly as above. Necessity: apply epimorphicity to the pair of morphisms , (∃x : A. f (x) e=
y) : (y : B) → . 
In particular, the factorization of f : A → B through its image
Im f := (b : B. ∃a : A. f (a) = b)
is an (epi, regular mono)-factorization (the inclusion Im f ↪→ B is a regular mono, being an admissible subobject).
Hence, all extremal monomorphisms in C are regular (a mono m is extremal if m = ge, where e is epi, implies that e
is iso). This implies that C automatically satisﬁes condition 19.1.1. in [41]. Moreover, we can reprove a result of [27]
for the special case of pccc’s with equality (the original result requires only left exactness):
Proposition 57. C is cartesian closed.
Proof. The function space A → B is (f : A −→◦ B.∀x : A. deff (x)). 
Thus, pcccs with equality are characterized as cartesian closed categories with classiﬁers for extremal partial
morphisms. In particular, quasitoposes are precisely the ﬁnitely cocomplete pcccs with equality.
For each object A, let sgA : A → Sg(A) denote the image factorization of the morphism b : A. b e= a : (a : A) →
(A −→◦ 1). The object Sg(A) is the type of singleton subsets of A.
Proposition 58. Let A be an object in C. Then the following are equivalent:
(i) sgA is an isomorphism.
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(ii) Every partial functional relation with codomain A is a partial function; i.e., for each B in C, C satisﬁes
∀R : BA −→◦ 1. (∀x : B, y, z : A.R(x, y) ∧ R(x, z) ⇒ y e= z) ⇒
(∃f : B −→◦ A.∀x : B, y : A. f (x) e= y ⇔ R(x, y)).
(iii) Every monomorphism with domain A is extremal.
An object that satisﬁes the equivalent conditions above is called coarse, following [24,41], where Conditions (i) and
(iii) are used. Condition (ii) (usually formulated in terms of total functions) is often referred to as unique choice. An
inverse of sgA can be regarded as a partial morphism (A −→◦ 1) ⇀ A. Thus, we can deﬁne the unique description
operator by
a : A.	 := sg−1A (a : A.	)
for a formula a : A	—i.e. a : A.	 is the unique element of A satisfying 	, if such an element exists uniquely, and
is otherwise undeﬁned.
Proof of Proposition 58. (i) ⇒ (ii): The required f is x : B. y : A.R (x, y).
(ii) ⇒ (iii): Let f : A → B be a monomorphism. By Lemma 56, the relation
x : B, y : A. x e= f (y)
is a partial functional relation. The associated partial function g : B ⇀ A induces an inverse of f : A → Im f .
(iii) ⇒ (i): sgA is mono and epi. 
By Proposition 58 (iii), we have
Proposition 59. Toposes are precisely the pccc’s with equality in which every object is coarse.
Lemma 60. The class of coarse objects is closed under ﬁnite products and admissible subobjects in C.
Toposes can be axiomatized in the partial -calculus:
Theorem 61. For a partial -theory T with equality, Cl(T ) is a topos iff T implies unique choice for all types.
Proof. By Proposition 59 and Lemma 60, Cl(T ) is a topos iff the object (x : s) is coarse for each type s. Necessity is
thereby immediate; sufﬁciency follows by Proposition 58(i), which needs unique choice only on types. 
Thus, the question of the categorical correlate of intuitionistic HOL (with equality) may be resolved as follows:
Pccc’s with equality are intuitionistic HOL;
toposes are intuitionistic HOL with unique description.
In other words, the logic of pccc’s with equality differs from topos logic in taking functions rather than subsets as the
primitive notion. In the topos construction of [19], unique choice is implicit: the morphisms in the classifying topos
are functional relations; in the same way, one can construct a topos from C (i.e. from a partial -theory with equality).
An alternative way of obtaining an equivalent topos is the following observation.
Theorem 62. The subcategory Ind(C) of coarse objects is reﬂective in C, with reﬂective arrows sgA (in particular,
the reﬂective arrows are both monic and epic). Moreover, Ind(C) is sub-pccc of C, hence a topos; as such, it is the
topos coreﬂection of C, i.e. every pcc functor E → C, with E a topos, factors through Ind(C).
(The ﬁrst part of this theorem, up to the fact that Ind(C) is a topos, slightly generalizes results of [24,41].)
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Proof of Theorem 62. By Lemma 60, Ind(C) is a full cartesian dominional subcategory. Objects Sg(A) are coarse:
the inverse of sgSg(A) is the intersection operator
x : (A −→◦ 1) −→◦ 1 y : A.∀z : Sg(A). x z ⇒ z y.
The arrow sgA : A → Sg(A) is reﬂective: the unique extension Sg(A) → B of a morphism f : A → B, with B coarse,
is given by the term
y : A −→◦ 1 b : B.∀a : A. x a ⇒ f (a) e= b.
The reﬂector Sg is easily seen to be cartesian, so that Ind(C) is a cartesian closed subcategory [1]. Finally, is shown to
be coarse analogously as Sg(A). Thus, Ind(C) is a topos. The embedding Ind(C) ↪→ C is a coreﬂective arrow because
pcc functors preserve the internal logic, hence also the type constructor Sg and thus, by Proposition 58 (i), coarse
objects. 
The topos Ind(C) is equivalent to the topos of functional relations over C because sgA becomes an isomorphism
when regarded as a functional relation.
Remark 63. The reﬂector Sg : C → Ind(C) can moreover be shown to be a (faithful) ﬁbration. It may be hoped that
this property and similar ones will eventually lead to a classiﬁcation theorem for pccc’s with equality/quasitoposes as
concrete categories over toposes.
Remark 64. In [19] it is stated that the extension of a type theory to the internal language of its classifying topos,
constructed as the topos of functional relations, is conservative. The type theory used in loc. cit. can be regarded as
a sublanguage of the partial -calculus with equality. The fact that the latter does not prove unique choice does not
contradict the mentioned conservativity result; this means merely that in a partial -theory with equality, types of
functional relations need not coincide with partial function types.
A consequence of Theorem 61 is that results based on the interplay of partial -theories and pccc’s apply also to
toposes. This includes the results of Section 8, which imply that topos models (logical morphisms) of a topos E are
equivalent to Henkin models, i.e. lex functors E → Set.
10. Applications
The semantics of HASCASL is deﬁned in terms of syntactic -algebras, i.e. Henkin models. By the results of
Section 8, this semantics proﬁts from the ‘best of both worlds’. Henkin models, on the one hand, provide a tight
connection with set-theoretic models as used in typical ﬁrst-order speciﬁcation languages such as CASL. E.g., any
partial equational theory can be regarded as a partial -theory. Under this identiﬁcation, we have
Theorem 65. Every Set-valued model of a partial equational theory T has a persistent free extension to a Henkin
model of T qua partial -theory.
This implies that every CASL model extends canonically to a HASCASL model. The proof uses the following fact,
which is just a special case of the well-known corresponding statement for positive Horn theories:
Proposition 66. Set-valued models have free extensions along translations of partial equational theories.
This applies in particular to translations fo() : fo(T1) → fo(T2) arising from a translation  : T1 → T2 between
partial -theories, where fo(T ) is the ﬁrst-order language associated to T as in the proof of Theorem 52; i.e., Henkin
models have free extensions along translations of partial -theories.
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Proof of Theorem 65. The existence of the free extension # of a model  follows from Proposition 66, applied to
the extension
T → Lfo(Cl(T ))
(where Cl(T ) is the classifying pccc, and Lfo is the ﬁrst-order internal language deﬁned in Section 3). Persistence
amounts to invertibility of the unit. The unit is injective because  embeds into a standard model, i.e., a Set-valued
pccc model of Cl(T ), obtained by observing that Cl(T ) is the free pccc over the ﬁrst-order (i.e., cartesian dominional)
classifying category of T .
To prove surjectivity, we have to show that every higher-order term   : s in T , with s and the types appearing in
 being sorts, is equivalent to a ﬁrst-order term. We can assume that  is -normal, regarding conditioned terms __  __
as a separate syntactic entity (cf. Appendix A). If  is a variable, a conditioned term, or an application of a ﬁrst-order
operator, we are done by induction. Since s is a sort, the only remaining case is that  is an application of a functional
value. However, because all -normal terms of functional type in context  are -abstractions, this would contradict
-normality. 
A further pleasant aspect of Henkin models is that by Lemma 20, the category Mod(C) of Henkin models of a pccc
C with equality is the category of lex Set-valued functors on C. In particular, Mod(C) is locally ﬁnitely presentable,
with the ﬁnitely presentable objects being precisely the representable functors [20]; one consequence of this is that the
(contravariant) model functor C.Mod(C) reﬂects equivalences [37]. Moreover, Mod(C) has the weak amalgamation
property, i.e. takes pushouts of theories to weak pullbacks of model categories. This follows from Proposition 66 and
the fact that the model functor for lex categories takes pushouts to actual pullbacks.
On the other hand, we can use categorical machinery for reasoning about, and in particular for constructing models.
E.g., the domain equation
LL −→◦ L
axiomatizing the untyped partial -calculus can be solved in a suitable category of domains, and this solution induces
a Henkin model. Nontrivial pccc’s solving (∗) necessarily fail to have equality, since the arising internal logic would
otherwise lead to a Russell-type paradox. The domain equation LL → L axiomatizing the untyped total -calculus
can be solved in the presence of equality, e.g., in a presheaf topos [40].
11. Conclusion
We have proved the equivalence of the categorical semantics of the partial -calculus given in terms of models
in partial cartesian closed categories (pccc’s) and a set-theoretic semantics based on Henkin models and syntactic
-algebras, respectively. This work forms the backbone of the HASCASL semantics. Applications to the model theory
of HASCASL include a persistent extension result for the embedding of CASL into HASCASL (i.e., of ﬁrst-order theories
into higher-order theories). Moreover, this result reconciles the mostly set-theoretic viewpoint of mainstream logic and
algebraic speciﬁcation with categorical logic and semantics.
The equivalence result for Henkin models builds on equivalence results between partial theories on the one hand and
dominional categories on the other hand. In particular, partial equational theories are equivalent to cartesian dominional
categories, and partial -theories are equivalent to pccc’s. The latter results are of interest in their own right in that they
are useful both in the analysis of the involved categories and in the study of the interrelations of logical theories. In
particular, a categorical representation of signatures and theories is helpful in connection with colimit constructions for
purposes of structured speciﬁcation; for ﬁrst-order CASL, this has been illustrated by the solution for the amalgamation
problem given in [37]. Here, we have applied the equivalence result for partial -theories with equality, which encode
a full intuitionistic higher-order logic, to prove that toposes are logically characterized among the pccc’s with equality
by the unique choice axiom (see [35] for an application of local unique choice). Giving a similar description of the
logic of quasitoposes is the subject of future research.
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Appendix A. Existence of -normal forms
In the partial -calculus, -reduction takes the form
(x¯. )¯ →p [¯/x¯]  ¯,
where the two sides are strongly equal (strong equalities can be applied within the scope of a -abstraction). Here,
we have to treat conditioned terms syntactically as a primitive feature, since otherwise (i.e. with the coding    ≡
(x, y. x)(, )), e.g., the term (x, y. x)(, ) would -reduce inﬁnitely. We conjecture that strong normalization
holds w.r.t. this reduction; here, we need only that each term has a -normal form, which is easily proved by quoting
normalization for the simply typed total -calculus as follows.
The set TFV(¯) of top level free variables of a (multi-)term ¯ is deﬁned by
TFV(x) = {x},
TFV(¯) = ⋃i TFV(i ),
TFV(f (¯)) = TFV(¯),
TFV(x¯. ) = ∅;
in other words, the top level free variables of  are those that appear outside the scope of -abstractions. If, for any
subterm of  of the form x¯. , the variables x¯ are in TFV(), then  is called saturated. For saturated terms, we can
soundly apply the usual form of -reduction
(x¯. )¯ → [¯/x¯].
Lemma A.1. If  is saturated and  → ′, then ′ is saturated.
Proof. Let ′ arise from  by replacing a redex r = (x¯. )¯ with its contractum c = [¯/x¯]. We have to check the top
level variable condition for -abstractions in ′:
• If a -abstraction appears in ¯, then it appears also in  and hence satisﬁes the top level variable condition.
• Other -abstractions contained in c are of the form (y¯. )[¯/x¯], with y¯.  appearing in , so that the y¯ are in
TFV(). Since substitution does not affect the y¯, the top level variable condition remains intact.
• If a -abstraction in ′ contains c, then it arises from a -abstraction y¯.  in  by replacing r with c. Now if
yi ∈ TFV(r), then necessarily yi ∈ TFV(¯) and thus, since r is saturated, yi ∈ TFV(c); thus, the top level variable
condition remains intact.
• -abstractions in ′ that are neither contained in nor contain c appear in identical form in . 
Thus, we can apply -reduction to saturated terms in the same way as in the simply typed total -calculus (regarding
conditioned terms syntactically as applications of distinguished constants); in particular, every saturated term has a -
normal form. Observing ﬁnally that every term in the partial -calculus can be transformed into an equivalent saturated
term by recursively replacing subterms of the form x¯.  with x¯. (  x¯), we arrive at
Theorem A.2. Every term in the partial -calculus has a -normal form.
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