Statistical modeling of cellular/subcellular shapes is required for quantifying shape variations and understanding complex cell behaviors. Such statistical models rely on the choice of a proper similarity measure. In this paper we introduce a symmetric deformation-based similarity measure for cellular shape analysis. The proposed method is based on finding an optimal diffeomorphic mapping between shape images that minimizes a physically meaningful energy function. We compare our proposed method to the large deformation diffeomorphic metric mapping (LDDMM) and the standard Euclidean metric on a nuclei dataset and show that the proposed method outperforms the others in capturing the variations in the dataset.
INTRODUCTION
Statistical modeling of shape variations is a very important task in a plethora of disciplines, including brain research, phylogenetic research, plant taxonomy, cell biology, archaeology, etc [1, 2, 3] . In cell biology, for instance, statistical modeling of cell shapes provides quantitative information, which can be used to distinguish normal and diseased cells [3] .
A proper statistical model for shapes requires a physically meaningful similarity measure to capture variations [4] . Conventionally, descriptors are used to represent the shape space and the similarity measure is defined as the Euclidean distance between these descriptors [5] . Area, perimeter, eccentricity, boundary curvature, thinness, equivalent diameter, etc. are some common shape descriptors that are frequently used in the literature. Such statistical modeling usually induces a precise model of the shape space, but it suffers from several shortcomings. Most importantly, such shape space is not generative. Meaning that, a transform from the image space to the descriptor space is generally non-invertible [3] . Contour-based shape representation, point distribution, and active shapes are other models used for shape analysis [ 6, 7, 8] . Contour-based techniques are suitable for modeling shape variations, however they lack information about the internal changes of the shape.
Here, our focus is on deformation-based shape analysis which is an alternative way of constructing a statistical model for shapes. In such methods, one shape is deformed to another and the statistical model is obtained from the deformation mappings. In addition, the similarity measure is defined as a functional of the deformation mapping. Rohde et al. [3] , for instance, proposed a deformation-based shape analysis method using the large deformation diffeomorphic metric mapping (LDDMM) [9] framework in combination with the multidimensional scaling (MDS) [10] .
In this paper, we propose a symmetric deformation-based similarity measure (SDBM) technique with application to cell/nuclei shape analysis. The proposed technique is based on a multi-resolution non-linear registration scheme, and measures physically meaningful variations among the shapes. Our method provides an efficient numerical scheme for finding the deformation-based similarities among shapes.
METHOD
Deformation-based methods [9, 11] commonly represent the deformations as end points of paths of diffeomorphisms parametrized with a smooth time-varying 'velocity' fields. Although mathematically elegant, such methods are computationally expensive, as they require time varying deformation fields. This makes such methods unsuitable for deformationbased pattern recognition on large datasets. Our approach, on the other hand, relaxes the problem by finding a time independent deformation field. Our proposed method can be thought of as a linearization of the other problem.
A set of homeomorphic shapes can be related by a group of diffeomorphisms, which are one to one smooth differentiable and invertible mappings. Let I 1 : Ω → R and I 2 : Ψ → R be two shape images. Define an invertible and differentiable mapping f : Ω → Ψ such that I 2 (f (x)) = I 1 (x) (See Figure 1) . A deformation-based similarity measure in its most general form can be written as,
where e(.) is the energy functional, Df is the Jacobian of f , and
is a subset of diffeomorphic mappings that register I 2 to I 1 . The optimization in Eq. (1) is generally non-convex. Hence, the performance of a gradient descent optimization scheme highly depends on the initial guess, f 0 . Thus, before describing our proposed energy function we describe a method for finding a smooth initial diffeomorphic mapping.
Initial mapping
Input images I 1 and I 2 are first centered and rotated to have their major axis aligned (i.e. parallel to the y-axis or any predetermined axis). Then, in order to find an initial smooth diffeomorphic mapping, f 0 : Ω → Ψ, we pose the problem as a penalized mean squared error (MSE) problem and write,
where λ 0 is the penalization coefficient. We start the optimization of (2) from the identity mapping. The energy barrier at det(Df (x)) = 0 prevents the determinant of the Jacobian from becoming negative (when appropriately small steps are taken in the gradient descent scheme). Thus this registration framework guarantees that a diffeomorphism is obtained. In addition, the penalizing term prevents det(Df (x)) from becoming too large or too small. To solve the optimization problem in Eq. (2) we first decompose f as, f (x) = x + u(x) , where u(x) : Ω → Ψ is the displacement function and represents the amount of deviation from an identity map. Next, we enforce smoothness on the displacement function u(
T by following the same approach as Noblet et al. [12] and representing it as a linear combination of smooth basis φ : Ω → R on the image grid points x i .
Finally, a multi-resolution gradient descent scheme, with respect to α i s and β j s, is used to solve the optimization in Eq. (2) . The optimization starts with the identity mapping, f (x) = x, at the coarsest resolution and updates f , via α i s and β j 's. We note that, the decomposition of u in Eq. (3) also simplifies the numerical implementation of our algorithm; as it enables the gradient descent updates for α i s and β j s to be expressed in convolution form and implemented using fast Fourier transforms (FFT).
Energy terms
To define a physically meaningful deformation-based metric, we borrow ideas from continuum mechanics. Having deformation f with associated displacement field u and displacement Jacobian Du the strain rate tensor, E, is defined as, E = 1 2 (Du + Du T ) [13] . Using E and f , we propose four energy terms, namely viscous friction rate, volume change rate, total mass transport, and compression terms, to capture the differences among deformations. And, the overall energy function, e(.), is defined to be a weighted combination of these terms. The viscous friction rate term, T (f ), is a measure of strain and is defined as,
where n is the image dimensionality (n = 2 or 3). The next energy term is the volume change rate, V (f ), which is also a measure of strain and is defined as,
The third energy term we used penalizes mass transport:
Minimizing this term alone would give the Wasserstein mass transport distance [14] . This term enables us to measure the amount of mass redistribution in a deformation (e.g. distribution of a certain protein in a cell). Finally, we define the last term, C(f ), to represent compression and expansion,
Note that, above energy terms (Eqs. (4)- (7)) are nonsymmetric. Hence the energy function, e(.), is not symmetric, which means that s(I 1 , I 2 ) = s(I 2 , I 1 ). To overcome this issue and provide a symmetric measure we symmetrize the energy terms in a similar fashion as introduced in [15] .
Symmetrization of the energy terms
Let g : Ψ → Ω be the inverse of the diffeomorphic map f . We define the symmetric energy terms to be,
In order to avoid the calculation of the inverse map, we use the following identities of linear algebra to rewrite the terms corresponding to g with respect to f . Let A ∈ R n×n be an invertible matrix and B = A −1 its inverse. Then,
where σ k (A) is the symmetric polynomial of the eigenvalues of A and is defined as,
where λ ij is the i j 'th eigenvalue of A. Note that, σ 1 (A) = tr(A) and σ n (A) = det(A). Hence, for 2D images (n = 2) the first energy term for the inverse map, T (g) is,
where in the last equation we used the change of variables y = f (x), dy = det(Df (x))dx, and the linear algebra identities in Eq. 9. Similarly, for volume change we write,
And for the transport term we have,
Finally, for the compression term we write,
det(Df (x)))dx (14) In this manner, the symmetric energy terms can be solely written as a function of the forward transform, f , and without the need for calculation of the inverse mapping. 
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Symmetric deformation-based similarity measure
For two shape images I 1 and I 2 , and using the symmetrized energy terms, we propose the following distance,
where λ i s are the mixing coefficients of energy terms. Above optimization is then solved using the method of Lagrange multipliers together with a gradient descent scheme which starts from the pre-calculated initial diffeomorphic mapping. We note that since our method enforces local injectivity in a connected domain it is also globally injective. Each energy term quantifies specific characteristic of the deformation mapping. This enables the scientists to provide the relative importance of each term that matches their specific experiment. For instance, when the goal of an experiment is to model the distribution of a certain protein in the cell, the mixing coefficient of the transport term, λ 3 , should be set to a relatively higher value to express the importance of this term.
Measure calibration
The mixing coefficients, λ i s in Eq. (15), should be tuned to incorporate the relative importance of each term provided by the user, and also normalize the order of magnitude of different terms. To do so, we devised an automatic method, which takes as input the shape dataset and the relevant importance of terms ρ i with i ρ i = 1 and determines λ i s iteratively. Algorithm 1 shows the measure calibration steps.
EXPERIMENTAL RESULTS
To test our proposed method we used 2D fluorescence microscope images of HeLa cells [5] provided by Murphy Lab, Fig. 2 . The deformation interpolation calculated from I 1 to I 2 (a) and from I 2 to I 1 (b) using our proposed method. The symmetric nature of SDBM is self evident and the relative error between s(I 1 , I 2 ) and s(I 2 , I 1 ) is 0.6%.
Carnegie Mellon University, Pittsburgh. The dataset contains images from 10 different channels of 70 HeLa cells. We used the 'nuclei' channel to generate binary images of cell nuclei shapes, as it plays an important role in cancer prognosis in a wide variety of cancers. The pairwise similarity of these shape images are then calculated using our proposed method, LDDMM, and the standard Euclidean distance.
For our method, the relative importance of the energy terms are set to ρ i = 0.25, for i = 1, ..., 4. The number of sampled images, n, used for tuning the mixing coefficients is set to 10% of the size of the dataset and the coefficients are automatically tuned as described in Algorithm 1. The pairwise similarity/distances in the dataset are then calculated by minimizing the energy function in Eq. (15) . Figure 2 shows interpolants calculated from two sample images, I 1 and I 2 for our method. Let f 12 and f 21 be the optimal mappings that map I 2 to I 1 and I 1 to I 2 , respectively. The geodesics shown in Figure 2 are calculated from, I 1 ((1 − α)x + αf 12 (x)) and
For the LDDMM distance, we used the implementation provided by Rohde et al. [3] and used the same parameters as suggested in [3] . In addition, the Euclidean distance is calculated as the square root of the sum of the squared pixel differences between images.
Given the shape images I 1 , ..., I N , we define A to be the pairwise distance matrix for the dataset, for which A i,j = s(I i , I j ), and s(., .) is the determined similarity measure. Using MDS we find a set of coordinates w k ∈ R M to embed the images in a M -dimensional vector space in which the pairwise Euclidean distances closely resemble the similarity measure calculated from s(., .) in the original space. The estimated distance matrix in the low-dimensional embedding is
The intrinsic dimensionality of the variations in a dataset can be estimated from the decrease in the residual variance [16, 3] between matrices A andÃ. Similar to [16] and [3] , we let the residual variance to be 1 − R 2 (A,Ã), where R(., .) denotes the standard correlation coefficient between two matrices. A good similarity measure should be capable of capturing the intrinsic dimensionality of a dataset. However, the intrinsic dimensionality of the data is not known, hence, a good measure can be characterized as the one that provides the least residual variance in a low-dimensional Euclidean embedding. Figure 3 shows the measured residual variance as a function of the dimensionality of the low-dimensional Euclidean embedding (M ) for our proposed method (SDBM-MDS), LD-DMM MDS, and Euclidean MDS (E-MDS). It can be seen that SDBM-MDS provides the lowest residual variance.
SUMMARY AND DISCUSSION
In this paper, we introduced a symmetric deformation-based similarity measure for cell shapes with application to statistical cell modeling. The proposed similarity measure incorporates several physically meaningful symmetric energy terms that can be used to capture and model differences in a wide variety of cell shape analysis problems. We compared our proposed method with LDDMM and the standard Euclidean distance and showed that SDBM is capable of modeling the variations in the dataset with fewer parameters and with more fidelity. In addition, the gradient descent steps in SDBM can be written in convolution form, which enables a fast numerical implementation of the problem that scales up linearly for higher dimensional shape analysis. Although the proposed approach does not provide a true metric, but it is a physically meaningful similarity measure, and a metric can be defined on the corresponding similarity graph of the data.
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