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Abstract
We propose a robust risk measurement approach that minimizes the expectation of sum
between costs from overestimation and underestimation. We consider uncertainty by taking
the supremum over alternative probability measures. We provide results that guarantee the
existence of a solution and explore the properties of minimizer and minimum as risk and
deviation measures, respectively. We relate this robust approach with the dual represen-
tation of coherent risk measures. Moreover, we suggest the use of our loss function in the
verification of risk estimation or forecasting quality. Two empirical illustrations are carried
out to demonstrate the use of our approach in the capital determination and selection of risk
prediction models. Results indicate that our risk measures lead to more parsimonious cap-
ital requirement determinations and reduce the mentioned costs. In addition, results point
out advantages of our loss function over traditional approaches used in model selection.
Keywords: Finance, risk measures, capital determination, model risk, robustness
1 Introduction
The attention to risk measures from a theoretical point of view has been raised in mathematical
finance and insurance since the seminal paper of Artzner et al. (1999). From there, an entire
stream of literature has proposed and discussed distinct features, including axiom sets, dual
representations and mathematical and statistical properties. We suggest Fo¨llmer and Weber
(2015) and Fo¨llmer and Schied (2016) for a recent review of this theory. See Emmer et al. (2015)
for a discussion and comparison of proprieties among standard risk measures, which including
variance, Value at Risk (VaR), Expected Shortfall (ES), and Expectile Value at Risk (EVaR).
Despite the investigations carried out in this regard, there is still no consensus about a definitive
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set of proprieties or the best risk measure for practical matters. In this context, there is scope
for proposing new risk measurement approaches, such as Furman et al. (2017), Righi (2018a)
and Righi (2018b).
In the financial field, a common idea is to express risk estimate with one number, which
banking can interpret as a capital amount used to regulate a risk. With respect to this, we
require accurate point estimates in order to provide sufficient capital levels. From the regulatory
point of view, risk underestimation, and consequently capital determination underestimation,
is the main concern. In this case, we desire capital charges to avoid costs from unexpected and
uncovered losses. However, from the institution perspective, it is also desirable to reduce the
opportunity costs arising from risk overestimation because it reduces profitability. A good risk
estimation process needs to minimize both risks to reduce the costs linked to each of them.
As Dhaene et al. (2003) and Laeven and Goovaerts (2004) expose, the minimization of these
costs is important mainly with the view to get the optimal amount of capital. This reasoning
can extend to other risk measurement areas because the need to balance underestimation and
overestimation is present in most trade-offs. One can relate this phenomenon to the notion of
model risk, which refers to the use of incorrect or inappropriate models and to errors in the
model estimation process that may result in inaccurate outputs (see Federal Reserve (2011)).
With the aim of covering the sources of model risk, recent regulatory developments for
the banking sector suggest changes in quantifying the regulatory capital base (see Basel Com-
mittee on Banking Supervision (2010)). Contributions in this regard focus on adjustments to
incorporate additional market risk capital into standard risk measures rather than new risk
measurement procedure. Kerkhof et al. (2010), for instance, provide a combination of a model
risk measure belonging to the worst-case approach and a risk forecasting. With a different
approach, Alexander and Sarabia (2012) and Boucher et al. (2014) suggest adjustments for
VaR estimates using maximum entropy distribution and backtesting procedures, respectively.
Bignozzi and Tsanakas (2016) and Kellner et al. (2016) present other investigations within this
context. Despite the progress made in these proposals, preserving the theoretical properties is
not guaranteed, especially the fundamental Monotonicity axiom. This contradicts the natural
intuition of economic capital regulation, i.e., a position with the highest loss has the highest
risk. Additionally, one realizes the absence of approaches that exploit the impacts of risk un-
derestimation and overestimation with the view to quantify the amount of capital required for
security purposes more accurately.
Based on this perspective, we propose a risk measurement procedure that represents the
capital determination for a financial position X that minimizes the expected value of the sum
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between costs from risk overestimation (opportunity gains) and underestimation (uncovered
losses). We measure these two costs in our framework by non-negative random variables G,
for gains, and L, for losses, which refer to financial rates traded in the market. Moreover,
we extend our approach to minimization of the sum between costs of risk overestimation and
underestimation over a supremum of expectations determined by probability measures. We
would have similarities to a worst-case case approach, where the optimization is robust in the
sense it considers more scenarios than the basic situation. Thus, the robust version is not
sensitive to the choice of some specific probability measure, which represents a particular belief
about the world. This is necessary to deal with the regulatory arbitrage, as in Wang (2016),
where they manipulate capital requirement determinations based on determined risk measures
by using distinct models which link to some probability measure used for estimation. This
approach also becomes important in the context of model risk once that choice of probabilities
may affect the risk value for a large amount. Breuer and Csisza´r (2016) discuss the sensitivity
of risk measures to changes in the risk factor distribution.
Our approach relates to the literature focused on optimal capital allocation by minimizing
a loss function, as developed in Dhaene et al. (2003), Laeven and Goovaerts (2004), Zaks et al.
(2006), Goovaerts et al. (2005), Goovaerts et al. (2010), Dhaene et al. (2012), Xu and Hu
(2012), and Xu and Mao (2013), among other research. In most of these works, the focus is
to determine the optimal composition for aggregate capital of a financial firm from its business
units. Moreover, let X be a financial random variable, being X ≥ 0 a gain, X < 0 a loss,
and x an estimate of capital requirement, overall the loss functions proposed in these studies
can be represented by D(X − x), where D is a distance measurement function. For instance,
Laeven and Goovaerts (2004)1 use (X − x)−, while Zaks et al. (2006) employ (X − x)2, which
subsequently extends to Frostig et al. (2007) to more general convex functions, and Xu and Hu
(2012) consider (X − x)2 and |X − x|. Similarly to our work, Dhaene et al. (2003), Laeven and
Goovaerts (2004), Goovaerts et al. (2005), and Goovaerts et al. (2010) focus on minimizing the
mentioned costs in order to obtain the optimal amount of capital. Our loss function is of the
form (X − x)+G+ (X − x)−L, while the one in such works is more like −xG+ (X − x)− and
−xG+ (X −x)−L2. However, in our case, we penalize for opportunity costs only the exceeding
1In the original study the loss function used is of the type (X − x)+. However, unlike our study, X > 0 is a
loss, X ≤ 0 is a gain.
2Laeven and Goovaerts (2004) and Goovaerts et al. (2005) explore a loss function more similar to −xG +
(X − x)−. In Laeven and Goovaerts (2004) G refers to cost of capital reduced to a risk-free rate. To maintain
the standard of our loss function we consider G as a rate that represent costs of risk overestimation. Dhaene
et al. (2003), Goovaerts et al. (2005), and Goovaerts et al. (2010) present, even briefly, a loss function similar
to −xG+ (X − x)−L. We emphasize that both measures are originally proposed to determine economic capital
for insurance analysis, instead of regulatory capital as performed by us. For this reason, some adaptations were
made in relation to their original structure to meet our purpose.
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value over the capital determination, rather than all of it. Thus, our focus is more on the risk
measurement errors, i.e., if the determined capital (the risk measure) is precisely the monetary
value that we needed to cover the loss or risk, then there is no reason for penalization since that
money invested in some profitable strategy would have failed to cover some potential loss.
The solution of our minimization problem is the infimum over a set of probabilities for the
quantile of X in level E[G]E[G+L] , adjusted by a negative sign to represent losses. In this sense,
the value of our risk measure will be larger if the difference between G and L raises, when
risk underestimation is much more punitive than overestimation, for instance. There is a re-
lation between our risk measure and traditional VaR. The minimum obtained in our proposed
approach has interesting properties. The intuition is that it represents the cost from both under-
estimation and overestimation of losses that the capital determination choice cannot eliminate.
The minimum attained relates to the ES deviation, which is a residual risk from the difference
between position average and tail expectation. Such concepts of deviation are axiomatize for
convex functionals in Rockafellar et al. (2006). The main idea is to consider generalizations
of the standard deviation and similar measures. Recently, Righi and Borenstein (2018) and
Righi (2018a) explore, from theoretical and practical dimensions respectively, the advantages of
a more complete analysis that considers both risk and deviation measures. To obtain deviation
measures from optimization procedures is a topic explored in Pflug and Ro¨misch (2007) and
Rockafellar and Uryasev (2013), where it is proved the deviation generated inherits properties
from the functional that is the minimization argument. This connects to our contribution in
this paper. This approach of obtaining the supremum over expected values under different
probability measures links directly to the dual representation of risk measures. In this sense, we
relate our findings to this dual representation. We can understand our approach as the value
that minimizes some coherent risk measure sum of costs from underestimation and overestima-
tion of capital requirement. For model risk purposes, Cont (2006) uses this dual representation
scheme for robust expectations for pricing contingent claims.
As our second main theoretical contribution, one can think about (X − x)+G+ (X − x)−L
as a criterion with practical intuition to compare risk measures estimates/forecasts. This loss
function is jointly used with usual statistics applied to rank the quality of the forecasting models
mainly used for the purpose of capital determination and/or requirement problem. Equally
important, its robust version based on the dual coherent risk measures allows one to quantify
the monetary loss of risk measurement errors, which is one of the main interests of researchers
and regulators in model risk context (see Basel Committee on Banking Supervision (2013) and
Kellner and Rosch (2016)). As Mu¨ller and Righi (2018a) report, the most common metrics
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used to quantify model risk (worst-case approach) not determine directly to monetary loss of
model risk because these procedures do not satisfy the properties of a monetary risk measure,
i.e., Monotonicity and Translation Invariance (see (Artzner et al., 1999)). Although Detering
and Packham (2016) apply monetary risk measures, including VaR and ES, directly in a loss
or error function, unlike us, they consider the entire distribution of the errors. With regard
to the literature of loss functions for capital allocation, the authors, including, for example,
Dhaene et al. (2003) and Laeven and Goovaerts (2004), do not introduce these functions as an
auxiliary criterion for selection of risk prediction models. Moreover, these studies do not extend
their approach to a robust framework, making connections with dual representation and setting
probability measures, things which we do indeed perform. The main differential of our loss
function, in relation to elicitable loss functions3, is that it is not specific to an individual risk
measure and considers the costs from risk overestimation and underestimation. Additionally,
elicitable loss function is usable only if a risk measure fulfills this property. For example, ES,
which with VaR are the most common risk measures, is not elicitable. In addition, we contribute
to the literature and industry because, in this paper, we develop both minimizer and minimum
as a risk and deviation measures per se by exploring in detail its properties.
Finally, we expose two illustrations considering real financial data with the purpose of show-
ing the practical usefulness of our approach. In the first application, we present an empirical
example of capital requirements determined by our risk measures against usual risk measures
applied to this purpose. We consider dual sets of probability measures related to the most usual
coherent risk measures from literature. Results allow us to conclude that capital determination,
based on typical tail risk measures that Basel and Solvency accords recommend, and by risk
measures that also focus on minimizing capital costs that are too punitive, lead to more costs in
relation to risk measures obtained from our approach. In the second application, we explore the
use of our loss function as an auxiliary criterion to select risk forecasting models. We compare
our results with those of traditional loss functions. The results provide support to conclude
that our loss function has advantages in the choice of the model used for capital determination,
over traditional loss functions. Our loss function allows us to identify the model with the best
trade-off between the sum of the costs from risk overestimation and underestimation. Addition-
ally, it penalizes forecast errors more costly in periods of greater instability. This pattern link
with financial rates, G and L, which have larger values in this period.
Regarding structure, the remainder of this paper divides in the following content: in Section
2 we expose definitions and the main results of our proposed approach; in Section 3 we present
3A functional is elicitable when it is the minimizer of a function score (loss function). See Ziegel (2016) and
Acerbi and Szekely (2017).
5
an empirical example to illustrate our approach for capital determination; in Section 4 we
present an empirical example to illustrate the use of our loss function in the model selection for
forecasting traditional risk measures; in Section 5 we summarize and make final comments.
2 Proposed approach
Consider the real valued random result X of any asset (X ≥ 0 is a gain, X < 0 is a loss) that is
defined in an atom-less probability space (Ω,F ,P). All equalities and inequalities are considered
almost surely in P. We have that Q is the set composed by probability measures Q defined
in (Ω,F) that are absolutely continuous in relation to P, with Radon-Nikodym derivative dQdP .
Moreover, EQ[X] =
∫
ΩXdQ, FX,Q(x) = Q(X ≤ x) and F−1X,Q(α) = inf{x : FX,Q(x) ≥ α} are,
respectively, the expected value, the probability function and its inverse of X under Q. We
drop the subscript for probability measure when regarding P. We define X+ = max(X, 0),
X− = max(−X, 0), and 1A as the indicator function for an event A. We work on the L∞ :=
L∞(Ω,F ,P) space of (equivalent classes of) bounded random variables. We have that L∞+ is
the cone of non-negative elements of L∞.
We assume costs G and L are independent of the position X. Despite it being a simplifica-
tion, the intuitive reasoning is that these costs are typically financial rates trading in the market,
which are not affected by the position of a single agent. We now define our risk measurement
approach as a supremum of minimization problems.
Definition 1. Our risk measure and its generated deviation are, respectively, functionals RQ′ :
L∞ → R and RDQ′ : L∞ → R+ defined as:
RQ′ (X) := RQ′ ,G,L(X) = sup
Q∈Q′
{
− arg min
x∈R
EQ[(X − x)+G+ (X − x)−L]
}
, (1)
RDQ′ (X) := RDQ′ ,G,L(X) = sup
Q∈Q′
{
min
x∈R
EQ[(X − x)+G+ (X − x)−L]
}
, (2)
where G,L ∈ L∞+ and Q
′ ⊆ Q is a non-empty set.
The term (X − x)+G represents a situation where the realized outcome of X is better than
the capital requirement. Rate G could invest in the difference. Similarly, (X − x)−L links to
a situation where the capital reserve is not enough to cover the loss, where the difference must
raise at cost L. The restriction of non-negativity links to the intuition that costs are onerous.
The negative sign is for the measure to represent a monetary loss. Since risk underestimation
can lead to more dangerous outcomes, we can typically expect G ≤ L. However, this is not
a restriction we impose. We have that E[(X − x)+G + (X − x)−L] = E[(X − x)+]E[G] +
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E[(X − x)−]E[L] <∞; the expression makes sense by lying into the real line, leading from the
assumption of independence and non-negativity of terms. One can choose for Q′ ⊆ Q in an ad
hoc sense conform some a priori established risk aversion parameter or even by considering those
probability measures that represent scenarios inside some distance from P, possibly indicated
by a metric (Wasserstein, for instance).
We now expose a formal result that guarantees our minimization problem has a solution.
Moreover, we explicit such a solution in terms of quantile functions.
Proposition 2. Let X ∈ L∞, G,L ∈ L∞+ , EQ[G + L] 6= 0, ∀ Q ∈ Q
′
, where Q′ ⊆ Q is a
non-empty set. Then:
RQ′ (X) = − inf
Q∈Q′
F−1X,Q
(
EQ[G]
EQ[G+ L]
)
,
RDQ′ (X) = sup
Q∈Q′
{EQ[G] (−EQ [X − EQ[X]|X ≤ −RQ(X)])} .
Proof. We need to restrict ourselves to a compact (closed and bounded) interval in R if we are
to guarantee the existence of a solution to this minimization problem. In our case, since we
consider random variables in L∞ a natural choice is the interval [inf X, supX]. Since (X−x)+ ≥
(X − inf X)+, for x < inf X, and (X − x)− ≥ (X − supX)−, for x > supX, the minimization
problem over the real line is not altered by such restrictions. This is because the minimizer lies
into a closed interval of the real numbers and from the continuity properties of the expectation
and differentiability of the positive and negative parts of X − x, while the minimum attains to
each Q ∈ Q′ . We have to solve the first order condition for x in order to obtain the argument
that minimizes the expression. Then we have:
EQ
[
∂[(X − x)+G+ (X − x)−L]
∂x
]
= EQ[−G1X≥x + L1X≤x]
= {−EQ[G]EQ[1X≥x] + EQ[L]EQ[1X≤x]}
= {−EQ[G]Q(X ≥ x) + EQ[L]Q(X ≤ x)}
= {−EQ[G] +Q(X ≤ x)(EQ[G] + EQ[L])}
= {−EQ[G] + EQ[G+ L]FX,Q(x)} .
Now, by equating it to zero, we obtain FX,Q(x) =
EQ[G]
EQ[G+L]
, which is valid since EQ[G+L] 6= 0.
Applying F−1X in both sides results in x = F
−1
X,Q
(
EQ[G]
EQ[G+L]
)
. We also have, by definition, that
inf(X) ≤ F−1X,Q
(
E[G]
E[G+L]
)
≤ sup(X). Thus, the minimizer lies inside the domain of minimization.
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Applying the supremum leads to the desired result, since we have:
sup
Q∈Q′
{
−F−1X,Q
(
EQ[G]
EQ[G+ L]
)}
= − inf
Q∈Q′
F−1X,Q
(
EQ[G]
EQ[G+ L]
)
.
For the second part, since the minimization problem has solution F−1X,Q
(
E[G]
E[G+L]
)
in the
compact domain [inf X, supX] ∈ R, by letting R∗(X) = F−1X,Q
(
E[G]
E[G+L]
)
the minimum, for each
Q ∈ Q′ becomes:
EQ
[
(X −R∗(X))+G+ (X −R∗(X))− L]
=EQ
[
(X −R∗(X))G+ (X −R∗(X))−G+ (X −R∗(X))− L]
=EQ[G]
(
EQ[X]−R∗(X) + EQ
[
(R∗(X)−X) 1X≤R∗(X)
] EQ[(G+ L)]
EQ[G]
)
=EQ[G]
(
EQ[X]− EQ
[
X1X≤R∗(X)
](EQ[(G+ L)]
EQ[G]
)−1)
=EQ[G] (−EQ [X − EQ[X]|X ≤ R∗(X)]) .
Since R∗(X) = −RQ′ (X), by applying the supremum we get the desired result. This concludes
the proof.
When G = α and L = 1 − α, or more generally when EQ[G]EQ[G+L] = α, we obtain as solution
the α-quantile. We recommend Bellini et al. (2014) for details. We have that our risk measure
assumes the value RQ′ (X) = − inf X = sup−X when G = 0, but L 6= 0, representing the
worst possible loss for X. On the other side, we have that our risk measure assumes the value
RQ′ (X) = supX = inf X when L = 0, but G 6= 0, representing the best possible loss for X.
These two extremes represent situations where there is no penalty for risk overestimation and
underestimation, respectively. In both cases we have that RDQ′ (X) = 0, reflecting the fact
that it would be possible to avoid costs by considering one of the extreme risk values. RDQ′
is directly linked to the ES deviation, which represents the distance between average and tail
expectation. In a case where negative values of capital determination are not allowed, we could
restrict ourselves to the non-negative half of the real line. We also must have EQ[G+L] 6= 0 to
avoid indefiniteness. This optimization procedure can be used, for instance, as a robust version
of quantile regression estimator of Koenker and Bassett (1978). A deeper investigation of such
topic, which is a particular case of our procedure, is a branch of research we do not pursue in
this paper.
We now state the main properties of our risk and deviation measures.
Proposition 3. Let RQ′ : L
∞ → R be defined as in (1). Then it has the following properties:
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• Monotonicity: if X ≤ Y , then RQ′ (X) ≥ RQ′ (Y ), ∀ X,Y ∈ L∞.
• Translation Invariance: RQ′ (X + C) = RQ′ (X)− C, ∀X ∈ L∞,∀ C ∈ R.
• Positive Homogeneity: RQ′ (λX) = λRQ′ (X),∀ X ∈ L∞, ∀ λ ≥ 0.
• Co-monotonic Sub-additivity: RQ′ (X + Y ) ≤ RQ′ (X) + RQ′ (Y ),∀ X,Y ∈ L∞ with X,Y
co-monotone, i.e.,
(
X(ω)−X(ω′)
)(
Y (ω)− Y (ω′)
)
≥ 0, ∀ ω, ω′ ∈ Ω.
Moreover, let RDQ′ : L
∞ → R+ be defined as in (2). Then, it has the following properties:
• Translation Insensitivity: RDQ′ (X + C) = RDQ′ (X),∀X ∈ L∞,∀ C ∈ R
• Positive Homogeneity: RDQ′ (λX) = λRDQ′ (X), ∀X ∈ L∞, ∀ λ ≥ 0.
• Non-negativity: For all X ∈ L∞, RDQ′ (X) = 0 for constant X, and RDQ′ (X) > 0 for
non constant X.
• Sub-additivity: RQ′ (X + Y ) ≤ RQ′ (X) +RQ′ (Y ),∀X,Y ∈ L∞.
Proof. From proposition 2, we have that RQ′ (X) = − infQ∈Q′ F−1X,Q
(
EQ[G]
EQ[G+L]
)
. Basically, the
properties emerge from those of F−1X,Q. For details, see Fo¨llmer and Schied (2016). For mono-
tonicity, from absolutely continuity we have that X ≤ Y implies in F−1X,Q(α) ≤ F−1Y,Q(α), 0 ≤ α ≤
1, ∀ Q ∈ Q′ . Applying the infimum and reverting signs leads to RQ′ (X) ≥ RQ′ (Y ). Transla-
tion invariance and positive homogeneity are directly obtained from the fact that quantile and
infimum possess such properties as functions. Finally, we have for X,Y co-monotone that:
RQ′ (X + Y ) = − inf
Q∈Q′
F−1X+Y,Q
(
EQ[G]
EQ[G+ L]
)
= − inf
Q∈Q′
{
F−1X,Q
(
EQ[G]
EQ[G+ L]
)
+ F−1Y,Q
(
EQ[G]
EQ[G+ L]
)}
≤ − inf
Q∈Q′
F−1X,Q
(
EQ[G]
EQ[G+ L]
)
− inf
Q∈Q′
F−1Y,Q
(
EQ[G]
EQ[G+ L]
)
= RQ′ (X) +RQ′ (Y ).
The property of co-monotonic sub-additivity is fulfilled.
For the second part, we have that the posed problem has solution F−1X,Q
(
EQ[G]
EQ[G+L]
)
in
[inf X, supX] ∈ R, conform proposition 2. Letting R∗Q(X) = F−1X,Q
(
EQ[G]
EQ[G+L]
)
, the functional
becomes:
RDQ′ (X) = sup
Q∈Q′
{
EQ[G]
(−EQ [X − EQ[X]|X ≤ R∗Q(X)])} .
From this expression and properties of RQ′ , we can easily deduce Translation Insensitivity and
Positive Homogeneity. Sub-additivity inherits from the linearity of EQ[X] jointly to the fact
9
that Sub-additivity fulfills both ES (see Fo¨llmer and Schied (2016)) and the supremum. For
Non-negativity, since R∗Q(C) = C, ∀C ∈ R, we have that RDQ′ (C) = 0. If X is not a constant,
∃ ω ∈ Ω such that X(ω) 6= R∗Q(X). We have that at least one between (X − R∗Q(X))+ or
(X −R∗Q(X))− are positive. Hence, RDQ′ (X) > 0. This concludes the proof.
Monotonicity requires that, if one position generates worse results than another, then its
risk will be greater. Translation Invariance ensures that, if one adds a certain gain to a position,
its risk will decrease by the same amount. Positive Homogeneity indicates risk proportionally
increases with position size. Co-monotonic Additivity is an extreme case where there is no diver-
sification, because the positions have perfect positive association. Co-monotonic sub-additivity
is a relaxation of the additivity for this case. It implies a convex behavior for the scenario of
extreme positive dependence. In this case, the properties link to an acceptance set that contain
L∞+ and has no intersection with {X ∈ L∞ : X /∈ L∞+ }, which is given by:
ARQ′ = {X ∈ L
∞ : RQ′ (X) ≤ 0}
=
{
X ∈ L∞ : Q(X ≤ 0) ≤ EQ[G]
EQ[G+ L]
, ∀Q ∈ Q′
}
=
{
X ∈ L∞ : sup
Q∈Q′
[
Q(X ≤ 0)− EQ[G]
EQ[G+ L]
]
≤ 0
}
.
This set is monotone, closed for multiplication with positive scalar and addition between co-
monotonic variables. These properties are easy to varify. The acceptance set is surplus invariant,
in the recent sense proposed by Koch-Medina et al. (2017) that demands it does not to depend
on the surplus of firms shareholders, i.e., X ∈ ARQ′ and X
− ≥ Y − implies in Y ∈ ARQ′ . To
see this, note that Q(Y ≤ 0) = Q(Y − ≥ 0) ≤ Q(X− ≥ 0) = Q(X ≤ 0) ≤ EQ[G]EQ[G+L] , ∀ Q ∈ Q
′
.
Y ∈ ARQ′ . We can compute our averse risk measure conform RQ′ (X) = inf{m : X+m ∈ ARQ′ }.
Translation Insensitivity indicates the risk in relation to the expected value does not change
if we add a constant value. Sub-additivity, which bases itself on the principle of diversification,
implies that the cost of a combined position is less than the sum of individual risks. Together
with Positive Homogeneity it implies that RDQ′ is a convex functional. Non-negativity assures
that there is dispersion only for non-constant positions. Moreover, conform exposed in Rockafel-
lar et al. (2006) and Pflug and Ro¨misch (2007), the properties of RDQ∗ as a called generalized
deviation measure imply the following dual representation:
RDQ′ (X) = sup
Z∈ZQ′
E[XZ],
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where ZQ′ = convex hull of ∪Q∈Q′ ZQ, and
ZQ =
{
Z ∈ L1 : Z =
(
1− dQ
′
dQ
)
EQ[G],Q
′  Q, dQ
′
dQ
≤
(
EQ[G]
EQ[G+ L]
)−1}
.
As previously mentioned, there can be many choices for Q′ . We explore one of such possi-
bilities that is well known in the literature of risk on mathematical finance. Thus, the set of
probability measures in our robust approach can link to the dual representation of coherent risk
measures. We now present a formal definition of coherent risk measures, as well as a theorem
that guarantees their dual representation in L∞, which is the space we are working in this paper.
Definition 4. A functional ρ : L∞ → R is a coherent risk measure if it fulfills Monotonicity,
Translation Invariance, Positive Homogeneity and Sub-Additivity. A coherent risk measure is
Fatou continuous if |Yn| ≤ Z, {Yn}∞n=1, Z ∈ L∞, and Yn P−→ Y , implies in ρ(Y ) ≤ lim inf ρ(Yn).
Theorem 5 (Delbaen (2002)). A functional ρ : L∞ → R is a Fatou continuous coherent risk
measure if, and only if, it can be represented as
ρ(Y ) = sup
Q∈Qρ
EQ[−Y ], ∀ Y ∈ L∞,
where Qρ ⊆ Q is a closed and convex non-empty set, called dual set of ρ.
Formulations (1) and (2) can adapt to situations with Q′ = Qρ, where ρ is a Fatou-
continuous coherent risk measure, conform:
Rρ(X) = − arg min
x∈R
ρ(−(X − x)+G− (X − x)−L), (3)
RDρ(X) = min
x∈R
ρ(−(X − x)+G− (X − x)−L). (4)
Since we are considering negative results as losses, we need to correct the sign inside ρ(·). Let
Y := Y (x) = −(X − x)+G− (X − x)−L. Possible, but not limited, choices of ρ are:
• Expected Loss (EL): This risk measure defined conform EL(Y ) = E[−Y ] is the most
parsimonious one, indicating the expected value (mean) of a loss. Its dual set is a singleton
Qρ = {P}, i.e., only consider the basic scenario.
• Mean plus Semi-Deviation (MSD): This risk measure defines itself asMSDβ(Y ) = −E[Y ]+
β
√
E[((Y − E[Y ])−)2], 0 ≤ β ≤ 1. Ogryczak and Ruszczyn´ski (1999) and Fischer (2003)
study this risk measure. QMSDβ =
{
Q ∈ Q : dQdP = 1 + β(V − E[V ]), V ≥ 0, E[|V |2] = 1
}
represents its dual set. The advantages of this risk measure are its simplicity and financial
meaning.
11
• Expected Shortfall (ES): This risk measure, proposed by, among others under distinct
names, Acerbi and Tasche (2002), is defined conform ESα(Y ) = −E[Y |Y ≤ F−1Y (α)], 0 ≤
α ≤ 1. It represents the expected value of a loss, given it is beyond the α-quantile of
interest. Its dual set is QESα =
{
Q ∈ Q : dQdP ≤ 1α
}
. ES is the most utilized coherent risk
measure, being the basis of many representation theorems in this field.
• Expecitle Value at Risk (EVaR): This measure links to the concept of an expectile, given
by EV aRα(Y ) = − arg min
θ
E[|α− 1Y≤θ|(Y − θ)2], 0 ≤ α ≤ 1. It indicates the amount of
money that we need to add to a position to have a sufficiently high ratio between gains
and losses. Bellini et al. (2014) proved that EVaR is a coherent risk measure for α ≤ 0.5.
Here, its dual set is QEV aRα =
{
Q ∈ Q : ∃a > 0, a ≤ dQdP ≤ a1−αα
}
. Ziegel (2016) showed
that EVaR is the only coherent risk measure, beyond EL, that possesses the property of
elicitability.
• Maximum loss (ML): This is an extreme risk measure that has dual set QML = Q, i.e.,
all the considered scenarios. We define this as ML(Y ) = − inf Y = sup−Y . Such a risk
measure leads to the more adverse situation, since ML(Y ) ≥ ρ(Y ) for any coherent risk
measure ρ.
3 Capital determination
In this section, we present an empirical example to illustrate the use of our risk measures Rρ
for capital determination. Our choices for ρ are EL, MSD, ES, EVaR and ML. These measures
are described in last section. For MSD, we chose β = 1 to incorporate all the deviation term4.
The values of α are 0.025 in the case of ES and 0.00145 for EVaR. The latest revisions of
the Committee on Banking Supervision recommend this α for ES (see Basel Committee on
Banking Supervision (2013)) and for EVaR this value is closely comparable to ES0.025 for a
normally distributed X (see Bellini and Di Bernardino (2017)). For the financial position X,
we consider log-returns of S&P500 U.S. market index multiplied by 100, which is a typical
example of financial asset used in academic research. Regarding the costs of risk overestimation
(G) and underestimation (L), we consider yield rates of the U.S. Treasury Bill with maturity of
three months and the U.S. Dollar based Overnight London Interbank Offered Rate (LIBOR).
These rates represent, respectively, a risk-free investment with high liquidity where the surplus
over capital requirement could be safely applied, and a rate for providential loans when capital
4Similar value of β is used in Righi and Borenstein (2018) to estimate loss-deviation risk measures. Their
results showed a better result of risk measures penalized by deviation in comparison with their counterpart
without deviation.
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requirement is not enough. Again, these assets are frequently considered in academic research.
We consider daily data from January 2001 to May 2018, being N = 4376 observations. We
convert both yield rates to daily frequency. As in the section of the proposed approach, we do
not impose the restriction G ≤ L so as not to alter the natural evolution of the rates used.
In the estimation process of risk measures, we consider log-returns defined in some discrete
probability space Ω = (ω1, · · · , ωN ), conform X(ωi) = Xi, i = 1, · · · , N5, where N is the
number of observations. For this approach, we compute formulations of previous sections while
considering the probability measure P(X = Xi) = P(ωi) = 1N . This leads to the empirical
distribution and expectation, respectively, defined as:
FX(x) =
1
N
N∑
i=1
1Xi≤x, E[X] =
1
N
N∑
i=1
Xi.
This empirical method of estimation, known as historical simulation (HS), is a nonparametric
approach that creates no assumptions about the data. Despite criticism, as in Pritsker (2006), it
is the most extensively used method in academic studies and in the financial industry, conform
Pe´rignon and Smith (2010).
In this discrete case, we have that the set of alternative probability measures Q compose
themselves by maps Q : Ω → [0, 1] that satisfy ∑Ni=1Q(ωi) = 1. Note that because P(ωi) =
1
N > 0, every Q ∈ Q is absolutely continuous in relation P. The Radon-Nikodym derivatives
are integrable because, for every Q ∈ Q, we have that:
E
[∣∣∣∣dQdP
∣∣∣∣] = 1N
N∑
i=1
∣∣∣∣Q(ωi)P(ωi)
∣∣∣∣ = 1N
N∑
i=1
Q(ωi)
P(ωi)
=
N
N
N∑
i=1
Q(ωi) = 1 <∞.
The problem in question becomes a minimax, conform:
min
x∈R
max
Q∈Qρ
N∑
i=1
{[(Xi − x)+Gi + (Xi − x)−Li]Q(ωi)}. (5)
Note that in this caseQρ ⊂ RN+ , i.e., for computational purposes, we can treat the probability
measures Q ∈ Qρ as non-negative real vectors. This approach can solve adverse optimization
problems, such as the dual of risk measures or some based on stochastic programming, on a
discrete probability space.
We compare the results of our risk measures with those obtained of risk measures using the
following loss functions (−x)G+(X−x)− and (−x)G+(X−x)−L, which we name Rbρ and Rcρ,
respectively. These measures are in our illustration because they aim to identify the optimal
5In empirical applications, one typically considers random variables defined in some discrete probability space.
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amount of capital minimizing the costs that link to risk underestimation and overestimation.
Although Rbρ do not explicitly consider L, it is a particular case of (−x)G+(X−x)−L when L =
1. We compute Rbρ and R
c
ρ by procedure exposed on formulation (5), changing the loss function.
We also compare our risk measures with those usually considered for capital requirements,
which are V aR0.01 and ES0.025, and with ML. Although VaR is not a coherent risk measure,
it is the most common risk measure currently, VaRα(X) = −inf{x : FX(x) ≥ α} = −F−1X (α),
0 ≤ α ≤ 1. Its value represents the maximum loss that we expect for a given significance level
and period. The reader should not confuse our risk measures computed under the dual set of ES
and ML, QESα and QML, which generate RES(X) and RML(X), and the Expected Shortfall
and Maximum Loss of X, ESα(X) and ML(X).
In Figure 1, we expose the graphic illustration of series described and the probability for
quantile of X represented by GG+L for Rρ, G for R
b
ρ, and
G
L for R
c
ρ. We name these probability
distributions, respectively, as Quantile1, Quantile2, and Quantile3. One can note this sample
contains both turbulent and calm periods, as visualized by the volatility clusters on log-returns,
peaks and bottoms on the price series. Regarding the yield rates, there is a huge change on
their dynamics at the end of 2008, possibly due to economic changes generated by the sub-prime
crisis. To isolate the two distinct patterns identified for the costs, we divided the sample into
two periods (2001–2008 and 2009–2018). So, we expose the results for the whole sample and for
the two sub-samples composed. We consider a rolling estimation window of 250 observations
(around one year of business days) to compute risk measures, excluding the year of 2001 for
this out-sample forecasting exercise. In this sense, for each day in the out-sample period, we
use the last 250 observations to compute the risk measures.
The change in the dynamics of costs is also observed when analyzing the graphical illustration
of probability distribution. Regarding Quantile1, in the first sub-sample, there is a stable
evolution around 46%, close to the middle of distribution function. In the second sub-sample,
there is strong variation with values representing smaller probabilities linked to more extreme
losses, which affects the value of our risk measures, but not necessarily VaR and ES. Hence,
the sample split we make is an interesting feature of our analysis. For the Quantile2 the
evolution coincides with the daily rates of G, which has values less than 1%, i.e., quantile used
in computation of VaR. Thus, for these measures, we expect more extreme losses compared
to the values computed by VaR and ES. In relation to probability distribution of Quantile3,
we note some particularities. In the first sub-sample the variation of probability is around
89%, while in the second sub-sample is around 57%. However, in both sub-samples there are
values greater than 100%, which contradicts the expected values for a probability. We identify
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these values because our structure does not impose G ≤ L. We do not realize changes in the
probability distribution because we want to illustrate the advantages of our approach in relation
to procedures consolidated in the literature. For the purpose of insurance Rcρ, as originally
proposed, becomes an interesting alternative since the values of its probability distribution are
closer to the upper tail compared to the lower tail. However, our interest is a risk measurement
procedure that minimizing the mentioned costs for the determination of regulatory capital.
We expose on Figure 2 a plot with time series of all estimated risk measures in relation to the
negative of log-returns. We make this sign conversion because risk measures have their values
in terms of losses. Results indicate risk measures estimates follow the evolution of losses on the
financial position, as expected. Periods of higher volatility and losses exhibit larger values for
risk measures. Complementing, in Table 1, we expose some descriptive statistics of these series,
and the aggregate costs (sum of daily costs in the sample) linked to the risk measures, which
we obtain in the following manner:
Cost(X,x) = CostG,L(X,x) :=
T∑
t=1
[(Xt − xt)+Gt + (Xt − xt)−Lt],
Costb(X,x) = CostbG(X,x) :=
T∑
t=1
[(−xt)G+ (Xt − xt)−],
Costc(X,x) = CostcG,L(X,x) :=
T∑
t=1
[(−xt)Gt + (Xt − xt)−Lt], (6)
where xt is the predicted value in period t with corrected negative sign, of determined risk
measure, and T is the out-sample period. Cost, Costb and Costc refer to metrics for model
selection obtained from the loss functions used to compute, respectively, Rρ, R
b
ρ and R
c
ρ. In this
section, their values represents the aggregate cost.
As observed in Table 1, Rρ based on more aggressive risk measures present higher values.
Our risk measures are well below VaR and ES – indicating more parsimony, exhibit a smoother
behavior (similarly to a conditional forecasting model) – indicated by standard deviations and
ranges and much smaller values for aggregate cost (Cost) – which is the strong spot of our
approach. We can explain this because our approach considers, beyond past observations of the
financial position, costs from underestimation and overestimation, while VaR and ES only deals
with the historic position. With respect to Rbρ, their mean values do not change when using
different risk measures and coincide with Maximum Loss, where we quantify risk by the value
of worst case scenario. For example, in whole sample, mean value of ML = RbEL = R
b
MSD =
RbEV aR = R
b
ML = 3.80. It is also verified that the aggregate cost, computed through the three
metrics, generally coincide with the values estimated for ML. The pattern remains in the sub-
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samples. We can justify this by extreme values observed in their probability distribution, as
descriptive statistics and graphical illustration of Quantile2. We also observed that aggregate
cost, computed by Costb and Costc, can take on negative values, i.e., do not fulfill Non-negativity
axiom, and their value, even for the series of returns, is not zero. We justify this because Rbρ and
Rcρ consider E[−xG] such as the opportunity cost. For our risk measures this does not happen
because we penalize only the opportunity costs pertaining to amount where the realized outcome
is higher than capital requirement, rather than of the total value of capital requirement.
Regarding our sub-samples, we maintain the results, but some discrepancies arise. We ob-
serve in the first sub-sample that log-returns have a positive tendency with high volatility.
However, risk measures exhibit smaller and less volatile values, in relation whole sample. Ag-
gregated costs are higher compared to second sub-sample. This pattern links to the yield rates,
with larger values for this period and a stable evolution. In the second sub-sample, we inverse
all the patterns. Again, the yield rates seem to be the major determinative factor. As regards
the performance of the measures, in relation to Cost and Costc, with the exception of EL and
MSD computed under dual set, our risk measures have the best results. Regarding Costb, we
obtain the lower aggregate costs by Rbρ, as expected, and we achieve the highest aggregate costs,
in general, by Rcρ. In summary, these results corroborate with the whole sample, evidencing that
our risk measures lead to more parsimonious and less costly capital determinations in relation
to risk measures recommended by regulatory agencies and measures proposed for a purpose
similar to ours.
4 Risk forecasting
In this section, we present an empirical illustration of the use of our loss function as an additional
criterion in the selection of risk prediction model. To maintain of pattern of last section, we
compare the results of our loss function, with those used to compute Rbρ and R
c
ρ. Using dual
representation of coherent risk measures, we estimate the associated realized cost by:
CR(X,x) = CRG,L(X,x) := E[(X − x)+G+ (X − x)−L],
CRb(X,x) = CRbG(X,x) := E[(−x)G+ (X − x)−],
CRc(X,x) = CRcG,L(X,x) := E[(−x)G+ (X − x)−L], (7)
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where x is a point forecasting adjusted by negative sign, i.e., −ρ, and E[X] = ∑Tt=1Xt, being
T out-sample period. In these formulations6, we employ EL as coherent risk measure7. Risk
forecasting x are computed using elicitable and co-elicitable risk measures ρ, which include
EL, VaR, ES, and EVaR8. Although ES is not elicitable, Fissler et al. (2016) show that it can
in practice be jointly elicited with VaR. The values of α used are 0.01 in the case of VaR,
0.025 for ES and 0.00145 for EVaR. Data set and sample period are the same as in the last
section. We indicate reviewing Figure (1). Similarly, we employ whole sample (2001 to 2018)
and the sub-samples (2001 to 2008 and 2009 to 2018). The rolling estimation window is of 250
observations. At each step, we obtain one-step-ahead forecast. As robust tests, we consider
other Stock Market Indices and different rolling estimation window. The results were similar
and they are available upon request.
We estimate risk measures using HS, filtered historical simulation (FHS), and autoregres-
sive (AR) - GARCH9. FHS is a semi-parametric model, which is a combination of parametric
modelling of conditional mean and deviation (in our case using AR-GARCH model), and non
parametric modeling of innovations, i.e., HS. We define AR-GARCH model conform:
Xt = µ+
p∑
i=1
φiXt−i + t,
t = σtzt, zt ∼ i.i.d. F (0, 1),
σ2t = ω +
q∑
j=1
aj
2
t−j +
s∑
k=1
bkσ
2
t−k, (8)
where t = 1, · · · , T is period, Xt is the return, µ represents the expectancy, φ is the auto-
regressive component, t is the innovation in expectation, zt is a white noise process with
distribution F , σ2t is the conditional variance, and ω, a and b are parameters of the GARCH
model. For F we assume normal (GARCHnorm), skewed normal (GARCHsnorm), Student-t
(GARCHstd), skewed Student-t (GARCHsstd), generalized error (GARCHged), skewed general-
ized error (GARCHsged), normal inverse Gaussian (GARCHnig), and Johnson SU (GARCHjsu)
distributions. These same distribution are consider for filtering data in the FHS model. We
6The difference of formulations (7) in relation (6), is that in the first case loss functions are estimated using
dual representation of coherent risk measures (realized costs), and in the second we estimated the loss functions
using only the summation (aggregate costs).
7We opted for this risk measure to maintain estimation pattern of elicitable loss functions, which also are
considered. However, other law invariant coherent risk measures, including MSD, ES, EVaR and ML, can be
used for estimation of our loss function.
8We employ elicitable and co-elicitable risk measures for we assess the accuracy of the forecasts by means of
a consistent loss function. These results are compared with those of our loss function.
9In the risk management, HS, FHS, and AR-GARCH are common model used to estimate risk measures, in
univariate context. We do not use multivariate models because our intention is only to illustrate the use of our
loss function as a criterion of selection of risk prediction models. We refer Mu¨ller and Righi (2018b) as a recent
reference on comparison of multivariate models to predict VaR, ES and EVaR.
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estimate the parameters through the Quasi-Maximum Likelihood. The model used is AR(1)-
GARCH(1,1). For simplicity, when we refer to this model we will name it as GARCH model.
We chose the number of lags to include equations of conditional mean and variance through the
Akaike information criterion (AIC). Moreover, for the evaluation of point forecasts we compute,
for each risk measure, realized loss (Lρ), which for EL, VaR, ES and EVaR, we compute as:
LEL(X,x) = E[(X − x)2],
LVaRα(X,x) = E[α(X − x)+ + (1− α)(X − x)−],
LESα(X,x, z) = E[(I − α)z − IX + ex × (x− z + I
α
(z −X))− ex + 1− log(1− α)],
LEVaRα(X,x) = E[α((X − x)+)2 + (1− α)((X − x)−)2], (9)
where y = −ρ, z is a point forecast obtained using VaR, being z = −VaRα, I is an indicator
function that assumes value equal to X < z, and 0 otherwise, and E[X] = 1T
∑T
t=1Xt. Addi-
tionally, we present descriptive statistics of risk forecasting. The results we report for EL, VaR,
ES and EVaR, respectively, in the Tables (2) - (5).
The results of realized loss for the different models used for EL forecasting indicate similarity
among the results of LEL, CR and CRc. As observed, HS model exhibits superiority to pre-
dict EL (bold value), in counterpart GARCH model with normal inverse Gaussian innovations
displays the worst performance (italic value). We maintain these results in the sub-samples.
In considering CRb as criterion for choosing the model, risk estimates obtained by means of
GARCH model with generalized error (in whole sample and first sub-sample) and Student-t
innovations have best values (second sub-sample), while GARCHnig has the worst performance.
We also observed that CRb computes the highest costs, as also observed in capital determination
analysis. We pointed out that although CR and CRc maintain similar results, their interpreta-
tions differ. Based in CR, we computed the average realized cost of the sum between costs from
risk overestimation and underestimation, whereas when considering CRc, we estimated average
realized cost of the sum between costs of capital (risk) and capital underestimation. Thus, our
intention, with CR, is to identify the model that results in the best trade-off between the sum
of the costs from capital overestimation and underestimation, differently of CRb, and CRc.
When assessed the tail measures there are differences in relation to the forecasts obtained
for EL. For the three measures, VaR, ES and EVaR, in none of the scenarios analyzed the
decision of CR coincides with the decision of Lρ. For instance, best model for VaR forecasting,
conform LV aRα , is the GARCH model with generalized error innovations, whereas best model
according CR is FHS with normal innovations, for whole and first sample, and FHS with
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Student-t innovations in second sub-sample. Similar results are also verified for CRc. We can
give one possible explanation for this difference by the fact of the realized loss computed from
elicitable functions, especially for VaR and EVaR (see formulations (9)), penalizes more heavily
the observations for which we note returns showing risk estimates exceedance. Moreover, unlike
our loss function, elicitable loss functions only consider forecasting errors, rather than the costs
associated with such errors. We emphasize that our criterion, becomes interesting mainly in
the choice of the model used for capital determination once more expensive capital costs may
result in increased expenditures.
Regarding ES forecasting, the results show that the comparatively better model is GARCH
with generalized error innovations (whole and second sub-sample) and GARCH with skewed
generalized error (first-sample), according LESα . Referring to CR, GARCH with skewed normal
innovations exhibits better results. When analyzing EVaR, it is verified that conform LEV aRα ,
GARCH with Student-t (whole sample and first sub-sample) and with generalized error innova-
tions report superiority (second sub-sample). On the other hand, GARCH with skewed normal
innovations had the best performance, as CR. These results allow us to conclude that the model
that presents the best relationship between costs from risk overestimation and underestimation
does not coincide with the model recommended by traditional tests used to select risk models,
i.e., elicitable loss functions. In addition, as per our results, the superiority of one model does
not hold to predict VaR, ES, and EVaR. These results do not corroborate with the findings
of Mu¨ller and Righi (2018b). Unlike our illustration, the authors focus on multivariate models
and different rolling window.
With respect to the sub-samples, in overall, risk estimates have more dispersion in first
sub-sample (2001-2008), as verified by the deviation value and range between minimum and
maximum values. We expect greater variability since in this period, as Table 1 and Figure 1,
returns have more variability. In periods with greater market uncertainty, models estimates
tend to be least reliable, and, consequently, in this period model risk increases (see Danielsson
et al. (2016)). This occurs mainly, as exposed by Danielsson (2008), due to the fundamental
assumption, in most statistical risk modeling, is that the basic statistical properties of financial
series during calm periods remain or about the same as periods of instability (crisis). Ignoring
these facts in periods turbulent period can drive to worse results. In these sense, besides flexible
models, it is interesting that the model selection metric, for capital determination, penalizes
forecast errors more costly in these periods. According to the results of Table 2 to 5, we realize
that for our metric realized cost are higher in first sub-sample compared to second sub-sample.
We justify these results via the yield rates, which as the series returns, has larger values for first
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sub-sample compared to second sub-sample (see Table 1 and Figure 1). In reference of realized
loss computed by elicitable loss functions, we observe that their values for VaR, ES and EVaR,
in both sub-samples, present similar evolution. We also noticed less variation in the values of
CRb in both sub-samples.
5 Conclusion
In this paper, we propose a risk measurement approach that optimally balances costs from
capital determination overestimation and underestimation. The objective is to obtain a real
value that minimizes the expected value of the sum between both costs. We adopt a robust
framework, where we consider the supremum for such minimizer and minimum based on a
convex set of probability measures. We develop some theoretical results that guarantee the
solution for this problem, relating it to the concept of VaR. We develop properties that our risk
measure fulfills, and we characterize the resulting minimum cost as a deviation measure that
relates to ES of a demeaned random variable.
We relate our approach with the dual representation of coherent risk measures, since we
based it on a supremum of expectations over probabilities. We perform an adaptation of the
dual representation of usual discrete probability spaces. In an empirical example, we estimate
the capital determination using our approach, compared to risk measures that also focus on
minimizing costs mentioned and to usual capital requirement determinations implied by Basel
and Solvency accords, VaR0.01 and ES0.025. Results indicate our approach leads to less costly
and more parsimonious charges. Our risk measures reflect the temporal evolution of the data,
indicating their practical utility. We also emphasize for the use of our loss function in the
verification of risk estimation or forecasting quality, jointly to the usual statistical criteria for
the precision of such procedures. This proposal is directly connected to model risk, which this
associates with uncertainty concerning the choice of a model. In an empirical illustration, we
use our loss function against competing loss functions, for selecting models used to predict the
traditional risk measures, including EL, VaR, ES, and EVaR. Our loss function choice of model
what better optimization the sum between the costs from capital determination overestima-
tion and underestimation. Additionally, differently from elicitable loss functions, it penalizes
more costly forecast errors in times of increased volatility, and this period needs more reliable
forecasts.
Our results are valid to risk management in other fields, such as reliability, ambient en-
vironment, and health, for instance. In these areas, as many others where risk management
is a growing concern and research field, to have a measurement procedure that balances costs
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from excessive protection and lack of safeguard is necessary and desired. It is valid to think of
extrapolating such a robust optimization problem over a set of scenarios to other contexts, such
as portfolio strategies and outside finance in the fields of knowledge. We also suggest conducting
generalizations of our proposed approach to dynamic and multivariate frameworks.
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Figure 1: Daily observations from January 2001 to May 2018 of the S&P500 adjusted closing
price and log-returns (X in %), yearly three months maturity U.S. Treasury Bill yield (G in
%), yearly U.S. Dollar based Overnight London Interbank Offered Rate (L in %), and the
probability for quantile of X represented by GG+L (Rρ), G (R
b
ρ), and
G
L (R
c
ρ), respectively.
Note: This figure presents the evolution, from January 2001 to May 2018, of the S&P500 adjusted closing price (named
as GSPC), S&P500 log-returns (named as Returns), yearly three months maturity U.S. Treasury Bill yield (named as TBill),
yearly U.S. Dollar based Overnight London Interbank Offered Rate (named as LIBOR) and the quantile of X represented
by G
G+L
for Rρ (named as Quantile1), which refers to our risk measure, G for Rbρ (named as Quantile2), which refers to risk
measure computed by (−x)G+ (X − x)−, and G
L
for Rcρ (named as Quantile3), which refers to risk measure obtained by
(−x)G+ (X −x)−L. Although Quantile2 and TBill have similar evolution, these series have different interpretation in our
analysis. The first refers to distribution of quantile of X and the second the annual rate from cost of risk overestimation.
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Figure 2: Time series with daily frequency of the log-returns (with adjusted sign) of the S&P500
and estimated Rρ, R
b
ρ, R
c
ρ, V aR
0.01 and ES0.025 from January 2002 to May 2018.
Note: This figure presents the evolution of S&P500 log-returns and risk forecasting. First illustration presents the risk
forecasts of our measure Rρ compared to VaR0.01 and ES0.025. Second plot presents risk forecasting of Rbρ compared to
VaR0.01 and ES0.025. We estimate Rbρ using the following loss function (−x)G+ (X − x)−. In third plot, we present risk
forecasts of Rcρ compared with VaR
0.01 and ES0.025. We compute Rcρ using (−x)G + (X − x)−L, as loss function. As ρ
we use EL, MSD, ES, EVaR and ML. For the estimation of risk measures we use historical simulation (HS), considering a
rolling estimation of 250 observations.
Table 1: Mean, standard deviation (dev.), minimum (min.), maximum (max.) and aggregated
cost for daily log-returns of the S&P500 and estimated Rρ, R
b
ρ, R
c
ρ, V aR
0.01 and ES0.025 for
the whole sample (2001 to 2018) and the sub-samples (2001 to 2008 and 2009 to 2018).
Whole sample (2001 - 2018) Mean Dev. Min. Max. Cost Costb Costc
Returns -0.02 1.19 -10.96 9.47 0 < -0.01 < -0.01
REL 0.17 0.26 -0.12 1.99 0.16 1311.67 0.08
RMSD 0.37 0.57 -0.09 4.77 0.16 1113.30 0.07
RES 0.70 1.08 -0.32 6.74 0.16 942.94 0.10
REV aR 0.51 1.12 -1.27 5.36 0.17 1064.63 0.11
RML 0.85 1.14 -0.95 4.45 0.18 823.51 0.12
RbEL 3.80 2.05 1.65 9.47 0.59 18.01 0.58
RbMSD 3.80 2.05 1.65 9.47 0.59 18.01 0.58
RbES 3.77 2.03 1.45 9.47 0.59 18.57 0.58
RbEV aR 3.80 2.05 1.65 9.47 0.59 18.01 0.58
RbML 3.80 2.05 1.65 9.47 0.59 18.01 0.58
RcEL -0.69 0.77 -2.68 1.01 0.33 3779.33 0.04
RcMSD -0.12 1.02 -2.68 5.54 0.27 2594.78 0.05
RcES 1.58 1.28 -2.68 6.82 0.31 592.72 0.27
RcEV aR 0.59 1.59 -1.93 7.70 0.21 1304.19 0.14
RcML 2.43 1.80 -2.68 8.11 0.49 608.32 0.43
V aR0.01 2.86 1.67 1.26 8.58 0.44 58.24 0.43
ES0.025 2.83 1.56 1.24 7.93 0.44 52.94 0.44
ML 3.80 2.05 1.65 9.47 0.59 18.01 0.58
Quantile1 0.39 0.12 0.01 0.81 0.19 1004.44 0.15
Quantile2 < 0.01 <0.01 <0.01 <0.01 0.16 1559.62 0.09
Quantile3 0.71 0.30 0.01 4.36 0.25 759.13 0.22
First sub-sample (2001 - 2008) Mean Dev. Min. Max. Cost Costb Costc
Returns 0.02 1.35 -10.96 9.47 0 <-0.01 <-0.01
REL 0.03 0.14 -0.12 0.61 0.14 751.40 0.07
RMSD 0.10 0.21 -0.08 1.19 0.14 690.98 0.08
RES 0.14 0.49 -0.32 2.88 0.14 683.88 0.08
REV aR 0.30 0.73 -1.27 4.41 0.15 603.69 0.10
RML 0.33 0.81 -0.95 4.15 0.15 592.20 0.10
RbEL 3.26 1.65 1.65 9.47 0.49 8.65 0.49
RbMSD 3.26 1.65 1.65 9.47 0.49 8.65 0.49
RbES 3.24 1.65 1.45 9.47 0.49 8.65 0.49
RbEV aR 3.26 1.65 1.65 9.47 0.49 8.65 0.49
RbML 3.26 1.65 1.65 9.47 0.49 8.65 0.49
RcEL -1.41 0.48 -2.33 -0.26 0.30 2708.23 0.04
RcMSD -0.93 0.55 -1.95 1.01 0.24 1995.36 0.04
RcES 1.43 1.09 -1.95 3.66 0.27 319.48 0.24
RcEV aR 0.62 1.30 -1.93 4.99 0.18 571.04 0.12
RcML 2.35 1.76 -1.95 5.13 0.43 345.76 0.39
V aR0.01 2.46 1.21 1.26 8.58 0.37 31.27 0.37
ES0.025 2.49 1.19 1.31 7.93 0.37 27.87 0.37
ML 3.26 1.65 1.65 9.47 0.49 8.65 0.49
Quantile1 0.46 0.07 0.01 0.57 0.17 485.33 0.13
Quantile2 <0.01 <0.01 <0.01 <0.01 0.14 779.46 0.08
Quantile3 0.89 0.17 0.01 1.33 0.22 333.13 0.20
Second sub-sample (2009 - 2018) Mean Dev. Min. Max. Cost Costb Costc
Returns -0.04 0.94 -5.32 6.90 0 <-0.01 <-0.01
REL 0.22 0.20 -0.09 0.77 0.01 467.51 0.01
RMSD 0.41 0.33 -0.09 1.33 0.02 373.59 0.01
RES 0.80 0.59 -0.14 2.39 0.02 251.79 0.01
REV aR 0.24 0.22 -0.24 1.37 0.02 456.50 0.01
RML 0.93 0.76 -0.35 3.51 0.02 223.24 0.02
RbEL 3.62 1.45 1.83 6.90 0.08 9.35 0.08
RbMSD 3.62 1.45 1.83 6.90 0.08 9.35 0.08
RbESL 3.57 1.40 1.61 6.90 0.08 9.90 0.08
RbEV aR 3.62 1.45 1.83 6.90 0.08 9.35 0.08
RbML 3.62 1.45 1.83 6.90 0.08 9.35 0.08
RcEL -0.15 0.45 -2.68 0.58 0.02 899.79 <0.01
RcMSD 0.30 0.59 -2.68 1.41 0.02 546.55 0.01
RcES 1.36 0.93 -2.68 3.09 0.03 269.65 0.02
RcEV aR 0.01 0.42 -1.04 2.31 0.02 725.03 0.01
RcML 2.10 1.37 -2.68 4.55 0.05 256.51 0.03
V aR0.01 2.61 0.92 1.36 4.72 0.05 26.96 0.05
ES0.025 2.57 0.88 1.24 4.59 0.05 25.05 0.05
ML 3.62 1.45 1.83 6.90 0.08 9.35 0.08
Quantile1 0.34 0.13 0.06 0.69 0.02 410.79 0.02
Quantile2 <0.01 <0.01 <0.01 <0.01 0.02 636.13 0.01
Quantile3 0.57 0.30 0.06 2.24 0.03 337.17 0.02
Note: This table shows statistics descriptive and aggregate cost (Cost, Costb and Costc) of risk forecasting for Rρ (our risk
measure, obtained using the loss function (X−x)+G+(X−x)−L), Rbρ (obtained using the loss function (−x)G+(X−x)−),
Rcρ (obtained using the loss function (−x)G+(X−x)−L), VaR0.01 and ES0.025. As ρ, for Rρ, Rbρ and Rcρ, we use EL, MSD,
ES, EVaR and ML. For the estimation of risk measures we use historical simulation (HS), considering a rolling estimation
of 250 observations.
Table 2: Mean, standard deviation (dev.), minimum (min.), maximum (max.) and loss functions
for EL of the S&P500, for the whole sample (2001 to 2018) and the sub-samples (2001 to 2008
and 2009 to 2018). We multiply the values by 1000 for LEL, CR, CRb and CRc.
Whole sample (2001 - 2018) Mean Dev. Min. Max. LEL CR CRb CRc
HS 0.017 0.071 -0.275 0.203 1422.141 0.038 372.470 0.022
GARCHnorm 0.042 0.161 -2.195 1.654 1478.447 0.039 366.256 0.022
GARCHsnorm 0.037 0.160 -2.014 1.487 1476.403 0.039 368.900 0.022
GARCHstd 0.054 0.152 -1.976 1.477 1472.863 0.039 360.426 0.022
GARCHsstd 0.042 0.149 -1.799 1.313 1468.941 0.039 366.140 0.022
GARCHged 0.053 0.141 -1.710 1.300 1465.912 0.039 360.406 0.022
GARCHsged 0.038 0.133 -1.392 0.974 1459.860 0.039 367.153 0.022
GARCHnig -1.541 12.441 -196.557 65.088 158804.419 0.158 2801.016 0.072
GARCHjsu 0.041 0.148 -1.814 1.335 1468.612 0.039 366.445 0.022
FHSnorm 0.009 0.170 -2.409 1.575 1475.356 0.039 381.900 0.022
FHSsnorm 0.009 0.169 -2.229 1.348 1474.697 0.039 382.102 0.022
FHSstd 0.005 0.160 -2.226 1.300 1467.934 0.039 383.027 0.022
FHSsstd 0.008 0.157 -1.993 1.118 1465.693 0.039 381.869 0.022
FHSged 0.006 0.151 -2.042 1.091 1463.072 0.039 382.838 0.022
FHSsged 0.008 0.143 -1.665 0.771 1457.751 0.039 381.262 0.022
FHSnig 0.009 0.155 -1.977 1.065 1464.634 0.039 381.535 0.022
FHSjsu 0.008 0.157 -2.024 1.109 1465.777 0.039 381.764 0.022
Sub-sample (2001 - 2008) Mean Dev. Min. Max. LEL CR CRb CRc
HS 0.001 0.069 -0.250 0.144 1838.446 0.080 443.329 0.045
GARCHnorm 0.018 0.197 -2.195 1.654 1927.254 0.081 442.895 0.046
GARCHsnorm 0.013 0.188 -2.014 1.487 1921.952 0.081 444.987 0.046
GARCHstd 0.025 0.182 -1.976 1.477 1914.886 0.080 438.257 0.046
GARCHsstd 0.016 0.172 -1.799 1.313 1909.190 0.081 442.594 0.046
GARCHged 0.034 0.169 -1.710 1.300 1906.195 0.080 433.964 0.047
GARCHsged 0.017 0.149 -1.392 0.974 1894.903 0.081 441.589 0.046
GARCHnig 0.733 8.952 -12.233 65.088 83076.885 0.336 1963.315 0.149
GARCHjsu 0.017 0.172 -1.814 1.335 1909.814 0.081 442.177 0.046
FHSnorm -0.007 0.206 -2.409 1.575 1929.084 0.081 455.527 0.045
FHSsnorm -0.007 0.199 -2.229 1.348 1924.398 0.081 455.378 0.045
FHSstd -0.013 0.191 -2.226 1.300 1917.919 0.081 457.451 0.045
FHSsstd -0.009 0.181 -1.993 1.118 1910.597 0.081 455.249 0.045
FHSged -0.015 0.181 -2.042 1.091 1911.083 0.081 458.520 0.045
FHSsged -0.009 0.161 -1.665 0.771 1896.936 0.081 455.035 0.045
FHSnig -0.009 0.179 -1.977 1.065 1909.286 0.081 455.129 0.045
FHSjsu -0.009 0.182 -2.024 1.109 1911.473 0.081 455.348 0.045
Sub-sample (2009 - 2018) Mean Dev. Min. Max. LEL CR CRb CRc
HS 0.045 0.037 -0.052 0.203 890.114 0.007 282.541 0.004
GARCHnorm 0.072 0.062 -0.361 0.610 902.211 0.007 271.719 0.004
GARCHsnorm 0.066 0.078 -0.325 0.549 903.029 0.007 274.712 0.004
GARCHstd 0.086 0.069 -0.249 0.439 904.414 0.007 266.173 0.004
GARCHsstd 0.072 0.078 -0.267 0.503 902.481 0.007 272.175 0.004
GARCHged 0.074 0.077 -0.248 0.504 902.117 0.007 270.976 0.004
GARCHsged 0.064 0.082 -0.313 0.583 902.057 0.007 275.878 0.004
GARCHnig -3.419 15.081 -196.557 0.463 240000.615 0.024 3613.043 0.016
GARCHjsu 0.069 0.076 -0.279 0.495 901.255 0.007 273.298 0.004
FHSnorm 0.037 0.071 -0.583 0.439 894.342 0.007 287.548 0.004
FHSsnorm 0.037 0.084 -0.478 0.486 897.156 0.007 287.873 0.004
FHSstd 0.033 0.075 -0.511 0.399 892.680 0.007 289.116 0.004
FHSsstd 0.036 0.083 -0.449 0.457 894.757 0.007 288.322 0.004
FHSged 0.035 0.077 -0.396 0.539 892.787 0.007 288.425 0.004
FHSsged 0.037 0.087 -0.411 0.513 895.902 0.007 288.184 0.004
FHSnig 0.036 0.082 -0.457 0.455 894.537 0.007 287.924 0.004
FHSjsu 0.036 0.082 -0.452 0.453 894.230 0.007 288.063 0.004
Note: This table presents the results of the descriptive statistics, realized loss (LEL) and realized cost (CR, CRb and CRc)
for EL forecasting. We estimate risk forecasting using Historical Simulation (HS), AR (1) - GARCH(1,1) and Filtered
Historical Simulation (FHS) considering normal (norm), skewed normal (snorm), Student-t (std), skewed Student-t (sstd),
generalized error (ged), skewed generalized error (sged), normal inverse Gaussian (nig), and Johnson SU (jsu) distributions.
The rolling estimation window is of 250 observations. The values in bold refer to the models with the best performance
and the values in italic are the model with the worst performance according loss functions considered.
Table 3: Mean, standard deviation (dev.), minimum (min.), maximum (max.) and loss functions
for VaR0.01 of the S&P500, for the whole sample (2001 to 2018) and the sub-samples (2001 to
2008 and 2009 to 2018). We multiply the values by 1000 for LEL, CR, CRb and CRc.
Whole sample (2001 - 2018) Mean Dev. Min. Max. LV aR CR CRb CRc
HS 2.144 1.099 0.873 5.940 56.350 0.089 34.809 0.086
GARCHnorm 2.372 1.447 0.907 15.554 35.582 0.101 11.773 0.100
GARCHsnorm 2.231 1.368 0.869 14.632 38.306 0.097 15.903 0.096
GARCHstd 3.181 1.924 1.205 16.963 35.634 0.138 3.777 0.137
GARCHsstd 2.446 1.442 0.887 14.775 35.520 0.107 10.976 0.106
GARCHged 2.629 1.582 1.038 15.840 33.841 0.112 7.470 0.112
GARCHsged 2.464 1.464 0.875 14.585 34.989 0.107 10.264 0.106
GARCHnig 4.603 9.968 -75.666 112.763 553.203 0.239 507.222 0.236
GARCHjsu 2.432 1.436 0.855 14.767 35.945 0.107 11.543 0.106
FHSnorm 1.901 1.145 0.747 12.751 45.588 0.085 26.472 0.083
FHSsnorm 1.901 1.152 0.707 12.674 45.460 0.085 26.347 0.084
FHSstd 1.896 1.139 0.702 12.433 45.255 0.086 26.187 0.084
FHSsstd 1.903 1.155 0.688 12.399 45.279 0.086 26.147 0.084
FHSged 1.895 1.135 0.725 12.231 45.476 0.085 26.418 0.084
FHSsged 1.901 1.156 0.674 12.057 45.176 0.086 26.060 0.084
FHSnig 1.905 1.155 0.683 12.370 45.121 0.086 25.963 0.084
FHSjsu 1.905 1.155 0.685 12.408 45.265 0.086 26.112 0.084
Sub-sample (2001 - 2008) Mean Dev. Min. Max. LV aR CR CRb CRc
HS 2.067 0.876 1.130 4.930 66.512 0.181 46.168 0.177
GARCHnorm 2.518 1.754 1.096 15.554 36.400 0.208 11.579 0.207
GARCHsnorm 2.428 1.684 1.073 14.632 38.879 0.200 14.942 0.198
GARCHstd 3.091 2.197 1.205 16.963 36.322 0.275 5.834 0.274
GARCHsstd 2.585 1.752 1.082 14.775 35.434 0.218 9.954 0.216
GARCHged 2.720 1.890 1.131 15.840 34.272 0.230 7.455 0.228
GARCHsged 2.584 1.774 1.049 14.585 34.992 0.217 9.514 0.215
GARCHnig 8.275 12.812 -2.075 112.763 106.603 0.520 24.522 0.516
GARCHjsu 2.581 1.748 1.050 14.767 35.634 0.217 10.192 0.216
FHSnorm 2.080 1.424 0.945 12.751 46.248 0.175 25.765 0.172
FHSsnorm 2.089 1.428 0.933 12.674 45.956 0.176 25.391 0.173
FHSstd 2.088 1.409 0.906 12.433 45.168 0.177 24.609 0.174
FHSsstd 2.100 1.425 0.911 12.399 44.816 0.177 24.142 0.175
FHSged 2.081 1.407 0.916 12.231 45.674 0.176 25.187 0.173
FHSsged 2.096 1.428 0.905 12.057 45.051 0.177 24.415 0.174
FHSnig 2.099 1.424 0.913 12.370 44.889 0.177 24.221 0.174
FHSjsu 2.101 1.424 0.913 12.408 44.825 0.178 24.139 0.175
Sub-sample (2009 - 2018) Mean Dev. Min. Max. LV aR CR CRb CRc
HS 1.831 0.580 0.873 3.324 47.804 0.018 29.123 0.017
GARCHnorm 2.060 0.920 0.907 8.864 33.520 0.021 12.551 0.020
GARCHsnorm 1.892 0.807 0.869 7.830 36.542 0.020 17.259 0.019
GARCHstd 3.077 1.606 1.385 15.010 33.544 0.035 2.420 0.034
GARCHsstd 2.159 0.949 0.887 9.302 34.193 0.024 12.241 0.024
GARCHged 2.355 1.094 1.038 10.276 31.894 0.024 7.977 0.023
GARCHsged 2.184 0.964 0.875 8.904 33.599 0.024 11.398 0.024
GARCHnig 1.286 5.759 -75.666 8.628 984.089 0.026 970.859 0.024
GARCHjsu 2.141 0.946 0.855 9.175 34.862 0.025 13.089 0.024
FHSnorm 1.618 0.664 0.747 6.867 42.554 0.017 26.001 0.016
FHSsnorm 1.610 0.675 0.707 6.674 42.530 0.017 26.056 0.016
FHSstd 1.605 0.670 0.702 6.736 42.818 0.017 26.397 0.016
FHSsstd 1.606 0.686 0.688 6.670 43.166 0.017 26.739 0.016
FHSged 1.610 0.668 0.725 6.791 42.785 0.017 26.315 0.016
FHSsged 1.605 0.684 0.674 6.629 42.752 0.017 26.335 0.016
FHSnig 1.612 0.692 0.683 6.670 42.787 0.017 26.301 0.016
FHSjsu 1.609 0.691 0.685 6.664 43.110 0.017 26.645 0.016
Note: This table presents the results of the descriptive statistics, realized loss (LEL) and realized cost (CR, CRb and CRc)
for VaR forecasting. We estimate risk forecasting using Historical Simulation (HS), AR (1) - GARCH(1,1) and Filtered
Historical Simulation (FHS) considering normal (norm), skewed normal (snorm), Student-t (std), skewed Student-t (sstd),
generalized error (ged), skewed generalized error (sged), normal inverse Gaussian (nig), and Johnson SU (jsu) distributions.
The rolling estimation window is of 250 observations. The values in bold refer to the models with the best performance
and the values in italic are the model with the worst performance according loss functions considered.
Table 4: Mean, standard deviation (dev.), minimum (min.), maximum (max.) and loss functions
for ES0.025 of the S&P500, for the whole sample (2001 to 2018) and the sub-samples (2001 to
2008 and 2009 to 2018). We multiply the values by 1000 for LEL, CR, CRb and CRc.
Whole sample (2001 - 2018) Mean Dev. Min. Max. LES CR CRb CRc
HS 2.761 1.499 1.051 7.615 1096.946 0.108 17.443 0.106
GARCHnorm 2.384 1.454 0.912 15.623 1019.999 0.102 11.575 0.101
GARCHsnorm 2.241 1.374 0.872 14.691 1037.010 0.098 15.694 0.096
GARCHstd 3.306 2.026 1.212 17.185 1030.073 0.144 3.375 0.143
GARCHsstd 2.522 1.474 0.908 14.953 1012.920 0.111 9.599 0.110
GARCHged 2.662 1.600 1.063 15.963 1011.935 0.114 7.075 0.113
GARCHsgedd 2.494 1.480 0.883 14.712 1014.042 0.108 9.748 0.107
GARCHnig 3.986 7.416 -75.804 53.678 >2000.000 0.210 507.897 0.207
GARCHjsu 2.487 1.462 0.855 14.914 1017.262 0.110 10.563 0.109
FHSnorm 2.287 1.366 0.916 14.984 1047.774 0.100 14.575 0.099
FHSsnorm 2.281 1.374 0.874 14.869 1050.252 0.100 14.673 0.099
FHSstd 2.297 1.366 0.897 14.599 1043.472 0.101 14.204 0.099
FHSsstd 2.297 1.381 0.851 14.526 1051.422 0.100 14.543 0.099
FHSged 2.291 1.363 0.914 14.344 1046.914 0.100 14.463 0.099
FHSsged 2.292 1.382 0.838 14.086 1046.406 0.100 14.211 0.099
FHSnig 2.296 1.382 0.842 14.493 1048.277 0.100 14.369 0.099
FHSjsu 2.297 1.382 0.840 14.541 1052.069 0.100 14.621 0.099
Sub-sample (2001 - 2008) Mean Dev. Min. Max. LES CR CRb CRc
HS 2.595 1.203 1.446 7.226 1081.989 0.219 20.877 0.217
GARCHnorm 2.530 1.762 1.101 15.623 1013.974 0.209 11.394 0.208
GARCHsnorm 2.440 1.692 1.077 14.691 1029.208 0.201 14.716 0.199
GARCHstd 3.181 2.285 1.212 17.185 1015.472 0.286 5.568 0.285
GARCHsstd 2.639 1.782 1.088 14.953 1003.477 0.224 8.899 0.222
GARCHged 2.747 1.909 1.134 15.963 1003.480 0.232 7.097 0.231
GARCHsged 2.609 1.792 1.051 14.712 1003.188 0.219 9.064 0.218
GARCHnig 6.760 8.376 -2.046 53.678 3444.880 0.452 23.224 0.448
GARCHjsu 2.622 1.773 1.052 14.914 1005.308 0.221 9.403 0.220
FHSnorm 2.485 1.707 1.057 14.984 1037.291 0.206 12.937 0.204
FHSsnorm 2.482 1.717 1.016 14.869 1036.591 0.206 12.767 0.204
FHSstd 2.490 1.695 1.056 14.599 1029.644 0.207 12.446 0.205
FHSsstd 2.490 1.714 1.016 14.526 1030.172 0.207 12.362 0.205
FHSged 2.479 1.694 1.059 14.344 1035.236 0.206 12.908 0.204
FHSsged 2.484 1.715 1.015 14.086 1030.494 0.206 12.236 0.204
FHSnig 2.488 1.713 1.003 14.493 1031.096 0.206 12.357 0.205
FHSjsu 2.490 1.713 1.002 14.541 1030.681 0.207 12.407 0.205
Sub-sample (2009 - 2018) Mean Dev. Min. Max. LES CR CRb CRc
HS 2.386 0.830 1.051 4.608 1102.286 0.022 16.623 0.021
GARCHnorm 2.070 0.925 0.912 8.905 1015.377 0.021 12.354 0.020
GARCHsnorm 1.899 0.810 0.872 7.861 1036.059 0.020 17.083 0.019
GARCHstd 3.236 1.742 1.466 15.984 1031.519 0.038 1.928 0.037
GARCHsstd 2.254 1.005 0.908 9.786 1010.425 0.026 10.559 0.025
GARCHged 2.392 1.113 1.063 10.446 1007.393 0.025 7.535 0.024
GARCHsged 2.216 0.981 0.883 9.033 1012.852 0.025 10.841 0.024
GARCHnig 1.336 5.785 -75.804 8.860 >2000.000 0.027 973.262 0.024
GARCHjsu 2.208 0.987 0.855 9.509 1017.554 0.026 11.939 0.025
FHSnorm 1.956 0.789 0.916 8.435 1046.974 0.020 16.368 0.020
FHSsnorm 1.947 0.794 0.874 8.234 1052.227 0.020 16.606 0.020
FHSstd 1.971 0.819 0.897 8.477 1045.232 0.020 16.110 0.020
FHSsstd 1.971 0.832 0.851 8.431 1060.117 0.020 16.778 0.019
FHSged 1.968 0.811 0.914 8.502 1047.194 0.021 16.240 0.020
FHSsged 1.965 0.824 0.838 8.358 1049.934 0.020 16.274 0.020
FHSnig 1.972 0.837 0.842 8.456 1053.157 0.021 16.430 0.020
FHSjsu 1.971 0.837 0.840 8.444 1060.887 0.020 16.866 0.020
Note: This table presents the results of the descriptive statistics, realized loss (LEL) and realized cost (CR, CRb and CRc)
for ES forecasting. We estimate risk forecasting using Historical Simulation (HS), AR (1) - GARCH(1,1) and Filtered
Historical Simulation (FHS) considering normal (norm), skewed normal (snorm), Student-t (std), skewed Student-t (sstd),
generalized error (ged), skewed generalized error (sged), normal inverse Gaussian (nig), and Johnson SU (jsu) distributions.
The rolling estimation window is of 250 observations. The values in bold refer to the models with the best performance
and the values in italic are the model with the worst performance according loss functions considered.
Table 5: Mean, standard deviation (dev.), minimum (min.), maximum (max.) and loss functions
for EVaR0.00145 of the S&P500, for the whole sample (2001 to 2018) and the sub-samples (2001
to 2008 and 2009 to 2018). We multiply the values by 1000 for LEL, CR, CRb and CRc.
Whole sample (2001 - 2018) Mean Dev. Min. Max. LEV aR CR CRb CRc
HS 3.046 1.850 1.051 8.981 50.940 0.113 13.618 0.111
GARCHnorm 2.360 1.446 0.867 15.557 30.824 0.101 12.104 0.100
GARCHsnorm 2.216 1.359 0.851 14.553 34.228 0.097 16.433 0.096
GARCHstd 2.784 1.601 0.954 16.169 26.500 0.116 6.471 0.115
GARCHsstd 2.591 1.517 0.911 15.212 28.312 0.112 9.228 0.111
GARCHged 2.611 1.556 0.971 15.910 26.642 0.111 7.785 0.110
GARCHsged 2.529 1.503 0.890 14.967 27.420 0.109 9.260 0.108
GARCHnig 2.564 1.987 -11.012 16.089 524.192 0.115 117.764 0.113
GARCHjsu 2.545 1.498 0.826 15.094 28.419 0.111 10.115 0.110
FHSnorm 2.394 1.391 0.895 14.747 31.530 0.102 13.554 0.101
FHSsnorm 2.380 1.396 0.847 14.654 31.281 0.101 13.672 0.100
FHSstd 2.452 1.476 0.871 14.443 31.442 0.103 12.937 0.102
FHSsstd 2.444 1.489 0.840 14.389 32.418 0.102 13.336 0.101
FHSged 2.434 1.450 0.891 14.232 31.259 0.102 13.246 0.101
FHSsged 2.427 1.470 0.853 14.093 30.707 0.102 13.053 0.101
FHSnig 2.438 1.481 0.816 14.363 31.140 0.102 13.167 0.101
FHSjsu 2.440 1.486 0.815 14.401 32.365 0.102 13.431 0.101
Sub - sample (2001 - 2008) Mean Dev. Min. Max. LEV aR CR CRb CRc
HS 2.761 1.502 1.454 8.947 53.434 0.226 15.620 0.224
GARCHnorm 2.515 1.755 1.080 15.557 36.340 0.208 11.571 0.206
GARCHsnorm 2.419 1.677 1.065 14.553 39.522 0.199 15.378 0.197
GARCHstd 2.798 1.937 1.130 16.169 31.339 0.235 6.335 0.234
GARCHsstd 2.687 1.839 1.073 15.212 33.745 0.227 8.325 0.226
GARCHged 2.703 1.886 1.110 15.910 32.169 0.227 7.294 0.226
GARCHsged 2.642 1.829 1.027 14.967 32.497 0.222 8.211 0.221
GARCHnig 2.862 2.109 -1.800 16.089 59.263 0.235 26.896 0.232
GARCHjsu 2.671 1.821 1.033 15.094 33.556 0.225 8.432 0.224
FHSnorm 2.501 1.688 1.013 14.747 36.440 0.208 12.118 0.206
FHSsnorm 2.487 1.698 0.976 14.654 35.779 0.207 11.974 0.205
FHSstd 2.510 1.683 1.013 14.443 36.012 0.209 11.507 0.208
FHSsstd 2.500 1.702 0.976 14.389 35.365 0.208 11.481 0.206
FHSged 2.497 1.683 1.015 14.232 36.046 0.208 11.919 0.206
FHSsged 2.492 1.707 0.975 14.093 34.584 0.207 11.357 0.205
FHSnig 2.497 1.702 0.963 14.363 35.297 0.208 11.566 0.206
FHSjsu 2.497 1.701 0.962 14.401 35.385 0.208 11.559 0.206
Sub - sample (2009 - 2018) Mean Dev. Min. Max. LEV aR CR CRb CRc
HS 2.658 1.037 1.051 5.535 41.898 0.025 13.542 0.024
GARCHnorm 2.039 0.907 0.867 8.866 25.523 0.021 13.206 0.020
GARCHsnorm 1.874 0.793 0.851 7.758 29.452 0.019 17.843 0.019
GARCHstd 2.588 1.142 0.954 11.335 21.118 0.027 7.025 0.026
GARCHsstd 2.338 1.039 0.911 10.768 22.943 0.025 10.459 0.024
GARCHged 2.335 1.034 0.971 10.772 20.750 0.024 8.757 0.023
GARCHsged 2.248 0.977 0.890 9.468 22.152 0.024 10.693 0.023
GARCHnig 2.103 1.756 -11.012 9.706 970.505 0.025 207.361 0.024
GARCHjsu 2.273 1.016 0.826 10.652 23.415 0.025 12.014 0.024
FHSnorm 2.147 0.969 0.895 8.658 26.769 0.022 15.072 0.022
FHSsnorm 2.135 0.967 0.847 8.452 26.824 0.022 15.293 0.022
FHSstd 2.251 1.211 0.871 12.969 27.053 0.023 14.472 0.022
FHSsstd 2.245 1.219 0.840 12.842 29.495 0.023 15.192 0.022
FHSged 2.225 1.143 0.891 11.260 26.688 0.023 14.750 0.022
FHSsged 2.216 1.157 0.853 11.299 26.845 0.023 14.784 0.022
FHSnig 2.238 1.198 0.816 12.043 27.071 0.023 14.772 0.022
FHSjsu 2.242 1.213 0.815 12.511 29.377 0.023 15.278 0.022
Note: This table presents the results of the descriptive statistics, realized loss (LEL) and realized cost (CR, CRb and CRc)
for EVaR forecasting. We estimate risk forecasting using Historical Simulation (HS), AR (1) - GARCH(1,1) and Filtered
Historical Simulation (FHS) considering normal (norm), skewed normal (snorm), Student-t (std), skewed Student-t (sstd),
generalized error (ged), skewed generalized error (sged), normal inverse Gaussian (nig), and Johnson SU (jsu) distributions.
The rolling estimation window is of 250 observations. The values in bold refer to the models with the best performance
and the values in italic are the model with the worst performance according loss functions considered.
