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Abstrak 
Tingginya jumlah kecelakaan yang terjadi menjadi alasan penting bagi pihak Satuan Lalu Lintas, salah 
satunya Polresta Pekanbaru untuk mengetahui hubungan antara factor-faktor penyebab kecelakaan. 
Hubungan tersebut dipelajari dengan menggunakan teknik data mining. Teknik ini bertujuan untuk 
menemukan informasi berupa pola yang dapat menjadi acuan dalam pengambilan kebijakan di Satuan 
Lalu Lintas Polresta Pekanbaru. Teknik data mining yang digunakan yaitu teknik association rule 
dengan Algoritma Fp-growth. Algoritma ini menerapkan struktur data tree untuk mengetahui pola 
kecelakaan lalu lintas. Pola tersebut ditentukan oleh dua parameter, yaitu support (nilai penunjang) dan 
confidence (nilai kepastian). Sistem dibuat berbasis desktop dengan bahasa pemograman Visual 
Basic.Net. Sistem ini menghasilkan pola kecelakaan yang sering terjadi. Berdasarkan pengujian lift 
ratio, didapatkan pola kecelakaan yang paling sering terjadi, yaitu faktor kecelakaan dengan jenis_luka 
adalah luka ringan, jenis_jalan adalah jalan arteri, waktu adalah padat kendaraan, dan jenis_kelamin 
adalah perempuan dengan nilai lift ratio 1.20%. Sedangkan hasil pengujian skala Likert didapatkan 
bahwa 88.09% pengguna merasa dimudahkan dengan sistem ini dan dapat membantu mereka dalam 
mengetahui pola kecelakaan yang sering terjadi. 
Kata kunci: kecelakaan lalu lintas, associattion rule, Fp-growth, visual basic.net  
Abstract 
The high number of accidents that happened is an important reason for the Traffic Unit, such as for 
Polresta Pekanbaru to determine the relationship between the factors causing the accident. The 
relationship is studied using data mining technique. This technique aims to find information in the form 
of patterns that can be a reference for Pekanbaru Police Traffic Unit in making policy. Data mining 
technique used in this research is association rule technique with Fp-growth Algorithm. This algorithm 
applies data tree structure to learn the traffic accident pattern. The pattern is determined by two 
parameters, namely support (the value of support) and confidence (the value of certainty). The system 
is developed as a desktop-based system using Visual Basic.Net programming language. This system 
generates frequent crash patterns. Based on the lift ratio test, the most frequent accident pattern, ie 
accident factor with jenis_luka is minor injury, jenis_jalan is arterial road, waktu is high density of 
vehicles, and jenis_kelamin is women with lift ratio value 1.20%. While Likert scale test results 
obtained that 88.09% of users feel facilitated with this system that it can help them in knowing the 
pattern of accidents that often occur. 
Keywords: traffic accident, association rule, Fp-growth, visual basic.net 
1. Pendahuluan
Kecelakaan lalu lintas (lakalantas) adalah suatu pe-
ristiwa yang tidak diduga dan tidak disengaja yang 
melibatkan kendaraan atau pengguna jalan lain ya-
ng mengakibatkan korban manusia dan kerugian 
harta benda [1]. Hal ini dapat kita lihat dalam kehi-
dupan sehari-hari, terjadinya lakalantas mengaki-
batkan kerugian yang sangat besar dan bahkan da-
pat menghilangkan nyawa seseorang. Kejadian ini 
menjadi hal yang mengerikan yang terjadi di bebe-
rapa negara yang umumnya adalah negara-negara 
berkembang, dimana urusan transportasi masih da-
lam tahap pembangunan dan perbaikan. Pada saat 
ini, India merupakan negara dengan jumlah kema-
tian terbanyak akibat kecelakaan lalu lintas, seda-
ngkan Indonesia menempati urutan kelima (berda-
sarkan data WHO tahun 2011 [2]). Sementara, me-
nurut Badan Intelijen Negara, kecelakaan lalu lin-
tas di Indonesia menjadi pembunuh terbesar ketiga, 
dibawah penyakit jantung koroner dan TBC [3]. 
Bahkan, kecelakaan lalu lintas menjadi penyebab 
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utama kematian anak-anak di dunia, dengan ren-
tang usia 10-24 tahun. Terdapat sekitar 400.000 
korban dengan usia dibawah 25 tahun yang meni-
nggal di jalan raya, dengan rata rata angka kemati-
an 1000 orang setiap harinya.  
Untuk mendapatkan pola kecelakaan lalu lin-
tas, diperlukan suatu teknik data mining yaitu tek-
nik association rule untuk menemukan pola hubu-
ngan ketekaitan suatu item. Algoritma yang digu-
nakan dari teknik association rule ini adalah adalah 
algoritma Fp-growth. Fp-growth adalah sebuah 
metode dalam data mining untuk mencari frequent 
itemset tanpa menggunakan candidate generation. 
Fp-growth ini merupakan pengembangan dari al-
goritma apriori. Kekurangan dari algoritma apriori 
diperbaiki dengan menghilangkan candidate gene-
ration, karena Fp-growth menggunakan konsep 
pembangunan tree dalam pencarian frequent item-
set. Hal tersebut membuat algoritma Fp-growth le-
bih cepat dibandingkan algoritma apriori.  
Pada penelitian ini, peneliti telah mengana-
lisis hubungan kecelakaan lalu lintas di Kota Peka-
nbaru dengan variabel-variabel tertentu. Variabel 
yang akan diteliti antara lain yaitu waktu kejadian, 
jenis pekerjaan, usia, jenis kelamin, jenis kecelaka-
an dan jenis luka, jenis kendaraan dan jenis jalan. 
Penelitian ini menggunakan teknik Association Ru-
le yaitu Fp-growth untuk mengetahui pola yang te-
rbentuk dari faktor-faktor penyebab terjadinya ke-
celakaan. Penelitian ini diharapkan dapat memban-
tu sistem yang ada untuk menghasilkan pengetahu-
an baru yang lebih bermanfaat bagi pihak Satuan 




Penelitian yang dilakukan oleh [4] membahas ten-
tang implementasi algoritma Fp-growth untuk me-
nganalisis data transaksi yang terjadi disebuah toko 
kue yaitu L’Cheese pekanbaru. Pada pengimple-
mentasiannya, peneliti menerapkan algoritma Fp-
growth untuk menganalisis pola pembelian pelang-
gan dengan menganalisis penjualannya. Hasilnya 
berupa item yang paling banyak terjual dan keter-
kaitan antara dua item atau lebih yang nantinya ak-
an berdampak pada penjualan kue tersebut. 
Penelitian yang dilakukan oleh [5] mengana-
lisis terhadap penjualan sepeda motor untuk meng-
etahui sepeda motor mana yang lebih banyak diju-
al, dan berapa banyak persediaan yang diperlukan 
perusahaan untuk menyediakan sepeda motor. Un-
tuk mengimplementasikan algoritma Fp-growth 
pada penelitian ini, dilihat dari banyaknya item ya-
ng terjual, lalu membuat rangkaian tree dengan fp-
tree untuk mengetahui banyaknya frequent itemset 
yang terjadi. 
Peneliti [6] melakukan penelitian untuk me-
ngetahui pola hubungan yang sering terbentuk dari 
faktor-faktor penyebab terjadinya kecelakaan di ja-
lan raya khususnya pada Kabupaten Sleman. Pene-
litian ini menggunakan metode association rule 
algoritma apriori. Faktor yang diambil dalam pe-
nelitian ini adalah waktu, profesi, usia, jenis kela-




Penelitian yang dibahas pada artikel ini merupakan 
penelitian untuk membangun sebuah aplikasi desk-
top yang akan menganalisis pola hubungan kecela-
kaan lalu lintas menggunakan metode association 
rule yaitu algoritma Fp-growth. Faktor yang diam-
bil dalam penelitian ini adalah waktu kejadian, je-
nis pekerjaan, usia, jenis kelamin, jenis kecelakaan, 
jenis luka, jenis kendaraan dan jenis jalan. 
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Teknik Association Rule 
 
Analisis asosiasi adalah teknik data mining untuk 
menemukan aturan asosiatif antara kombinasi sua-
tu item. Contoh aturan asosiatif dari analisis pem-
belian di suatu pasar swalayan adalah seperti be-
rapa besar kemungkinan seorang pelanggan mem-
beli roti bersamaan dengan susu [4]. Association 
Rule ditentukan oleh dua parameter, yaitu: 1) Sup-
port adalah suatu ukuran yang menunjukkan sebe-
rapa besar tingkat dominasi/persentase suatu kom-
binasi item dari keseluruhan transaksi, 2) Confi-
dence adalah suatu ukuran yang menunjukkan ku-
atnya hubungan antar item dalam aturan asosiatif. 
Metodologi yang mendasari metode ini adalah ana-
lisis pola frekuensi tinggi dan pembentukan aturan 
asosiatif. 
 
Analisis Pola Frekuensi Tinggi 
Tahap ini mencari kombinasi item yang memenuhi 
syarat minimum dari nilai support dalam database. 
Nilai support sebuah item diperoleh dengan persa-
maan(1). Sedangkan nilai support dari 2 item dipe-
roleh dari persamaan(2). 
 
ܵݑ݌݌݋ݎݐሺܣሻ
ൌ ∑ܶݎܽ݊ݏܽ݇ݏ݅	ܯ݁݊݃ܽ݊݀ݑ݊݃	ܣ∑ܶݎܽ݊ݏܽ݇ݏ݅ ݔ100% 
(1) 
 
ܵݑ݌݌݋ݎݐሺܣ, ܤሻ ൌ ܲሺܣ ∩ ܤሻ
ൌ ∑ܶݎܽ݊ݏܽ݇ݏ݅	ܯ݁݊݃ܽ݊݀ݑ݊݃	ܣ	݀ܽ݊	ܤ∑ܶݎܽ݊ݏܽ݇ݏ݅ ݔ100% (2) 
Pembentukan Aturan Asosiatif  
Setelah semua pola frekuensi tertinggi ditemukan, 
baru dicari aturan asosiatif yang memenuhi sarat 
minimum untuk confidence dengan menghitung 
confidence aturan asosiatif A > B nilai confidence 
dari aturan A > B diperoleh dari persamaan(3). 
 
ܥ݋݂݊݅݀݁݊ܿ݁ ൌ ܲሺ஻஺ሻ




Algoritma Fp-growth merupakan salah satu algo-
ritma dari teknik association rule yang dapat digu-
nakan untuk menentukan himpunan data yang pa-
ling sering muncul (frequent itemset) dalam sebuah 
kumpulan data [7]. 
Pengembangan dari algoritma apriori ini ter-
letak dalam scanning database dan akurasi rules-
nya. Fp-growth lebih memberikan keuntungan ka-
rena hanya dilakukan satu atau dua kali saja scan-
ning database sedangkan apriori perlu melakukan 
scanning database berulang ulang. Pada apriori ak-
urasi rules-nya lebih tinggi daripada Fp-growth. 
Namun, karena scanning dilakukan secara berula-
ng, kecepatannya jadi lebih lambat. Walaupun be-
gitu, kedua algoritma ini memiliki tujuan yang sa-
ma yaitu menentukan frequent itemset [7]. 
Algoritma Fp-growth memiliki tiga tahapan 
utama [8], yaitu: 1) Tahap pembangkitan Conditio-
nal Pattern Base, merupakan sub-database yang 
berisi prefix path dan suffix pattern (pola akhiran); 
2) Tahap pembangkitan Conditional fp-tree, di-
mana pada tahap ini support count dari setiap item 
untuk conditional pattern base dijumlahkan; 3) Ta-
hap pencarian Frequent Itemset, merupakan lintas-
an tunggal (single path), kemudian didapatkan fre-
quent itemset dengan melakukan kombinasi item 
untuk conditional fp-tree. 
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Lift ratio 
 
Lift ratio digunakan untuk mengukur seberapa pen-
ting rule yang telah terbentuk berdasarkan nilai su-
pport dan confidence. Lift ratio adalah perbanding-
an antara confidence dengan nilai benchmark con-
fidence. Benchmark confidence adalah perbanding-
an antara jumlah semua item consequent terhadap 
total jumlah transaksi [3]. Rumus benchmark confi-
dence dan lift ratio dapat dilihat pada persama-
an(4) dan persamaan(5). 
 
ܤ݄݁݊ܿ݉ܽݎ݇	ܥ݋݂݊݅݀݁݊ܿ݁ ൌ ܰܿܰ  (4)  
ܮ݂݅ݐ	ݎܽݐ݅݋
ൌ ܥ݋݂݊݅݀݁݊ܿ݁ሺܣ, ܥሻܾ݄݁݊ܿ݉ܽݎ݇	ܿ݋݂݊݅݀݁݊ܿ݁ሺܣ, ܥሻ 
(5) 
 
dimana Nc adalah jumlah transaksi dengan item da-
lam consequent, dan N adalah jumlah transaksi da-
tabase. Apabila nilai lift ratio lebih besar dari 1, 
maka menunjukkan adanya manfaat dari aturan 
tersebut. Lebih tinggi nilai lift ratio maka lebih be-
sar kekuatan asosiasinya.  
 
Blok Diagram Sistem 
 
Gambar 1 merupakan diagram blok sistem secara 
garis besar. Data kecelakaan lalu lintas yang dipe-
roleh dilakukan proses pre-processing terlebih da-
hulu sehingga menghasilkan data yang siap digu-
nakan untuk proses mining. Data-data yang telah 
melewati proses tersebut akan di-mining-kan deng-
an algoritma Fp-growth untuk menghasilkan sebu-




Pada Gambar 2 menjelaskan alur kerja sistem se-
cara umum. Untuk dapat mengakses sistem, admin 
harus login terlebih dahulu kedalam sistem untuk 
dapat dicek kevalidannya. Setelah berhasil login, 
admin dapat meng-import data kecelakaan ke sis-
tem. Sebelum proses pengolahan Fp-growth, adm-
in harus memilih rentang waktu kejadian kecela-
kaan terlebih dahulu. Setelah itu, dilakukan proses 
Fp-growth pada data yang telah dipilih lalu sistem 
pun akan menampilkan pola yang dihasilkan.  
Pada Gambar 3 menjelaskan cara kerja dari 
proses algoritma Fp-growth. Sebelumnya tentukan 
nilai minimum support dan nilai minimum confid-
ence. Selanjutnya bangun tree dengan cara menen-
tukan frekuensi kemunculan setiap item beserta 
prioritasnya untuk kemudian dipetakan kedalam 
tree. Setelah pembentukan fp-tree bangkitkan con-
ditional pattern base dengan cara melakukan pem-
bacaan pada tree dengan awalan path dari bawah 
ke atas. Kemudian dilakukan pembangkitan condi-
tional fp-tree dimana pada tahap ini support count 
untuk tiap item pada setiap conditional pattern 
base akan dijumlahkan. Item yang memiliki jumlah 
support count lebih besar dengan minimum support 
akan dibangkitkan menjadi sebuah tree yang dise-
but conditional fp-tree. Tahapan selanjutnya yaitu 
pencarian frequent itemset dengan cara melakukan 
subsets dari conditional fp-tree terhadap item sehi-
nga menghasilkan frequent itemset. Apabila nilai 
confidence yang dihasilkan pada subset yang ter-
bentuk lebih besar dari nilai minimum confidence 













7 0.01  
8 0.06  
9 0.04  
10 0.01  
11 0.02  
12 0.07  
13 0.02  
14 0.16  







HASIL UJI COBA NILAI CONFIDENCE 
No. Tahun 
2013-2013 2013-2015 
1 0.82 0.75 
2 0.78 0.31 
3 0.63 0.70 
4 0.28 0.78 
5 0.33 0.61 
6 0.36 1 
7 0.23  
8 0.32  
9 0.26  
10 0.80  
11 0.33  
12 0.55  
13 1  
14 0.88  




Rata-rata 0.58 0.69 
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Use Case Diagram 
 
Gambar 4 menunjukkan bahwa admin dapat mela-
kukan semua fungsi yang ada pada sistem. Sebe-
lum menjalankan semua fungsinya, admin harus 
login terlebih dahulu ke sistem. 
 




Gambar 5 merupakan tampilan dari sistem yang di-
bangun. Halaman untuk melihat pola tersebut akan 
menampilkan tree dan pola sesuai dengan tahun 
yang dipilih oleh pengguna berdasarkan algoritma 
Fp-growth. 
 
Pengujian dan Analisis 
 
Pengujian dilakukan untuk mengukur tingkat kea-
kurasian dari metode Fp-growth. Pengujian ini me-
nggunakan lift ratio, akan tetapi sebelumnya dila-
kukan pengujian dalam menentukan nilai mini-
mum support dan confidence terbaik. 
 
Pengujian Minimum Support dan Minimum Confi-
dence 
Pengujian nilai minimum support ini digunakan un-
tuk mengetahui nilai minimum support yang tepat 
yang akan digunakan dalam sistem. Nilai minimum 
support itu sendiri merupakan syarat minimum ju-
mlah kemunculan item secara bersamaan dalam ke-
seluruhan transaksi. Pengujian ini dilakukan deng-
an menguji coba data dengan nilai minimum sup-
port terendah yaitu 0.01. Berikut hasil pengujian 
nilai minimum support. 
Berdasarkan Tabel 1 hasil yang didapat mela-
lui pengujian minimum support pada dataset 2013-
2013 didapatkan 18 pola dengan nilai rata rata sup-
port yaitu 0.15 sedangkan pada dataset 2013-2015 
yaitu 0.04. Sehingga peneliti mengambil nilai sup-
port terkecil yaitu 0.04 sebagai nilai support yang 
akan digunakan pada sistem penetuan pola kece-
lakaan ini. Pemilihan nilai minimum support yang 
paling kecil dikarenakan nilai minimum support 
adalah nilai acuan dalam perhitungan sebuah item-
set. Hanya itemset yang nilai support nya sama atau 
lebih besar dari nilai minimum support saja yang 
akan dijadikan sebuah pola. Hal ini juga dikare-
nakan jika menggunakan nilai minimum support 
0.15 maka pada dataset 2013-2015 tidak akan ada 
pola yang berhasil terseleksi dikarenakan tidak ad-
anya pola yang memiliki nilai support 0.15 atau 
lebih, sehingga peneliti menggunakan nilai 0.4 se-
bagai nilai minimum support yang tepat.  
Berdasarkan Tabel 2 hasil yang didapat mela-
lui pengujian minimum confidence pada dataset 
2013-2013 dihasilkan 18 pola dengan nilai rata rata 
confidence sebesar 0.58. Sedangkan pada dataset 
2013-2015, dihasilkan 6 pola dengan nilai rata-rata 
yaitu 0.69. Berdasarkan hasil tersebut, peneliti me-
ngambil nilai confidence terkecil yaitu 0.58 yang 
kemudian dibulatkan menjadi 0.6 sebagai nilai co-
nfidence yang akan digunakan pada sistem penen-
tuan pola kecelakaan ini.  
 
  
Gambar 5. Halaman untuk melihat pola 
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Pengujian Lift ratio 
Berdasarkan uji coba dataset yang telah dilakukan 
didapatkan nilai minimum support yaitu 0.04 dan 
minimum confidence yaitu 0.6. Pengujian selanjut-
nya yaitu lift ratio yang bertujuan untuk menge-
tahui kuat tidaknya aturan asosiasi yang telah ter-
bentuk dengan persamaan rumus lift ratio pada per-
samaan(5). Hasilnya adalah analisis lift ratio untuk 
data 2013-2013 (1 tahun), dan 2013-2015 (3 tahun) 
yang direpresentasikan sebagai persamaan(6). 
 
ܮ݂݅ݐ	ሺݔ → ܻሻ ൌ ܥ݋݂݊݅݀݁݊ܿ݁	ሺܺ → ܻሻܵݑ݌݌	ሺܻሻ  (6) 
 
dimana, nilai Supp (Y) didapat dari persamaan(7). 
 
ܵݑ݌݌	ሺܻሻ ൌ ݆ݑ݈݄݉ܽ	ܻ݆ݑ݈݄݉ܽ	݀ܽݐܽ	݇݁ݏ݈݁ݑݎݑ݄ܽ݊  (7) 
 
Adapun nilai dari pengujian lift ratio dapat di-
lihat pada Tabel 3. Berdasarkan pengujian lift ratio 
dapat diambil analisis bahwa nilai support dan nilai 
confidence akan mempengaruhi besarnya nilai lift 
ratio. Semakin rendah nilai support dan semakin ti-
nggi nilai confidence maka nilai lift ratio akan se-
makin besar. Begitu pula dengan semakin tinggi ni-
lai support dan semakin rendah nilai confidence 
maka nilai lift ratio akan semakin kecil. Besar ke-
cilnya nilai lift ratio menunjukkan kuatnya hubu-
ngan dalam aturan asosiasi tersebut. Hal ini ditun-
jukkan dengan jika nilai lift ratio lebih besar dari 1 
berarti hubungan antar item pada pola yang diha-
silkan semakin kuat. 
Pola yang memiliki nilai lift ratio tertinggi 
pada dataset 2013-2013 adalah kecelakaan dengan 
jenis luka yaitu luka ringan pada jenis jalan arteri 
di waktu sepi kendaraan dengan korban berjenis 
kelamin perempuan yang memiliki nilai lift ratio 
1.19. Kemudian pada dataset 2013-2015 nilai lift 
ratio tertinggi yaitu pada kecelakaan dengan jenis 
kelamin korban laki-laki pada jalan Yos Sudarso 
yang merupakan kategori jalan arteri dengan ren-





Berdasarkan uraian yang telah dijelaskan, maka da-
pat diambil kesimpulan bahwa aplikasi penentuan 
pola kecelakaan lalu lintas dengan algoritma Fp-
growth yang dibangun dapat berjalan dengan baik 
dan sesuai dengan tujuan yang diharapkan. Mes-
kipun demikian, aplikasi ini hanya membantu pi-
hak terkait dalam membuat keputusan untuk memi-
nimalisir terjadinya kecelakaan, bukan untuk mem-
buat keputusan dalam membuat kebijakan. 
Berdasarkan pengujian nilai minimum supp-
ort dan pengujian nilai minimum confidence dida-
patkan nilai minimum support yang tepat yaitu 0.04 
dan nilai confidence yang tepat adalah 0.6. Besar 
kecilnya nilai minimum support dan confidence ini 
nantinya akan mempengaruhi jumlah pola yang di-
hasilkan. 
Berdasarkan pengujian lift ratio didapatkan 
kesimpulan bahwa semakin tinggi nilai support 
dan semakin tinggi nilai confidence maka nilai lift 
ratio yang dihasilkan akan semakin kecil. Besar 
kecilnya nilai lift ratio menunjukkan kuatnya hu-
bungan dalam aturan asosiasi tersebut. Jika nilai lift 
ratio lebih besar dari 1 berarti pola yang dihasilkan 
semakin kuat hubungan antar item-nya. 
Adapun saran yang dapat diberikan untuk pe-
nelitian selanjutnya yaitu dapat menambahkan atri-
but yang lain yang memiliki kategorinya jangan 
terlalu banyak seperti tempat kejadian kecelakaan 
serta menggunakan dataset yang jauh lebih besar 
dari sekarang, misalnya data yang diolah dari tahun 
2011 sampai saat ini 2017. Dan juga penelitian 
selanjutnya dapat menerapkan algoritma asosiasi 
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