Abstract-Given a single index, the receiver operational characteristic (ROC) curve analysis is routinely utilized for characterizing performances in distinguishing two conditions/groups in terms of sensitivity and specificity. Given the availability of multiple data sources (referred to as multi-indices), such as multimodal neuroimaging data sets, cognitive tests, and clinical ratings and genomic data in Alzheimer's disease (AD) studies, the single-index-based ROC underutilizes all available information. For a long time, a number of algorithmic/analytic approaches combining multiple indices have been widely used to simultaneously incorporate multiple sources. In this study, we propose an alternative for combining multiple indices using logical operations, such as "AND," "OR," and "at least n" (where n is an integer), to construct multivariate ROC (multiV-ROC) and characterize the sensitivity and specificity statistically associated with the use of multiple indices. With and without the "leave-one-out" cross-validation, we used two data sets from AD studies to showcase the potentially increased sensitivity/specificity of the multiV-ROC in comparison to the single-index ROC and linear discriminant analysis (an analytic way of combining multi-indices). We conclude that, for the data sets we investigated, the proposed multiV-ROC approach is capable of providing a natural and practical alternative with improved classification accuracy as compared to univariate ROC and linear discriminant analysis.
INTRODUCTION
C LASSIFICATION of healthy and unhealthy individuals for a given disease or condition is a common practice. In clinical diagnosis, possible treatment effectiveness evaluation, and other settings, such classification can also be challenging. Without exception, classification is particularly challenging in developing biomarkers for studies of neurodegenerative diseases, such as Alzheimer's disease (AD). In routine practice, such classification can be carried out either using measures from a single index or, as is becoming more frequent every day, based on measurements from multiple indices. With advanced data acquisition/collection techniques, it is no longer unusual to have data from multiple sources (each source is associated with one index) available to medical professionals. For example, a number of biomarkers, including those based on neuroimaging techniques, body fluid, or neuropsychiatric (NP) measures, have been carefully examined and proposed for their potential uses in the study of AD. The widely used NP measures for AD include the AD assessment scale-cognitive subscale (ADAS-Cog) [1] , auditory verbal learning test (AVLT) total, and long-term memory (LTM) scores [2] , CDR global and sum of boxes (SB) [3] , and mini-mental state exam (MMSE) [4] . Among the neuroimaging techniques used in the study of AD are volumetric magnetic resonance imaging (MRI), which can be used to measure the volume of a specific brain region (e.g., hippocampus) [5] ; regional gray matter volume or cortical thinning [6] ; functional MRI [7] , [8] , which can be used to examine the default mode network changes under resting state; fluorine-18 deoxyglucose (FDG) positron emission tomography (PET) [9] , which can be used to evaluate glucose hypometabolism; and the Carbon-11 Pittsburgh Compound-B (PiB)-PET, florbetapir-PET and other amyloid PET techniques, which can be used to quantify the betaamyloid deposition [10] , [11] .
In the context of the clinical diagnosis of AD, the receiver operational characteristic (ROC) curve analysis [12] , [13] is routinely utilized to characterize the performance of a given index in distinguishing AD patients from normal healthy controls (or from another disease) in terms of sensitivity and specificity. The sensitivity and specificity analysis of a routine ROC analysis, however, is only applicable for a single index (e.g., measurements from only one region of interest (ROI) for one neuroimaging data set or scores of one NP test).
Given the availability of multiple indices, such as the large amounts of information for 3D neuroimaging data sets, the ROC analysis of only a single index is clearly inadequate and an inefficient use or underutilization of available information. To take advantage of the availability of multidata sources, Xiong and Ye applied them to combine multiple diagnostic tests to distinguish AD from normal controls [14] , [15] , [16] . In fact, it is natural for people to reach conclusions, be them medical or otherwise, based on multiple features. Similarly, for information-rich neuroimaging data, observations from multiple brain locations (i.e., from multi-ROIs) over the images are simultaneously taken into consideration. This common practice and the previous studies such as [14] , [15] , [16] raise the need to categorize subjects in a binary manner, mainly healthy or unhealthy, using multiple indices or integrating information from multiple indices for better classification.
For a long time, a number of algorithmic/analytic approaches combining multiple indices have been proposed, introduced and widely used to incorporate the simultaneous use of multiple sources. Among these approaches are logistic regression (including the relatively recently introduced sparse logistic regression [17] , [18] , linear classification/discriminant analysis [19] , [20] (such as Fisher classification [21] ), the support vector machine (SVM) [22] and others. For example, the linear Fisher discriminant estimates the parameters of a linear classifier that combines multiple variables into a single expression based on the assumptions of Gaussian conditional density models [21] . We categorize all these approaches as algorithmic or analytic, as they use arithmetic, mathematical, or analytic expressions to combine multiple indices into a single index. Alternatively, to the analytic/arithmetic approaches, one may also consider combining multiple indices in a logical manner to construct multivariate ROC (multiV-ROC) and to characterize the sensitivity and specificity statistically associated with the use of multiple indices. This logical combination is the focus of this study.
It is worth noting that, in comparison to the algorithmic approaches, such logical ways of combining multiple features are instinctual and intuitive to day-to-day human cognition. For the neuroimaging AD studies, the simultaneous use of information from multiple brain regions (multi-indices) to increase statistical power has been investigated and documented extensively and is, therefore, not new [11] , [23] . The information integration from multiple ROIs or from voxels over the whole brain volume is most commonly executed using multivariate approaches, such as partial least square (PLS) [24] , principal component analysis (PCA)-based scaled subprofile modeling (SSM) [25] , independent component analysis (ICA) [7] , [26] , and others. The outcomes of these multivariate approaches are the so-called subject scores that summarize arithmetically the measurements from multiple ROI/voxels (usually in the form of weighted sum, the linear combination). Therefore, the end product of any multivariate approach is a single index that can be fed into ROC analysis or statistical power analysis in the same way as any other single univariate index. Alternatively, for this arithmetic algorithm to deal with multiple variables (measurements from multiple ROI), we propose a logical operation for incorporating these multiple variables by treating each variable as a random event. Therefore, the logical operations, such as union and intersection, are applicable. In conjunction with this newly proposed approach, there is the need to introduce the concept of multivariable ROC [27] , referred to as multiV-ROC below.
The examination of multiple variables/indices in making a clinical decision is actually a very common practice in our daily life and in diagnostic settings. For example, in assessing the amyloid accumulation in AV-45 PET studies for Alzheimer' dementia, six cortical ROIs are investigated visually or quantitatively [11] . The AV-45 amyloid positivity is defined as "any one of these 6 is positive," the logical OR (union). Equivalently, the combination of information from these six cortical ROIs is logical AND (intersection) for amyloid negativity. Should it be medically meaningful, one can clearly logically define positivity as "at least J measures are positive," where J is an integer less than the total number of indices (e.g., number of ROIs for imaging data). Clearly, given a logical way of combining multiple measures, the settings related to the optimal sensitivity and specificity need to be characterized, and their performances in comparison to each index separately or possible other manners of combination need to be examined. For this purpose, we propose a computational procedure to calculate ROC and its areas under curve (AUC) for this logical way of combining of multi-indices.
There are numerous methodological investigations, discussions, and introductions on the use of the ROC for single-index measurement found in literature, on the internet, and in common statistical text books. In fact, these approaches are almost common knowledge among people in the statistics community. Conversely, multiV-ROC, excluding a single instance, has not been thoroughly studied or reported on [27] . In this study, we will briefly introduce the numerical procedures for determining the optimal threshold combination and estimating its corresponding sensitivity and specificity. Then, two data sets are used to illustrate the potential added value of this approach and its performance compared to linear discriminant analysis. We will also briefly discuss some challenging questions associated with this approach but will not attempt to address them in this study.
METHODS

Data Set 1
This data set was from the AD neuroimaging initiative (ADNI) project. (The ADNI was launched in 2003 by the National Institute on Aging (NIA), the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Administration (FDA), private pharmaceutical companies and nonprofit organizations as a $60 million, 5-year public-private partnership. The primary goal of ADNI is to test whether serial MRI, PET, other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early AD. The determination of sensitive and specific markers for very early AD progression is intended to aid researchers and clinicians in developing new treatments and monitoring their effectiveness and lessening the time and cost of clinical trials. The principal investigator of this initiative is Michael W. Weiner, MD, from the VA Medical Center and University of California, San Francisco. ADNI is the result of the efforts of many coinvestigators from a broad range of academic institutions and private corporations, and subjects have been recruited from over 50 sites across the United States and Canada. The initial goal of ADNI was to recruit 800 adults, aged 55 to 90 years, to participate in the study (approximately 200 cognitively normal older individuals to be followed for 3 years, 400 people with MCI to be followed for 3 years and 200 people with early AD to be followed for 2 years). For up-to-date information, see www.adni-info.org. For 74 AD patients who had both baseline and 12-month measurements from an MMSE, we investigated the extent to which the baseline measurements could be used to distinguish AD patients who demonstrated subsequent 12-month MMSE declines of at least three points from those who did not. The 74 subjects included 44 nondecliners and 30 decliners. Three baseline indices: the FDG PET-based hypometabolic convergence index (HCI), the total-score of AVLT, and scores from AD ADAS-cog, were each examined for their differentiating power, separately or combined. HCI was intended to characterize the extent to which the magnitude and pattern of cerebral glucose hypometabolism in a person's FDG PET image corresponded to that in a group of AD patients [28] .
Data Set 2
This data set consisted of resting state functional magnetic resonance imaging (fMRI) measurements extracted from multiple ROI in our previous study with 15 AD patients and 16 normal controls [26] . These ROI data are the spatial extent (ROI volume) and averaged voxel intensities of the core regions in three resting state networks: the defaultmode network (DMN), dorsal attention network (DAN), and ventral attention network (VAN). These core regions are the posterior cingulate cortex (PCC), medial prefrontal cortex, left inferior parietal cortex, right inferior parietal cortex, left inferior temporal cortex (LITC) and right inferior temporal cortex (RITC) from DMN, left superior/inferior parietal lobule, right superior/inferior parietal lobule, left middle/inferior frontal gyrus, right middle frontal gyrus from DAN, temporal-parietal junction (TPJ), and ventral frontal cortex from the VAN. We originally examined the abnormalities of attention-related functional networks in AD and evaluated the sensitivity and specificity of these networks as potential biomarkers compared to the DMN. Univariate ROC curve analysis was performed for activity in core regions within each of these networks. The results of these analyses suggested that activity in the left intraparietal sulcus and left frontal eye field (LFEF) from DAN as well as the posterior cingulate cortex from DMN could serve as sensitive and specific biomarkers, distinguishing AD from NC separately as a single index. To focus our discussion more on the methodology and simplify the question discussed, data from only four ROIs were included in this study: the averaged voxel intensities of PCC, LFEF, LITC, and TPJ.
Constructing a Multivariable ROC Curve
As in the univariate ROC case, constructing a multivariable ROC curve is numerical. There are n continuous indices, where a high value of each is indicative of unhealthiness (otherwise negate the index).
The Procedure to Determine the Optimal Threshold Combination
Define case positivity (unhealthiness). For example, a case is positive if any one of the n indices is above its threshold/ cut-off value. This is the operation of logic, OR (at least one is positive). Other operations of logic, such as the intersection, "at least k," and logical precedent, can also be used to define the case positivity. Note that, for a real-world problem, the value of k to determine positivity is usually unknown for a new application. The determination of k can be obtained either numerically with an exhaustive search, as is the case with the optimization procedure, or with the use of the clinical knowledge (a priori) from medical professionals (e.g., if one brain region is found to have amyloid, then the brain has amyloid, [k ¼ 1 in this case]) or a combination of both. Different from univariate ROC, we need to distinguish case positivity from index positivity. For multiV-ROIC, an index can be positive, but the case may not be (e.g., if the logical operation is ALL indices must be positive as defined by the logical intersection operation). Note that for each index, the positivity threshold is not defined independently. Instead, it is defined in the context of determining the optimal combined thresholds for all indices together given a logical operation. Divide the measurements for index i into k i subintervals, and take the k i À 1 end points of the subintervals as cut-off values for index i. For simplicity, we let the subintervals have equal length and k i ¼ k be common for all indices ði ¼ 1; 2; . . . ; n). When k ¼ 3, for example, there are two cut-off points for each index. The total possible combinations is ðk À 1Þ n . For each of ALL, the possible cut-off value combinations (ðk À 1Þ n grows very rapidly with k, especially as n increases) and each of the randomly selected N combinations (e.g., N ¼ 50;000), calculate the corresponding sensitivity and specificity. Save the setting and corresponding sensitivity and specificity.
Eliminate any possible duplicates and form the ROC curve (which requires only the knowledge of the sensitivity and specificity). The AUC is computed using the Trapezoidal numerical integration method.
Find the best sensitivity/specificity as the point on the ROC curve closest to (0 1) and identify the corresponding cut-off combination.
Estimation of the Sensitivity and Specificity
Using Jackknife Leave-One-Out Procedure
The use of the overall data set to determine the threshold combination and to calculate the corresponding sensitivity and specificity will be informative in comparing multiV-ROC and univariate ROC. For objective assessment, however, the data used for the determination of the threshold combination should not be used for the evaluation of the performance. Instead, the performance of the determined threshold should be examined using an independent data set. We adopted the leave-one-out strategy to investigate the performance of the proposed multiV-ROC in comparison to the univariate ROC for each variable, which uses a single observation from the original sample as the validation data and the remaining observations as the training data. The training data set was used to construct the ROC curve and to determine the cut-offs combinations. The validation data is used to objectively evaluate sensitivity and specificity.
Comparison of MultiV-ROC with Linear Discriminant Analysis
We compared the newly introduced logical combination of multiple variables to one of commonly used analytic combination approach: linear Fisher discriminant analysis. It is implemented in SPSS 16.0 (SPSS, Inc., Chicago, IL). This comparison is in terms of sensitivity/specificity and accuracy.
RESULTS
Data Set 1
For the data set extracted from the ADNI AD decliner versus AD stable subjects, the performance of using baseline measurements for each variable separately to predict subsequent 12-month decline (classifying AD patients who declined from those who did not) is shown in Tables 1 and 2 in comparison to that of using multi-ROC approach.
Comparing multiV-ROC with single-index ROC (Tables 1  and 2 , and Fig. 1 ), we note a 9 percent increase of the accuracy in differentiating AD patients who experienced a decline from those who did not. In addition to these overall accuracy increases, more balanced sensitivity/specificity was observed when HCI alone or multiV-ROC was used. Finally, the multiV-ROC approach shows accuracy improvement Fig. 1 . Accuracy comparison of single-index, multiV-ROC classification and linear discrimination approaches in data set 1 without leave-one-out cross-validation.
Data Set 2
For the resting state fMRI data, including the averaged voxel intensities of the PCC, LFEF, LITC, and TPJ from the three resting-state networks, DMN, DAN, and VAN, the performance of each separate biomarker in distinguishing the AD from NC is shown in Table 3 . Table 4 lists the performance of the multiV-ROC using the logical operation of "at least 2." Comparing these two tables, we observed about a 10 to 20 percent increase of the accuracy of distinguishing AD from NC (Tables 3 and 4 , and Fig. 2 ). Table 4 also shows the classifying results of linear Fisher discrimination, which has both a specificity and sensitivity lower than those from the multiV-ROC analysis. The average computation time is 43.2 seconds and 1,286.4 seconds when leave-one-out crossvalidation was applied.
DISCUSSION
The use of multiple variables could potentially result in increased sensitivity and specificity when compared to the use of a single variable or the specific analytic combination technique, linear discriminant analysis. This increase was clearly demonstrated in our current study.
However, it is worth noting that there are situations where the proposed multiV-ROC may not provide additional benefits. One can think of instances where the use of multiV-ROC approach will not result in increased accuracy. For example, if the first variable is strongly correlated with the second, then one should not expect any added benefit with the use of the two simultaneously. In general, however, multiV-ROC should be as good as using any of the variables alone. However, there is clearly an increased computational cost associated with the use of more than one variable. In addition, considering all possible cut-off value combinations is very time-consuming when the index is greater than 3. To address this, we randomly selected a subset of all possible combinations. Even with the possibility that the, thus, determined cut-off values could be suboptimal, the results were satisfactory and similar to the results achieved from running all combinations.
The approach that we proposed of combining multiple variables seems natural, considering human reasoning in evaluating multiple sources of evidence. We still do not have a good understanding of how the human brain combines these multiple sources of evidences together, but it may not be in any of the analytic manners. Using dual variables as an example, a natural decision-making process might be more of a logical combination.
In comparison to the specific algebraic combination, linear discriminant analysis, our results based on the two data sets support the claims that the logical combination carries some practical value in terms of increased accuracy. With everrapidly growing computing power, the difficulty associated with the establishments of the optimal threshold combination is no longer a concern. Moreover, we note that the applications of this approach with the established threshold combination are as simple and straightforward as the traditional single variable-based classification (and possess no further associated cost in terms of computation time). Therefore, we do not see it as computationally burdensome.
Our results demonstrated that combining information from multiple ROIs can improve the ability of differentiating AD patients under normal control or AD patients who declined from those who did not. For data set 2, several studies suggested these ROIs play different roles in the resting state networks and that the changed pattern of each ROI may represent different aspects of the disease. By combining these together, the disease is better characterized and yields improved classification results.
For its use in data set 1, we note that HCI was first introduced as a single variable based on information-rich 3D FDG-PET data, its superior performance in assessing the risk of conversion to AD among MCI patients was reported in our earlier study [24] . In assessing the possible disease prognosis (in terms of staying stable or not over the next 12-month period) as a single variable, its overall accuracy seemed inferior to the ADAS-Cog (0.72 versus 0.76 in AUC measures). With more careful examination, however, one finds that ADA-cog possessed very unbalanced sensitivity and specificity (87 percent versus 54 percent in the overall test or 80 percent versus 50 percent in the leave-one-out test). The HCI, on the other hand, provided overall a relatively balanced sensitivity and specificity.
Our results demonstrated the performance of the proposed multiV-ROC approach using an overall data set. We also evaluated its performance again in comparison to single-variable ROC and linear Fisher discriminant analysis using the Jackknife leave-one-out cross validation procedure. The same increase in accuracy was also observed with the use of the procedure for both data set 1 and data set 2. We also studied the robustness of the multiV-ROC approach with respect to the number of subinterval k i and combination N. We showed that the outcomes of numerical iterative procedure, the optimal threshold combination were very robust when these two parameters are greater than a certain threshold (k i ¼ 200; N ¼ 50;000), while the lower values of these two parameters might slightly affect the accuracy of our method. Detailed results of the crossvalidation [30] and robustness were not included in this report because of concerns about limitations on the article length. See online supplementary material for more detailed result presentations.
In this preliminary study, we only proposed and introduced the approach and numerically validated its application values. Although not included in this study, some in-depth theoretical discussions about this approach are nevertheless necessary. Among the issues that require better understandings are the monotonicity of the ROC curve, the statistical inference to examine AUC (providing for the type I error assessment) (note that we did not use conventional AUC statistical test in our study), parametric or nonparametric ways to assess whether one threshold combination is statistically significantly better than another. Another theoretical issue we did not discuss is how the covariance structure among the multiple indices will influence the performance. No attempt was made in this study to evaluate the degree of such influence.
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