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The work is a theoretical and experimental investigation into 
the mechanisms of r.f. growth and front edge jitter in pulsed 
magnetrons. 
Anapproxifliate expression f Or the rate of r.f. growth, derived 
from a modification to a linear interaction theory by R. Dunsmuir, 
is fcind to be substantially verified in practice. 
A mathematical model of r.f. growth, together with statistical 
theory of band-limited noise, is used to investigate jitter and the 
noise levels from which oscillation starts. Jitter amplitude is 
found to depend only on the rate of r.f. growth and for slow rate of 
voltage rise the calculated jitter distribution is in very good 
agreement with experiment. For very rapid rate of voltage rise a 
coherent sinusoidal beam modulation has been discovered which gives 
rise to earlier starting and anomalous "reduced jitter". 
Injection priming with a low level C.W. signal provides con-
firmation of the proposed jitter mechanisms. For rapid rate of 
voltage rise 'enhanced noise' and 'double hump' jitter distributions 
are observed, both in accordance with theory. The model is used to 
compute the degree of pulse-to-pulse phase coherence possible under 
priming. 
The relationship between random time jitter and spectral inter-
line noise is studied. The work also includes a number of interesting 
techniques concerning, for example, measurement of video inter-line 
noise and a possible method of achieving a low impedance modulator 
with high efficiency. 
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A number of continuing problems with pulsed magnetrons concern 
the switch-on transient. The problems of mode selection, r.f. growth 
rate and front edge jitter fall into this category and it is with 
these problems in mind that the present theoretical and experimental 
investigation into the mechanism of growth of r.f. oscillations in 
pulsed magnetrons has been undertaken. 
The magnetron was the first device to produce microwave power 
efficiently. Researches on microwave sources and the investigation 
of rudimentary microwave oscillators 1 ' 2 during the nineteen thirties 
was followed in I 941) by. the invention by Randall and Boot at 
Birmingham University of the cavity anode magnetron. A major con-
tribution to this invention was due to Megaw and the group at The 
General Electric Company Limited, Research Laboratories, Wembley as a 
result of which centimetric radar became an immediate possibility and 
a reality. Soon afterwards Sayers of Birmingham University introduced 
the strapping system which much improved the frequency stability. 
This magnetron produced pulsed power of 100 1N at a well defined 
frequency in S-band (10 cms 3 GHz); many orders greater than had been. 
achieved before. Intensive development of the valve over the next 
fifteen years produced a whole range of magnetrons of ever increasing 
power and.frequency. At the present time peak power outputs from a 
few watts to several megawatts and frequencies from I to 80 GHz are 
available. In addition, the years since 1945 have seen the invention 
and development of a wide range of different microwave oscillator and 
amplifier valve types, for exarnple.the klystron,travelling wave tube, 
backward wave oscillator and crossed field amplifier, and the 
magnetron is now seen as only. one of a particular class of such valves 
2 
known as crossed field devices 3 . Nonetheless the basic advantages 
of the magnetron, ruggedness, compactness, high efficiency, light 
weight and low voltage, find continuing use in both well established 
and new radar, microwave heating and other systems. 
Paradoxically, although the magnetron was the first of the 
modern generation of microwave devices, it is probably the least well 
understood theoretically. The successful development is largely due 
to the enormous empirical effort and the conceptual simplicity of the 
device which lends itself to intuitive understanding. The magnetron 
is essentially a cylindrical diode immersed in an axial magnetic 
field. The anode consists of a dispersive structure which will 
support a slow rotating wave. Electrons emitted from the cathode 
under the influence of the anode potential are constrained by the 
magnetic field to rotate around the cathode. Interaction and ampli-
fication occur when the angular velocity of the rotating electron 
bean coincides with the angular phase velocity of the rotating r.f. 
wave on the circuit and feedback due to any of a number of possible 
mechanisms causes the valve to oscillate. On closer consideration, 
however, even interaction in just one of the possible anode modes 
poses serious theoretical difficulties. The first of these is a 
description of the beam itself. In elementary theory, single elec-
trons emitted from the cathode perform cycloidal orbits returning to 
the cathode with zero energy provided, as is usual, that anode 
potential is below the 1-lull cut-off voltage. When space charge is 
taken into account it is no longer clear that this is true. In this 
case one possible solution of space charge flow often considered is 
Brillouin flow4, in which electrons describe circular orbits around 
the cathode in such a way as to produce zero electric field at the 
cathode surface. It is very ddubtful whether this is an exact 
3 
description of the beam but there exists good evidence, at least, 
that it represents a reasonable time averaged approximation -4 
s 
certainly the predicted beam current ,(is in accond with practice • In 
any case it seems probable that conservation of energy will require 
the angular velocity of the beam to ircrease radially from zero at 
the cathode, to maximum at the outer edge of the beam. Thus the 
interacting beam has a complicate& multi-velocity nature. What is 
more, such a beam is thought to be unstable 6'' 8 becoming spôn-
taneously noisy even in the absence of an anode circuit. The in-
stability gives rise to anomalous anode current and to excess energy 
electrons at the cathode even in the smooth anode magnetron 9 ' 10 ' 11 . 
Finally, in common with all oscillators, the magnetron is saturated 
in the steady state and the interaction is highly non-linear in 
nature. In contrast, a travelling wave tube normally operates in the 
linear regiàn with a stable mono-velocity beam and the theory is 
correspondingly better understood. 
The magnetron problem is further complicated in that the anode 
structure will support a number of oscillatory modes, corresponding 
to numbers of complete wavelengths round the circuit. Dispersion 
ensures that the phase velocities of the various modes do not coin-
cide. However, in order to satisfy the boundary conditions around 
the anode segments, a given mode of oscillation requires the raesence 
of an infinite set of space harmonics each with a characteristics 
phase velocity. Excitation of a given mode may result from inter-
action between any of its space harmonics and a synchronously 
rotating space charge layer. Since the beam contains velocities from 
zero to that of the outer edge, which expands towards the anode as 
the voltage is applied, interaction with many anode space harmonics 
is theoretically possible when the voltage is applied. For a pulsed 
4- 
valve the problem of which mode will be excited occurs each time the 
voltage pulse is applied. This is a magnetron starting problem, and 
whilst in practice one may empirically adjust the coupling conditions 
to favour oscillation in the required mode, nonetheless statistically 
a fraction of pulses may oscillate in a spurious mode or thevalve 
may not oscillate at all (missed pulse). 
Early radar systems only reciiired the magnetron to produce high 
peak power efficiently and at a fairly well defined frequency. Over 
the past fifteen years or so the requirements of modern radar systems 
have demanded increasingly schisticated performance of the valve. 
A number of areas in which improvements have been desirable have 
concerned the start-up of oscillation. Some systems require the 
missing pulse rate to be very low, a starting problem already touched 
on. In other high p.r.f. systems the pulse duration may be so short 
that the rf. growth and decay times may be important in themselves. 
Fluctuations from pulse to pulse in the time at which the r.f. pulse 
starts with respect to the start of the voltage pulse (front edge 
jitter) may represent a significant variation in the pulse-to-pulse 
energy and may be important in yet other systems. These are the 
problems uiclerlying the investigation of the r.f. growth mechanism 
discuased in this thesis. 
Until recently experimental observations of the growth of r.f. 
power had been very limited. This is not surprising considering the 
difficulties of making observations during such a short period of 
time (t3rnically 5 nanoseconds) , Indeed it is remarkable that Rieke 
was able as early as 194- 
128 to report some results using a special 
high sweep speed oscillograph which suggested that growth below 
saturation was exponential. The experimental conditions were, how-
ever, far from ideal, particularly with regard to the slow rate of 
5 
voltage rise. Reliable observation had to wait for the development 
of broad-band measurement equipment and a modulator of suitable idea]: 
characteristics. The work presented here is based largely. on the 
findings and experience gained in an investigation carried out 
immediately prior to the. presentone13,14,15,16,17  A modulator was 
developed which produced a 1 ns rise time voltage pulse with very 
square top to the leading edge so that the time to reach operating 
voltage was very short and well defined. The pulse was derived from 
a low impedance (25 c)) source to avoid voltage overshoot and to en-
sure that the magnetron performance was independent of the modulator 
characteristics. In other won3.s the growth of r.f. power was 
observed under nearly theoretical step voltage conditions. As with 
the present work most of the results were taken, for convenience, on. 
low voltage and low power valves (800-2,500 volts and 200-2,000 1W peak) 
but reference will be made to higher power tubes where possible. The 
relevant findings and terminology of this previous work may best be 
illustrated by reference to figure 1.1. Growth is found to be 
exponential over a range of about 35 dB, appearing as a straight line 
in the logarithmic plot. The slope of this curve is related to the 
exponential growth constant T which depends on the particular 
operating conditions but which is typically about .5 ns at optimum. 
The actual value of r0 . is found to depend on the operating voltage 
level, being long for voltages near threshold, decreasing to a 
minimum (fastest build-.up)-ani then increasing again as the voltage 
is continuously raised. The growth of r.f. power saturates over the 
final 5-10 dB and the rate of saturation is specified by the 10-90yo  
power value. Zero time in figure 1 .1 is taken as the time at which 
threshold voltage is attained. Extrapolation to zero time of the 
sraight lines corresponding to different voltages yield a fairly 
well defined intercept on the power axis. The intercept is denoted 
28 
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Figure 1.1. Typical r.f. power growth curves. 	MAG.17 at 0.3 tesla 
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the starting noise P" and represents the noise levels already 
established on the r.f. circuit by the time threshold voltage is 
reached (i.e • within I ns for the above ideal modulator). This is 
the power level from which coherent oscillation appears to build up 
exponentially. It is not suggested that the starting noise 
corresponds to an actual wave on the circuit at zero time, growth 
probably occuring as indicated by the dotted line, as will be shown in 
later chapters, but is nonetheless a useful concept. Variation of 
the magnitude of P from pulse to pulse gives rise to front edge 
jitter, i.e. for a given r the time to the arbitrary reference r.f. 
power level is dependent on the magnitude of P. Finally the time 
from zero to the attainment of the reference level is called the 
delaytimé which is a function of bothP 
0 	C 
and r • This is the factor 
most relevant to rapid starting. Usually high starting noise and 
rapid growth for a given mode will favour operation in that mode, 
although this is not always the case, as described in Chapter P. In 
this thesis the exponential region, starting noise and front edge 
jitter are investigated. The saturation region will not be considered. 
In Chapter 3 an attempt is made to find a theoretical explanation 
of the exponential growth region. It was hoped at least to indicate 
what type of growth mechanism was present. In view of the formidable 
theoretical problems associated with the steady state as discussed 
earlier, it might seem hopeless to attempt a theoretical explanation 
of the transient problem. In fact the problem is simpler in one 
major respect. The growth is exponential suggesting that a small 
signal linear interaction theory may be adequate. The most relevant 
existing theory was by R. Dunsniuir1 8,19 although there are a number 
of other treatments such as the slipping stream diochotron growth 
theory dealing with linear crossed field amplifiers which might have 
been modified to apply to the magnetron. The question is discussed in 
Chapter 3, where a modification to Dunsnuir' s theory is proposed 
which predicts optimum r.f. growth rates which agree well with the 
experimental observations also described in Chapter 3. The results 
indicate that a beam-circuit interaction theory of this type is 
essentially correct. Modulation on the beam induces a wave on the 
circuit which in turn increases the modulation on the beam. In 
introducing numbers into the theory to describe practical devices, 
the expression for the exponential growth constant greatly simplifies, 
producing a simple approd.mate engineering expression for T whichis:- 
Tc = + (Ca/2Y)
2 
 
where C is the circuit capacitance per segment, a is the phase 
velocity in segments per second and Y is the beam admittance which 
depends on the frequency., magnetic field, valve dimensions and 
electron beam parameters. 
The second main topic, dealt with in Chapters 1+-6, is the under-
standing of starting noise and the magnitude and distribution of 
front edge jitter. For this purpose the mathematical model of r.f. 
20,21 
growth clescribea in Chapter 5 has proved most useful 	• The 
theory described, andweli substantiated by experimental observations, 
indicates that under normal slow rates of voltage rise oscillation 
starts from an initial random modulation of the space charge cloud. 
Jitter, it is found, is dependent only on the rate of r.f. rise, or, 
alternatively stated, all magnetrons with similar rates of r.f. rise 
have similar jitter. Under very rapid rates of voltage rise the 
jitter is discovered to be anomalously low. The explanation for 
this is the presence of a coherent modulation of the space charge 
cloud which is smoothed out over a period of a few nanoseconds. This 
coherent space charge wave is also responsible for earlier starting 
and modified jitter statistics. 
The injection of a low level C.W. priming signal has been used 
mainly as a diagnostic technique (see Chapter 7), althougi the very 
real practical significance of the technique in reducing jitter and 
build-up time and in producing pulse-to-pulse phase coherence is 
touched on briefly. In the presence of a priming signal, theory 
suggests that the same coherent space charge wave should pr1uce 
'enhanced noise' and highly characteristic 'double hump' jitter dis-
tribution. Both these anomalous effects are observed in practice. 
For slow pulses there is no coherent space charge wave and these 
effects are absent. 
A most important general feature of this field of work is the 
duality of the time and frequency domains. Mention has been made of 
rront edge jitter and pulse-to-pulse phase coherence. Quite often 
the quantity of direct importance to a system incorporating a valve 
is the Fourier spectrwn analogue of such quantities. In the frequency 
domain an infinite train of identical rectified r.f. pulses separated 
perfectly uniformly in time consists of a series of discrete lines 
separated by the pulse repetition frequency within an envelope deter-
mined by the pulse shape. Front edge jitter represents a departure 
from the ideal pulse train which produces signals between the p.r.f. 
lines (video inter-line noise). If the jitter is random the noise 
will be continuous. Similarly, random phase fluctuations from pulse 
to pulse produce noise between the p.r.f. lines of the microwave 
spectrum (mIcrowave inter-line noise) which may alternatively be seen 
as a measure of the lick of pulse-to-pulse phase coherence. The inter-
spectral noise may also present an alternative and perhaps more sensi-
tive method of measuring a given phenomenon. For these reasons it 
10 
iould be desirable to be able to compute the Fourier Spectrum of a 
pulse train with a given random modulation and vice versa. Section 
4..2 has been devoted to such computations. 
Chapter 8 contains a description of experiments, experimental 
techniques and some results. Other empirical results are presented 
in earlier chapters to facilitate comparison with theory but the 
places where these may be found are listed in Chapter 8. 
Those parts of the thesis which the author claims to be original 
or extending the subject may be summarised as follows:- 
The suggestion in section 3.3 to place the beam at the syn-
chronous layer is a useful extenzion of the existing theory. Section 
3.6 embodies the results of the most thorough, if not the only, con-
trolled experimental investigation of the r.f. growth rate in pulsed 
magnetrons. 
It is thought that the application of the theoretical model, 
Chapter 5, and statistical theory to the problems of magnetron 
starting and jitter is novel, and that the derived jitter cis-
tribution, equation A4.3, and the conclusions of section 6.1 are 
therefore also novel. 
The discovery of a coherent space charge modulation which 
ecists if the voltage pulse is applied very rapidly is new, see 
sections 6.3, 6.4, 8.4.. The existence of this coherent wave explains 
the observation of reduced jitter, earlier starting and modified 
jitter statistics. The same discovery explains the anomalous 
phenomena of enhanced noise and double hump statistics which have been 
observed in the presence of a priming signal, see sections 7.4., 7.5. 
2+) It is claimed that the high effici&icy low impedance modulator 
system of section 2.3 is original, and that some of. the measurement 
techninues, particularly those of section 8.3, are quite novel. 
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on more practical modulators is discussed in sections .2 and 2.3. 
Many types of magnetron malfunction including moding and missing 
pulses may be attributed to inadequate cathode emission, constructional 
asymmetries, coupling to longitudinal modes and spurious resonances, 
poor vacuum etc. The present results only apply to valves properly 
constructed, evacuated and aged, and to valves which demonstrate 
normal good behaviour and evidence of adequate emissiOn to supply and 
maintain the space charge cloud and anode current. 
As explained in the Introduction and figure 1.1 the growth of 
r.f. power under constant voltage has been observed to be exponential 
over a range of 30-40 dB below the high level saturation region, 
suggesting that some ty-pe of small signal linear interaction process 
is operative as discussed in Chapter 3. Such growth appears as a 
straight line in the logarithmic plot of r.f. power against time. For 
a given valve of fixed dimensions and fixed magnetic field the rate 
of growth in any mode is a function of the applied voltage V. The 
rate of growth is small for voltages just above the threshold level 
, but increases as the voltage increases passing through a maximum 
value and decreasing again as the voltage is further increased. An 
alternative way of presenting the above information isto plot the 
delay time against voltage normalised to the threshold voltage as 
shown in figure 2.1. Variation of growth rate with voltage in this 
manner has been observed on many valves and several valve types of 
widely different performance and construction and is thought to be 
generally true. The normalised delay curves shown in figure 2.1. 
give the results of three valve types, 11AG17, VALVE X 1 , JP802B, all 
low voltage valves but very different construction as regards the 
number of segments and other physical dimensions and magnetic field 
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Figure 2.1. Normalised delay curves 
, ,- 
Figure 2.2. Parabolic approximations to the variation of r.f. 
power growth constant with operating voltage 
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characteristic of the valve and constant over a wide range of mag-
netic eield strengths13 . Since the starting noise F, as defined in 
h;pter I rinil figure 1 .1 does not depend strongly on voltage, these 
delay curves basically describe the variation of the exponential 
growth rate with voltage. 
Starting noise is a measure of the noise power available within 
the resonance bandwidth of the circuit, for the particular mode con-
siclered, at the time threshold voltage is reached. The nature of P 0 
is a subject of investigation in Chapter 4-7 but we may anticipate 
some of the results given there to make a few observations. It is 
the variation from pulse to pulse of the magnitude of P0 which gives 
rise to front edge jitter, a subject also dealt with in those 
chapters. The actual circuit wave at zero time is thought to be zero 
md the induced starting wave corresponding to P is taken to be a 
scasure of the bean modulation just prior to the start of interaction. 
Observation of the variation of the starting noise with variation of 
the physical parameters of the tube therefore yields some insight 
into the noise properties of the beam13 '. In particular it has been 
found that P is a strong function of magnetic field strength, 'an 
increase of 3Q in some cases producing a 10dB increase in P 0 . 
In Order to establish the scale of quantities, consider the low 
power magnetron 1iAGI7, see section 8.9, on which a lot of the wk was 
done. Saturated peak power output is typically 200 watts. Saturation 
starts about 10 dJ3 below this value, at say 20 watts. Starting noise 
is some 55 dB below peak output or at about I mW. For higher power 
valves the relative figures are roughly confirmed, the absolute 
figures being corresDondingly higher. For examDle. a 40 IÜ peak 17 kV 
(s-band magnetron 5FD330 was measured to have a starting noise of about 
LOO mW • If we take 100 MHz as a typical bandwidth of the IT-mode 
jr 
resonance for the MAG17 and 1100°1 1 as the cathode temperature, the 
noise energy KTB would be -90 dBm. This is some 90 dB dawn on the 
above quoted value for starting noise and so clearly the crossed field 
beam has become very noisy even in the 1.5 ns or so of tiE most rapid 
voltage switch on. 
Unless stated to the contrary a model of the electron beam 
resembling Brillouin single stream space charge distribution is 
assumed. This point was discussed in the Introduction. The value of 
this circulating Brillouin current in the MAGI7 is about 2 A. The 
normal peak operating anode current is 1 A. 
There is good reason to believe that the electron beam is corn-
pletely established even on the time scale achieved by the low 
impedance reed rnodulator1316 with a build-up time of 1.5 ns or 15 
r.f. cycles at X-band. Buneman22quotes some calculations by Hartree 
suggesting establishment of the Brillouin state in L. gyro periods, or 
0.35nsin the present case, with reasonable cathode emission assumed. 
What experimental evidence there is confirms this view. An experi-
mental measurement of magnetron resonant frequency change with beam 
loading5 using very rapid voltage switch-on leads to this conclusion. 
In some instances exponential r.f. growth has been observed 1-2 ns 
after threshold voltage was obtained or perhaps as little as 2.5 ns 
(25 r.f. cycles) after the start of the voltage pulse; an unlikely 
situation if the beam conditions were still changing. Hence we will 
assume hereafter that even for the most rapid voltage steps, inter-
action occurs with a fully developed electron beam. What is more, 
the beam modulation which gives rise to starting noise is also fully 
developed within the same short period of time. This is a point 
which will he discussed in Chapter 4 and succeeding chapters. 
16 
The valve under discussion, MAG-17, has an optimum exponential 
time constant of about .5 ns, i.e. growth over 50 
dB would take about 
6 ns. Saturation times are typically measured to be 5 ns. Hence the 
total growth time from noise to 90,; of peak output power is typically 
11 ns. As discussed in the last paragraph starting noise has been 
observed to be established, within the 1.5 ns of the fastest rising 
voltage pulse and therefore the whole growth process may be completed 
in this valve 12.5 ns after the start of the voltage pulse. 
2.2 r.f. Power Growth Under a Ramp Function Voltage 
Practical modulators have output impedances of several hundred 
ohms. If the rate of rise of voltage is too high or the rate of 
growth of magnetron current too low the voltage dropped across the 
output impedance will be too low and voltage overshoot will occur. Ne 
have seen above that the rate of r.f. growth is a function of the 
magnitude of the applied voltage, so that changes in the shape of the 
rising edge of the voltage pulse will affect the integrated r.f. 
growth time. What is m'e, since adjacent modes behave in the same 
way as regards voltage, voltage overshoot may lead to conditions for 
more rapid growth in an unwanted mode. For these reasons it becomes 
of great interest to calculate the growth of r.f. power under more 
realistic voltage conditions than the ideal constant voltage. 
The voltage driving function chosen was a ramp function and the 
output impedance was represented by a resistance in series with the 
magnetron, the voltage appearing across the magnetron being less than 
the E .M .F • at any time by the magnetron current times the output 
resistance. The magnetron current is taken to be proportional to the 
r.f. voltage which, it is assumed, increases exponentially with a time 
constant determined by the voltage. As we have seen, the exponential 
growth rate is described by the delay curves of figure 2.1. Knowing 
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(a) Voltage across the magnetron 
10 
(b) Growth of rf. power 
Figure 2.3. Performance of MAG.17 under a ramp voltage for a number of 





























(b) Growth of r.f. power 
Figure 2.4. Performance of VALVE X 1 under a ramp voltage for a number of 
rates of voltage rise 
19 
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Fiqure 2.5. Rate of voltage rise versus delay, i.e. the time to reach 










that although the VLVEX 1  has the higher optimum rate of r.f. rise, 
it will not tolerate as high a rate of voltage rise. Both rate of 
rf. rise and the range of voltage over wch growth is maintained 
are imT)ortant factors in determining the mode stability. 
2.3 The Low Impedance High Efficiency Modulator 
From what has been said above, it is clear that there would be 
considerable advantage to be gained in terms of improved missing 
pulse and rapid switch-on performance, and also, as we shall see in a 
later chapter, low jitter performance, by pulsing the magnetron with 
a modulator of low output impedance. Such a low impedance system has 
been achieved in the past for experimental purposes by placing a load 
resistor in parallel with the magnetron1316 . In a practical system 
this is not possible because the major part of the power is dissipated 
in the load resistor. For example, in a line type modulator a 50 0 
load resistor terminating a 50 0 pulse forming network (p.f.n.) in 
parallel with a I ktl magnetron would be only 5 efficient. In the 
modulator devised here the load resistor is replaced by a 50 0 load 
delay line, thus achieving the same 25 0 output impedance, but the 
energy is then recovered from the load delay line and used to 
recharge the p.f.n. 
The system may be described by reference to figure 2.6. On the 
closure of the switch a. voltage pulse of approximately half the 
voltage on the p.f.n. propagates down the load delay line which is 
designed to be somewhat longer than the p.fn. This pulse arrives at 
the end of the load delay line at a time at which the remote end of 
the p.f.n. is discharged and at zero potential. The connection of 
the end of the load delay line to the p.f.n. by means of a suitable 
fticde therefore enables the pulse to recharge the p.f.n.. The same 
diode is seen to be in such a polarity as to hold off the voltage on 
UT 
magnetron 
Figure 2.6. Schematic diagram of the low impedance high 
efficiency modulator 
-2Vbicis 
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the p.f.n. before the start of the pulse. The net result is that the 
energy propagating in the load delay line is returnti to the p.f.n. 
at a time after the main pulse has occurred. It is, of course, 
necessary for the switch to have opened again by the time that the 
recharging energy reaches it. The re-reflection from the open circuit 
switch should then theoretically raise the voltage to the original 
full line voltage of twice the pulse height. 
A low voltage ( 50 volts on line 25 volt pulse) system was set 
up as shown diagrammatically in figure 2.7 to investigate the feas-
ibility of such a modulator. Figure2.8 shows the recorded voltage 
waveforms at various points in the circuit during the cycle and 
demonstrates the re-charging action. The corresponding voltage wave-
forms obtained when the 50 Q load delay line is terminated in a 50 0 
resistor are also shown for comparison. It was found possible to 
recharge the p.f,n. to 80 of its original value, giving an efficiency 
of 6. Theidea is not limited to low voltage provided a suitable 
switch is available nor is 64 considered to be the limit of the 
efficiency available. Real or artificial delay lines could, of 
course, be used. 
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Low impedance modulator waveforms 
All traces at 20VIcm 
(a),(b),(c) 50 ns/cm with re-charge 
(d),(e),(f) 50 ns/cm without re-charge, load 
p.f.n. terminated in 502 




Theoretical and Exrimental Investigation of Linear r.f. Growth 
3.1 Possible Linear Growth Theories 
In trying to find a theoretical description of the exponential 
growth. of r.f. oscillations in a magnetron under constant voltage, as 
described in Chapter?, a number of existing theories must be con-
sidered. These all describe the growth of perturbations in a crossed 
field electron beam and the growth of waves on an adjacent metallic 
structure, although they do not necessarily describe the magnetron 
sDecifically. 
The first of these is the diochotron growth theory which des-
c:ribes the behaviour of the multi-velocity Brillouin beam. The theory 
suggests.that the slipping electron stream is unstable, oscillations 
.growing spontaneously over a broad band of frequencies at a high rate 
of growth. Experimental verification of the theory for the case in 
which . the beam thickness is very small has been obtained 
The theory has also been extended to the more complicated case of the 
6,7 thick beam linear amplifier . In a special case of this theory the 
bottom edge of the, beam is in contact with the sole 8 , and this is the 
analysis most relevant to the magnetron and might have been modified 
to suit the magnetron re-entrant conditions. Unfortunately, experi-
mental verification of the thick beam theory is almost entirely 
lacking. There does appear, however, to be some reason to believe 
that this theory is not applicable to the case under discussion. The 
theory indicates that the main source of instability is in the beam; 
the circuit acting mainly as a means of selecting the frequency to be 
amplified. Oscillations will grow even in the absence of a circuit. 
Whilst it is well known from a great deal of work on the smooth anode 
bore magnetron 9 ' 10 ' 11 and observations below thresholl voltage in 
.6 
76 practical tubes that the crossed field beam is very noisy, no high 
0 
level oscillations of the type being discussed have been observed. 
In fact the circuit is considered to be of fundamental importce to 
the interaction since for given interaction space dimensions oscil-
lation over a wide range of frequencies can be obtained, at an anode 
voltage depending on the frequency, simDly by modifying the resonator 
dimensions. Further more positive evidence for believing that the 
theory is not applicable lies in the prediction that growth only 
occurs for frequencies above the cyclotron resonance frequency. 
Observation of r.f. growth over a range of magnetic field strengths 
shows that in practice a magnetron will oscillate both above and 
below w 	PerhaDs diochotron theory is more relevant to noise 
generation in. crossed fields than to the growth of high level coherent 
oscillations. Work presented in later chapters suggests that even 
this is unlikely and one may infer that diochotron growth is not 
áoplicable at all to the magnetron case. 
It is widely believed that near saturation space charge spokes 
exist rotating synchronously with the retanding phase of the r.f. 
wave on the circuit. A second theoretical possibility which was at 
least considered, is that spokes of filamentaxy nature edst even at 
very low level, the spoke currentdeveloping linearly with increasing 
anode r.f. voltage. An attempt might have been made to treat the 
spoke as a whole with a fixed spatial configuration in coordinates 
rotating with the r.f. wave, possibly fixed space charge density and 
growing radial current. This is analagous to the analysis used by 
F.J. Hull27 to describe the high level performance and pushing 
characteristics of the magnetron. The main objection to this idea is 
that spokes themselves are normally considered to be a non-linear 
nhenomenon unsuited to the description of very low level growth. 
27 
This theory wos, the'efore, also set aside whilst remembering that it 
may we Li he appropriate to high level oscillation approaching 
saturation, i.e. the Cinal 10 dB of growth which we have measured as 
the 10-9 value. 
It is perhaps worth mentioning the possibility that there is no 
true analytic solution. Buneman in his computer experiments 28,09 
allowed electrons to move incrementally according to the computed 
electric fields, new fields then being computed and so on. Electrons 
were made available at the cathode as required within the limits 
imposed on emission. The results showed the presence of spokes at 
high level but very complicated noisy detailed structure. The experi-
mental observations, of Chapter 2 nonetheless suggest that a well 
•clefined time average solution exists and it is this solution which we 
seek. 
Finally, there is the linearised beam-circuit interaction type 
theory discussed by Pierce and others 30 and applied directly to the 
magnetron by R. Dunsmu3r
18,19 • This is the small signal crossed field 
equivalent of the linear beam Pierce theory in which a circuit wave 
induces a synchronously travelling disturbance on the beam which in 
turn increases the amplitude of the wave on the circuit. The theory 
assumes a much simplified model for the beam but predicts exponential 
growth and seemed the most reasonable place to start investigation. 
3.2 Dunsmuir Theory 
The beam model chosen is the simplest possible one of uniform 
angular velocity throughout the cloud. In order to maintain this con-
figuration the required space charge density also turns out to be 
constant throughout the beam. It is recognised that such a beam can-
not be formed from the cathode, but would have to be formed and 
injected from cxitside. However, this is hypothetically possible and 
renders tiie problem soluble. The beaiii is stable in any radial 
position and may be of any radial thickness provided the anode 
potential is suitably adjusted. In these respects the analysis is 
quite general. In discussing practical cases, Dunsmuir chose to put 
the outer edge of the beam at grazing incidence with the anode and 
placed the inner edge at the radial position at which the potential 
would have made the electron synchronous had the electron started from 
the catuode at zero potential. Dunsmuir probably chose these con-
ditions because the potential across the beam then corresponds to the 
Uartrce threshold condition. A different criterion for selecting the 
appropriatebeam position is invoked in section 3.3. 
Under the influence of a nearly synchronous r.f. wave, and making 
a number of small signal approdmations, it is shown that ripples form 
on the top and bottom edges of the beam, propagating at the same 
angular velocity as the circuit wave in such a way that the space 
charge density remains constant. Since the r.f. fields die away 
rapidly from the circuit the ripples on the inner edge of the beam are 
much smaller than those on the outer edge and are normally neglected. 
In turn it is shown that the space charge modulation will induce an 
r.f. wave on the circuit. For the purposes of analysis a wave with 
complex frequency and complex propagation constant r, in general 
different from the frequency and propagation constant of either beam 
or cold circuit wave, is assumed to propagate on the circuit and beam. 
Expressions relating the beam current i to the circuit voltage v in 
the two cases of modulation of the beam by the circuit wave and 
excitation of a wave by the space charge modulation are found as in 
the Pierce theory. Elimination of the ratio v/i between these two 
expressions leads to the dispersion relation for F. Dunamuir deals 
with both ir and non ir-modes of oscillations The it mode is of greater 
29 
interest here and leeds to a dispersion relation which is a cubic in 
r. To facilitate the analysis a complex quantity y is defined which 
describes the deviation in the time variation from a purely harmonic 
(jw+y)t 
wave i.e. the time variation is as e 	• The positive real part 
of y represents growth. r is found to be a function of y. In order 
to solve the problem in any specific case, boundary conditions have 
to be applied; in this case those appropriate to a single point 
loading of the re-entrant circuit. Dunsmui..r shows in an elegant way, 
that the boundary conditions are related only to the sum and product 
of the roots, of the cubic expression for r and an expression involving 
y may therefore be written down without solving the dispersion 	- 
relation explicitly. The expression is equation 71 of reference 18 
and is:- 
G + is 	
(y2A1/a - (y + A 1 Z)[y + ( 2 i6/a)] 
4C - 	 y + 2 iS/a 	
3.1 
p 
Th±S is the cpression we are seeking which describes the growth 
constant of the r.f. voltage in terms of the physical dimensions and 
operating conditions of the tube. The solutions for y are in general 
complex, representing a frequency shift as well as a growth or decay 
in time. Since the equation 3.1 is a quadratic there are two roots. 
The complete solution therefore consists of six waves, two growing or 
decaying waves for each value of r determined from the cubic disper-
sion relation. 
3.3 !4odification of the Dunsmuir Model 
As already stated, the electron beam with uniform angular 
velocity cannot be formed from a single unipotential cathode as it 
must be in practice. In order to investigate whether this type of 
beam-circuit interaction theory is essentially correct, the constant 
angular velocity might be used as an approximation to a more realistic 
30 
ca'e. On this basis Dunsmuir compared the observed rate of r.f. 
growth in a high power S-band magnetron CV2320 operating at 45 kV with 
a theoretical estimate assuming that the beam was at grazing incidence 
with the anode. He found that the theoretical rate of rise of r.f. 
power (.2 ns time constant) was an order greater than the observed 
rate of rise. A comparison between theory and practice in two low.  
power X-band valve types MAGI7 and VALVEX 1 (see section 8.2) on this 
project using the same model, produced a very similar result i.e. the 
calculated r.f. growth constants were1 an order less than the measured 
ones shown in Table 3.1. Dunsmuir's explanation of the result is that 
in reality there will exist a multi-velocity beam so that interaction 
only occurs with a relatively thin shell of electrons. The explanation 
proposed here is that the beam position chosen is not a particularly 
realistic one. It is argued that on the application of the voltage 
pulse the electron beam forms almost instantaneously with a configur-
ation resembling the Brillouin single stream case, and that very low 
level oscillations build up from this state. The angular velocity 
increases from zero at the cathode surface to a maximum at the outer 
edge of the cloud which is determined by the magnitude of the anode 
voltage. Provided that the anode voltage is above a certain threshold 
level, the angular velocity of the outer edge will be super-synchronous 
and some layer within the cloud will be at synchronous velocity. Since 
magnetrons normally operate at a voltage below cut-off, initially there 
are no electrons in the vicinity of the anode. It is therefore pro-
posed that, in using the Dunsmuir beam approximation, the beam should 
be placed at the Brillouin synchronous layer. Perhaps some jutifi-
cotion of the approximation itself may be obtained from the fact that 
neither the Brillouin angular velocity nor the space charge density 
are changing very rapidly around the synchronous layer. The quantities 
31 
are plotted as a function of radius for the case of the MAGI7 magnetron 
in figure 3.1. By contrast the r.f. fields die away very rapidly f rota 
the circuit. ks with the Dunsmuir model, the contribution of the inner 
edge of the beam is assuirted to be negligible. The appropriate space 
charge density used is the Brillouin one. 
This modification of. the Dunsinuir theoretical model is the one 
used in the discussion of the r.f. growth rate and comparison with 
practice in the remainder of the chapter. 
3 • 4 The Approximate Growth Eession 
The complete expression for the r.f. voltage growth constant given 
by the equation 3.1 may be rearranged to give:- 
2 	(G + jS 2 •& 	
y?A1 	
2 .j6 (G + 	
A1 a2 i 
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Y, the beam admittance, is the factor expressing the degree of coupling 
between the beam and the circuit wave and is the factor which is 
affected by changing the position of the beam. In practice, the 
exponential time constant T of the r.f. power is measured and will be 
compared with (I/y) . Before making direct comparison with experiment, 
it will be worth looking at expression 3.2 in more detail to see what 
factors are likely to affect the rate of r.f. growth and equally 
important, what factors will have no effect. 
Let us restrict discussion to the maximum rate of rise for which 
the beam and circuit wave propagation constants are the same i.e. 6=0. 
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Figure 3.1. The Brillouin beam angular velocity and space charge density 
for MAG.17. 	The position of the beam outer edge is determined 
by the anode voltage 
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The factor S, the susceptance of the load, may be neglected since 
it is usually small and in any case only has the effect of modifying 
the resonant frequency slightly. Hence equation 3.3 further simpli- 
fies to:- 
2 	1 G 	Aia) - y
2A1 
=0 y + a
p 
It is informative now to introduce numbers in to equation 3.'+ 
for a typical case, e.g. the MAG17. 
G, the load admittance, may be estimated from Q-values, con-
sidering the circuit near resonance to be a parallel IJJR circuit with 
Q = 4. For typical values of Q0 = 500 and Q = 200 at X-band. C- turns WL 
out to be .001 i/c'. 
C, the effective capacitance of the circuit and strap system 
per segment, may be calculated from the physical dimensions of the 
anode structure and is in this case .18 pP. It may alternatively be 
inferred from the inductance which is more easily calculated 
and the measured frequency. 
- is equal to half the number of segments i.e. 6.. 
) A 1  is the factor describing the shape of the dispersion 
curve. For the ir-mode the dispersion curve is described by a parabola 
through the IT-mode and (ff-1)-mode frequencies which are known from 
experiment for this valve i.e. w - 	=A1(j9 - 
	5 ir/6 for 
(ir-1)-mode w 1 = 10 C-Hz and 	= 15.1+ C-Hz and hence A1 = 1.2 x 1011. 
5) a is the circuit loss factor which is related to the Q0 
by 
= 2 
i where ug  is the group velocity in segments per second. 
For Q0 = 500 and estimating a value for Ug as 10
10 segments/second 
a = .006 
It is not strictly possible to obtain an estimate of Ug until 
the operating point on the dispersion curve has been determined i.e. 
3.4 
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until the equation 3.? for y and the quadratic in r have been solved. 
What was done therefore was to make a reasonable guess for a value of 
U the equations for yand r solved and the value of 	obtained. g 
When this was done for the present case the value of Ug chosen here 
was found to be conservatively low. 
We now find that the term 	 = 2 x 10 
and the term 	 A.a. = 7 x 108 
( G 	\ 	 8 
and the sum 	 . 	 + A1  aj = 9 x 10 
I 
The above figures are reasonable estimates and suggest that the term 
containing the loading is smaller than that due to circuit loss and 
that external loading should therefore have little effect on the rate 
of build-up. This confirms the experimental result obtained by 
observing the rate of r.f. power growth as the loading was varied by 
means of an external mismatch. In physical terms this means that most 
of the energy is stored and only a little lost to the external load. 
In fact we shall now show that the circuit loss term a. is also of 
small importance. 
The roots of equation 3.4 are:- 	 2 
( G 	 7 G 
2 (4. yA1 
TCZ




We now require a numerical value of the term 
p 
6) a is the reciprocal of the phase velocity in segments per 
second and in this case has the value .5 x 10
-10  seconds/segment. 
7 •>2 2 0
,the only unknown being the beam admittance I, see 
equation3l of reference 19, which involves the physical dimensions of 
the tube, the magnetic field, the frequency, the space charge density 





Uence 	 - = 9.6 x 10 
YAl P 
Clearly the - a 	
term is the dominant one and indicates that 
p 
the loss on the circuit is also of minor imp'tance in determining 
rate of r.f. growth. 
2 
/ A1 \ 
Hence 	 Y a 
p 
but y 2 = 2 
1c and the factor A 1 cancels out showing that the shape 
of the dispersion curve, or seen in another way the group velocity, 
has no great effect. 
The time constant of the r.f. voltage growth therefore reduces 
to:- 
Y±2 a C 
p/ 
3.5 
and the exponential r.f. power growth time constant T is given by:- 
aC 
=---=+ (__ 	 3. C 2y -2j 
This is a simple approximate engineering expression for the 
maximum rate of r.f. power growth and will be used for comparison with 
experimentally observed values in section 3.6. The expression was 
derived for the rr-mode of oscillation but it can be shown that with 
the same approximatiorEthe expression for T for non-ir mcxles is 
identical. 
3.5 The Important Valve Parameters for Rapid Growth 
According to equation 3.6 these are aC and Y. We want now to 
see what these quantities mean in terms of the physical structure of 
the magnetron, in onder that theory may be tested in practice. 




for operation in a given mode, normally the i-mode, /9 is fixed. w, the 
angular trequency would normally be specified and may not be a design 
variable for a specific valve. It is hov, a factor of importance 
in comparing the performance of different frequency valve types and in 
any case may be treated as a variable for the purposes of testing the 
theory. On the basis of equation 3.6 one would expect the rate of 
r.f. power growth to be proportional to the square root of the fre-
quency but w is also a factor in determining the position of the 
synchronous radius and therefore affects r through Y. For this 
reason the rate of growth varies more rapidly than as the square root 
of W. 
Operation in non IT-modes is possible and will normally be at a 
frequency higher than the IT-mode. In the case of modes of lower mode 
number, particularly the if-I mode, the rate of rise will be increased 
both because of the increased frequency and because of .the decreased 
fi, provided that all other factors remain unchanged. 
The next factor is C, the capacitance per segment. The higher 
the capacitance or stared energy, the slower the rate of r.f. rise. 
The two main contributors to the capacitance are:- 
Straps 
Vane tips or slot gaps of the anode structure. 
S 
Some improvement in the rate of rise may be achieved at the expense of 
mode separation by reducing the weight of strapping i.e. finer straps 
more widely spaced and further from the vane tips. However it is 
difficult to see how much could be gained from this source in most 
cases. Most of the capacitance is normally associated with the vane 
tips. Higher power valves, of necessity, have larger structures and 
normally have wider slots with reduced capacitance and improved rate 
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of rL;e in this respect. In most valves the vane and gap thicknesses 
are the same. Decrease of capacitance could be obtained by increasing 
the gap size and reducing the vane thicknes8. One could perhaps halve 
the vane thickness i.e. increase the gap by 5O,'o'. Maintenance of the 
specified frequency would then require a lengthening of the slots 
thus partially offsetting the decreased capacitance. The full 
decrease of 50 in capacitance is therefore not available. Further-
more, increase of the gap size reduces the effect of Y, reducing the 
overall effect to negligible proportions. It would seem that C is 
only relevant to the comDarison of different valve types. 
Finally,, there is the beam admittance Y which contains the most 
/ 	 yl 
rapidly varying factors. Y varies approximately as (rs/ra) • In 
our model the beam is placed at the synchronous radius r 5 which is 
related to the cathode radius by:- 
2 
r 










The mode number 	= & + nN and takes the value, in the iT-mode, of half 
the number of segments. In adjacent modes y normally takes values 
close to this i.e. in a 12 segment valve the value is usually 6 but 
possibly 5 or  7 in the nearest modes. Clearly.Y is very sensitive to 
both y and the cathode to anode ratio. 
Y depends on the magnetic field strength B, and also on the space 
charge density which is itself a function of B. B is also a factor in 
determining the position of the beam which brings.about a change in Y 
through this cause. The overall effect of B on Y is therefore 
complicated, but the theory predicts a fall in Y for increasing B. 
This fact is in conflict with experimental observation which predicts 
the reverse trend. Figure 3.2 shows the practical and theoretical 
variation of r.f. growth constant with B for the !1AG17. Increasing 
the magnetic field strength from .3 to .Ii tesla causes a 2 
increase in the r.f. time constant in theory and a fall of a similar 
amount in practice. This discrepancy will be discussed further in 
section 3.7. 
Y is also dependent on other physical features of the valve but 
the effects of these either cancel or are small. The largest of 
these effects is that of the segment gap size. Halving the vane 
thickness would decrease Y by about 20 and the r.f. time constant by 
1Q but this only serves to offset the effect due to the change in C 
as mentioned: above. 
To summarise, it would seem that the physical parameters of 
importance in determining the rate of r.f. rise are as follows:- 
The number of segments. 
The cathode to anode ratio. 
Frequency. 
}agnetic field. 
Of these a) and b) are by far the most important with c) being 
quite important in comparing valves of different frequency. To 
illustrate the predicted magnitude of the effects ôonsider possible 
changes in the design of the X-band. valve MACi  7. 
A change of 17% in the number of segments from 12 to 10 
'oZ 
reduces r by 
A change of 6% in cathode diameter from .75 mm to .80 mm 
produces a decrease of 25% in r. 
A change of 17% in frequency from 10 CHz to 11.7 C-Hz causes a 
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Figure 	3.2. 	Variation of the r.f. power growth time constant with magnetic 
field, measured and calculated, for MAG.17 
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- 	d) The change in 
field strength. 
3.6 Comparison of Th 
In comparing the 
ments were conducted. 
is approximately proportional to the magnetic 
ory and Experiment 
above iheory with practice two series of experi- 
In the first the rates of rf. power growth of 
a number of existing valve types of widely different operating power, 
frequency, and physical construction were compared with theory. In 
the second series a suitable valve, MAG17, was chosen and modified 
according to predictions of the theory in oierto compare the 
variation of T with a number of valve parameters in theory and 
experiment. 
For the purposes of conmutation,the Briflouin synchronous radius 
r was obtained according to equation 3.7. Calculation of the theor-
etical maximum rate of r .f. power growth was then made using equation 
3.6 assuming the beam to be at r5 . Because detailed dimensions of the 
strap structures in some valves were not available C was computed in 
all cases from the calculated inductance and measured frequency. 
For the measurement of r.f. growth a modulator of special ideal 
characteristics is reqjiired. Because the r.f. growth is very rapid 
and also a function of voltage, as described in Chapter 2, the 
voltage pulse must attain its final level very rapidly if growth is 
to occur unier constant voltage. In addition the modulator source 
impedance must be low in order to prevent overshoot under such rapid 
rate of voltage rise. These requirements are met by the low impedance 
reed moduiat or1 3 116 constructed prior to the present work for just 
this purpose. This modulator achieved threshold voltage in about 
1 .5 ns and was substantially flat topped in about 2.0 ns • Voltage 
pulses up to about 2.5 kV were obtained with reliability. For high 




,32,33 but incorporating the same essential require-
ments was used. This modulator achieved less ideal performance as 
might be expected from the increased physical size of components, but 
was sufficiently good for the valve under test. Observation on all 
valves discussed in this section were made at the voltage for which 
maximum rate ofr.f. power rise was obtained. Measured rates of 
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growth were made by previously established methods 117 in which the 
r.f. growth is plotted on a logarithmic scale against time, the slope 
of the resulting straight line being related to the exponential 
growth constant Tc• 
The list of magnetron types on which measurements and calcu-
lations were made is given in Table 8.1, together with a list of some 
of the operating characteristics of these tubes to give an idea of 
the diversity of performance. Table 8.2 similarly shows some of the 
physical characteristics of the tubes, indicating the widely 
different design features involved. The three valves MAGI7, VALV( 1 
and JP802B are all low voltage and low power X-band magnetrons and 
therefore the most convenient to test. They are, however., very 
different in their physical construction in every way. The other 
three valves MACi 2, VALVEJ 1 , SFD330 valves are widely divergent in 
power, frequency and type of cxnstructiofl. 
Table 3.1 contains the comparison of the theoretical and 
observed r.f. growth time constants for the above valves. No detailed 
information of the construction of the SFD330 magnetron has yet been 
obtained so that no calculated value is possible. The VALVEJ1 has 
yet to be tested. Of the remaining four valve types, the agreement 
between theory and practice is, on the whole, surprisingly good con- 
sidering the simplifying assumptions made, the difficulty of measure-
ment and the difficulty over the variation of magnetic field. As 
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Table 3.1 
Comparison of Measured and Calculated r.f. Growth Time Constants 
Valve Type 




MAGI7 0,36 0.39 
VALVEX 1 0.23 0.14 
JP802B 0.87 0,42 
MAGI2 0.55 0.42 
VALTEJ 1 - 0.34 
SFD330 1.0 - 
with the MAGI7 (see figure 3.2) the error due to the last cause would 
appear 'to be fairly small around the normal operating point. All the 
results are of the right oMer and show qualitatively the same vari-
ation in both theory and practice. The least good agreement is for 
the JP8O7B where the measured value is larger than the theoretical 
value • This valve, however, has a very rapid charge of T with 
voltage which made the measurement very difficult, 'even on the nearly 
ideal flat top of the reed modulator, and might have been expected to 
have given a higher value in practice for this reason. 
In the second series of experiments, modifications to a valve 
were made in accordance with theoretical prediction in order to 
investic,rate the variation of r with some of the important parameters. 
It was hooed'to see whether relative changes in a given design were 
followed faithfully in practice. The vehicle chosen for the tests 
was the low power X-band. valve MAGI7.. This was most convenient 
because of the small compact size of the valve and relatively low 
cost. It also had the most important advantage of being currently 
under development in the laboratory, a fact which greatly facilitated 
4.3 
the obtaining of components and the construction. In making measure-
ments of this type it would, of course, be desirable to obtainaverage 
results over many valves to eliminate as much as possible statistical 
variation of performance from valve to valve. It will be appreciated 
however, that the construction of valve modifications is a difficult, 
time consuming and expensive process and in some cases the con- 
struction of only one valve was possible. In other cases several 
valves were made and tested. In all cases p-eat care was taken, as 
far as possible, to produce valves identical in all respects except 
for the modification in hand. 
A summary of the modifications made is shown in Table 3.2. The 
calculated and measured values are shown and the number of tubes over 
which the result was taken indicated. 
Table 3.2 
Calculated and bleasured r Values for the MAGI7 Modifications. 
(All measured at . tesla.) 
Modification 






standard .8 mm cathode. 5 0.35 0.39 
12 segment 
.75 mm cathode 6 	Y 0.45 0.57 
12 segment 
10 segment 2 0,23 0,71 
.8 mm cathode 
ITmode 1 0.90 1.5 
16 segment 	[(v:l)-mode 1 0,37 0.33 
.8 turn cathode (ir+1)-mode 1 1.70 1.6 
.75 mm cathode 	11.7 0Hz 1 0.33 
0.38 
frequenCy 10 	0Hz 6 0.45 
0.44 
0.57 
0,73 variants 	8,5 011z 1 
vanes 5'Z thicker 1 0.49 0.58 
IT-I -mode .75 mm cathode. 1 0.39 0.31 
8.5 0Hz I I 
7-, 
44 
The agreement in most cases is good even in the absolute sense. 
All the measurements were made at the same magnetic field strength 
and the absolute agreement must to some extent have depended upon the 
fortunate choice of B. The results in Table 39 shOw all the predicted 
trends. Decrease in the cathode radius is shown to increase in r 
C 
Reduction in the number of segments from 12 to 10 increases the rate 
of r.f. rise whilst increase to 16 segments markedly decreases the 
rate of rise • The overall measured variation with frequency is a 
decrease of T with increased frequency as predicted, although the 
measured variation is not so marked. Increasing the vane thickness 
by 5Q. had little effect. 
The behaviour of the adjacent modes is most interesting. For the 
17 segment valve the 7r-1 mode is found to be more rapidly rising than 
the IT-mode; in accord with theory. In the 16 segment valve both (IT-i) 
and (ir-i-1)-modes were measurable. The agreement between theory and 
experiment is very good here, the (ir-1)-..rnode being much faster and the 
(Ir.4-1)-mode slower than the ir-mode. In these valves both (IT-i) and 
(ir+1)-inodes are higher voltage modes. 
It should perhaps be added that observation of the separate modes 
would not be possible on a modulator other than the low impedance 
modulator which allows rigid definition of the operating voltage levels. 
The results presented in Table 3.2 show that the absolute values 
of r predicted by theory are quite good, perhaps surprisingly good 
considering the known approximations and limitations of the theory 
particularly as regards the simplification of the beam model. The 
results suggest, at least, that the interaction mechanism described 
by the model is basically correct. Slipping stream phenomena which 
dominate alternative crossed field theories and which are specifically 
exclixled from the present theory by virtue of the Oonstant angular 
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beam velocity would not seem to be necessary to explain the growth of 
high level oscillation in magnetrons. 
As a guide to modification of existing designs the theory seems 
pnrticularly well suited with good agreement with theory and a very 
simple theoretical design equation. 
The more gerral agreement between theory and experiment fird 
in section 3.4 on the factors of small importance, combine to support 
the above conclusions. 
3.7 Possible Extension of the Theqry 
Undoubtedly the main limitation of the theary as it stands is the 
beam model. The theory treats only a beam with constant angular 
elocity and this is used as an approximation to the multi-velocity ,  
Briilouin state for the case of maximum rate of growth i.e. when the 
beam is synchronous. No attempt has been made to describe the 
observed change of rate of growth with voltage as shown in figure 2,2. 
One possibility is that voltage changes the effective synchronism 
between beam and wave. The Dunsmuir theory predicts a 6 range over 
which growth. occurs 
- y(a/b) < 6 < y(a/b) 
The total possible range of 6 depends on the ratio of the group 
velocity to the phase velocity and on the value of y,  the coupling 
constant. In applying the theory to practical cases, the difficulty 
arises that we have no criterion for selecting the effective angular 
velocity of the beam other than the one chosenin section 3.3 i.e. 
the synchronous velocity. If we choose the outer edge velocity and 
use this in the Dunsmuir theory, the predicted voltage range is verg 
small, but this choice is clearly unreasonable since for voltages 
above that for synchronism there remains a synchronous layer within 
the beam. The coupling to this layer would be reduced. by the 
screening effect of the super-synchronous electrons. It would seem 
more reasonable to choose some intermediate averaged velocity for the 
approximate beam. 	. 	. 	. 	. 
The Dunamuir theory enables the interaction with a thin beam and 
a circuit wave to be analysed, contributions from both inner and outer 
being taken into account. This would lend itself to the integration 
of the effect across the multi-velocity beam and represents a possible 
extension of the theory. 
It is tempting to speculate, in view of the good agreement between 
theoreticaland experimental maximum growth rates and in view of the 
lack of slipping stream effects, that the constant angular velocity 
abeam model is closer to reality than at first proposed. Is it 
possible that energy interchange between layers due to. the very noisy 
turbulent conditions, which are Imown to exist, prcxIuce a time averaged 
flow closely approaching uniform angular velocity throughout the bean 
17 whilst maintaining the total Brillouin current. Were this the case 
the angular velocity of the beam would be much less sensitive to anode 
voltage changes.becaUse the energy of the whole beam would be involved 
rather than the Energy of a thin layer at the extremity of the equi-
valent Briilouin beam. This is a possible explanation of the van-
ation of rate of growth with voltage as mentioned, above. 
Such a model may also offer an explanation of the other out-
standing difficulty with the present theory, namely the variation of 
r.f. growth rate with magnetic field, see figure 3.2 and section 3.5. 
A major part of the B variation is due to the change in position of 
the synchronous layer as B is changed. The effective beam position 
14.7 
would change less rapidly if the average properties of the beam are 
involved than would. the Brillouin beam extremities. 
CRAPTER 4 
Jitter and Starting Noise 
4..1 General Discussion 
In Chapter 3 exponential growth of the r.f. wave on the magnetron 
circuit was discussed. All exponentially growing systems must start 
from a finite amplitude if they are to build-up to a given amplitude 
in a finite time. The magnetron is no exception and we must assume 
that oscillations grow from some initial circuit wave or beam modu-
lation a1xeady established on the circzit or beam at zero time i.e. 
at the time threshold voltage for oscillation is reached. The initial 
circuit wave from which oscillations appear to start we have called 
1 3tarting Noise' • Observation of the rectified envelope of the 
growing r,f. wave on a suitable broad band oscilloscope triggered 
from the voltage pulse shows that the time at which a given power 
level is reached varies, apparently randomly, over a period of one or 
two nanoseconds in the case of MAGI7 for example This is the phen-
omenon of front edge jitter and, as we shall see, it is intimately 
connected with the starting noise. 
The study of these phenomena of jitter and starting noise occupy 
this and following chapters. Neither quantity has been much dealt 
with in the literature. Studies have been made of pre-threshold 
osciations26 but these have been made. on C.W. magnetrons and it is 
difficult to see what relevance the findings have for the very rapid 
transient growth in which we are interested. David34 used the obser-
vation of jitter and the assumption of exponential growth to study 
the amplitude of the initial starting modulations but we shall show 
that what he was attempting was impossible in principle. 
The starting noise levels have not actually been measured. What 
has been observed is the exponential growth of the r.f. power in 
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orrect time relationship with the voltage pulse. As described in 
Chapter 2 and figure 1 .1 the straight line logarithmic growth curves 
may be extrapolated back to zero time, intercepting the power axis at 
the starting noise level. In other words, there appears to be a wave 
on the circuIt which has been established prior to threshold being 
reached and from which oscillation grows exponent i ally. The concept 
derives some ada.itional significance from the fact that growth curves 
of differing gradient corresoonding to different voltages yield a 
fairly well defined common starting noise intercept. Previous experi-
ments 14-  have shown that the starting noise level is established very 
rapidly, even within the 1.5 ns taken by the reed mouiater1316to 
attain threshold voltage. IntheseexperilflentS a pre-pulse of ampli-
•tude less than threshold and of variable duration was applied to the 
valve. No significant change in the starting noise level was detected 
over a pre-threshold excitation time range of 1-12 ns. 
It might be considered possible, although maybe unlikely, that 
the starting noise corresponds to an actual wave on the circuit at 
zero time. An alternative view is that the beam has an initial modu-
lation which excites a rapidly growing transient on the circuit, above 
threshold voltage, which settles down in a nanosecond or so to the 
observed exponentially growing wave. In Chapters 5,6 this is found 
to be a fruitful way of looking at the early growth and the view is 
supported by the knowledge that the crossed field beam becomes spon-
taneously noisy. The mechanism effective in this noise production is 
obscure, being possibly the enhancement of thermal noise as proposed 
by Lindsay35 , or Diochotron growth6''8 or even Shot noise, but there 
seems to be no doubt of the existence of the noise. 
The initial starting level has been referred to as noise. Since 
the circuit resonance is very narrow, perhaps 100 MHz at X-band, 
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even signals excited by random beam modulation will appear as quasi-
sinusoidal signals at X-band slowly varying in amplitude at frequencies 
up to 100 M1-iz. For periods short compared with 10 ns,in which we are 
interested,the wave would appear as a smoothly growing sinewave. 
The magnitude of the starting noise. is as important to the rapid 
establishment, of high level oscillations as is the exponential growth 
constant. Reference to figure 1.1 will show that the higher the 
starting noise level the sooner any given r.f. power level will be 
attained. The factors which affect the starting noise (beam modulation) 
have been discussed in previous work' 15 the main ones being magnetic 
field, cathode centrality, and cathode temperature. 
Front edge jitter could be due to either of two effects. Firstly 
the exponential growth time constant r could fluctuate from pulse to 
pulse i.e • the slope of the logarithmic growth plot may vary, or 
secondly the amplitude of the starting noise may fluctuate randomly 
from Dulse to pulse. Whilst there is good evidence that changing the 
rate of exponential growth changes the magnitude of the jitter pro-
portionately, as shown in section 8.4, it is not thought that this is 
the fundamental cause of jitter. The evidence that the second 
mechanism is the correct one is quite strong. In the first place the 
jitter is observed to bethe same at all power levels, whereas it 
would be proportional to the power level if the variation of growth 
rate were effective. The second piece of evidence comes from a pre-
vious experjment14. 16 involving 'the injection into the magnetron of a 
low level priming signal. The jitter for this magnetron was found to 
be proportional to the level of the injected signal over a range of 
two orders for the case in which the injected s ignaJ. was larger than. 
the starting noise level. Had r fluctuations been present, the 
reduction of the jitter v.ould only have been proportional to the 
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logarithm of the injected power. Hence starting noise and jitter are 
seen as intimately related phenomena. 
As already stated, jitter is normally a few nanoseconds. A most 
important experimental discovery is that of anomalous 'reduced jitter', 
which is observed if the voltage is applied very raDidly. Jiter on 
the fast rise reed modulator, with rise time of 1.5 ns, was found to 
be at least an order less than that observed on more conventional 
modulators, jitter less than .1 ns being observed in some cases. The 
experimental observation and demonstration that the effect is due to 
very short pre-threshold excitation time T is discussed fully in 
section 8.4. Confirmation of the result in both jitter and inter-
spectral noise terms, see section 4.2, is also given in section 8.2+. 
The attempt to observe the effect as reduced inter-line noise in the 
v-idea spectrum led also to a number of most interesting experimental 
techniques which are described in section 8.3. 
The question arises as to why the amplitude of the quasi-sine-
wave, constituting the startingsignal, fluctuates from pulse to pulse. 
This is a question of detailed discussion in later chapters but in 
general there are two possible basic causes. If we accept the idea o 
initial excitation of a wave through a synchronous space charge modu-
lation it must mean that the amplitude of the appropriate space charge 
modulation fluctuates from pulse to pulse i.e. we have a purely beam 
phenomenon. A second possibility is that there already exists a wave 
on the circuit at the time the synchronous oscillation appears. These 
two waves, assumed to be at random phase, add vectorially to produce a 
resultant wave of amplitude anywhere between the sum and difference of 
the two vectors. It might seem devious to invoke a second wave to 
explain jitter but in fact this is thought to be the only possible 
explanation of a second outstanding experimental observation reported 
4 
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prior to this work 1 ' 15 ' 17flamelY that of 'enhanced jitter'. In some 
valves it was found that increase in the amplitude of an injected 
C.W. priming signal from very low level resulted at first in increased 
jitter (video inter-line noise) which fell to very low levels for 
higher priming signal amplitudes. The effect is only explainable in 
terms of the. vectorial addition of two waves of random phase. The 
maximum jitter occurs when the two signals, priming signal and syn-
chronous signal, are of comparable amplitude when the resultant 
amplitude has the maximum propprtiona]- variation. 
In the above experiment the injected signal definitely constitutes 
a second wave. For unprimed conditions this may not be the case. It 
is however Dossible that the growing beam, in the pre-threshold time, 
excites a wave on the circuit which could add vectorially with the 
growing iT-mode wave when threshold is reached. The spurious wave 
could be either noise generated or excited through a higher space 
harmonic of the if-mode. An added attraction of this hypothesis is 
the explanation which it offers of the increase of jitter with 
the amplitude of the spurious uncoupled wave being assumed to be a 
function of T. 	Is jitter a two signal or a purely beam 
phenomenon? A critical experiment was performed as detailed in 
section 3.6 in which the variation of jitter with T was measured for a 
p 
range of QL
values of the circuit. It was argue4 that if a circuit 
wave were involved QL
would affect the rate of build-up or decay of 
the spurious wave and affect the jitter versus T characteristic, 
see figure 8.12. No such change;was observed and the conclusion was 
reached that jitter is a purely beam phenomenon. A more detailed 
analysis is given in the following chapters. 
Empirical investigation of valves on conventional modulators has 
not uncovered many factors which affect jitter. Neither magnetic 
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field, which very much affects starting noise, nor cathode temperature 
have much effect. There is some evidence that the smoothness of the 
cathode surface is involved. A series of valves using progressively 
finer grained cathode coating material produced a progressive 
improvement of jitter by an overall factor of two. The centrality of 
the cathode has also been found to affect jitter 15 to some extent. 
The interpretation of these results is left to section 6.6. 
Any theory of startingnoise, in addition to explaining jitter 
must also explain the two outstanding empirical facts of 'enhanced 
jitter' in the presence of a priming signal and 'reduced jitter' for 
rapid. switch-on. These are the problems dealt with in the following 
chapters. 
4.2 Time Fluctuations and Inter-line Noise 
Before proceeding it will be useful to discuss the relationship 
between time fluctuations and their Fourier spectrum analogue. We 
are particularly interested in analysing trains, of nearly periodic 
pulses with randomly fluctuating parameters. For example it would be 
most interesting to investigate the spectral effect. of small random 
fluctuations of the time position of the front edge of a series of,  
rectified r.f. pulses i.e. the spectral analogue of front edge jitter. 
Asitturnsout it would also be most useful to calculate the Fourier 
spectrum of a series of microwave pulses with small random phase 
jitter. The duality of the time and frequency domains is an 
interesting subject in its own right but there are two specific 
reasons for including some calculations here. Quite often the spectral 
equivalent of time fluctuations is of the more direct importance to 
the systems engineer. If, for example, Doppler information is sought 
from a radar system the size of the sigual detectable depends 
directly on the spectral noise present. The other reason for wishing 
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to convert from the time to frequency domain is that spectral measure- 
ments represent an alternative way and possibly more sensitive way, of 
obseiving a given phenomenon. 
An infinite train of identical pulses spaced perfectly uniformly 
in time may be Fourier analysed in terms of a series of harmonic fre-
quencies with the pulse repetition frequency as the fundamental. In 
other words, the spectrum would consist of a discrete series of lines 
separated by the pulse repetition frequency (p.r.f.) within an 
envelope determined by the pulse shape. For a microwave pulse train 
the spectrum would centre around the microwave frequency, whilst the 
rectified spectrum would have the spectrum maximum at zero frequency. 
In both cases there is a line at zero frequency, although in the 
microwave case it may be very small in amplitude. Any departure from 
this ideal pulse train will generate signals between the p.r.f. lines 
(inter-line noise). If any of the pulse train parameters are modu-
latéd,'i.e. modulation of the pulse amplitude, pulse length, inter 
pulse time or phase of the r.f. signal within the pulse, noise appears 
between the p.r.f. lines. If the modulation is sinusoidal discrete 
lines appear around each spectral line. More relevant to the present 
work are random modulations which give rise to continuous noise 
between the p.r.f. lines. The spectrum now consists of a continuous 
spectrum with line spectrum superimposed. The level of the noise 
compared with the level of the p.r.f. line is a measure of, the mag-
nitude of the modulation. A general analysis of randomly modulated 
pulse trains was given by Gr.G.McFariane 6 . This analysis was used in 
17 	 . previous cork 
15, to investigate various specific types of random 
modulation namely amplitude, pulse length, front edge jitter, and 
p.r.f. modulation. Each type of modulation was shown to have charac-
teristic frequency dependence and the relationship between spectral 
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noise and modulation aumlitude obtained. These calculations have 
been extended in the present wrk in order to treat various points of 
specific interest to the experiments and measurements of both video 
and microwave noise made in the following chapters. Reference will 
be made to these results where necessaxy. The salient features of 
the mathematical analysis for each case is given in Appendix 2 whilst 
a brief description of the cases treated is given below. 
Previous results have been obtained for various types of modu-
lation 15 ' 17 of the video train, assuming a simple uniform probability 
distribution for the.variable. In order to demonstrate that the 
noise spectra do not depend strongly on the form of the probability 
distribution results are now given in Appendix 2 for the same types 
of modulation ((a) amplitude modulation, (b) pulse length modulation, 
(c) front edge jitter, and (d) inter-pulse time modulation) for the 
case of a. triangular probability distribution of the variable. In 
addition results are given for (e) amplitude modulation with a normal 
probability distribution. It can be shown that in the case of.ampli-
tude modulation (r) all probability distributions with the sane 
standard deviation give the same noise spectrum. This conclusion is 
not exactly true for other types of modulation but it can be shown 
that for low frequencies, in which we are chiefly interested, all 
probability distributions with the same standard deviation give the 
same noise spectrum to the first approdmation, (cases (g), (h), (i)). 
In practice it will be shown in Chapters 6, 7 that knowledgeof the 
modulation probability distribution is most valuable. The above 
results show that this information cannot be obtained from the spec-
trum but must be obtained from direct observation of the modulation. 
In the case (j) of large amplitude modulation, the pulse was 
allowed to vary from zero to unit amplitude with uniform probability. 
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The results. show that the spectrum still contains a line spectrum, the 
Ifar 
energy in the line being 	greater than the noise level in unit barn- 
width and the envelope being the same as that for a single pulse. 
(k) A pulse train in which the amplitude was allowed to take 
values between +1 and -1 with uniform probability was shown to have 
no line structure but only a continuous spectrum with envelope the 
same as for. a single pulse. 
(1) The case of the double pulse was considered to investigate 
the practical case of multiple reflections producing a series of 
identical pulses close together in time, see section 6.3.1. The 
results show that the signal to inter-line noise ratio for a double. 
pulse is the same as for a single pulse, in the case of large ampli-
tude modulation for small frequency and small pulse separation. The 
same is true of all other types of envelope modulation. 
A triangular pulse without modulation is shown to give a 
line spectrurñ one quarter the magnitude of that given by a rectangular 
pulse. This shape was chosen to represent very short practical pulses 
in which the r.f. pulse has only just reached peak amplitude before 
decaying again. 
and (0) Front edge jitter with a triangular pulse causes 
variation in the height of the pulse as well as variation in the 
position of the front edge. Two cases of front edge jitter are con-
sidered, one in which the bank edge of the pulse was allowed to be 
jitter free and the other in which the decay started. at a fixed time, 
such that the jitter on the back edge was equal to the front edge 
jitter and the pulse was always symmetrical. Sigual to inter-line 
noise ratio was greater in the former case by a factor of eight for 
small frequency. Because of the initial rapid decay of oscillations 
the former case bears the closest resemblance to practice. 
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The same general analysis of noise modulated pulse spectra used 
above for puLse envelope modulations may be used to analyse random 
phase variations of a train of microwave pulses. The mergy density 
spectra have been calculated for a series of pulses of microwaves. 
The first case dealt with in Appendix 2 and figure A7.1 shows that 
when the phase at the start of the pulse is constant from pulse to 
pulse the spectrum consists of a line spectrum only, centered at the 
microwave frequency such that one line is at zero frequency. When 
the phase of the pulse varies randomly between 0 and 21T, case (q) and 
figure 91j, the spectrum is shown to consist of a continuous spec-
trum only, again centered at the microwave frequency. In.gen'al, in 
the presence of a priming signal, the r.f. phase of.the pulse will 
vary randomly over some range less than 21r, in which case the spectrum 
will consist of both line and continuous components, centered at the 
microwave frequency. For case (r) and figure A2.1, in Appendix 2 
Ok 
the spectrum is calculated forphase modulated pulse train in which 
the phase 0 is assumed to vaiy randomly with uniform probability over 
the range 0 and zero probability outside this range. The result will 
be invaluable in converting phase modulation to noise spectra and 
vice versa. 
Case (s),see figure 2.1q, was treated in order to find out how 
the observed video line spectrum at zero frequency was obtained from 
a rectified continuous microwave spectrum in the unprimed case, see 
section 8.3.2. A series of rectified unsmoothed r.f. pulses was 
analysed by treating the rectified r.f. wave as a Fourier series. The 
spectrum is found to consist of a line spectrum centered at zero fre-
quency, with a line at zero frequency. In addition there are con-
tinuous spectra centered at the microwave frequency and at all other 
harmonics of the microwave frequency. It is thought that smoothing 
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of the rectified r.f. waveform, which is also carried out by a 
crystal detector, would cause the microwave spectra to decrease and 
the line spectrum around zero to increase in magnitude whilst ]eaving 
the signal to inter-line noise ratio unchanged. 
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CHAF[ER 5 
Theoretical. Model of rf. Growth 
5.1 General Discussion 
It was decided to see how much of the early r.f. growth process 
and how much of the jitter behaviour of the sort detailed in Chapter 
L could be explained in terms of a relatively simple theoretical 
model of the magnetron system. A mathematical analogue of.the mag-
netron interaction was sought which would generate an exponentially 
growing sinusoid representing the exponential growth of the r.f. 
voltage on the circuit and one which would allow the application of 
the initial starting conditions corresponding to the driving effect 
of an initial space charge modulation or of a priming signal. The 
hypothesis would be that at zero time oscillation begins (the analogue 
of threshold voltage being attained). At that time there would, in 
general, be an r.f. wave on the circuit (priming .signal)the ainplitudeof 
which would be specified and which would force the oscillation into 
motion and would supply the starting conditions. In addition there 
would be a second forcing tens representing the. effect of the modu-
lated electron beam. Again this amplitude would be specified from 
experiment as would be the rate of exponential osOillation growth. 
The model proposed is not a physical one in the sense that it is 
derived from the beam-circuit interaction; the coefficients/being 
derived from the physical parameters of the tube. It seems possible 
that the Dunsmuir theory of linear growth (see Chapter 3) which was 
being studd in parallel, would produce an equation which would do 
just this, thus putting the following work on a real physical basis. 
This is obviously an area where further work is reqjiired. However, 
whilst this would be most satisfying it is not thought that it would 
markedly affect the results of the following chapters. 
5.2 Description of the Model 
The mathematical model chosen was a second order differential 
equation of the forced damped S .H ,M. type but with negative damping 
coefficient i.e. the solution is a growing wave. The value of the 
growth coefficient may be determined by experiment or calculated from 
equation 3.50 T'vo sinusoidal forcing terms which are in general of 
different amplitude and frequency are inclined to represent the 
presence of the priming signal and beam modulation, the amplitudes 
also being supplied by experiment. The frequency of the forcing terms 
is also in general different from the natural oscillation frequency 
of the system and the phase of the terms may be chosen arbitrarily. 
The equation describing the growth of r.f. voltage is:- 
2 
V - 2 bO + n 1 v = a cos (pt + cx i ) + d cos (qt + a 2) 	5.1 
Although the two forcing terms are identical in form, it will be 
convenient in the discussion to think of a as the amplitude of the 
space charge term and d as the amplitude of the priming term. n 1 is 
the angular frequency of the 'undamped' resonance. 
The complete solution to this equation is straightforward, 
although algebraically complicated, and can be written down, see 
Appendix 3. The solution requires knowledge of v0 and 
1 the r.f. 
voltage and rate of change of r.f. voltage at zero time, and these 
are determined by the d forcing term representing priming which is 
assumed to be present prior to the start of oscillation build-up. In 
the absence of priming both v0 and 	are zero. The complete solution 
consists of three terms. The first two terms are sinusoidal terms at 
the appropriate forcing term frequency and of constant amplitude in 
time. The amplitude and phase are determined by the coefficients of 
the differential equation. The third term is a sinusoidal term of 
2 	2 
angular frequency (n1 - b ) with . a coefficient exponentially growing 
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in time. This rapidly becomes much larger than the first two terms 
so that the asymptotic solution is of the form:- 
v = R exp 1bt cos (Tn72- 2 b t + 	 5.2 
where R and 8 are algebraically complicated functions of the co-
efficienta of equation 5.1 and the initial values v and The 
envelope of the growing wave is R exp fbtj and the phase e 1 . 
In the model the driving terms have constant coefficients. This 
implies that neither the space charge modulation nor the priming 
signal aiplitude change in amplitude in the build-up time of a single 
pulse. Since the time constants of the exponential growth are very 
large the initial terms are negligible within one or two nanoseconds 
as we shall see. Over this period of time the assumption is in 
practice quite justified as discussed in Chapter 4, 
5.3 Starting Noise 
Calculation of the complete solution is possible for given 
conditions but laborious because the various sinewave terms are in 
general at different frequency and the resulting envelope of the 
growing wave complicated. Detailed computation of the growing 
oscillation over many wavelengths is necessary to obtain the envelope 
curve • For example the growth period might typically be 10 ns or 100 
r.f. periods at X-band. Nonetheless, using a short computer pro-
gramme the calculations can be made. For each calculation the 
following information must be supplied:- 
-- the r.f. growth constant derived from experiment or 
calculated from equation 3.5 
-- the magnetron resonant frequency 
a -- the amplitude of the space charge forcing term 
d -- the amplitude of the priming term 
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p -- the frequency of the space charge forcing term 
q -- the frequency of the priming term 
-- the phase of the space charge forcing term 
a,., -- the phase of the priming term 
determined v -- the r.f. voltage on the circuit at zero time 	-- o 	 from the 
-- the rate of change of r.f. voltage at zero time pr1m1ng o 	 conditions 
Some results of comnutations of the first few cycles of the r.f. 
volt age growth are shown in figure 5.1, using the following values 
representative of the MAGI7 X-band magnetron (see section 8.2):- 
b 	= 10 	 n1 	6.28 xlO 
a 	12.6x1018 	 d 	= 0 
~np p = _b 	 q=0 
- 	 o jzo ono - a1 - - 
v =0 	 + =0 
0 	 0 
i.e. the unprimed case in which the forcing frequency is taken equal 
to the unforced resonant frequency. 
In other cases only values around the sinusoidal maxima were 
chosen so that the envelope curve might be drawn. The main reason for 
doing this was to determine the shape of the build-up transient. In 
figure 5.2 some r.f. voltage growth transients determined in this way 
are plotted on a logarithmic scale for the conditions shown below: - 
= 1.0 x 	• x 109 n1 = 6.28 x 
a = 12.6 x 1018 	 d = 0 
12 	2 
p =n -b 	 q = 0 
a 1 = 0 a2 = 0 
v =0 	 G =0 
0 	 0 
It will be seen that the initial transient is very rapid settling down 










Figure 5.1. 	Computed growth of the r.f. wave for three values of the 
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Figure 5.2. Computed envelopes of the r.f. voltage growth transient 
M. 
in the logarithmic plot. This is in accordance with the intuitive 
picture presented in Chapter 4. of a very rapid transient until the 
circuit wave is commensurate with the beam modulation. Extrapolation 
of the straight line asymptotes in figure 5.2 back to zero time give 
an intercept on the power axis in the same way as the measured values 
(see figure 1.1) and is the equivalent of the starting noise. 
More often than not we are not interested in the detailed shape 
of the initial transient but only in the asymptotic envelope or phase 
behaviow:'. The computation of these values is a much simpler problem 
because a single value of R for a given set of conditions enables the 
envelope curve equation 5.2 to be plotted. The same is true of €3i. 
A series of such asymptotic envelope curves is plotted in figure 5.3 
for the unprimed case and values as for figure 5.2 except for b which 
takes the values:- 
b = 1,0 x 109 , 0.8 x 109 , 0.6x109 , .4 x IO 
The ordinate of figure 5.3 is actually the square of the r.f, voltage 
to facilitate comparison with figure 5.4. The curves of figure 5.3 
emanate from a fairly well defined starting noise power, with a ten-
dency to cross over just after zero time i.e. the lower the slope the 
higher the apparent starting noise. In practice a range of rates of 
r.f. rise, for a given valve may be achieved by changing the operating 
voltage and a corresponding set of measured growth curves is plotted 
in figure 5.4- for comparison. There is some indication that the 
practical curves show the same cross-over behaviour, see also figure 1 I. 
Figure 5.5 shows the effect of including a priming signal of 
amplitude large compared with the space charge forcing term amplitude. 
The values are as follows:- 
b 	= IO 	 n1 = 6.28 x 1010 
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Figure 5.3. Calculated r.f. power growth curves with power growth 
constant as parameter 
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Figure 5.4. Measured r.f. power growth curves with operating voltage as 
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Figure 5.5. Computed variation of r.f. power growth curves with 
priming power 
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Figure 5.6. Measured variation of r.f. power growth curves with priming 
power. 	MAG.17 at 0.3 tesla, full priming 40 dB down on peak output • • 	 of4OW 
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p = .jn -b 	 q 	= p 
= 00 	 a= - 89.5° 
= 
0 	
-1.0 -07 0 	 f0  = 0 
Oscillation now starts from a correspondingly higher starting noise 
level. This behaviour is exactly as observed in practice, see 
figure 5.6. 
A number of other variables have been tried. Increase of the 
forcing term a increases the starting noise proportionately. Change 
of frequency of the forcing terms has no effect over a very wide 
frequency range. This too we have come to expect because the period 
of time over which the forcing terms are effective is so small that 
deviation of a few hundred MJ-Iz has little effect.. 
Overall the correspondence between the solutions of the theor-
etical model and observation is quite good, giving some confidence 
that it is a reasonable description of the actual growth. 
This rncdel will be used in Chapters 6 and 7 to aid deduction 
about the properties of front edge jitter with abd without the 
presence of a priming signal. 
5.4 Use of the Model to Investigate Jitter 
So far we have only considered growth for a single pulse for 
which all parameters in the calculation are fixed and this has been 
done for a few parameter variations. We now wish.to use the model to 
investigate what happens if a particular parameter fluctuates from 
pulse to pulse. For example, if front edge jitter is being studied, 
the time t. to reach a given level v is required. It is shown in 
Appendix 3 that the time to reach the given reference level v is 
given by:- 
t5 =(logv5 _logR)/b 	 5.3 
provided that the asymptotic behaviour has been achieved. Hence the 
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evaluation of R determines t 
	
In some instances the behaviour of t 
S S 
with a parameter variation may be obtained analytically as we shall see 
in Chapters 6 and 7, but there is an alternative way of studying the 
problem when this is not possible. Because the solution is basically 
simple to evaluate, a relatively simple computer programme can be used 
to calculate a growth curve very rapidly. For this, reason the model 
is particularly suited to the performing of mathematical experiments. 
This is especially true of the asymptotic solutions involving only the 
computation of R and @. It becomes possible to consider performing 
the same computation many times to see what happens if a given para-
meter is assumed to vary from pulse'to pulse. For example, it would 
be interesting to investigate the real possibility that the phase of 
the spacecharge forcing term in the unprimed case varies randomly 
from pulse to pulse, all other parameters remaining constant. The 
effect may be constructed by assuming that allphase angles are 
equally probable and making a series of calculations of t, one for 
each of a range of equal intervals over 27T Each calculation would 
assume a different but constant phase angle, and the resulting 'values 
of t could be used for calculating the average and rrns values of t. 
In this partiôular instance it turns out that there is a small jitter 
due to this cause of .006 na rms for the MACI 7. The value is much 
smaller than that normally observed and theconclusion is reached that 
random variation of the forcing term amplitude a is the more likely 
source of jitter. The same sort; of experiment may be performed with 
any of the variables. As an example one could consider the effect of 
the random variation of a mentioned above by letting a take any value 
over the range specified with equal probability. Another case of some 
importance is the random pulse-to-pulse fluctuation of the relative phase 
of priming space and 'charge forcing terms. ' The resulting growth 
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curves for such a comDutation for the values shownbélow are gLven in 
figure 5.7. 
b 	=. io 	 n1 = 6.28 x ioW. 




= Jn_b 	 a = p 
00, 900 , 1800 , 2700 	a7 = -89.50 
800 , 1000,  7600 , 2800 
V = • 1 	 =0 0 
The rms jitter obtained in this case is •37ns•. 
A similar method may be used to examine the effect of pulse-to-
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Figure 5.7. Computed r.f. voltage growth curves as a function of cq, 
showing the generation of jitter in the presence of a priming signal 
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Jitter and the Existence of a Coherent Space Charge Wave 
6.1 Random Beam Modulation 
In section 4.1 and section 8.6 it is argued that jitter is a 
purely beani phenomenon. The two factors characterising the beam in 
the model described in Chapter 5 were a and a,, the amplitude and 
phase of the forcing term. Pulse-to-pulse fluctuation of a, produces 
jitter more than two orders down on that observed in practice and the 
conclusion is reached that jitter is due to fluctuations of a. The 
question arises, why does a fluctuate from pulse-to-pulse and over 
what range of values? A possible answer is that a fluctuates because 
the beam current modulation which it represents is noisy. We lmow 
that the crossed field state is very noisy and we know also that 
starting noise levels are established in as short a time as we have 
been able to observe; within 1.5 ns or one or two revolutions around 
the cathode. Enhancement of certain wavelengths due to re-entrancy, 
even if this is important, is unlikely to have been established in so 
sirt a time. It seems reasonable to suppose therefore, in the 
absence of evidence to the contrary, that the beam has purely random 
current modulation. By this is meant that the total current flowing 
beneath the circuit fluctuates randomly with a normal distribution 
about a well defined mean value • The spectral energy density of a 
signal induced in an infinite bandwidth measurement apparatus by such 
noise is theoretically uniform over an infinite frequency range. All 
physical systems and measurement equipments are band-limited in fact, 
but in practice may approximate to the theoretical case up to very 
high frequencies. In the present case the anode circuit may be looked 
upon as a sampling probe in which a microwave signal is excited by the 
current modulation, but a probe of very narrow bandwidth. Because of 
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the narrow band, the signaL excited on the circuit appears as a quasi-
sinewave at the magnetron resonant frequency slowly modulated by fre-
quencies up to perhaps 100 MHz, a typical ir-mode resonance bandwidth 
at X-band. The statistical properties of such a narrow band system 
excited by randcm noise are well 	 The stat- 
istical theory indicates that the distribution of the magnitude of 
the signal induced in a band limited system has a normal Gaussian 
form. The narrower the bandwidth the longer it would take to 
establish the tan and probability distribution. As the bandwidth 
of the measurement system becomes narrower it becomes increasingly 
possible to define the envelope of the oscillation constituting the 
induced noise signal. The statistical properties of the envelope 
are also well known, having a Rayleigh distribution, see Appendix li-. 
An example of this distribution is seen in figure 6.1. The dis- 
tribution has only positive values, since we are only considering the 
envelope, zero probability of zero value, a maximum, and a finite 
probability of a very high value. Applied to our case therefore the 
theory indicates that the amplitude of the signals induced on the 
circuit should not vary significantly over the short build-up time 
but over long periods of time should have a Rayleigh distribution. 
In other words a takes a constant value for a given pulse but varies 
randomly from pulse to pulse, the values having a Rayleigh 
distribution. 
The assumption of a Rayleigh distribution of a was applied to 
the theoretical model described in the last chapter, the mathematical 
analysis being given in Appendix Li. It is shown there that in the 
case of no priming signal, the starting r.f. voltage level R also has 
a Rayleigh distribution i.e. the starting levels from which oscil-
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Figure 6.1. Theoretical starting r.f. voltage amplitude distribution for 
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Figure 6.2. Theoretical jitter distributions for three values of the 
starting noise level, 	= 0.5 ns 
714. 
The time for the r,f. power to grow from the starting noise to a 
given reference power level is shown in Appendix 4 to have a d.istri-
hution which can be determined analy -tically from the Rayleigh distri-
bution,see equation A4.9. As it turns out, although different this 
jitter distribution has the same general shape as the Rayleigh 
I)istribution, as may be seen from the distribution plots shown in 
figures 6.2 and 6.3. A most important result of the analysis given 
in Appendix 4. is that the jitter is found to be determined only by 
the time constant of the exponential growth and independent of all 
other factors including the magnitude of the starting level. The 
time jitter at the half peak probability points is simply 2.4.5 r. 
This is because the Rayleigh distribution is a single parameter 
function, increased mean value being accompanied by a proportional 
increase in the variance. Because the time to the reference level 
t depends on the logarithm of R (see equation 5.3), the starting 
level, increasing starting level (increasing mean) does not result in 
increased jitter, although the r.f. pulse pears earlier in time. 
The conclusion is reached therefore that all magnetrons with the same 
rate of r.f, rise have the seine jitter. In fact, the conclusions are 
not specific to magnetrons, any system which starts from random noise 
and grows exponentially may show the same jitter properties and the 
result might equally apply for example to the growth of airrent in a 
thyratron. The distribution plots shown in figures 6.2 and 6.3 were 
made using data appropriate to the MAGI7 magnetron, and illustrate 
two of the points made above. In figure 6.2 three jitter distri-
butions corresponding to the same rate of exponential power growth 
but starting noise power levels separated by an order in each case 
are shown. The distributions are identical except that they are 
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Figure 	6.3. Theoretical jitter distributions for .__,..-..- 	__.c a given - starting noise 
Measured jitter distributions for three values of operating 
voltage (iC) MAG.17 at 0.4 tesla 
Figure 6.4 
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were calculated using the same starting level but a range of typical 
rates of r.f. rise. The area under the curves is norialised to the 
same value and it will be noticed that both the jitter width and the 
time at which they are centered increase in direct proportion to the 
time constant of the r.f. growth. A typical value for the r.f. growth 
constant of the MAG17 is .5 ns and hence typical jitter is about 1.2 
ns at the half peak probability points. 
The reason for the remark made in Chapter 14 that the investi-
gations of E.E. David 3 are impossible in principle is now clear. One 
can gain no knowledge of the pre-oscillation noise levels from jitter 
since jitter is independent of the starting noise levels. One may 
however, determine the rate:of r.f. growth and knowledge of the delay 
time would then enable the starting noise level to be determined. 
6.9 Comparison of Theoretical and Exrimental Jitter 
Distributions - Slow Rate. of Voltage.Rise 
Methods of measuring jitter and jitter distributions are dis-
cussed in section 8.5 where some results are given. The most 
successful method and the one relevant here is the photo-densitometer 
measurement of time exposure photographs of the rectified r.f..pulse 
front edge, see figure 8.9. This gives a jitter on a logarithmic 
scale, see figure 8.10, for example, which can be replotted on a 
linear scale for direct comparison with theoretical distributions, see 
figure 8.11. The results quoted below were taken using the low power 
X-band MAC.17. magnetron. The rate of r.f. power growth was measured 
which is all that is required to determine the theoretical distri-
bution. Such a plot is shown in figure 6.5 together with the 
measured distribution, the plots being normalised to the same peak 
value and adjusted to coincide in time for comparison purposes. The 
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Figure 6.5. Comparison of theoretical and experimental jitter distributions 
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Figure 66. Comparison of theoretical and experimental jitter distributions 
for SFD330, Tc = 0.9 ns corresponding to maximum rate of growth 
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tnreshola excitation step • The reason for doing tras was to simu-
late the long pre-threshold excitation time of a normal relatively 
slowly rising voltage pulse whilst maintaining the well defined 
voltage conditions to ensure a constant r.f. power growth constant. 
A value of T of 1 0 ns or longer was used. For very short T values 
anomalous results are obtained, see later in the chapter and the 
discussion in Chapter 4 and section 8.3. The agreement between the 
theoretical and experimental curres in figure 6.5 is good. Two more 
examples of comparison between theoretical and experimental jitter 
distribution are shown in figures 6.6 and 6.7. These curves were 
taken on a very different valve, a high power Q-band magnetrai SFD330, 
see section 8.2, which has a slower rate of r.f. rise. The modulator 
in this case was a fast rise low impedance thyratron modulator using 
a Blumiein Circuit 31 ' 32 ' 33 . The curves in figure 6.6 correspond to 
voltage for most rapid rate of r.f. rise and those of figure 6.7 to 
a much slower rate of r.f. rise, the jitter being correspondingly 
larger. The agreement between theory and practice in these curves is 
very good, even the detailed shape of the theoretical curve being 
followed faithfully. The conclusion is reached that for normal rates 
of voltage rise our picture of random space charge excitation is 
correct. 
Corroborating evidence was obtained by observing jitter distri-
hutions for various rates of.  r.f. rise. This may be done experi-
mentally on 1A.17 valve by channg the operating voltage as 
described in section 8.7. In this case it is hecessary to measure 
the time position of the r.f. pulse relative to the time threshold 
voltage is reached, as well as the rate of r.f. growth. The purpose 
of the experiment was to measure the variation of time position and 
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Figure 6.7. Comparison of theoretical and experimental jitter distributions 
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Figure 6.8 Theoretical distribution of r.f. starting voltage amplitude for 
excitation by a random beam current modulation with superimposed sinewave 
of three different amplitudes 
SO 
theory. The experimental curves are shown in figure 06 .4 and the 
theoretic1 ones in figure 6,3. The correct tendency both as regards 
jitttr width and time position is demonstrated. The results have 
also been demonstrated anthe higi -i power Q.-bard magnetron D330. 
For normal rates of voltage rise the evidence suggests that an 
adequate explanation of starting noise and jitter has i.)een found. 
$tarting noise and jitter are aspects of the same process, the 
initial excitation of the beam-circuit interaction by noise modulation 
of the beam current, but it does not follow that starting noise and 
jitter are affected by the same parameters. Starting noise is 
basically determined by the amplitude of the beam current modulation. 
Jitter is basically due to the properties of random noise and the 
magnitude is determined solely by the rate of r.f. growth. Hence the 
magnetic field for example, has a. profound effect on starting noise 
level, but only slight effect on the rate of r.f. growth and thus 
little effect on jitter - an experimentally verified result. 
6.3 Random Noise Plus Sinewave 
It follows from sections 6.1 and 6.2 that non-Rayleigh startinf. 
noise and the corresponding jitter distribution must be consequent 
upon non-random current noise modulation. Theory given by Rice 8 
treats the statistical properties of a random process with super-
imposed sinusoidal modulation, which is one possible non-randan noise 
situation.. One might speculate upon the effect of a sinusoidal beam 
current modulation, of frequency close to the ir-mode oscillation 
frequency, superimposed upon the random motion previously described. 
As before the statistics of the noise may be applied to a, the ampli-
tude of the forcing term, and as before in the case of zero priming 
signal, the starting r.f. voltage R has the same statistics. In 
figure 6.8 are shown some, probability distribution plots of the 
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envelope of random noise plus sinewaves of different ampiitude,to 
illustrate the sort of distribution R would have. The effect is 
clear. As the sinusoidal amplitude increases, the noise componit 
remaining the same, the mean value increases but the fluctuation 
around this value remairalmost unchanged. Hence R has similar van-' 
ance but higher mean. Further, because the signal envelope described 
in these distributions is now seen as a fluctuation plus or minus 
about a fixed.ainplitude, rather than only positive from zero, the 
curves appear more symmetrical i.e. appear more Gaussian in shape, at 
least for sinusoidal amplitudes comparable or large compared with the 
noise mean amplitude. In Appendix 6 the statistics of the jitter 
resulting from such noise distributions are computed and the prob-
ability functions obtained are shown in figure 6.9. These are prob-
ability plots, of jitter for the same random noise amplitude but a 
number of sinusoidal amplitudes. The consequences of distribution 
shape changes on jitter due to the addition of a sinusoid are three-
f old: - 
Because the variance is now not proportional to the mean but 
nearly constant, the proportional variation is less and hence jitter 
is less. 
Because the mean value is increased, the starting noise is 
increased and the jitter distribution appears at an earlier time i.e. 
the mean time of the jitter is less. 
Because the noise distribution is now more symmetrical the 
jitter distribution is also more symmetrical. 
Hence the distribution curves shown in figure 6.9 normalised to 
the same area beneath the curves become narrower, more symmetrical, 
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Figure 6.9. Theoretical jitter distributions corresponding to random 
starting noise with superimposed sinewaveof various amplitudes. 
T c = 0.5 ns 















01- 	A - 	 thrêsholdns 
.2 3 	4 5 	6 
Figure 6.10. Measured jitter distributions as a function of T. 
Tc = 0.35 ns 0.4 tesla 
MAG. 17, 
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6.4 Comparison of Theoretical. and Erimental Jitter Distributions 
- }?ast Rate_or Voltace Rise 
It is shown in the experimental section 8.4 and discussed in 
section 4.1 that under very rapid rate of voltage rise much reduced 
jitter is observed; at least an order less than that predicted by 
random noise theory or observed on slower rates of voltage rise • In 
section 84 a controlled rnethcd of varying the pre-threshold exci-
tat ion time T is discussed and indeed finds that as T increases 
p 
jitter increases smoothly from low to high values. This method was 
used in conjunction with the photo-densitometer measurements described 
in section 8.5 to investigate the jitter distribution of the MAGI7 
magnetron for a range of T values. Since T can be varied without 
hanging the operating voltage, the rate of r.f. growth may be kept 
constant as T varies. A series of measured distributions correspon-
ding to a range of T for a similar Tc value to that used in figare 6.9 
are shown in figure 6.10. It will be seen that for very short T the 
measured distribution appears to have all three characteristics 
described. in section 6.3 for sinusoidal signal plus random noise. The 
distribution is narrower, apars earlier in time and is more syin-
metrical. rn other words, all the evidence is consistent with the 
hypothesis that for very rapid voltage rise the space charge has a 
synchronous sinusoidal modulation impressed upon it over and above the 
random noise modulation. The facts are also consistent with the 
hypothesis that the amplitude of the sinewave declines over a period 
of time, the noise component remaining unchanged, finally becoming 
negligible in 10 or 15 ns as witnessed by the comparison between 
figures 6.9 and 6.10. This then is the explanation held out for 
reduced jitter. 
Consider what the discovery means in practice. Evidence has 
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Dreviously been put forward that no circuit wave is active, see 
section 8.6 and section 4.1, so shock excitation of the circuit is 
not .consic1ered likely. Although the voltage pulse is fast, care is 
taken to enure that no X-band signals are generated which might 
excite a circuit wave. It is also difficult to imagine, that the 
rapidly established electron bean would couple to the u-mode in order 
to excite a circuit wave. Both these points support the above con-
clusion that there is no circuit wave involved and we are left with 
the belief that for very rapid rates of voltage rise there is a sin-
usoidal current impressed upon the beam. The suggestion is made that 
this is due to the segmented nature of the anode. Electrons are not 
initially drawn off uniformly around the cathode but in plumes car- 
• responding to the anode segments. It is also suggested that this 
imposed periodicity persists for a few nanoseconds (circuits of the 
cathode) before space charge effects finally smooth out the ripple. 
It is the decay of this ripple with increasing T which causes the 
jitter .to increase with T in the manner described. 
Further substantiating evidence of the existence of this space 
charge wave is produced in the next chapter in considering the effect 
of an injected C.W. priming signal. 
6.5 Some practical Considerations 
According to the theory expressed in the above sections, 
improved jitter in the unprimed case, can be achieved either by in-
creasing the rate of r.f. grth or by introducing a suitable non-
random space charge component. Increasing the rate of r.f. rise by 
increasing the rate of exponential growth is the subject dealt with 
in Chapters . and 3. Increasing the starting noise does not improve 
the jitter theoretically, but would clearly be a good thing in 
practice since it would help to prevent jitter due to valve mal-
functioning on practical high output impedance modulators. 
The effect of a non-random component may be used. in two ways. 
Firstly, as explained in section 3.5, one may attempt to switch the 
voltage pul;e.very rapidly. Suitable modulators could be desiied to 
meet this need. The shape of the voltage pulse above threshold is less 
important than the necessity to achieve threshold very rapidly. 
Secondly one may attenpt to introduce a dominant space charge period-
icity by means of azimuthally periodic cathode emission, possibly by 
longitudinal corrugation of the cathode surface. A striated. cathode 
constructed prior to this work 1 for differentreasons showed some 
evidence that this effect was present. There was some doubt as to 
whether good periodic emission was achieved and no account of the azi-
muthal orientation was investigated. A continuation of the work on 
such a system might well prove fruitful. 
Observation on several valves has shown that under the well 
defined double step voltage conditions of section 8.2- even when T is 
long, the jitter could be made small by careful adjustment of the 
heater current (and hence the cathode temperature) around several 
heater current values. This result is now taken to mean that under 
some very well defined conditions the initial sinusoidal modulation 
of the beam may persist for a considerable periodof time. There is 
some evidence that even on a conventional modulator the jitter is 
somewhat less.than theoretical, indicating that the sinusoidal com- 
ponent persists. These observations are consistent with the practical 
finding that good jitter performance is associated with highly sym-
metrical circuit and cathode conditions and uniform emission from 
smooth coated cathode valves, as mentioned in section 41, that is, 
good jitter performance may be achieved in tubes, on practical modu-
lators by introducing conditions for the maintenance of the sinusoidal 
modulation. This point too may repay further investigation. 
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CHAPTER 7 
Jitter and Priming 
7.1 General Discussion 
In this chapter the effect on jitter and starting noise of. the 
injection of a low level C.W. signal of frequency near to the mag- 
netrcjn oscillation frequency is investigated. In practice the in- 
jected signal is fed into the magnetron output via a circulator, see 
section 8.8 and figure 8.14.. There are two regimes in the use of such 
an injected signal which must be distinguished. In the first the C.W. 
signal is very small compared with the magnetron peak output power, 
typically -4.0 d.B. In this case the injected signal has important 
effects on the starting levels and the starting phase of the r.f.. 
pulse, but no direct control over the high level saturated performance. 
This is referred to as priming. For much higher injected signal 
levels, typically -15 or -20 dB down on peak output power, locking may 
occur over a narrow frequency ra ge' 4. ' 6 by which is meant that the 
phase of the saturated r.f. output bears a fixed phase relationship to 
the locking signal throughout the pulse. A certain axnount of work on 
both locking and priming has been done during the course of this pro-
ject and published elsewhere 31,4.3  • The subject is of great interest 
as regards the effects on starting conditions and the generation of 
pulse-to-pulse phase coherence in magnetrons (i.e. the generation of a 
line spectrum, see section 4..2) which may allow the use of the device 
in Doppler radars. Both topics, particularly priming, form a major 
part of the continuing research. However, the work is far fran coca-
plete and represents a considerable broadening ofthè topicunder 
discussion and will not be dealt with here. Only in sections 7.8 and 
7.9 is the subject of pulse-to-pulse phase coherence touched on. 
Instead priming is treated here more as a diagnostic technique because 
of the most interesting eCfects on starting noise, jitter and jitter 
distributions predicted by theory in the presence of a low level 
priming signal. 
In priming the amount of power coupled onto the circuit depends 
on the mismatch presented to the input line by the valve. As dis-
cussed in. seátior. 4.1 aod 5.2 and shown in previous experiments 1 the 
growth time is so short that quite large frequency differences between 
the priming signal and the free oscillation frequency, perhaps ± 100 
MHz, do not change the magnitude of the priming effect fundamentally. 
The magnetron resonance is, however, quite narrow, typically 50 MHz 
at the three dB points at X-band, and therefore the match presented 
to the input is very sensitive to frequency. For this reason the 
priming frequency is important in determining the amount of r.f. power 
coupled onto the circuit. What is more, the magnetron resonant, fre-
quency is a function of the applied voltage 5 and therefore the ampli-
tude of the priming wave on the circuit is also a function of the time 
it takes to establish the voltage. Alternatively one might say that 
the frequency for maximum effect may not be the same on all modulators, 
but this presents no difficulty in praotice. Conditions for maximum 
priming power are used in all experiments in the present work, but the 
frequency at which this is achieved may vary by a few MHz depending on 
the conditions. 
7..? Random Beam Modulation with Priming 
The situation discussed here is the primed equivalent of that 
described in section 6.1 in which the space charge current modulation 
amplitude a is assumed to have a Rayleigh distribution from pulse to 
pulse. In this case there is also a priming signal present repre-
sented by the second forcing term of amplitude d. which is constant in 
amplitude. This priming term also determines the starting conditions 
v and t. Both terms are assumed to have the same frequency, 
although as explained, before, a deviation of many MHz would make no 
difference to this assumption. Both terms give rise independently to 
an effective starting wave amplitude of calculable size, see Appendix 
5, that corresponding to the beam modulation having a Rayleigh dis-
tribution and that corresponding to the priming signal a constant 
amplitude. The two waves are in general at random phase. The 
problem is to compute the statistics of the jitter originating from a 
starting r.f. voltage determined by these two sinusoids. This is 
precisely the same theoretical problem solved in section 6.3 and 
Appendix 5, the results being shown in figure 6.9. Theory predicts 
therefore that increasing priming signal will result in reduced 
jitter, earlier starting.and more symmetrical jitter distribution. 
73 Comparison of Theory and Experiment - Slow Rate of Voltage Rise 
The above theory in section 7.1 is applicable to the situation 
in which we believe that the beam current modulation is random. 
Acconiin.g to the findings of Chapter 6 this is the case for long pre-
threshold excitation times. The experiment was therefore performed 
of measuring jitter by the photo-densitometer method, see section 8.5 
with double step voltage pulse of long T see section 8.4, and in-
jected priming signal, the level of which could be varied, see 
section 8.8. The rate of r.f. growth was measured and the delay time 
noted for each priming signal level. The results are shown in figure 
7.1 and show reduced jitter, earlier starting and more syimnetrical 
distribution as predicted above. 
7.4 Enhanced Noise and Double Hump Statistics 
We now come to the more d,ifficult, problem of investigating the 
jitter and jitter distribution of the case in which there is a sinu- 
soidal beam current component as well as the sinusoidal priming signal. 
4.5 	4.7 	4.9 	5.1 	
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Measured jitter distributions for three levels or priming 
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Figure 7.2. Jitter distributions derived from thetheoretica1 model 
for two sinusoidal forcing terms of random phase, b = 109 s1 
In the most general case there is both sinusoidal and random beam 
current modulation and a most satisfactory analytical derivation of 
the jitter distribution in this case is given in section 7.6 and 
Appendix 7. The opportunity will be taken here however, of presenting 
results of the alternative way of obtaining the basic behaviour of 
starting noise and jitter distribution as discussed in section 5.4. 
Although the method is less exact, it is interesting and serves to 
give an intuitive insight into the peculiar characteristics of jitter 
under priming. First consider the idealised case with no random 
current modulation in which both a and d,the amplitudes of the beam 
modulation and the priming forcing terms respectively, are constant. 
At zero time the priming wave is already present on the circuit as 
the appropriate forcing term appears. At the start of each pulse a 
second sinusoidal forcing term appears of the same frequency but at 
random phase with respect to the priming signal. For each pulse the 
forcing term phase angles may be allocated, the time to reach a given 
power level being computed as shown in section 5.4 and Appendix 3. 
The effect of successive pulses appearing at random phase may then be 
obtained by the method of section 5.4 which yields a value of r.m.s. 
jitter for a given set of conditions. The process may be repeated for 
a range of priming signal amplitudes. The results of such a series of 
computations is shown in figure 7.3. Without the presence of a 
priming signal it was shown in Chapter 5 that random phase had little 
effect, whereas in this case very large jitters are predicted, for a 
range of priming signal amplitudes, falling to low values on either 
side i.e. for high or low priming signal amplitudes. This is 
enhanced jitter as discussed previously' 15 ' 17 and in Chapter 4. The 
intuitive explanation of the phenomenon given in section LI has now 
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Figure 7.3. R.M.S. jitter due to phase (a1 ) fluctuations, as a function 









Figure 7.4. Estimated jitter versus priming power for short T 
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Figure 7.5. Measured jitter distributions at various priming levels 
corresponding to the photographs of Figure 7.6. MAG.17, shortT p 
' 0.37 ns, 130W peak output 
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Figure 7.6 
Front edge of the rectified r.f. pulse showing the 
variation of jitter with injected signal level for 
small T. Note trace appears earlier for higher 
priming powers. 
be seen in the appropriate photographs. 
The work presented in this section and section 7.4 provides very 
strong additional evidence of the existence of a coherent space charge 
modulation under the conditions of very rapid voltage rise. 
7.6 Random Plus Sinusoidal Modulation Under Priming 
The theoretical and experimental results of sections 7.1+ , 7.5 
show good qualitative agreement in the instance of small T where it 
is believed that a large sinusoidal modulation exists. For larger T 
values where the mean rar.om component amplitude is significant corn-
pared with the sinusoidal amplitude this is no longer an adequate 
explanation. The jitter no longer falls to very low values for small 
injected signal levels, and the random factor must be taken into 
account s The theoretical model may be used to incorporate the random 
component using the same method as that of section 5.1~ . The r.m.s. 
jitter due to pulse-to-pulse fluctuations of a may be computed with 
fixed relative phase between the priming and beam modulation forcing 
terms. The amplitude of' the jitter from such a cse is also a 
function of the priming signal level because the proportional pulse-
to-pulse fluctuation of the starting vector amplitude falls as the 
steady component increases. The r.m.s. jitter for a range of priming 
signal levels was computed by the method of section 5.1~ and the 
results are shown in figure 7.7. The jitter curve of figure 7,3 due 
to random relative phase fluctuations is also reproduced in figure 
7.7. The resultant jitter is then obtained simply by adding the r.m.s. 
values due to the amplitude and phase modulations, also shown in 
figure 7.7. Enhanced jitter is still in evidence. 
Whilst the calculations using the model in this section and 
section 7.3 give a qualitative description of some of the interesting 
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Figure 7.7. Jitter due to both amplitude (a) and phase (ct 1 )fluctuations. 
as a function of priming power calculated from the theoretical 
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Figure 7.8. Measured variation of video inter-line noise with priming 
power. MAG.17 on conventional modulator, priming frequency -20 MHz 
on hot frequency, 40 mW maximum, peak output 100W 
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articular, the jitter discontinuities at the rnadma of the dis-
tribution curves of figure 7.2, and the theoretically infinite jitter 
at a particular value of priming signal as shown .in figures 7.7 and 
7.3, are clearly unphysical. A general statistical analysis dealing 
with random plus sinusoidal modulation in the presence of priming 
will now 'be discussed which overcomes these difficulties.. The 
priming signal determines the starting conditions and one forcing 
term and is assumed to have constant amplitude. The amplitude a of 
the other term is constant for each pulse but has a statistical di.s-
tribution from pulse to pulse corresponding to a sinusoidal wave 
superimposed upon random noise. Both terms give rise to an effective 
starting signal level of the same statistics as the appropriate 
forcing term from which oscillations grow exponentially. Hence the 
resultant starting signal envelope has a statistical distribution of 
two sinusoids of random phase superimposed upon random noise. The 
probability function of such a collection of terms may be obtained by 
an extension of the method used by Rice38 which was used in section 
6.3 and Appendix 5 to compute the statistics of a single sinewave plus 
random noise. This extended analysis is given in Appendix 7. The 
analysis is reasonably tractable and could probably be solved anal-
ytically in terms of products of infinite series. It turns out how-
ever that the integrals involved are amenable to numerical compu-
tation and this was done. Having found the starting signal distri-
bution,the jItter distribution may be fairly simply obtained as shown 
in the same Appendix 7. Some results are given in figure 7.9. In the 
distribution curves shown there one sinusoidal component and the mean 
value of the noise comonent are kept constant whilst the other sinu-
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Figure 7.9. Calculated jitter distributions for two.sinewaves plus random 
noise starting level, as one sinewave goes from small to large with 
respect to the other 
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with the other sinusoidal amplitude. Figure 7.10 is a repeat of these 
curves with a smaller random noise comDonent. The similarity between 
these curves and those in figure 7.5 is unmistakable. 
7.7 Jitter on a Practical Modulator 
On practical modulators the rate of rise of. voltage is relatively 
slow but possibly not so slow that all traces of the sinusoidal com- 
ponent are removed. Thus enhanced noise has been observed on con-
ventional modulators as reported earlier 14,15,17 . This confirms the 
suggestion made in section 6.5 that even on conventional modulators 
the jitter may be somewhat less than theoretical, due to the per-
aistence of the coherent modulation. Evidence of the continued 
presence of the sinusoidal modulation is the observation of enhanced 
noise under priming. An example of a result taken from referenàe 15 
is reproduced here in figure 7.8 for comparison with figure 7.7. This 
curve refers to the variation with priming signal magnitude of video 
inter-line noise which is directly related to jitter, see section 4 • 9. 
Under unprimed conditions the amplitude fluctuations of a are normally 
dominant, but for increasing priming signal the amplitude component 
is suppreed and the, phase noise may rise if there is a sinusoidal 
modulation present, as demonstrated by figure 7.7. For very slow 
voltage pulses no enhanced inter-line noise is observed and the noise 
falls off in direct proportion to the magnitude of the injected 
signal 1 . This is taken to mean that the coherent beam modulation has 
become negligible in these cases 
7.8 Pulse-to-Pilse Phase Coherence 
3o far we have only considered the variation of the time to reach 
the arbitrary reference r.f. power level, i.e. jitter, aiii ha:.re not con-
sidered the phase of the asymptotic wave. In the unprimed case the 
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Figure 7.10. As Figure 7.9. but with a smaller random component 
10 
continuous microwave spectrum, see section 4.2p). The hypothesis is 
proposed that in the presence of a priming signal large compared with 
the starting level due to the beam modulation alone, the asymptotic 
phase 0 is largely determined by the phase of the priming signal. 
Because the nriming signal is C,W., and assuming that the asymptotic 
nhase is maintained throughout the pulse, there will exist a phase 
relationship between successive pulses i.e. pulse-to-pulse phase. 
coherence which means that the spectrum splits up into a series of 
discrete lines separated by the pulse repetition frequency, see 
section 4,2, If the phase is perfectly defined at the start of each 
pulse the spectrum can be shown to be a pure line spectrum, see 
section 4,2q). In practice 6 1 will fluctuate about some constant 
value, reducing the degree of coherence and generating noise between 
the pr.f. lines of the Fourier spectrum. According to the model of 
Chanter 5 one possible source of such pulse-to-pulse phase modulation 
is the variation from pulse-to-pulse of the relative phase of the 
nriming signal and the wave induced by the beam modulation. The 
theoretical model may be used to give a value for this phase modu-
lation. The r.m,s. value of 01  may be calculated for the appropriate 
magnetron constants and. initial conditions by allowing the relative 
phase of the two forcing terms to vary randomly from pulse to pulse 
according to the method of section 5.4. The phase modulation obtained 
in this way is plotted as a function of priming signal level in 
figure 7.11 for two values of the growth constant. 
The predicted r.ms. phase jitter may be converted into micro-
wave inter-line noise for comparison with experiment by the method 
given in section 4..2r) 
7,9 Comparison of Phase Jitter Results with_Experiment 
A clear demonstration that priming does produce pulse-to-pulse 
phase coherence is given by the spectrum photographs in figure 7.12. 
v1easurements of microwave inter-line noise have been made by the 
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Figure 7.11. Calculated r.m.s. microwave phase jitter as a function of priming power for two values of r.f. 
voltage growth constant. 0 dB corresponds to a priming level approximately 10 dB above unprimed starting 
noise level. For MAG.17 starting noise mightbe 0.1 mW 
104 
iriming power 23 	 Lir uLj)UL 
Figure 7.12 
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Microwave spectra demonstrating pulse-to-pulse phase coherence 
in the presence of a priming signal. Magnetron MAG17, peak 
power 160W, pulse length 70 ns,p.r.f. 50 kHz, spectrum 
analyser i.f. bandwidth 1 kHz, 50 t(Hz/cm, 10 dB/cm. 
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Marconi Co. on three valves of the MAG17 type 47,4-8  They measured 
the noise between the p.r.f. lines of the microwave spectrum due to 
phase fluctuations and compared this with the magnitude of the ad-
jacent spectral line for a priming signal some 35 dB down on peak 
output. They also presented the same information in the form of 
photographs of oscilloscope traces of an I.F. signal triggered 
effectively from the priming signal which therefore appeared as sine-
wave broadened by the phase jitter. Two comparisons could therefore 
he made with theory. Estimates of the phase jitter could be made 
from the photographs and from these, calculations of the microwave 
inter-line noise made by the method of section 4.2r) and Appendix 2r). 
Comparison of the result of these calculations and the signal to 
inter-line noise ratios measured by the Marconi Co. is given in Table 
7.1. The agreement is reasonably good. In the Marconi measurement 
the p.r.f.. was about 8 kHz, pulse length .5 m s and noise powers are 
referred to 1 Hz bandwidth. 
Table 74 
Comparison of Signal to Inter-line Noise Ratios Measured, 
and calculated from phase jitter estimates 1 Magnetron MAC.17. 
s ,4i 
S 1 N Va lve No. calculated from / 
phase jitter photograph measured 
279 63.5 59.0 
280 59.7 61.0 
284 66.5 64..0 
Secondly, as explained in the last section, the mathematical model 
may be used to calculate the phase jitter due to the random relation-
ship between the phases of the priming signal and the beam modulation 
terms. This method was used to estimate the phase jitter from this 
106 
source for the above three valves. Values of the priming signal 
level, measured values of the starting noise level and estimates of 
the r.f. growth rate were used in the model and the r.ms. jitter 
calculated. Comparison of these values with those obtained from the 
Marconi photographs is given in Table 7.2. 
Table 7.2 
Conparison of Calculated and Measured Phase Jitters 
for the MAGI7 Magnetron 
I 	
Calculated r.m.s Measured rms • 
Valve No. jitter radians jitter radians 
from theoretical model from photographs 
279 0.05 0.15 
280 0.15 0.22 
284 0.17 	 I 0.10 
The agreement is quite close and suggests that the phase jitter 




Experiment and Techniques 
8.1 General Discussion 
A number of the preceding chapters have consisted of the dis-
cussion of the theory of r.f. growth and jitter and the presentation 
of supporting experimental evidence. It seemed only natural there-
fore to reproduce some experimental results in close proximity to 
the theoretical ones in order to achieve the best comparison. In 
addition, some results have been obtained using techniques developed 
prior to the• commencement of. this work. Where this has happened 
reference has been made to the description of the technique in pre-
vious publications. Some experimental evidence is also drawn from 
earlier work &xlreference is given to the source of this information. 
Some special experimental techniques were developed during the course 
of the present work and these are described in the present chapter. 
eference has been made in earlier chapters to critical experiments 
and the experimental discovery of certain phenomena. Again those 
experiments performed during the course of this. work, are described 
here. However, for the reasons given above the experimental section 
of the work described in this chapter, albeit of great importance, 
does riot form such a complete picture as the theoretical work. In 
order to give the experimental work some coherence therefore, a list 
of sections embodying experimental results made during this project 
is given below together with reference to the experimental description 
whetir it is in this chapter or in previous work:- 
section 2.2 a description of an experiment to demonstrate the feás-
ibility of the high efficiency low impedance modulator 
invention is given in the section 2.2. 
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ectjon 3.6 measurements of the rate of r.f •  power growth are 
given. These were nearly all made using the fast rise 
reed modulator, see references 13, 14, 16. 	Higher 
voltage measurement made using the Bluinlein modulator, 
see reference 31. 
section LI 
reference made to the experimental discovery of reduced 
jitter, see section 8.4-s 	The Corresponding measurement 
of reduced video inter-line noise requires the tech- 
niques of section 8.3. 
reference is also made to the experiment described in 
section 8.6 which demonstrates that a circuit wave is 
not effective in producing jitter. 
section 6.2 measurement of jitter distribution by the photodensito_ 
meter method, see section 8.5. 	Measurements made on 
reed modulator with pre-threshold step for long T 	see 
references 14, 31. 	Measurements also made at 
operating voltages for constant pre-threshold step 
amplitude, see section 87. 
section 6.4- refers to the variation of jitter with T 	as discussed 
in section 8.4- and reference 14-. 	Measurements of jitter 
for short T 	quoted which were obtained by the photo- 
densitometer method, see section 8.5 on reed modulator, 
see references 13, 14., 16 0  
section 6.5 Some general observations of valve jitter perforxnaiice  on 
practical modulators are made in the section. 
section 7.1 the priming experiment of section 8.8 discussed. 
section 7.3 measurement of jftter under priming, for long T, see 
reference 14 using the photo-densitometer method,see 
section 8,5. 
4' tite 	 ? 	 42oo&rtLLQ 	 dc ,t&v VJCLO  
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section 7.5 jitter width and photo-densitometer measurements, see 
section 8.5, used to investigate jitter for very sht 
T using reed modulator, see references 13, 14, 16. 
0 
8.2 Manetrons used for Experiment 
Most of the experimental work has been done using the MAGI7 mag 
rietron, although a number of other valves have been examined. In 
order to save repetition some of the properties of these valves are 
summarised in the Tables 8.1, 8.2 beii. Only deviations from the 
basic design need then be referred to specifically. 
Table 8.1 















MAG17 10 850 1 .005 250 
VALVEX1 10 800 1 .005 250 
JP802B 8.5 800 0.15 .25 6 
MAGI2 10 2.5 kV 2.5 .001 7,500 
V111LITE'J 1 16 11 	kV 10 .001 35,000 
GFD33O 35 17 	kV 15 .001 35,000 
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Table 8.2 
















MAG.1 7 strapped vane 12 .80 2:1 .4 
VALITEX 1 strapped vane 18 1.84 1,4.:1 
TP802B strapped vane 24 2.42 1,4.:1 
MPG12. strapped vane 12 1.25 2:1 040 
VALVEJ 1 rising sun 22 4..00 1.5:1 .55 
SFD330 inside out large - - - 
coaxial number 
8.3 Video Noise Measurement System and Techniques 
The investigation of video inter-line noise requires a modulator 
system which is suffiäiently stable with regard to p.r.f., pulse 
length, and amplitude modulation that it produces a noise level well 
below that due to the magnetron itself. In addition, a fast rise 
pulse derived from a low impedance source is required so that the 
magnetron jitter can be investigated under well defined voltage 
conditions. For noise measurements a p.r.f. of about 10 kHz and 
short pulse length (< 20 ns) are required. The system chosen to 
pulse the 800 V valve MAGI7 was a line type modulator with a 50 
delay line and CV41 12 thy-ratron switch (miniature version of 345). 
The low output impedance (25 c) was achieved as usual by means of a 
parallel 50 Q load. Pulse length stabiiity is no problem, the pulse 
length being determined by the length of the delay line, and adequate 
h.t. smoothing obtains the required amplitude stability. P.R.F. 
stability is more difficult to achieve but it was found that the 
required performance (less than 5,0 ns of jitter) could be achieved 
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using an E.H. pulse generator driving a pulse amplifier which appliea 
a large rapid pulse to the thyratron grid. Great care was taken in 
the construction of the modulator to achieve the fastest possible 
pulse. The best performance was 5-6 ns, 10-90, rise time, and under 
these conditions the magnetron-modulator system wrked well up to a 
p.r.f. of 20 kHz. An improvement in the 10-90, voltage rise time to 
2 ns was achieved, with only a tolerable loss of convenience and 
without loss of stability, by means of a coaxial spark.gap in series 
with the pulse. The effect of the gap is to clip off the slow lower 
edge of the thyratron pulse as shown in figure 8.1. This most 
successful technique enabled the measurements described in section 
8.4 to be made. The original spark gap was in air but a later model 
used nitrogen at reduced pressure and consisted of .5 mm tungsten 
rods mounted coaxially and encapsulated in series with a 50.0 line 
from the thyratron. The gap was adjustable being typically .25 mm. 
The low frequency Fourier analysis of the noise and spectra of 
the rectified r.f. pulse train from a crystal detector was performed 
using the Rohde and Schwarz audio frequency spectrograph. An 
example of the analysis is shown in figure 8.3. The analyser has a 
20 kHz swept bandwidth with a dynamic range of 80 W3 and a filter 
bandwidth of either 10 kHz or 200 Hz at the 3 dB points. In order 
to obtain a reasonable signal-to-noise ratio the p.r.f. must not be 
too high (less than 10 kHz) and the pulse length very short (perhaps 
10 ns). Under these circumstances it is not possible to obtainfufl 
scale deflection on the analyser, even on the most sensitive range, 
with the 0.5 V or so which can be obtained from the crystal detector 
and, therefore, the full 80 dB dynamic range is not available. One 
partial solution to the problem was the construction of an audio 
amplifier with 500 input impedance, and audio iniut filter, low 
I..." 
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Front edge of voltage pulse with and without 
the series spark gap, 2 ns/cm, 90V/cm 
F iur 	2 
Top trace, voltage pulse, 10 ns/cm, 90V/cm 
Bottom trace, rectified r.f. pulse with multiple 
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Figure 8.3 
Video noise spectra, showing random noise between zero frequency 
and the first p.r.f. line. Also shows 12 dB increased 
sensitivity due to multiple reflection input 




Video noise spectra, 
showing reduction of the 
noise when the rise time 
of the voltage pulse is 
reduced from 6 ns to 2 ns 
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noise performance and a voltage gain of about 100. The full xlOO 
gain, was not usable because of the limit set by the noise performance 
of the anmlifier but sufficient useful gain was obtained to much 
improve the system. Another partial solution to the problem was an 
a.idio matching transformer which matched the 10 W input impedance of 
the analyser to 200 Q which is a suitable impedance in which to run 
the detector. The device worked satisfactorily and gave voltage gain 
of 15 (25 dB in power). A detector such as a therinionic diode giving 
perhaps 10 V out would, of course, be another solution in some cases, 
but using MItL.1 7 valves there was insufficient power to drive such a 
device at least at that time (see section .8,5). 
The r.f. pulses obtained using the above system were often so 
short that they appeared more triangular than rectangular in shape. 
In addition for cases of large jitter some pulses did not reach peak 
amplitude before decaying. again. In order to understand the 
resulting spectrum the Fourier computation of section 4,2j)k)m)n)o) 
were made. 
8.3.1 Multiple reflection technique 
The search for a solution to the problem Imposed by the limit on 
voltage from the crystal led to an interesting measurement technique. 
The r,f. pulse from the magnetron was applied into a waveguide system 
with a directional coupler to feed the crystal. The main waveguidé 
sy:tem was made more than 5 ns long and terminated in a short circuit 
such that the reflected r.f. pulse (10 ns) arrived back at the valve 
after it had switched off. The high impedance at the valve caused 
the pulse to be re-reflected, a second proportion of the pulse 
entering the crystal via the directional coupler and so on. The 
result was a series of video pulses entering the analyser, see 
figure 8.2 with much greater total energy than a single pulse but 
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- without increased pulse voltage. It is shown mathematically in section 
4.21) that such a trace of identical pulses has the same frequency 
spectrum as the individual pulse for the low frequency range in which 
we are interested. The spectrograph of figure 8.3 shows that both the 
signal and the noise are increased, by about 12 dB, i.e. there is a 12 
dB improvement in the sensitivity of the apparatus. 
8.3.2 Tunable microwave filter technique 
The investigation of the same problem of limited voltage output 
from the crystal detector led to. a further most interesting technique. 
It was argued that it was not increased peak pulse voltage from the 
crystal that was sought (although this would certainly help) as much 
- as increased voltage of the frequency components of the pulse train 
within the passband of the analyser, i.e. up to 20 kHz. It seemed 
logical, therefore, to filter out the extreme frequency components of 
the spectrum from the r.f. pulse train, before it entered the crystal, 
by means of a microwave filter. By this means much higher power 
levels in the required frequency range could be incident upon the 
crystal without damage with consequent gain in the sensitivity of the 
system over the frequency range of interest. A narrow band trans-
mission wavemeter with about 10 MHz bandwidth and about 8 dB insertion 
loss was used as the microwave filter. In spite of the insertion loss 
and some attenuation needed to isolate the wavemeter, useful gains in 
sensitivity were achieved. Actually, a combination of this and the 
multiple reflection techniqie described in section 8.3.1 was considered, 
f or which the attenuation need not be present, but as yet it has 
proved too difficult to demonstrate that the low frequency spectrum is 
undistorted by this means. 
Having set up the microwave system it was realised that the 
tunable microwave filter enabled us to observe the a,m, component of 
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the inter-line noise throughout the pulse spectrum using the low fre-
quency audio spectrograph. For 10 ns pulses, with first spectral 
zeros at 100 MHz, observation may be possible over several hundred 
megahertz. The result was verified by comparirzg the magnitude of 
the p.r.f. lines, as measured on the low frequency analyser, with 
the envelope of the r.f. spectrum as measured on a Hewlett Packard 
microwave spectrum analyser. The comparison is shown in figure 8.5. 
The explanation of this effect maybe seen as follows. Recti-
fication of a microwave pulse train produces a line spectrum around 
zero frequency with lines at multiples of the p.r.f. and with an 
envelope proportional to that of the unrectified microwave spectrum. 
This is proved mathematically in section'4.2.3. The result is true 
whether the phase of the microwave signal with respect to the start 
of the pulse is fixed (in which case the microwave spectrum consists 
of lines separated by the p.r.f. and such that one p.r.f. line is 
always at zero) or random (in which case the microwave spectrum is 
continuous). Observation of the microwave spectrum, through the 
relatively narrow microwave filter centred at any frequency produces 
a microwave spectrum, the envelope of which is in general dependent 
on the original microwave spectrum shape around the filter centre 
frequency and the shape of the filter characteristic. However, what-
ever the spectrum envelope shape,.its magnitude near to the centre 
freauency of the filter is proportional to the magnitude of the 
original spectrum at that centre frequency, provided that the filter 
characteristic is linear. Since rectification simply produces a line 
near to zero frequency proportional to the magnitude of the microwave 
signal near to the microwave filter centre frequency, the magnitude 
of the video spectrum seen on the audio analyser is an accurate 










e audio frequency spectrograph readings 
1- microwave spectrum anaLyser readings 
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frequency GHz 
Figure 8.5. Comparison of a microwave pulse spectrum envelope 
measured using 
A Hewlett Packard microwave spectrum analyser directly 
The Rohde and Schwarz audio-frequency.spectrograPh and 
a microwave filter to measure the video spectrum line 
magnitude throughout the spectrum 
z1 
microwave filter. This is true to a very good approximation because 
we are only interested in a 20 kHz band around the filter cen'e 
frequency. Thus, as the filter is tuned through the micrvave pulse 
spectrum, the lines of the video spectrum change accordingly. Since 
all the above arguments apply equally well to noise between the 
p.r.f. lines, the video spectrum gives a measure of the signal to 
a.m. inter-line noise ratio throughout the microwave spectrum. 
8.4 Experimental Discovery of Reduced Jitter 
Measurement of video inter-line noise of the MAGI7 magnetron on 
an existing stable conventional modulator suggested a front edge 
jitter of about 2.0 ns. Measurement of jitter itself confirmed this 
figure. The use of the fast rise stable thyratron modulator 
described in section 8.3, with a rise time of about 5 ns, showed very 
similar figures for a number of valves both from noise measurements 
and through direct measurements of jitter. In measuring the jitter 
using the fast rise reed modulator, however, with a rise time of 
1 .5 ns, jitters of about 0.1-0.2 ns were discovered, at least an 
order better (which would correspond to a 20 dB improvement in inter-
line nol3e were the modulator stable enough). It was considered 
possible that the low jitter in this case was due to the magnetron 
being primed by a high frequency component of the voltap pulse 15 
A low level burst of X-band power at the front of the pulse could be 
detected even with the magnetron heaters switched of and. -non-
operational. It was concluded that the reed switqh was responsible 
for the generation of this spurious signal and that the signal was 
transmitted through the valve. However, it was found that most of 
the spurious 1 was at low X-band and below, as shown in the spectrum 
Dhotograph in figure 8.8, and the spurious level at the magnetron 
resonant frequency was very low indeed. The spurious power within 
1 19  
the magnetron resonant bandwidth was estimated as about 30 dB down 
on total spurious power and much less than the starting noise level 
P0 . fittenuation of this spurious signal by a further 20 dB had no 
effect on the jitter performance. The attenuation was achieved by 
means of coaxial attenuators in the input line having very low 
insertion loss below 3-band and therefore not affecting the shape of 
the voltage pilse leading edge. It was concluded that the effect 
was due solely to the shortness of the build-up time. Confirmation 
of this conclusion was sought by slowing down the voltage pulse from 
the reed modulator by means of a parallel condenser and this did 
increase the jitter, although the voltage pulse shape also deterior-
ated. Positive confirmation was then sought in speeding up the 5 ns 
rise time pulse from the thyratron modulator described in section 
8.3. As described there a series spark gap enabled a 2 ns rise time 
pulse to be achieved. Under these conditions the jitter improved by 
more thai -ia factor of ten, see figure 8.6, and the video inter-line 
noise improved accordingly, see figure 8.4. An exam-ole of very low 
jitter as shown in figure 8.7 which shows jitter of less than .1 ns 
(1 rf . cycle). In earlier work 1 an experiment was described in 
which a double step voltage was applied to the valve, the first step 
being below the threshold voltage. It was noted, although this was 
not the main object of the experiment at the time, that the minimum 
jitter obtainable under these conditions was much more than under 
single step condlitions. All these observations add up to the same 
conclusion, that the variation from pulse-to-pulse of the signals 
from which exponential growth starts is much less if T is very short. 
The effect was investigated more thoroughly using the same 
double step voltage pulse techniques. The jitter was measured using 
the sampling oscilloscope method, see section 8.5, as T was 
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Figure 8.6 
Front edge of rectified r.f. pulse showing 
front edge jitter 1 ns/cm 
- MMMMEM 
Figure 8.7 
Front edge of rectified r.f. pulse, 1 ns/cm. 
Voltage rise time of 2 ns obtained using 
series spark gap. Trace shows very small jitter. 
S S 
Spectrum of noise generated by the reed switch, 
centred on 8.8 CHz, 200 MHz/cm, linear vertical scale 
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increased from about I ns to about 18 ns, the results shni in figure 
8.12 are typical. It will be seen that the jitter rises quite 
sharply from about • 1 ns for small values of T to a value of about 
1 ns for delays above 10 ne. 
8.5 Experirnental Measurement of Jitter 
An approdmate method used for estimating jitter was to observe 
the width of the rectified r.f. pulse le&ling edge on a sampling 
oscilloscope Tektronix type 661, triggered from the voltage pulse. 
:'or greater accuracy photographs were taken endthe spot density of 
the samples on the photograph analysed to deduce a mean and standard 
time deviation. A simple perspex graticule was used for this purpose, 
the number of samples in a given time interval being counted. Neither 
method of observation is entirely satisfactory but up until that time 
no alternative means of observation of r.f. power, other than dis- 
laying the crystal detector voltage on a sampling oscilloscope, was 
available. A great improvement in the measuring technique came 
through using a small ceramic triod.e G.E7077 as a detect-49 in a 
special ooaxial mounting. By driving this with the full 200 watts 
available, a rectified voltage of about 10 volts could be obtained 
and displayed on a I GHz bandwidth real time Tektronix oscifloscope 
type 519. Polaroid photographs of such traces, for ëxamle that shown 
in figure 8.9, are suitable for analysis on a photo-densitometer 
eauinment which produces an expanded plot of the density of traces on 
a logarithmic scale against distance on the photograph (time). The 
appropriate record corresponding to the photograph of figure 8.9 is 
shown in figure 8.10. 
When the calibration of the light response of the photographic 
paper has been taken into account and the curves re-plotted on a 
linear scale the jitter distribution curve results which may be 
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line of photo- 
densitometer plot 
Figure 8.9. 
Rectified front edge of r.f. pulse, 5 ns/cm, 
showing typical jitter for magnetron S.F.D.330 
LiNES. 
1• 
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Figure 8.10 
Photo-densitometer plot taken from Figure 8.9, horiz. 
scale x2 i.e. 2.5 ns/cm, vert. scale approx. logarithmic 
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compared with the theory. The distribution curve correspoading to 
figures 8,9, 8.10, is shown in figure 8.11. The eiact shape of the 
jitter distribution curve measured in this way has made an important 
new contribution to our understarding of the origin of jitter. 
8.6 Jitter-Beam or Circuit Phenomenon? 
A plausible explanation of the origin of jitter was the vectorial 
addition at random phase from pulse to pulse of the growing synchronous 
wave with a wave already induced on the circuit by the time threshold 
voltage is reached. This is the same mechanism proposed for the pro-
duction of jitter in the presence of a priming signal. The second 
sr)urious,(may be due to transient interaction with law voltage it-mode 
space hannonics or more probably just noise excitation of themag-
netron circuit due to random current modulation of the beam. It was 
argued that the aiplitude of this uncoupled wave should be affected 
by the loaded Q of the circuit, and what is more, the time constant 
involved in the establishment or decay of such a wave would be that 
appropriate to the L' For typical 	values at X-bani. this would 
mean a time constant of about 10 ns,a fact which might explain the 
variation of jitter with T as described in section 8,4. 
The amplitude of the synchronous wave is unaffected by the 
loading as shown in Chapter 3. Were the above hypothesis correct, 
the time over which jitter changed from very low to high values would 
be a function of QL . A critical experiment was therefore performed 
in which the variation of jitter with T was measured as a function 
p 
of Q L' L was varied by changing the external loading of the valve, 
the magnetron being radiated into waveguide and the loading adjusted 
by means of a tunable back-stop to the waveguide. 	values for 
various back-stop settings were determinedfrom cold measurements. 
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Figure 8.11. The linear jitter distribution, derived from Figure 8.10. 
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Figure 8.12. Estimated jitter as a function of I. MAG.17 
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change from 18 to 2) was obtained. No significant change in the 
jitter versus T characteristio(see figure 8.17 for example)was found 
and it was concluded that the hypothesis was incorrect and no circuit 
wave was effective in the production of jitter. 
8.7 Experimental Measurement of Jitter .at - 
Different Voltages 
11. 
In the double step voltage modulator the ratio of the magni-
tudes of the pre- and post-threshold voltage steps is determined by 
the characteritjc imDedances of the pulse forming networks used. In 
the present case both p.f.n.s. were 50 Q coaxial delay lines, but it 
was found that .a convenient technique to alter the magnitude of the 
post-threshold voltage step whilst leaving the pre-threshold voltage 
step unchanged was to terminate the load delay line by a variable 
resistance, the value of which determined the size of the reflection 
from the remote end of the load delay line. 
This is the requirement in studying the variation of jitter with 
r,which is a function of operating voltage, for constant pre-threshold 
conditions, and is the set-up used for this purpose in section 6.2 and 
figure 6.3.. Figure 8.13 shows a plot of estimated jitter versus delay 
time taken using the above method. Since delay is proportional to r 
a straight line through the origin in the figure demonstrates the 
proportionality of jitter and 
8.8 Priming Experiment 
The equipment used in the priming experiments is shown in figure 
8.14. The c.w. priming signal, conveniently obtained. from a Hewlett 
Packard signal generator, is injected into the magnetron output via a 
circulator and calibrated attenuator. The output from the magnetron, 
together with the reflected component of the priming signal, may be 
observed from the third port of the circulator using a crystal 
3.0 
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Figure 8.14. Diagram of priming 
set-up 





detector and sampling oscilloscope Tektronix type 661 /triode 
detector, see section 8.5 and Tektronix oscilloscope type 519, or a 
spectrum analyser. 
Such a set-up was used for the priming experiments of Chapter 7. 
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CHAPTER 9 
Conclusions, Deductions and Discussion of Results 
9.1 Conclusions 
The work presented in the foregoing chapters has concerned two 
related but distinct topics. The first, considered in Chapters 2 and 
3, was the exponential growth of r,f, oscillations from low level up 
to the level at which saturation starts. It is concluded that:- 
The proposed modification of the Dunsmuir beam-circuit inter-
action theory leads in practice, to a simple expression for the maxi-
mum r.f. growth line constant, equation 3.6, which is substantially 
verified in practice over a range of magnetron types and valve 
modifications. 
Secondly, in Chapters 4-8 the establishment of the noise levels 
from which exponential, oscillations grow and the variation of this 
quantity from pulse to pulse, which gives rise to front edge jitter, 
was investigated. From the work it is concluded that:- 
Oscillation is initiated by beam current modulation exciting 
a rapidly growing transient on the circuit which settles dn asymp-
totically to the observed exponentially growing wave. Extrapolation 
of the asymptote back to zero time gives a power intercept called 
the starting noise from which exponential growth appears to grow. 
The starting noise power is many orders greater than KTB at 
the cathode and the beam current modulation which gives rise to 
starting noise is fully developed in the shortest time that has been 
measured i.e. 1.5 na or 15 r.f. cycles at X-band. 
/+) Jitter is caused by pulse-to-pulse fluctuation of starting. 
noise i.e. is caused by the beam current modulation existing as 
threshold voltage is reached. 
1,30 
For non-nal rates of voltage rise (greater than 10 ns rise 
time) the beam current modulation is random, giving rise to a 
starting noise. (listribution which is Rayleigh in form and a jitter 
distribution given by expression AL..3. Under these conditions the 
conclusion is reached that all magnetrons with the same rate of 
exponential growth have identical jitter distributions. 
For very rapid rates of rise of voltage a coherent sinusoidal 
modulation is imposed upon the random beam current modulation giving 
rise to reduced jitter, earlier starting, modified jitter statistics, 
(see A5, 9), and in the presence of priming, enhanced. noise and double 
hump statistical distribution. 
If the voltage is held below threshold.., the sinusoidal component 
decays such that for T longer than about 10 ns jitter conditions 
revert to normal as in 5). 
Starting noise presents a calculable limit to the degree of 
pulse-to-pulse phase coherence (microwave inter-line noise) which can 
be achieved in the presence of a priming signal. 
In addition to the main conclusion given above, a number, of other 
topics have produced interesting results for ecampie the high 
efficiency low impedance modulator of sectiOn 2.2,'the video and 
microwave interaction noise calculations of section 4,? and the 
experimental techniaues of section 8.3. 
These conclusions should perhaps be qualified by a few remarks. 
Considering the theory of exponential growth, one of the main 
objects was to determine which of a number of possible tyoes of 
theory best explained the growth phenomenon.. The evidence against 
the alternative theories together with the large body of evidence 
obtained in support of the present theory leads one to suppose that 
this is the best available and essentially correct. . In view of the 
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known anproxim at ions made in the model, in particular that of uniform 
angular beam velocity, the agreement found between the approximate 
expression 3.6 1 or the maximum rate of r.f. growth, and practice is 
remarkably good. It is sufficiently good to be a most useful design 
guide. The theory suggests that the anode to cathode ratio and the 
number of segments are by far the most important parameters in this 
respect, a:Lthough there are others which have some effect. The most 
serious discrepancy between theory and practice, as it stands, is the 
behaviour with magnetic field strength, see sections 3.5, 3.7. 
The evidence that the mechanism of starting noise and jitter is 
now understood is very strong and continues to be supported by con-
tinuing work on other magnetron types. What is not fully understood 
is the existence of the very high noise cur-rent modulation of the 
beam which gives rise to these phenomena. Some light has been shed 
on the properties of this noise, in particular conclusion 3) states 
that it is established very .  rapidly This means that if some beam 
instability is involved, such as diochotron growth, the instability 
must grow and saturate extremely rapidly, perhaps 80 dB in 15 r.f.  .
periods. This cannot be ruled out, although it appears rather un-
physical. It is more likely that the noise is fundamental, existing 
as soon as the beam is established, as with thermal or shot noise, 
but no satisfactory explanation of the level of the noise has been 
found. 
The origin of the coherent space charge wave is open to specu-
lation. It is not considered likely to be due to shock excitation 
of the circuit, see section 6.2+, but tentatively suggested that it 
is due to the segmented nature of the anode. It is proposed that 
the cathode ddes not experience a uniform azimuthal electric field 
immediately., the electrons being drawn off in plumes which are 
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smoothed out after a period of time by the developing space charge 
cloud. 
9.2 Discussion of Results 
A brief description of the r.f. growth process as it is now 
understood will be given together with some comments on the appli-. 
cation of the results to practical problems. 
On the application of the voltage pulse the rotating electron 
cloud is drawn out from the cathode and is at all times in equi-
librium with the voltage even for the fastest rate of rise of Voltage 
obtained. The electron beam formed has a total azimuthal current 
given by Brillouin flow. The same averaged current radial distri-
bution may approximateto Brillouin flow in which the beam angular 
velocity increases with distance from the cathode but if so the 
slipping stream effects are not dominant. The beam is also however, 
high level broad-band noisy. At some voltage the outer edge of the 
beam becomes synchronous with the phase velocity of the circuit mode 
and at some higher voltage optimum interaction between beam and 
circuit wave becomes possible. The boundary conditions at this point 
are such that there is a synchronous beam modulation but zero wave 
on the circuit. As a result the beam modulation excites a very 
rapidly growing transient wave on the circuit which settles down 
asymptotically to an exponentially growing wave. It is the stat-
istical distribution of the beam current modulation which determines 
the properties of front edge jitter and the rate of exponential 
growth which determines the magnitude of the jitter. For normal 
rates of voltage rise the beam, current modulation is rai.om. The 
exonential growth continues over a range of 30 or 1+0 dB as described 
by the modified Dunsmuir theory of Chapter 3 in which the growing 
wave modulates the beam which in turn increases the wave on the 
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circuit. Oscillation grows until at high level non-linear effect 
beceineslarge and saturation occurs. In saturation, space charge 
spokes will have formed and a different theory will be applicable 
which has not been a subject dealt with in this work. 
As shown in Chapter l, means of computing video inter-line noise 
from jitter have been found. Normally jitter is random, see con-
clusion 5 and determined only by the rate of r.f. growth, see con-
clusion 5,. The work contained in this thesis therefore allows mini-
mum inter-line noise to be estimated from the physical parameters of 
the bibe because maximum rate of r.f. growth may be computed from 
exoression 3.6. Reduction of the jitter or inter-line noise may be 
obtained either by increasing the rate of r.f. growth or by intro-
ducing a non-random space charge component, as discussed in section 
6.. 
For the purposes of rapid growth, the expression 3.6 gives a 
good guide to design. Increase in the rate of growth according to 
this expression may represent the solution to missing pulse trouble 
if this is due to the voltage rising too rapidly to a value unfavour-
able for oscillation in the desired mode. Moding is a more compli-
cated problem. One way to avoid the problems of moding and missing 
pulses is to. usea very low impedance modulator, perhaps of the sort 
devised in section 2.2. Where this is not practicable, the work 
presented in this thesis provides some insight into possible. solutions 
but by no means a complete answer. The work suggests that the beam 
modulation giving rise to starting noise is very broad banded and 
therefore that the starting noise levels of adjacent competing modes 
will be comparable in magnitude. Since the starting noise for each 
of the competing modes is random from pulse to pulse and uncorrelated 
there is always at.least a.finite probability of a spurious pulse. 
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The theory also indicates that the lower wave nuinbr fundamental 
modes grow faster than the if-mode. The most important single factor 
in determining mode stability therefore would seem to be that the 
if-mode should be the lowest voltage mode and excited first as the 
voltage rises, a conclusion which will come as nosurprise to mag-
netron engineers. Clearly high mode separation is also most 
important and this is obtained by using a small number of segments 
and heavy strapping. If the valve is moding in a higher voltage mode 
and reduction of the rate of rise of voltage is not possible, then 
increase in the rate of r.f. growth according to eression 3.6 will 
heip If there is a lower voltage mode, unavoidable because of the 
physical size of the tube, the problem is even more difficult because 
modification of the valve parameters to increase the rate of r.f. 
growth will also increase the growth rate in the unwanted mode and 
may mske the problem worse • It should be added that another 
important factor involved in the establishment of a mode is the 
voltage range over which interaction occurs, a point touched on in 
sectin 2.2. This unfortunately is not a quantity which the theory, 
as it stands, is competent to predict. 
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APPENDIX I 
Growth of r.f. Power Under Ramp Function Voltage 
Under constant voltage conditions the growth of r.f. power is 
exponential and. may be exoressed as:- 
dP 
= K(V)P 	 A1,1 
where K(V) is a function of voltage which has been found by experiment 
to be aDproximately parabolic such that it takes the madinum value 
at voltage V, see figure 2.2 
i.e. 	 K(V) = K - K1 (V - V) 2 	 A1.2 
dP also 	OatV = VT 
so that K(v) = 0 at V = VT (V > VT) 
K 
giving 	 K = 	° 2 
	 A1.3 1 	
(vT_vO) 
if a ramp voltage VR = A2t + VT is applied to the valve and a resis-
tance R0 in series, such that the, voltage is at threshold voltage VT 
at zero time, the voltage across the valve is given by 
V = V - IR = A2t + VT 	o 
Assume that the current I is proportional to the r.f. voltage, 
or: 	 I = K2 AP 	 M.5 
Then substituting for V from equation Al • L into equation Al .2 to give 
K(V) and using this value in equation A1..1 
dP 
 =P1K - K1(A2t + VT - 	- v)2 	' 	A1.6 
Numerical solutions of equation A1.6 were obtained for various 
values of voltage rate of rise A 2 . r.f. power is plotted on a loga-




Noise Spectrum Calculations 
Macfarlane 6  gives the following expression for the spectrl 
energy density R(w) of a pulse train under r&nlom modulation. 
R(w) = 	((A - ) 2 + 21T __ (A)\ 
where 	 = 	(w,x) q(x) ax 
(A - )2 	f 	(W , X) q(x) dx - 
() 2 
and C.(w,x) is the spectrum of a single pulse of unit amplitude 
occurring at zero time with one of its parameters modified by the 
quantity x. 
q(x) is the distribution function, i.e. the probability that the 
quantity x lies between x and x +dx is q(x)d.x. 
In general, the spectrum consists of a line spectrum containing 
the S term with energy (27T/T 2) (A) 2 and a continuous spectrum with 
spectral energy density 
(A - 
Video noise snectra 
(a) Triangular probability function, rectangular pulse, 
	
amplitude modulation 	 - 
Pulse length r, amplitude (x) between I - q/2 and I 
p.r.f. 1/T 
• wT sin - 
CT(W) = IL 	2 
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A = - 2 
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2(wr) 2 
2ir (\\2 	24. 
sin• 2,J - 	2ir 	' 	2n"\ R(W) = 	 lr
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(b) Triangular Probability function, rectangular pulse, 
1se length modulation 
Pulse length (x) between r - c212 and r + c >12, pulse amplitude 
1, p.r.f. 1/T. 
2 	
sin (AI X = 	 - 
2 
(AIT 64. sin 	/Wc 
C2WV 
(A - 	
= ;;; i + 
	
COS (AJT COS 	- i) 
64 
2 	2(wT 
Sin \2 / 
- 	2cw4. 	
- cos 	J 
For small w and C2 
I R 	 I' 	2n (w) = 
(c) 	Triangilar probability function rectangular pulse, 
front edge jitter 
Pulse length r + x where -c2/2 4 x < c >/2 with fixed back edge 
00 
and variable front edge, amplitude 1, p.rf. 1/T. 
expi 
	
G(w) L._. 	J 	(r 	X '\ 
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(d) Triangular probability f.nction, rectangular pulse, 
interpulse modulation 
Pulse length r, amplitude I, time between centres of pulses 
T + x where -03/2 < x c 3/2 
2 e]cpjwx 	cursin 
w 




	 wc 2 
(A - )2 
= 	2 
2) 
- ___ - 
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(e) Normal probability functi6n1 rectangular pulse, 
plitude modulation 
Pulse length r, amplitude (x), p.r.f. 1/T. 
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I 	 (x-XJ2 q(x) = 	exp
rP 
where X = mean x = I 
= standard deviation 















R(w) = 	 2 	+T 
 s 
T 1 J 
2) 
(r) Unspecified probability function, rectangular pulse, 
amplitude modulation 
Pulse length r, amplitude (x) p,r.f. 1/T. Mean value of x = X, 
standard deviation = a. 
2x 	• sin 
biT - 
w 2ir 
















with X = I 
(g) Unspecified probability function, rectanilar pulse, 
pulse length modulation 
Pulse length (x), pulse amplitude 1, p.r.f. I/T. Mean value (x) 
of x = r, standard deviation = o. 
For small w and. o 




(h) Unspecified probability function, rectazgular pulse, 
• 	front edge jitter 
Pulse length r + x with fixed back edge and variable front edge, 
amplitude 1,p.r.f. I/T. Mean value (x) of x = 0, standard 
deviation o 
For small w and 0 
(uT sin - 
2 
(A—) 2 0-2 
i 2 
sin 	
/ 	2nirV R(w) 	
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SW)j
(i) Unspecified probabilitynction, rectantular pulse, 
inter-pulse modulation 
Pulse length r, amplitude I, time between centres of pulses 
T + x. Mean value (x) of x = 0, standard deviation cr.  
1 if I 
For small w and (T 
('iT - 	sin- 
2 
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(i) Rectangular probabiljIy function rectangular pulse, 
large amplitude modulation 












, Ci 27r ( 	V R ( w) = 	
(w 2 	± T 
6 w_ 2nv  
(k) Rectangular probability function, rectangular pulse, 
large amplitude variation (positive and negative) 
Amplitude (x) varying between -I and +1, pulse length r, p.r.f. 
I /T. 
1/2 
• 27wT"\ Slfl 




(1) Rectangular Probability function, double rectangular 
pulse, large amplitude modulation 
Two pulses each of length r, time between centres of two pulses 
T, amplitude (x) varying between 0 and 1, p.r.f. 1/T. 
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2 . 2(jEj r\ 
T Slfl 	 + cos dr) 
Wiir (wi-)2 
= 2(1 + cos wT) (R(w) for one pulse) 
For small w and T cos ciT = I and, therefore, R(w) = 4 (R(w) for01 
one pulse). 
(m) Triangular pulse shape, no mo(julation 
Pulse length at base of pulse r, amplitude 1, p.r.f. 1/T. 
= 	)4 
2r _ \ 	2) 
2 
() 2 = •; 
for small (A) 
2 	/ 
R(w) = £. 6(w - T) for small w 
4T  
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(n) Rectangular probability function, triangular pulse, 
front edge jitter 
Pulse length T + x where 	c2/2 c x < c/2, constant back edge, 
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For small Ai and 02 
R(w) 
=OTir
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(o) Rectangular probability function, triangular pulse, 
front edge jitter with deca' 'starting at a fixed time 
Pulse length r + 2x where -c/2 x < c/2, pulse height varies 
with x and is 1 when x = 0, p.r.f. 1/T. 
= 
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Microwave noise spectra 
.(p) Phase randomly variable from pulse to pulse 
Pulse length r, amplitude 1, p,r.f. 1/T, r.f. angular frequency 
(Figure A2,1). The waveform is described by S sin (t + 
where S = 1 from 
-r12 to +r/2 and S = 0 between pulses 1 0 has uni-
fofm probability of any valve between 0 and 2ir. 
= 	2 	2 	 - •-'\ expIi? (w-w)vL1 	 2) 	2j 
- Wi cos(' + 	) Wlexp[_ 
j_r 
+ iw sin( 
- T) 
exp[i.j_T] 
- jw 	+ 
..) ex{_ _T]] 
where 0 is the phase at the centre of the pulse. 
(A 	) 2 	 1 	2 	2 ( 2(W1T\ . 2,/wr\ - = 	
2 + w )cos \\•,) (w1 - (A) ) IT 





cos  -S~J. 
For w approximately equal to 
r2 	sin2(w1r) R(w) 




Figure A2.1. 0 constant from pulse to pulse 
_'r/2 0 +1/2 
Figure A2.2. • variable randomly from pulse to pulse over a range of 2i 
_112 0  •r12 
Figure A2.3. 0 variable randomly from pulse to pulse over a range e 
—112 0 t112 
Figure A2.4. Rectified r.f. wave, c variable randomly from pulse 
to pulse over a range 2 
1 -6 
Phase constant from pulse to pulse 
Pulse length r, amplitude I, p.r.f. I/T, r.f. angular frequency 
(Figure A2.7). Waveform S sin(w1t + ) where 0 is constant from 
pulse to pulse. 
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COS -•-- Slfl 	- W Sin - COS 
where 0 is the phase at the centre of the pulse. 
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Phase variable over range S 
Pulse length r, amplitude I, p.r.f. I/T, r.f. angular frequency 
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for w close to w1 the above expressions greatly simplify,  
1 47 
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(s) Rectified r.f. pulse 
Pulse length T, amplitude 1, p.r.f. I/T, r.f. angular frequency 
(Figure A24). The waveform is described, by . 
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Solution of the Mathematical Model of r.f. Growth 
The second order differential equation representing the growth 
of r.f. voltage on ti magnetron circuit is: 
	
- 2b + nv = a cos (pt + 	+ d cos (qt + 
The complete solution of this e.iation is 
u 	TJ1s(pt +1 
 +lk+ U2cos(qt 
+ 2 + 
+ R eEbt  cosn - b2 t + 0 	A3.1 













n - p 
2bg 
tan2 	2 
n1 - q 
R =[v - U1 cos(a1 + 	- U2 cos(a7 + 
+ 	 ( 2 b2 ) 
1 	/ 	'-0 + 
U 1 p sin(a1 + 	+ U,q sin(a2 + 
tane1 = 	(b- 
V 0 
U 1 cos(a1 + 	- U 2 cos(x2 + 	I 
and v, 	are the initial values of v, ' and are determined by the. 
1L) 
prirninp signal which is on the circuit before t = 0. 
or large t the first two terms in the expression for v are 
negligible, giving 
	
(12 	2 v = R expbt cos 1 in - b t + 0 	 A3.2 I Ij 
The envelope of this curve is v = R expEb.t. Hence the time to reach 
a given voltage v is 
t = (log V - logR)/b 	 A3.3 
Time jitter on the front edge of the r.f. pulse is due to van-
ation in the time to reach a fixed arbitrary r.f. voltage level, 
say. Jitter may be due to phase variations with or without a priming 
term and is determined by calculating t (the time to reach the value 
v,) fora range of values of a and calculating the r.m.s. deviation 
of t. iimilanly jitter due to amplitude variations is determined by 
calculating t for a range of values of a and taking the r.m.s • 
deviation. 
Phase modulation (which is other than completely rariiom only in 
the presence of a priming signal) is determined by calculating 6  for 
a 'ange of values of a 1 and taking the r.m.s. deviation. 
Two Telcomp computer proams have been written. The first cal-
cul3tes the value of the complete solution for given constants and 
starting corrlitions. The other calculates R and 0.1  (the asymptotic 
ainpliturie and phase) for given constants in the differential equation. 
Jitter is calculated as the rm.s. deviation of t from the mean t 
S 	 5 
for a given v for both phase and amplitude variations. Phase inodu-
lation is calculated as the r.in.s. deviation of e from the mean 81 
for phase variati ons. 
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APFEIMIX L 
Jitter tatistics for Random Beam Modulation 
The signal from which oscillations buildup is visualised as a 
quasi-sine wave of amplitude H i.e. H sin pt. R is proportional to 
the driving signal aniplitucle a. This can be seen by putting the 
appropriate starting condition d 
= 0 	0 = 0 in the expression for 
H - Appendix 3. 
H varies from pulse to pulse in a random way withRayleigh dis-
tribution as 
	
i.e. 	 = - exp(- H2/2R2) dR 
R 	 p 
p 
- exp(- (R2/2)/R7) d(R2/2) 	 Alf .1 
where H is the peak value. This expression is plotted in figure 6.1. 
If the amplitude of the sine wave is locally .R, the power 
associated with it is 1R 2 . The mean square value ofR is 2R 2 so that 
p 
1 	2 	2 the mean Dower is - 2R = H 
p p 
Thus Pr(R)dR = - exp(- p/p) dP = exp(- P/P) d (P/i) 
is the probability that the local power in the noise lies between P 
andP+dP 	 i.e. 
Suose the power is measured as a function of time and extrapolated 
back to zero time at which it equals P (for the most dense part of 
the trace) 
Then 	 p = p exp(t/i- ) 
If the power reaches a pre-assigned value P 5 (below saturation) at 
time t 
S 
then 	 ts = Tc ln(P5/P0) 
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The probability that the pulse will reach a value 
PS.  at time t is 
given by 
p 
r 	 r 
(t)dt = f'(t)P [f(t)] dt 
where 	 f. = P = P exp(- t/T0 ) 
i.e. 	 P (t)dt = 
r 	 exp(- p/p0 ) at 
oc 
A4. 3 
putting Pm = P0 in equation A4.2. 
This probability function is plotted in figure 6.2 for values 
of P0 of .1, .01, .001 and 	= . 5 x 10. 
It can be shown that the maximum probability and the width of 
the distribution at the half maximum probability points are inde-
pendent of P0 for a fixed r. 
Thus differentiating equation A4,3 
dP (t) 	: 	
eE t/r - 	e(- t/r))( 	e(- t/r) 
aP(t) 	 p 
= 0 if 	exp(- t/T) 
i.e. if 
	
t = r m(J 0 ) 
The majcirnuln value of Pr(t)  is given by substituting this value of t 
in equation .A4.3 
P 	 P 	 P 	P s ( 	o'\ 	/ 	/ 	
\ 	




 exp- s - exr\ln .o 
. 
At the half madmum probability points 
P 	P 	 I P(t) 	 ecr ( 
	\ 
— 2T e 
oc 	0! 	C 





There are two roots to this equation, P 1 , P2 
where P1 	P8 exp(- t / ) 	P2 	P exp(- t2/T) 1 c 
The width at the half maximum probability point is 
p 
/-.- '\ 
t i - t2 = Tc ln( 	
) 
The roots of ecpiation A1.4 are P = 7.68 and 	= .232 




and is indeperxient of P0 . 
Probability distributions fcw a fixed P 0 and varying T are given 
in figure 6.3. 
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APPENDIX 
Jitter Statistics for flandom Noise plus Sinewave 
Suppose the signal from which oscillations build up consists of 
a Siflewave plus noise • 
I = Ecospt+L 
• The probability distribution of the envelope is given by Rice 38  
= —e P (R)ciR 	R xp(-(R 2 + E2)/2) 1 0 	dR r 	
\ 0/ 
where )r* is the peak value if noise only is present. 0 
= 
	




= —exD  1 	E'/2) e(- P/p) I p putting p = 
-- fo 	•• 	 0 	/ 
Examples of such distributions are shown in figure 6.9. 
The mean scuare value o' R is E 2 + 2 
0 
The mean power = 	+ 2p0) = P 
m 
Hence P (P)dP = 	I 	exp(_(p+E7/?)/(p_2/7)) 10 
	
E 	dp r 	
( -E2 /7) 	 P [a 	 m 
As before, Appendix 4-, the probability that the pulse will reach a 
value P 
S  at time t is given by 
Pr(t)dt = f'(t) pr  {f( -t)] dt 
where 	 f(t) = P = P S  exp 	C (- t/r ) 




r (P -E2/2) 	 p Co 	 0 
A5 .7 
This probability distribution is plotted in figure 6.9 for several 
2 
values of E  with the same noise power in each case. 
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APPJNDIX 6 
Jitter Statistics for Two Random Phase Sinusoids 
When the jitter due to the raMorn phase of a priming signal with 
respect to the space charge forcing signal was calculated the phase 
of the forcing term (a.1 ) was allowed to vary with uniform.probability 
over range 0 to 27r for fixed priming signal phase, and the time to 
reach a given level determined for each a 1 . 
= k 	0<a<2ir 
We wish to determine the probability distribution of t = 
the time to reach a given level vs 
P (t) = P (a1)(1/ r 	r 	da 1 
1/df(a)/da may be determined by plotting a 1 against t and measuring 
the sioe of the curve. 
Probability distributions for t are shown in figure 7•9 for two 
priming signal levels. For the priming signal which gave tna.d.mum 
jitter the distribution decreases from a maximum at the front edge. 
In the other case the wave decreases from a maximum at the front edge 
but increases again at the back edge to a second maximum. 
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APPENDIX 7 
Jitter Statistics for Two Random Phase Sinusoids plus Random Noise 
3upose that the signal from which oscillations grow consists of 
two sine WUVS o1 random phase plus noise i.e. 
.1 = U cos pt +Q I cos(pt + ) +'h r 
'N is band limited noise centred as p 
	
'N = ' C 	pt - 	Slfl pt 
where I and I are random variables. 
C 	 S 
.. I = (D + 	cos 	+ I) COS Dt - (ç sin t i + i)• sin pt 
Hence the envelope is given by 
= (D +I  Cos 0 + 	
)
2 + (Q1sin 	+ 1) 2 
put 	x = D+Q 1 cos 0 
I 	C +1 	y = Q 1 sin 1 +1 S 
For given values of F, Q 1 and 0, the probability functions of x and y 
are, ioliowing Rice 8 
P(x) = (2ir)exp L- I-- (x - D - 	cos i ) 2J 
= (21rP0)exP[_-2_ (y - 	sin 0 1 ) 
where 	is the most probable value of noise component.. The 1 dis- o 





ri P(x. = 
	l 	
j 	
(x - D - 	cos i)2J 
= V2 	f eL_ 	(y - 	sin i)2j 
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P(x) = ___ e  L 0 (x2 + D2 - 2 + )jJe 	(x_D\ cos 







(y2 + !)] J exp 	sin 
eXPL
- Q1 cos 2 i -1 d 1 
—i PIT 
analytic solutions to these integrals may be obtained in terms of 
products of modified Bessel Function but it is more convenient to 
obtain numerical solutions. 
To obtain the probability of the envelope as required 
put 	x = R cos 02 	y = R sin 02 
dxdy = RdRdO2 
P(x)P(y)do3.y = P(x)P(y)RdRdO 2 
= f P(x)P(y)R&'Zde 2 
making theappropriate substitution and rearranging we obtain 
=% jemL_ 	(R dos 02 + D2 - 	cos 
7 + 	+ R 2 sin 02)] 
Q 1 (R cos 03 - D) 
XeXP LI 	L - -- 	Q cos cos exp L 
II 
21T 	 2 R sin 62Q1 	 - 	cos 2- dç 1 -- 
X  L J L sin 	e  L ] ] X dO2 
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RdR 	 0 	 -. 	 DR cos 0-- 	-. - 
= 	D 
exp L 3 (R + J)2 + Q)] f exp  L 	Jfi]Li ] 2 71 
To obtaln the jitter distribution note that 
7 




f'(t) = ----e 	C 
T 
C 
P(t)dt = f'(t)P(f(t) dt 
R = y(P) 	45P 	g'(P) = 	= 
2 
= g'(P) P











t I C -- iPe 	 T
I p (R)dt where R = e C 
T 	2 r 	- 	 s 
The method of computation of Pr(tt+dt)  is as follows 
For gain t calculate R 
x .= R cos 62 	y = R sin 00  
for 0 0  calculate P(x) = P(R cos e), 	= 	sin e) 
for 82 = 0+6 calculate P(x) = P (Rcos(0+A6), 	Pr(RSiflO+A6) 




P(R) = ie 	 cos(6 +nAO)
r 




P(t)dt = 	J Pe 	P(R)dt 
Repeat for other values of t. 
Some results of such computations are shown in figures 7.9, 7.10. 
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