In this paper we consider the Suzuki curve y q + y = x q 0 (x q + x) over the field with q = 2 2m+1 elements. The automorphism group of this curve is known to be the Suzuki group Sz(q) with q 2 (q − 1)(q 2 + 1) elements. We construct AG codes over F q 4 from a Sz(q)-invariant divisor D, giving an explicit basis for the Riemann-Roch space L(ℓD) for 0 < ℓ ≤ q 2 − 1. These codes then have the full Suzuki group Sz(q) as their automorphism group. These families of codes have very good parameters and are explicitly constructed with information rate close to one. The dual codes of these families are of the same kind if 2g − 1 ≤ ℓ ≤ q 2 − 1.
Introduction
The Suzuki curve has been a source of very good error-correcting codes. Codes constructed from the Suzuki curve have been studied, for example, in [1] , [3] , [7] (one-point codes), and [9] (two-point codes) and shown to have very good parameters. Furthermore, the Suzuki curve has a very large automorphism group for its genus, namely the Suzuki group Sz(q) = 2 B 2 of order q 2 (q − 1)(q 2 + 1). The one-point and two-point codes previously studied had automorphism groups which were not the full Suzuki group. In this paper, we construct a family of codes on the Suzuki curve with the full Suzuki group as its group of automorphisms. We find that our codes also have very good parameters.
The outline of our paper is as follows: In Section 2 we start with some preliminaries about the Suzuki curve. In Section 3 we give an explicit basis for the Riemann-Roch space L(ℓD) for 0 < ℓ ≤ q 2 − 1, where the divisor D is the sum of all F q -rational points of the Suzuki curve. In Section 4 we construct families of AG-codes with good parameters, and with the full Suzuki group as automorphism group. These families are significant because they are explicitly constructed in a polynomial-time with rate close to one. In Section 5 we find the dual codes of the codes constructed in Section 4 and we find the conditions of these codes to be of the same kind, isodual, and iso-orthogonal.
The authors would like to thank Rachel Pries for organizing the workshop on rational points on Suzuki Curves in which this paper was conceived.
Preliminaries
Let m ≥ 1 be an integer, q 0 := 2 m , q := 2 2m+1 = 2q 2 0 , and let X m denote the smooth projective curve with affine plane equation
with the homogeneous equation
in homogeneous coordinates [t : x : y]. This curve has been studied, for example, in [2] and [8] and it has been shown in [5] that the curve has a smooth projective embedding in P 4 . Moreover, X m has a very large automorphism group for its genus, namely the Suzuki group Sz(q) of order q 2 (q − 1)(q 2 + 1). As such, X m is known as the Suzuki curve. We summarize these properties as well as several others shown in [4] and [7] in the following proposition:
, and let X m denote the Suzuki curve. Then, 1. The smooth projective curve X m has a single point P ∞ above the singularity at infinity
2. The genus of X m is g := q 0 (q − 1).
3. The number of F q -rational points is q 2 + 1, which is maximal as shown by the Serre bound.
4. The Suzuki curve X m is the unique curve (up to F q -isomorphism) with properties (2) and (3) above.
5. The automorphism group of X m , as well as of X m × FqF2 , is the Suzuki group Sz(q) = 2 B 2 of order q 2 (q − 1)(q 2 + 1).
6. The functions x, y, z := x 2q 0 +1 − y 2q 0 , and w := xy 2q 0 − z 2q 0 are regular outside P ∞ with pole orders at P ∞ given by q, q + q 0 , q + 2q 0 , and q + 2q 0 + 1 respectively. 7. The functions t, x, y, z and w give a smooth embedding of X m into P 4 .
The number N j (X m ) of F q j -rational points on the curve can be determined using the zeta function of the curve, or more specifically using the L polynomial, which is the numerator of the zeta function, as follows. By [10, Corollary 5.
For the Suzuki curve, it was shown in [6] that
The roots of the polynomial L(X m , t) are α, α, . . . , α Therefore,
In the case j = 1, we see that N 1 (X m ) = q + 1 − q(q − 1) = q 2 + 1. We will use these points to construct our codes.
The Riemann-Roch space L(ℓD)
In order to construct an AG code whose automorphism group is the full automorphism group Sz(q) of X m , we need to choose a divisor that is invariant under the action of Sz(q) on X m . Suzuki originally constructed Sz(q) as a doubly transitive group acting on the curve [11] . So the only way to choose an invariant divisor is to take the set of all F q j points for some j. The smallest such set of points is the set of F q -points.
Consider the divisor D ∈ Div(X m ) given by the sum of all F q -rational points of X m . These are the points P α,β with affine coordinates (α, β) for any α and β in F q , plus the point at infinity. Thus
Since there are q 2 + 1 many F q -rational points of X m , deg(D) = q 2 + 1. Moreover, the divisor D is fixed by Sz(q), so codes based at D will have Sz(q) as their automorphism group. In this section, we prove the following theorem, finding an explicit F q -basis for the space L(ℓD), where ℓ ≤ q 2 − 1.
Theorem 3.1. Let ℓ ∈ N, ℓ ≤ q 2 − 1, and D be defined to be the sum of all F q -rational points of X m . Then,
is a basis for L(ℓD).
Note that the function x q + x vanishes at every affine point of X m and has a pole of order
. Thus Theorem 3.1 is equivalent (via r new = ℓ − r old ) to the following.
is a basis for L(ℓ(q 2 + 1)P ∞ ).
In order to prove this theorem, we recall a result in [7] . Let P ⊆ Z ≥0 be the semigroup generated by the pole orders of the functions x, y, z, and w defined in Proposition 2.1. That is,
Proposition 1.6 in [7] is equivalent to the following:
We are now ready for the proof.
r be an element of S ′ , and let v ∞ be the discrete valuation corresponding to the point P ∞ . Then
and f has no other poles. Thus the first inequality in the definition of S ′ shows that S ′ ⊆ L(ℓ(q 2 + 1)P ∞ ). Thus, in light of Proposition 3.3, it suffices to show that for every n ∈ P such that n ≤ ℓ(q 2 + 1), S ′ contains exactly one function with a pole of order n at P ∞ . First we show that the valuations at P ∞ of the functions in S ′ are distinct. Suppose that F 1 and F 2 in S ′ had the same valuation at infinity, where
We consider (3.4) modulo q 0 . Then,
Next, we consider (3.4) modulo 2q 0 . Then,
and therefore c 1 ≡ c 2 (mod q 0 ). Since 0 ≤ c 1 , c 2 ≤ q 0 − 1, it must be the case that c 1 = c 2 .
Note that 0 ≤ a 1 , a 2 ≤ q − 1. Thus, it must be that a 1 = a 2 . This also shows that r 1 = r 2 . We conclude that if
Now we must show that if n ≤ ℓ(q 2 + 1) is an element of P, then there is a function in S ′ with pole order n at P ∞ . Let n be such an element. By definition,
for
and 0 ≤ a
′ be the remainder when n is divided by q 0 . Then d ′ will be in the correct range. Let
Let b ′ be the remainder when n d is divided by 2. Again, b ′ will be in the correct range. Let
Let c ′ be the remainder when n b is divided by q 0 . Now 0 ≤ c ′ ≤ q 0 − 1. Let
Finally, let a ′ be the remainder when n c is divided by q, so that 0 ≤ a ′ ≤ q − 1, and let
Then we can put these back together as follows:
What remains is to show that r is in the correct range. Since n ≤ ℓ(q 2 + 1), this means that
Since 
which is a positive integer.
Next we have that n d ≡ b ′ (mod 2), so we have b + t d ≡ b ′ (mod 2) and so again we can write it as b + t b − b ′ = 2t b , for some positive integer t b ( with the same assumption as before that b is not in the required range {0, 1}, so b ≥ b ′ ). Now we have that
Which is again a positive integer.
Next, we have that n b ≡ c ′ (mod q 0 ), so we have c + t b ≡ c ′ (mod q) 0 and we write c + t b − c ′ = t c q 0 , for some positive integer t c and we have that
which is a positive integer. Finally, we have n c ≡ a ′ (mod q) and so we have n c − a ′ is multiple of q and thus r is a positive integer.
which we can see in two ways. First, since q 2 + 1 > 2q 0 (q − 1), we have deg D > 2g and the result follows from the Riemann-Roch theorem. Second, in [7, Appendix A] , it is shown that #(N \ P) = q 0 (q − 1), and an analysis of their proof shows that the largest number in N \ P is 2q 0 (q − 1) − 1. Thus #S is the number of possibilities for a, b, c, d, and r, minus #(N \ P).
Theorem 3.1 gives us an explicit basis for L(ℓD), which we use to construct Suzukiinvariant codes in the next section.
4 Construction and properties of the code C(E, ℓD)
As above, let D ∈ Div(X m ) be the sum of all F q -rational points in X m . By Theorem 3.1, for ℓ ≤ q 2 − 1 the Riemann-Roch space L(ℓD) has the F q -basis (3.1), and by Remark 1 dim Fq L(ℓD) = ℓ(q 2 + 1) − g + 1 = ℓ(q 2 + 1) − q 0 (q − 1) + 1. Now to construct a Suzuki-invariant geometry code, we must choose another set of points, disjoint from D, which is also invariant under Sz(q). Since we have used all of the F q points for D, we must look to points over extensions of F q . Consider the field extension F q 4 of F q . Let the divisor E ∈ Div(X m ) be the sum of all F q 4 -points minus the sum of all F q -points. Then, we have
where N 4 (X m ) is given by the formula (2.2), i.e.,
Since Supp(E) ∩ Supp(D) = ∅ and Theorem 3.1 provides an explicit basis for L(ℓD), we construct an algebraic geometry code using the divisors E, D as follows. Let P 1 , . . . , P n be all the points in support of E. Define
Then, we have the following theorem. Theorem 4.1. Consider the algebraic geometry code
Moreover, this code can correct at least t = ⌊(d * − 1)/2⌋ errors, and has Sz(q) as its automorphism group.
Remark 2. Let S = {f 1 , . . . , f k } be the F q -basis for L(ℓD) as in Theorem 3.1. Then, the code C m,ℓ has generator matrix G m,ℓ := (f j (P i )) 1≤j≤k,1≤i≤n .
Proof. The parameters n and k were computed above; d, d
* and t come from the general theory of AG codes. Because we chose D to be an invariant divisor, the code will have the full group Sz(q) as its automorphism group. Remark 3. It is easy to check, using equation (2.2) , that the number of points of X m over F q 2 and F q 3 are
Thus if we let E j be the sum of all F q j -points minus the sum of all F q -points, then deg(E 2 ) = deg(E 3 ) = 0. Therefore E 4 , which is the E we used above, is the first non-trivial case. In fact, the Suzuki curve is a maximal curve over F q 4 , meeting the Hasse-Weil bound.
We now focus on the family of codes where ℓ = q 2 − 1. Denote this family by C m , i.e.,
Using the above, C m has information rate 
Dual code
As before, let D be the sum of all F q -points and the divisor E is the sum of all F q 4 -rational points minus all the F q -rational points. Next, we study the dual code of the code C m,ℓ := C L (E, ℓD), where ℓ ≤ q 2 − 1.
Recall from [10, Proposition 2.2.10] that the dual of an algebraic geometry code is given by
, where η is a Weil differential such that ν P i (η) = −1 and res P i (η) = 1, for all i = 1, 2, . . . , n.
In order to find η we first identify the points of P
whose fiber in X m via the map induced by x has an F q 4 -rational point. By Proposition 2.1, P ∞ is the unique point above infinity.
We therefore focus on the points that lie in the affine patch of X m isomorphic to the open affine t = 0 of the model Y m . Note that y q + y − α q 0 (α q + α) factors completely into linear terms over F q 4 for exactly q 3 + 2gq many α's in F q 4 , and that for the rest of the α's the polynomial factors into q/2 many irreducible components, each of degree 2. By Kummer's criterion [10, Theorem 3.3.7] applied to the equation y q + y − x q 0 (x q + x) = 0, this implies that there are exactly q 3 + 2gq many F q 4 -rational points of A
that completely split in X m , whereas the rest of F q 4 -rational points of A 1 F q 4 don't have an F q 4 -rational point in their fiber. Let T be the set of α's in F q 4 such that x = α splits, and let t := α∈T (x − α) be viewed as an element of the function field κ(X m ) of X m , and let η := dt/t.
By the above discussion, every F q 4 -rational point P of X m except for P ∞ lies above some affine point
where α ∈ T . Therefore:
And so:
and res P (η) = res P (1/t) = 1 Therefore η satisfies the conditions of Proposition 2.2.10 in [10] . We will now compute (η). Note that t has zeros at all the F q 4 -rational places except at P ∞ , that is,
. Then:
Therefore (t) ∞ = (q 4 + 2gq 2 )P ∞ . Therefore, Since D ∼ (q 2 + 1)P ∞ ,
Thus, the dual code of C L (E, ℓD) is equivalent to the code C L (E, (q 2 + 2g − 2 − ℓ)D). Moreover, the dual code C L (E, (q 2 +2g −2−ℓ)D) is also of the form C m,ℓ ′ = C L (E, ℓ ′ D) if q 2 + 2g −2 −ℓ ≤ q 2 −1, i.e., whenever 2g −1 ≤ ℓ ≤ q 2 −1. (In which case ℓ ′ = q 2 + 2g −2 −ℓ.) Thus, we obtain the following result. Hence, we have:
1. C L (E, ℓD) is isodual if and only if ℓ = q 2 /2 + g − 1.
2. C L (E, ℓD) is iso-orthogonal if and only if ℓ ≤ q 2 /2 + g − 1.
Example 5.2. The smallest case of an isodual code in our family is the case m = 1 and ℓ = q 2 /2 + g − 1 = 8 2 /2 + 14 − 1 = 45. In that case the code C 1,45 is isodual.
Remark 5. Note that since the codes C L (E, ℓD) and C L (E, ℓ(q 2 + 1)P ∞ ) are equivalent (since D ∼ (q 2 + 1)P ∞ ), the code C m,ℓ is a one-point algebraic geometry code.
