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Abstract
Given a contractive tuple of Hilbert space operators satisfying certain A-relations we
show that there exists a unique minimal dilation to generators of Cuntz-Krieger algebras
or its extension by compact operators. This Cuntz-Krieger dilation can be obtained
from the classical minimal isometric dilation as a certain maximal A-relation piece. We
define a maximal piece more generally for a finite set of polynomials in n noncommuting
variables. We classify all representations of Cuntz-Krieger algebras OA obtained from
dilations of commuting tuples satisfying A-relations. The universal properties of the
minimal Cuntz-Krieger dilation and the WOT-closed algebra generated by it is studied
in terms of invariant subspaces.
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1
21. Introduction
Cuntz-Krieger algebras were introduced by J. Cuntz and W. Krieger in [CK] as exam-
ples of simple purely infinite C∗-algebras not stably isomorphic to Cuntz algebras. Let
A = (aij)n×n be a square 0− 1-matrix i.e. aij ∈ {0, 1} and each row and column has at
least one non-zero entry. The Cuntz-Krieger algebra OA is defined as follows:
Definition 1. OA is the universal C∗-algebra generated by n partial isometries s1, · · · , sn
with orthogonal ranges satisfying
(1.1)
s∗i si =
∑n
j=1 aijsjs
∗
j
I =
∑n
i=1 sis
∗
i .
We denote the tuple (s1, · · · , sn) by s.
Notice that sisj = aijsisj for all si and sj in OA. In this paper we study dilations
related to these algebras. Equations (1.1) are called Cuntz-Krieger relations. An n-tuple
of bounded operators T = (T1, · · · , Tn) on a Hilbert space is said to be a contractive n-
tuple if T1T
∗
1+· · ·+TnT
∗
n ≤ I. Such tuples are also called row contractions as the condition
is equivalent to saying that the operator (T1, · · · , Tn) fromH⊕· · ·⊕H (n-times) toH is a
contraction. We will only consider contractive tuples. For such tuples Davis [D], Bunce
[Bu], Frazho [Fr] and more extensively Popescu ([Po1-6], [AP]) constructed dilations
consisting of isometries with orthogonal ranges. Under natural minimality conditions
this dilation is unique up to unitary equivalence. We refer to it as the minimal isometric
dilation or the standard (noncommuting) dilation Tˆ acting on Hˆ (c.f. [BBD]). In case
T1T
∗
1 + · · · + TnT
∗
n = I we will sometimes call T unital. T is unital iff its standard
dilation is unital. The standard noncommuting dilation has similar characterizations as
classical dilations of single operators notably the minimal normal extension of subnormal
operators. The universal role of the unilateral shift for single operators is played by the
tuple of creation operators on the full Fock space.
However, tuples are more complex than single operators and one may impose symmetry
conditions on the tuple and study dilations within this restricted class of tuples. For
instance if all operators in the tuple commute i.e. T is a commuting tuple, Arveson
[Ar3] showed that there is a unique minimal commuting dilation with similar properties.
Crucial in his approach is the tuple of creation operators on symmetric Fock space
playing the role of the shift for single operators. In [BBD] the relation between the
minimal commuting and the standard dilation has been investigated. It was shown that
for every contractive tuple there is a maximal subspace on which it forms a commuting
tuple and that the minimal commuting dilation is precisely this maximal commuting
piece of the standard noncommuting dilation.
In this article we consider the following class of tuples and investigate dilations within
this class and their connection with the commuting and noncommuting standard dilation.
Definition 2. Let A = (aij)n×n be a 0-1-matrix. A contractive n-tuple T is an A-
relation tuple or is said to satisfy A-relations if TiTj = aijTiTj for 1 ≤ i, j ≤ n.
3Given such a tuple T there is a unique minimal dilation to partial isometries satisfying
A-relations i.e. generators of a Cuntz-Krieger algebras if T is unital or an extension of
it by compact operators if T is contractive. We call this the minimal Cuntz-Krieger
dilation of T . It will be denoted by T˜ and acts on H˜.
For an arbitrary tuple we define a maximal A-relation piece and compare the maxi-
mal A-relation piece of the standard isometric dilation with the minimal Cuntz-Krieger
dilation. As for commuting tuples both turn out to be the same. We also prove similar
results for the maximal commuting A-relation piece.
We begin in section 2 by defining the maximal piece of a tuple of operators with
respect to a finite set of polynomials in n-noncommuting variables. Similarly to results
by Arias and Popescu [AP] there is a canonical homomorphism between the WOT-closed
(non-selfadjoint) algebra generated by them and the WOT-closed algebra generated by
the original tuple modulo a two-sided ideal. The maximal A-relation piece of a tuple
of n-isometries with orthogonal ranges is a special case of this. In fact the maximal
commuting piece and maximal q-commuting piece (c.f. [BBD], [De], [AP]) can all be
treated using this approach.
In section 3 we show that the maximal A-relation piece of the standard dilation of an
n-tuple satisfying A-relations is the minimal Cuntz-Krieger dilation. The section begins
with two different constructions of minimal Cuntz-Krieger dilations, one using positive
definite kernels the other using a modification of Popescu’s Poisson transform.
In section 4 we study the minimal Cuntz-Krieger dilation of commuting A-relation
tuples from a representation theoretical point of view. If such a tuple is also unital then
it determines a unique representation of the Cuntz-Krieger algebra OA. Generalizing
results from [BBD] for On we are able to show that these representations are determined
by the GNS-representations of analogues of Cuntz states.
Based on ideas of Bunce, Popescu [Po5] showed that the minimal isometric dilation can
be characterized by a universal property of the C∗-algebra generated by it. In section 5
we first point out that minimal Cuntz-Krieger dilations can be characterized in a similar
way. We study the structure of the WOT-closed algebra generated by the operators
constituting the minimal Cuntz-Krieger dilation and describe this algebra by making
use of its invariant and wandering subspaces. We use techniques of Davidson, Kribs and
Pitts ([DPS], [DP2]) to understand the structure of ‘free semigroup algebras’ i.e. WOT-
closed algebras generated by a finite number of isometries with orthogonal ranges. In
this section many proofs are only sketched or omitted.
All Hilbert spaces in this paper are complex and separable. We denote the full Fock
space over L by Γ(L) which is defined as
Γ(L) = C⊕ L⊕ L⊗
2
⊕ L⊗
3
⊕ . . . .
Let the vacuum vector 1⊕ 0⊕ 0⊕ . . . be denoted by ω. Cn is the n-dimensional complex
Euclidean space with standard orthonormal basis {e1, · · · , en}. The left creation operator
Li on Γ(C
n) is defined by
Lix = ei ⊗ x,
4where 1 ≤ i ≤ n and x ∈ Γ(Cn). The Li’s are clearly isometries with orthogonal ranges.
We denote the tuple (L1, · · · , Ln) by L. Also
∑
i LiL
∗
i = I−P0 where P0 is the projection
onto the vacuum space.
Let Λ be the set {1, 2, · · · , n} and Λm the m-fold cartesian product of Λ for m ∈ IN.
For an operator tuple (T1, · · · , Tn) on a Hilbert space H and for α = (α1, α2, . . . , αm) =
α1α2 · · ·αm in Λ
m, the operator Tα1Tα2 · · ·Tαm will be denoted by T
α. Let Λ˜ denote
∪∞m=0Λ
m, where Λ0 is {0} and T 0 is the identity operator. We may think of elements in
Λ˜ as words with concatenation as product written αβ. Λ˜ is the free semigroup with n
generators. Given a 0-1-matrix A as above we can define ΛmA = {α1α2 · · ·αm : aαi,αi+1 =
1 for i = 1, . . . , n− 1} and the subsemigroup Λ˜A =
⋃∞
m=0 Λ
m
A . o(α) and t(α) denote the
first and last letter (i.e. index) of α.
Definition 3. Let H and L be two Hilbert spaces such that H is a closed subspace of
L and T , R be n-tuples of operators on H, L respectively. Then R is a dilation of T
or T a piece of R if
R∗ih = T
∗
i h
for all h ∈ H, 1 ≤ i ≤ n. A dilation is said to be minimal dilation if
span{Rαh : α ∈ Λ˜, h ∈ H} = L.
(1) A dilationR of T is said to be isometric ifR consists of isometries with orthogonal
ranges.
(2) When T satisfies A-relations, a dilation R of T is said to be a Cuntz-Krieger
dilation if R consists of partial isometries with orthogonal ranges satisfying A-
relations and
(1.2) R∗iRi = I −
n∑
j=1
(1− aij)RjR
∗
j = P0 +
n∑
j=1
aijRjR
∗
j ,
where P0 = 1−
∑n
j=1RjR
∗
j .
Thus, like for isometric dilations, C∗(R) = span{Rα(Rβ)∗ : α, β ∈ Λ˜} for any Cuntz-
Krieger dilation R of T . Moreover, since
(1.3) (Rα)∗Rβ = δα,βR
∗
t(α)Rt(α) = δα,β
(
I −
n∑
j=1
(1− at(α),j)RjR
∗
j
)
whenever α 6= 0, it follows that if R1 and R2 are any two minimal Cuntz-Krieger dilations
then
∑
Rαi1 hi 7→
∑
Rαi2 hi extends to a unitary equivalence.
Given any dilation R of T all R∗i leave H invariant and if p, q are polynomials in
n-noncommuting variables then
T α(T β)∗ = PHR
α(Rβ)∗|H and p(T )(q(T ))
∗ = PHp(R)(q(R))
∗|H.
It follows that if R is a Cuntz-Krieger dilation, then there is a unique completely positive
map ρ : C∗(R)→ C∗(T ) mapping Rα(Rβ)∗ to T α(T β)∗.
5Finally let us recall a concept needed later. For an n-tuple R of bounded operators
on L, a subspace K of L is said to be wandering for the tuple if RαK are pairwise
orthogonal for all α ∈ Λ˜.
2. Maximal A-relation Piece and A-Fock Space
We begin with an n-tuple of bounded operators R on a Hilbert space L and a finite set
of polynomials {pξ}ξ∈I in n-noncommuting variables with finite index set I. Consider
C(R) = {M : R∗iM⊆M and (pξ(R))
∗h = 0, ∀h ∈M, 1 ≤ i ≤ n, ξ ∈ I}.
C(R) consists of all co-invariant subspaces of R such that the compressions form a tuple
Rp = (Rp1, . . . , R
p
n) satisfying pξ(R
p) = 0 for all ξ ∈ I. It is a complete lattice, in the
sense that arbitrary intersections and closed spans of arbitrary unions of such spaces
are again in this collection. Its maximal element is denoted by Lp(R) (or by Lp when
the tuple under consideration is clear). Since (pξ(R))
∗(Rα)∗M = 0 for all M ∈ C(R),
α ∈ Λ˜ and ξ ∈ I we have Lp(R) ⊆
⋂
α∈Λ˜,ξ∈I ker(pξ(R)
∗(Rα)∗). On the other hand this
intersection lies in C(R) hence
Lp(R) =
⋂
α∈Λ˜,ξ∈I
ker(pξ(R)
∗(Rα)∗) =

 ∨
α∈Λ˜,ξ∈I
Rαpξ(R)(L)


⊥
.
Therefore we have:
Lemma 4. Let R be an n-tuple of operators on a Hilbert space L and K = span{Rαpξ(R)R
βh :
h ∈ L, ξ ∈ I and α, β ∈ Λ˜}. Then Lp(R) = K⊥ = {h ∈ L : (Rαpξ(R)R
β)∗h = 0, ∀ξ ∈
I and α, β ∈ Λ˜}.
Lp(R) can also be thought of as follows. Let R be the (non self-adjoint) WOT-closed
algebra generated by R. Then Lp(R) = (JL)⊥, where
J = spanw{Rαpξ(R)R
β : α, β ∈ Λ˜, ξ ∈ I} ⊆ R
is the WOT-closed ideal generated by {pξ(R) : ξ ∈ I}.
Definition 5. The maximal piece of R with respect to {pξ}ξ∈I is defined as the piece
obtained by compressing R to the maximal element Lp(R) of C(R) denoted by Rp =
(Rp1, . . . , R
p
n). The maximal piece is said to be trivial if the space L
p(R) is the zero
space.
Let Rp be the WOT-closed algebra generated by Rp. By co-invariance the map
ΨLp(R) : R → R
p, X 7→ PLp(R)X = PLp(R)XPLp(R)
is a WOT-continuous homomorphism of R whose kernel is a WOT-closed ideal of R.
Since ΨLp(pξ(R)) = pξ(R
p) = 0 for all ξ ∈ I we certainly have pξ(R) ∈ ker ΨLp i.e.
J ⊆ kerΨLp. Thus there is a canonical surjective and contractive homomorphism
Ψ : R/J → Rp.
6When the polynomials are p(l,m) = zlzm−almzlzm, (l, m) ∈ {1, · · · , n}×{1, · · · , n} = I
we call Lp(R) the maximal A-relation subspace and the corresponding piece the maximal
A-relation piece RA. The maximal A-relation subspace is explicitly given by
LA(R) = {R
α(RiRj − aijRiRj)h : h ∈ L, α ∈ Λ, i, j = 1, . . . , n}
⊥.
When the noncommuting polynomials are q(l,m) = zlzm−zmzl then we obtain the maximal
commuting subspace
Lc(R) = {Rα(RiRj − RjRi)h : h ∈ L, α ∈ Λ, i, j = 1, . . . , n}
⊥.
studied in [BBD].
Lemma 6. Let R and T be two n-tuples of bounded operators on M and H respectively.
(1) The maximal A-relation piece of (R1⊕T1, · · · , Rn⊕Tn) is (RA1 ⊕T
A
1 , · · · , R
A
n⊕T
A
n )
acting on MA ⊕ HA and the maximal A-relation piece of (R1 ⊗ I, · · · , Rn ⊗ I)
acting on M⊗H is (RA1 ⊗ I, · · · , R
A
n ⊗ I) on MA ⊗H.
(2) Suppose H ⊆ M and R is a dilation of T then RA is a dilation of TA with
HA(T ) =MA(R) ∩ H.
Proof: Follows from Lemma 4 (compare with [BBD] for part (2)). 
Cuntz-Krieger relations are naturally related to A-Fock space, a variant of the usual
Fock space.
Definition 7. For a given A = (aij)n×n as above, the A-Fock space is defined as the
maximal A-relation subspace (Γ(Cn))A(L) with respect to the left creation operators. It
is denoted by ΓA. We also define the n-tuple S = (S1, · · · , Sn), where the Si’s are the
compressions of left creation operators Li onto ΓA.
The A-Fock space has a very concrete description justifying the terminology.
Proposition 8. ΓA = span{eα : α ∈ Λ˜A} and L
A = S.
Proof: Let α ∈ Λm be such that there exist 1 ≤ k ≤ m − 1 for which aαkαk+1 = 0.
Denoting αk, αk+1 by s, t, it is clear that
eα ∈ span{Lγ(LsLt − astLsLt)h : h ∈ Γ(C
n), γ ∈ Λ˜},
which implies that such eα are orthogonal to Γ(Cn)A(L), whereas if for all 1 ≤ k ≤
m− 1, aαkαk+1 = 1 then for all 1 ≤ i, j ≤ m− 1, β ∈ Λ˜, h ∈ Γ(C
n)
〈eα, Lβ(LiLj − aijLiLj)h〉 = 0,
and thus such eα ∈ ΓA. By taking completions the Proposition follows. 
Similar Fock spaces were also studied by Muhly [Mu], Solel and others.
Now suppose that α = α1 · · ·αm ∈ ΛmA and m > 0, then
Sie
α = PΓALie
α =
{
ei if |α| = 0
aiα1ei ⊗ e
α if |α| ≥ 1
7S∗i e
α = L∗i e
α =


0 if |α| = 0
δiα1ω if |α| = 1
δiα1eα2 ⊗ · · · ⊗ eαm if |α| > 1,
S∗i Sie
α =
{
ω if |α| = 0
aiα1e
α if |α| ≥ 1
and SiS
∗
i e
α =
{
0 if |α| = 0
δiα1e
α if |α| = 1.
Proposition 9. The maximal A-relation piece of an n-tuple of isometries with orthog-
onal ranges is an n-tuple of partial isometries with orthogonal ranges.
Proof: Let V = (V1, · · · , Vn) be an n-tuple of isometries with orthogonal ranges on
a Hilbert space K. Fix a matrix A = (aij)n×n as above and denote the projection onto
KA(V ) by P. Any kA in KA(V ) can be written as kA = ⊕np=1Vpkp ⊕ k0 for some kp ∈
K, 1 ≤ p ≤ n and some k0 ∈ (I−
∑n
p=1 VpV
∗
p )K. (Any k ∈ K can be written in this form.)
Clearly k0 is in KA(V ) using Lemma 4, since the ranges of the Vq’s and I −
∑
i ViV
∗
i are
all mutually orthogonal. Similarly one observes that the other kp’s also belong to KA(V )
as for k ∈ K, α ∈ Λ˜
〈kp, V
α(ViVj − aijViVj)k〉 = 〈Vpkp, VpV
α(ViVj − aijViVj)k〉
= 〈⊕nq=1Vqkq ⊕ k0, VpV
α(ViVj − aijViVj)k〉
= 〈kA, VpV
α(ViVj − aijViVj)k〉 = 0,
where again we use that the ranges of the Vq’s and I −
∑
i ViV
∗
i are all mutually orthog-
onal. Next we show that
(2.1) PVik0 = Vik0,
and
(2.2) PViVpkp = aipViVpkp.
Equation (2.1) follows from 〈Vik0, V
β(VsVt − astVsVt)k〉 = 0, for all β ∈ Λ˜, 1 ≤ s, t ≤
n, k ∈ K (since k0 is orthogonal to the range of Vt, 1 ≤ t ≤ n). When aip = 0, we have
PViVpkp = P (ViVp− aipViVp)kp = 0 = aipViVpkp. So it is enough to show for aip = 1 that
ViVpkp ∈ KA(V ). When |α| > 1 or |α| = 0, it is easy to see that for 1 ≤ s, t ≤ n, k ∈ K
(2.3) 〈ViVpkp, V
α(VsVt − astVsVt)k〉 = 0
as the Vi’s are isometries with orthogonal ranges and kp ∈ KA(V ). When |α| = 1,
〈ViVpkp, Vi(VpVt − aptVpVt)k〉 = 〈Vpkp, (VpVt − aptVpVt)k〉
= 〈⊕ns=1Vsks ⊕ k0, (VpVt − aptVpVt)k〉 = 0.
8Clearly equation (2.3) holds in all other cases when |α| = 1. So equation (2.2) is true in
general and we have
V Ai (V
A)∗iV
A
i kA = PViV
∗
i PVikA
= PViV
∗
i P (⊕pViVpkp ⊕ Vik0)
= PViV
∗
i (⊕
n
p=1aipViVpkp ⊕ Vik0)
= ⊕np=1aipPViVpkp ⊕ PVik0
= PVikA = V
A
i kA.
Thus the V Ai ’s are partial isometries. Now the assertion of the Proposition that for
1 ≤ i 6= j ≤ n, the range of V Ai is orthogonal to the range of V
A
j can be proved in the
following way:
(V Aj )
∗V Ai kA = V
∗
j PVikA
= V ∗j PVi(⊕
n
p=1Vpkp ⊕ k0)
= V ∗j (⊕paipViVpkp ⊕ Vik0) = 0.
Alternatively this follows since V A is contractive. 
Corollary 10. The following holds for S :
(1) I −
∑n
i=1 SiS
∗
i = P0 where P0 is the projection onto the vacuum space.
(2) The Si’s are partial isometries with orthogonal ranges.
(3) S∗i Si = I −
∑n
j=1(1− aij)SjS
∗
j = P0 +
∑n
j=1 aijSjS
∗
j
Proof:
(1) I −
∑
SiS
∗
i = PΓA(I −
∑
LiL
∗
i )PΓA = P0.
(2) Follows from Proposition 9 or can be checked directly from the relations before
Proposition 9.
(3) Suppose eα ∈ ΓA, and when |α| > 0 let α = α1 · · ·αm. Then
[I −
∑
j
(1− aij)SjS
∗
j ]e
α =
{
ω if |α| = 0
aiα1e
α if |α| ≥ 1.

3. Minimal Cuntz-Krieger Dilations and Standard Noncommuting
Dilations
The main purpose of this section is to prove the following result.
Theorem 11. Let T be a contractive A-relation tuple on H. Then there exists a minimal
Cuntz-Krieger dilation T˜ on H˜ unique up to unitary equivalence. T˜ is unital iff T is
unital.
9Uniqueness has already been pointed out and the last part follows since
∑
|α|=k T˜
α
(T˜
α
)∗
form a decreasing sequence of projections converging weakly to a limit projection P . If
T is unital then PH ≤ P and so P = 1 by minimality.
We will give two proofs of the existence. The first is direct and uses positive definite
kernels. It gives an explicit construction of the dilation Hilbert space and the dilated
tuple. The second construction is an adaptation of Popescu’s Poisson transform method
which uses completely positive maps. Though elegant it is less direct. Then we show
that the minimal Cuntz-Krieger dilation can also be obtained as the maximal A-relation
piece of the standard dilation.
First proof via positive definite Kernels
Let T = (T1, · · · , Tn) be a contractive n-tuple on a Hilbert space H satisfying A-
relations. Assume we already found the minimal Cuntz-Krieger dilation T˜ on the Hilbert
space H˜. Then
K((α, u), (β, v)) := 〈T˜
α
u, T˜
β
v〉
clearly defines a positive definite kernel on the set
X = Λ˜A ×H.
By minimality H˜ = span{T˜
α
u : u ∈ H, α ∈ Λ˜A} which is precisely the kernel Hilbert
space. Moreover T˜i corresponds to the map (α, u) 7→ (iα, u).
Using co-invariance of H under T˜ and the relation T˜ ∗i T˜i = I −
∑
j(1 − aij)T˜jT˜
∗
j we
find that
K((α, u), (β, v)) =


〈u, v〉 if α = β = 0
〈u, [I −
∑
k(1− at(α)k)TkT
∗
k ]v〉 if α = β 6= 0
〈u, T γv〉 if β = αγ
〈u, (T γ)∗v〉 if α = βγ
0 otherwise.
and this kernel depends only on T . We will show directly by induction that the kernel
K thus defined is always positive definite.
To simplify the calculations we assume that T is unital i.e.
∑
i TiT
∗
i = I. There is no
loss in doing so since positivity for the kernel defined by the (n+1)-tuple (T1, . . . , Tn, (I−∑
i TiT
∗
i )
1/2) implies positivity of K. Under this assumption TiQi = Ti, where Qi =
I −
∑
k(1 − aik)TkT
∗
k =
∑n
j=1 ai,jTjT
∗
j and K((α, u), (α, v)) = 〈u,Qt(α)v〉, whenever
α 6= 0.
Now let A(m) denote operator matrices with entries in B(H) indexed by α, β ∈ Λ˜,
where |α|, |β| ≤ m and define K(m) = (K(m)α,β ) by
K
(m)
α,β :=


I if α = β = 0
Qt(α) if α = β 6= 0
T γ if β = αγ
(T γ)∗ if α = βγ
0 otherwise.
10
i.e. K(m) is a compression of K. Clearly it suffices to show that all K(m) are positive.
For m = 1 this follows form the equation


I T1 T2 · · · Tn
T ∗1 Q1 0 · · · 0
T ∗2 0 Q2 · · · 0
...
...
T ∗n 0 · · · Qn

 =
=


I T1 T2 · · · Tn
0 I 0 · · · 0
0 0 I · · · 0
...
...
0 0 · · · I




0 0 0 · · · 0
0 Q1 0 · · · 0
0 0 Q2 · · · 0
0
...
0 0 · · · Qn




I 0 0 · · · 0
T ∗1 I 0 · · · 0
T ∗2 0 I · · · 0
...
...
T ∗n 0 · · · I


If m > 1 define matrices L1, L2, . . . , Lm−1 by
Lk;α,β :=


Ti if β = αi, |β| = k
I if α = β and |β| ≥ k
0 otherwise.
Finally let
Q
(m)
α,β :=
{
Qt(α) if α = β and |α| = m
0 otherwise.
Then it is not hard to check that
K(m) = L1L2 . . . Lm−1Q
(m)L∗m−1 . . . L
∗
2L
∗
1
which shows thatK is positive. By Kolmogorov’s Theorem there exists a Hilbert space H˜
and an injective map λ : X → H˜ such that span{λ(α, u) : 1 ≤ i ≤ n, α ∈ Λ˜, u ∈ H} = H˜
and
K((α, u), (β, v)) = 〈λ(α, u), λ(β, v)〉.
It remains to show that T˜ = (T˜1, · · · , T˜n) consisting of maps T˜i : H˜ → H˜ defined by
T˜iλ(α, u) = λ(iα, u),
constitute a tuple T˜ which is the minimal Cuntz-Krieger dilation of T . First note that
T˜i is a well-defined contraction. Indeed, thinking of K as a block matrix we have
Kiα,iβ =
{
Qi if α = β = 0
aio(α)aio(β)Kα,β otherwise,
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where we define aio(α) = 1 for all i if α = 0. So if F ⊆ X is a finite subset then∥∥∥ ∑
(α,u)∈F
λ(iα, u)
∥∥∥2 = ∥∥∥ ∑
(α,u)∈F
aio(α)λ(iα, u)
∥∥∥2
=
∑
α=β=0
〈u,Qiv〉+
∑
α6=0 or β 6=0
aio(α)aio(β)〈u,Kα,βv〉
≤
∑
α=β=0
〈u, v〉+
∑
α6=0 or β 6=0
〈u,Kα,βv〉
=
∥∥∥ ∑
(α,u)∈F
λ(α, u)
∥∥∥2.
For i 6= j
〈T˜iλ(α, u), T˜jλ(β, v)〉 = 〈λ(iα, u), λ(jβ, v)〉
= K((iα, u), (jβ, v)) = 0
since neither iα = jβγ nor jβ = iαγ is possible. As required for dilations we have
T˜ ∗i λ(0, u) = λ(0, T
∗
i u) as may be seen as follows.
〈T˜ ∗i λ(0, u), λ(β, v)〉 = 〈λ(0, u), T˜iλ(β, v)〉
= 〈λ(0, u), λ(iβ, v)〉
= K((0, u), (iβ, v))
= K((0, T ∗i u), (β, v))
= 〈λ(0, T ∗i u), λ(β, v)〉.
Next we show that T˜i is a partial isometry by evaluating T˜
∗
i T˜iλ(α, u). By definition of
K we have
〈λ(α, u), T˜ ∗i T˜iλ(β, v)〉 =
{
ai,o(α)ai,o(β)〈λ(α, u), λ(β, v)〉 if α 6= 0 or β 6= 0
〈u,Qiv〉 if α = β = 0.
Thus T˜ ∗i T˜iλ(β, u) = ai,o(β)λ(β, u) if β 6= 0 and
〈λ(0, u), T˜ ∗i T˜iλ(0, v)〉 = 〈u,Qiv〉
= 〈u,
∑
k
aikTkT
∗
k v〉
= 〈λ(0, u),
∑
k
aikλ(k, T
∗
k v)〉.
Since 〈λ(α, u), λ(k, T ∗k v)〉 = δko(α)〈u, (T
α)∗v〉 for α 6= 0 we have
〈λ(α, u), T˜ ∗i T˜iλ(0, v)〉 = ai,o(α)〈λ(α, u), λ(0, v)〉
= 〈λ(α, u),
∑
k
aikλ(k, T
∗
k v)〉
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and therefore
T˜ ∗i T˜iλ(α, u) =
{ ∑
k aikλ(k, T
∗
ku) if α = 0
aio(α)λ(α, u) otherwise.
It follows that T˜iT˜
∗
i T˜i = T˜i, i.e. the T˜i are partial isometries. Finally minimality holds as
span{T˜
α
λ(0, u) : α ∈ Λ˜, u ∈ H} = span{λ(α, u) : α ∈ Λ˜, u ∈ H} = H˜.
Second proof using Popescu’s method
Recall that L, S denote the n-tuples of creation operators on Γ(Cn), ΓA respectively.
Definition 12. For a contractive tuple T = (T1, · · · , Tn) on a Hilbert space H the
operator ∆T = (I −
∑n
i=1 TiT
∗
i )
1
2 is called defect operator of T . If
∑
α∈Λm T
α(Tα)∗
converges to zero in the strong operator topology as m tends to infinity then this tuple
is said to be pure.
Now let T be a pure tuple on H satisfying A-relations. Similarly as in [Po1]
(3.1) Kh =
∑
α∈Λ˜A
eα ⊗∆T (T
α)∗h
defines an isometry K : H → ΓA ⊗∆T (H) such that T
α = K∗(Sα ⊗ I)K. Moreover for
all α ∈ Λ˜, S∗i ⊗ I leaves the range of K invariant and
span{(Si ⊗ I)Kh : i = 1, . . . , n, h ∈ H} = ΓA ⊗∆T (H)
since ((I −
∑
SiS
∗
i ) ⊗ I)Kh = ω ⊗ ∆Th and span{S
αω : α ∈ Λ˜A} = ΓA, the tuple
(S1⊗ I, · · · , Sn⊗ I) is the minimal Cuntz-Krieger dilation of T . Note that for α, β ∈ Λ˜A
and P0 = I −
∑
i SiS
∗
i we have
K∗[SαP0(S
β)∗ ⊗ I]Kh = K∗[SαP0(S
β)∗ ⊗ I](
∑
γ
Sγω ⊗∆T (T
γ)∗h)
= K∗(
∑
γ
SαP0(S
β)∗Sγω ⊗∆T (T
γ)∗h)(3.2)
= K∗(Sαω ⊗∆T (T
β)∗h) = T α∆2T (T
β)∗h.
As in [Po1] starting with a contractive tuple T on a Hilbert space H, the tuple rT =
(rT1, · · · , rTn) is pure for 0 < r < 1. By (3.1) there is an isometry Kr : H → ΓA⊗∆r(H)
defined by
(3.3) Krh =
∑
α
eα ⊗∆r((rT )
α)∗h,
where ∆r = (I − r2
∑
TiT
∗
i )
1
2 . From this we obtain a unital completely positive map
ψr : C
∗(S) → B(H) defined by ψr(X) = K∗r (X ⊗ I)Kr, X ∈ C
∗(S). As the family of
maps ψr, where 0 < r < 1, is uniformly bounded, ψr converges pointwise. Taking the
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limit as r increases to 1, we get a unique unital completely positive map θ from C∗(S)
to B(H) satisfying
(3.4) θ(Sα(Sβ)∗) = Tα(T β)∗ for α, β ∈ Λ˜A.
Once we have this map we can use a minimal Stinespring dilation π1 : C
∗(S) → B(H˜)
of θ such that
θ(X) = PHπ1(X)|H ∀X ∈ C
∗(S)
and span{π1(X)h : X ∈ C
∗(S), h ∈ H} = H˜. The tuple T˜ = (T˜1, · · · , T˜n) where
T˜i = π1(Si), is the minimal Cuntz-Krieger dilation of T which is unique up to uni-
tary equivalence. T˜ consists of partial isometries with orthogonal ranges satisfying A-
relations.
We remark that if R is a tuple consisting of partial isometries orthogonal ranges
satisfying the condition
R∗iRi = I −
n∑
j=1
(1− aij)RjR
∗
j
(e.g. a Cuntz-Krieger dilation) then the completely positive map Θ in (3.4) mapping
Sα(S∗)β to Rα(R∗)β is ∗-homomorphisms because the Si’s and Ri’s have orthogonal
ranges and for 1 ≤ i ≤ n
Θ(S∗i Si) = Θ(I −
∑
j
(1− aij)SjS
∗
j ) = I −
∑
j
(1− aij)RjR
∗
j
= R∗iRi = Θ(S
∗
i )Θ(Si).
The algebra generated by a Cuntz-Krieger dilation
The tuple obtained from the above constructions satisfies Cuntz-Krieger relations, that
is:
(3.5) T˜ ∗i T˜i = I −
∑
j
(1− aij)T˜jT˜
∗
j .
We consider the C∗-algebra generated by such tuples.
First consider the C∗-algebra generated by left creation operators on A-Fock space.
Since for any α, β ∈ Λ˜A the rank one operator η 7→ 〈S
βω, η〉Sαω on ΓA can be written as
Sα(I −
∑
SiS
∗
i )(S
β)∗ = SαP0(S
β)∗ and they span the subalgebra of compact operators
in C∗(S), we conclude that C∗(S) also contains all compact operators. For T˜ = π1(S)
the Hilbert space H˜ can be decomposed as H˜ = H˜C ⊕ H˜N , where
H˜C := span{π1(X)h : h ∈ H˜, X ∈ C
∗(T˜ ) and compact}
is bi-invariant with respect to the T˜i’s, that is, invariant with respect to T˜i and T˜
∗
i for
all i. Thus π1 can be decomposed as π1C ⊕ π1N , where π1C(X) = PH˜Cπ1(X)PH˜C and
π1N (X) = PH˜Nπ1(X)PH˜N . As π1N annihilates compacts, π1N (I−
∑
SiS
∗
i ) = π1N (P0) = 0,
hence (π1N (S1), · · · , π1N (Sn)) satisfy Cuntz-Krieger relations (in particular A-relations)
and generate a Cuntz-Krieger algebra.
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Let K be the range of π1(P0) then π1C(S
α)k 7→ eα⊗k extends to a unitary equivalence
between π1C(S) and S⊗I on ΓA⊗K so that K is a wandering subspace for T˜ generating
H˜C .
The isometry in Stinespring’s Theorem is of the form V =
[
V1
V2
]
such that V1 maps
H to ΓA ⊗K and V2 maps H to H˜N . Now for α, β ∈ Λ˜
Tα∆2T (T
β)∗h = θ(Sα(I −
∑
i
SiS
∗
i )(S
β)∗)(h)
= V ∗1 [S
αP0(S
β)∗ ⊗ I]V1(h) + V
∗
2 [π1N (S
αP0(S
β)∗)]V2(h)
= V ∗1 [S
αP0(S
β)∗ ⊗ I]V1(h)
as π1N annihilate compacts. Comparison with identity (3.2) shows that V1 may be taken
to be K. Hence K := ∆T (H).
In fact given just a tuple R verifying
R∗iRi = I −
n∑
j=1
(1− aij)RjR
∗
j
it is clear that we will always obtain a decomposition of this type as the minimal Cuntz-
Krieger dilation of such a tuple is the tuple itself. Such a decomposition is called Wold
decomposition.
Using arguments similar to Theorem 1.3 in [Po1] we conclude that
H˜N =
∞⋂
m=0
span{T˜
α
h : h ∈ H˜, |α| = m}.
Corollary 13. Suppose Tˆ is the minimal isometric dilation of a contractive tuple T
satisfying A-relations.
(1) rank (I −
∑
i TˆiTˆ
∗
i ) = rank(I −
∑
i T˜iT˜
∗
i ) = rank(I −
∑
i TiT
∗
i ).
(2) limk→∞
∑
|α|=k T˜
α
(T˜
α
)∗ = PH˜N .
Proof: Clear. 
Now we would like to see how the minimal Cuntz-Krieger dilation and minimal iso-
metric dilation are related. The following is an analogue of Theorem 13 in [BBD] for the
maximal A-relation piece.
Theorem 14. Let T be a contractive n-tuple on a Hilbert space H satisfying A-relations.
Then the maximal A-relation piece of the standard noncommuting dilation Tˆ of T is a
realization of the minimal Cuntz-Krieger dilation T˜ of T .
Proof: Let θ : C∗(S) → B(H) be the unital completely positive map as in equation
(3.4), π1 the corresponding minimal Stinespring dilation and T˜i = π1(Si) as before.
Since the standard tuple S on ΓA is also a contractive tuple, there is a unique completely
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positive map ϕ from the C∗-algebra C∗(L) generated by the left creation operators to
C∗(S), satisfying
ϕ(Lα(Lβ)∗) = Sα(Sβ)∗ for α, β ∈ Λ˜.
Thus ψ as defined before on C∗(L) satisfies ψ = θ ◦ ϕ. Let the minimal Stinespring
dilation of π1 ◦ ϕ be the ∗-homomorphism π : C
∗(L) → B(H1) for some Hilbert space
H1 = span{π(X)h : X ∈ C∗(L), h ∈ H˜} such that
π1 ◦ ϕ(X) = PH˜π(X)|H˜ ∀X ∈ C
∗(L).
In the following commuting diagram
C∗(L) −→ C∗(S) −→ B(H) T
B(H˜) T˜
B(H1) Lˆ =
ˆ˜T
✚
✚
✚
✚
✚
✚
✚
✚❃
✚
✚❃ ↓
↓
ϕ θ
π1
π
all horizontal arrows are unital completely positive maps, down arrows are compres-
sions and diagonal arrows are minimal Stinespring dilations. Let Lˆi = π(Li) and
Lˆ = (Lˆ1, · · · , Lˆn) =
ˆ˜T . We will first show that T˜ is the maximal A-relation piece of
Lˆ and then show that Lˆ is the standard noncommuting dilation of T .
To this end we use the presentation of the minimal isometric dilation Lˆ which was
given by Popescu [Po1]. In the one variable case it was given by Scha¨ffer c.f. also [BBD].
Define D : H˜ ⊕ · · · ⊕ H˜︸ ︷︷ ︸
n−copies
→ H˜ ⊕ · · · ⊕ H˜︸ ︷︷ ︸
n−copies
by
D2 = [δijI − T˜
∗
i T˜j ]n×n = [δij(I − T˜
∗
i T˜i)]n×n
as used by Popescu. Note that D2 is a projection as all T˜i’s are partial isometries hence
D2 = D. Let D denote the range of D. We identify H˜ ⊕ · · · ⊕ H˜︸ ︷︷ ︸
n−copies
with Cn⊗H˜ and hence
(h1, · · · , hn) with
∑n
i=1 ei ⊗ hi and Cω ⊗D with D.
D(h1, · · · , hn) = D(
n∑
i=1
ei ⊗ hi) =
n∑
i=1
ei ⊗ (I − T˜
∗
i T˜i)hi.
For h ∈ H˜, dα ∈ D, 1 ≤ i ≤ n, the standard noncommuting dilation Lˆ = (Lˆ1, · · · , Lˆn) is
given by
Lˆi(h⊕
∑
α∈Λ˜
eα ⊗ dα) = T˜ih⊕D(ei ⊗ h)⊕ ei ⊗ (
∑
α∈Λ˜
eα ⊗ dα)
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on the dilation space H1 = H˜⊕ (Γ(C
n)⊗D). As T˜ satisfies A-relations and Lˆ∗i leaves H˜
invariant, H˜ ⊆ (H1)A(Lˆ). To show the reverse inclusion suppose that there exists a non-
zero z ∈ H˜⊥ ∩ (H1)A(Lˆ). z can be written as 0⊕
∑
α∈Λ˜ e
α ⊗ zα such that zα ∈ D. Since
〈ω⊗zα, (Lˆ
α
)∗z〉 = 〈eα⊗zα, z〉 = 〈zα, zα〉 and (Lˆ
α
)∗z ∈ (H1)A(Lˆ), we can assume ‖z0‖ = 1
without loss of generality. Also z0 = D(h1, · · · , hn) for some hi ∈ H˜ as projections have
closed ranges. Now consider
n∑
i,j=1
(LˆiLˆj − aijLˆiLˆj)T˜
∗
j hi =
n∑
i,j=1
(T˜iT˜j − aijT˜iT˜j)T˜
∗
j hi +
n∑
i=1
D(ei ⊗
n∑
j=1
(1− aij)T˜jT˜
∗
j hi)
+
n∑
i,j=1
(1− aij)ei ⊗D(ej ⊗ T˜
∗
j hi)
= 0 +
n∑
i=1
D[ei ⊗ (I − T˜
∗
i T˜i)hi] + x
= D2(h1, · · · , hn) + x = z˜0 + x.
where x =
∑n
i,j=1(1−aij)ei⊗D(ej ⊗ T˜
∗
j hi). Thus 〈z, z˜0+x〉 = 0 by Lemma 4. Moreover
‖x‖2 = ‖
n∑
i,j=1
(1− aij)ei ⊗D(ej ⊗ T˜
∗
j hi)‖
2
=
n∑
i=1
〈
n∑
j=1
(1− aij)D(ej ⊗ T˜
∗
j hi),
n∑
j′=1
(1− aij′)ej′ ⊗ T˜
∗
j′hi〉
=
n∑
i=1
〈
n∑
j=1
(1− aij)(I − T˜
∗
j T˜j)T˜
∗
j hi,
n∑
j=1
(1− aij)T˜
∗
j hi〉
=
n∑
i=1
〈
n∑
j=1
(1− aij)(T˜
∗
j − T˜
∗
j )hi,
n∑
j=1
(1− aij)T˜
∗
j hi〉 = 0,
i.e. x = 0 and therefore ‖z˜0‖2 = 〈z, z˜0〉 = 0 which is a contradiction. Hence z = 0 which
implies H = (H1)A(Lˆ).
To show finally that Lˆ is standard note that
H1 = span{Lˆ
α
x : α ∈ Λ˜A, x ∈ H˜}
and
H˜ = span{T˜
α
z : α ∈ Λ˜A, z ∈ H},
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moreover PH˜Lˆ
α
= T˜
α
and PHLˆ
α
= T α for α ∈ Λ˜A by assumption. Hence
H1 = span{Lˆ
α
x : α ∈ Λ˜A, x ∈ H˜}
= span{Lˆ
α
T˜
β
z : α, β ∈ Λ˜A, z ∈ H}
= span{Lˆ
α
PH˜Lˆ
β
z : α, β ∈ Λ˜A, z ∈ H}
⊆ span{Lˆ
α
Lˆ
β
z : α, β ∈ Λ˜A, z ∈ H} = H1.

In the same way one can show that similar results holds even for q-commuting tuples
(c.f. [BBD]). To keep the presentation simpler we have worked with the above special
case. The following example illustrates the forgoing results.
Example 15. For H = C2, let T1 =
(
0 1
0 0
)
and T2 =
(
0 0
1 0
)
. Then one observes
that T satisfies A-relations for the matrix A =
(
0 1
1 0
)
, T1T
∗
1 + T2T
∗
2 = I and the Ti’s
are partial isometries. Further D used in the above Theorem turns out to be
D =


1
0
0
1

 .
Let us denote the two basis vectors in the range of D corresponding to the entries 1
appearing in D by f1 and f2 such that
D(e1 ⊗ (a1, a2) + e2 ⊗ (b1, b2)) = a1f1 + b2f2
for all a1, a2, b1, b2 ∈ C. The dilation space for the minimal isometric dilation V = (V˜1, V˜2)
of T is H⊕ Γ(Cn)⊗D where D is the range of D.
V˜1V˜1(a1, a2) = (0, 0) + ω ⊗ (a2, 0) + e1 ⊗ (a1, 0),
V˜2V˜2(a1, a2) = (0, 0) + ω ⊗ (0, a1) + e2 ⊗ (0, a2).
As a1, a2 are arbitrary using the above equations together with the description of the
maximal A-relation piece from Lemma 4 we get H˜ = H.
4. Representations of Cuntz-Krieger Algebras
In general a Cuntz-Krieger algebra OA admits many inequivalent representations.
When T = (T1, · · · , Tn) is a tuple on the Hilbert space H satisfying A-relations and∑n
i=1 TiT
∗
i = I, the minimal Cuntz-Krieger dilation T˜ = (T˜1, · · · , T˜n) is such that C
∗(T˜ )
is a Cuntz-Krieger algebra. If T is moreover commuting then the unital completely pos-
itive map ρT : OA → C∗(T˜ ) given by ρT (si) = T˜i is a representation of OA. We will
classify such representations here.
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For a tuple R = (R1, · · · , Rn) on a Hilbert space K, we use the concept of maximal
commuting piece and the space Kc(R) as defined before Lemma 6 and section 2 of [BBD].
We refer to Kc(R) as maximal commuting subspace.
Definition 16. (1) A commuting tuple T = (T1, · · · , Tn) is called spherical unitary
if
∑
TiT
∗
i = I and all Ti’s are normal.
(2) A representation ρ ofOA on B(K) for some Hilbert space K, is said to be spherical
if Ri = ρ(si), 1 ≤ i ≤ n and K = {R
αk : k ∈ Kc(R) and α ∈ Λ˜}.
If T is a spherical unitary then by Fuglede’s Theorem C∗(T ) is a commutative C∗-
algebra i.e. T ∗i and Tj also commute for all i and j.
Definition 17. The maximal commuting A-subspace of a n-tuple of isometries V with
orthogonal ranges is defined as the intersection of its maximal commuting subspace
and maximal A-relation subspace. The n-tuple obtained by compressing each Vi to the
maximal commuting A-subspace is called maximal commuting A-piece.
Remark 18. Making use of Lemma 4, it follows that
KA ∩ K
c = (KA)
c = (Kc)A
i.e. the maximal commuting A-subspace of a n-tuple is in fact the maximal commuting
subspace of the maximal A-relation piece or the maximal A-relation subspace of the
maximal commuting piece.
Let P0 = 1 on C and Pm be the projection
1
m!
∑
σ∈Sm
Umσ acting on (C
n)⊗
m
where
Umσ (y1 ⊗ · · · ⊗ ym) = yσ−1(1) ⊗ · · · ⊗ yσ−1(m),
yi ∈ C
n.We denote⊕∞m=0Pm by P
s.Given A-relations define ΛmsA = {α ∈ Λ˜ : either |α| =
m > 1 and aαiαj = 1 for 1 ≤ i 6= j ≤ m, or |α| ≤ 1} ⊆ Λ
m
A .
Definition 19. The subspace of ΓA defined by
span{P seα : α ∈ ΛmsA}.
is called commuting A-Fock space and denoted by ΓsA.
To see that ΓsA is the maximal commuting A-subspace of L we first note that the
maximal commuting A-subspace of L is the intersection of symmetric Fock space Γs(C
n)
(c.f. [BBD]) and the maximal A-relation subspace of L. Also
Γs(C
n) = span{P seα : α ∈ Λ˜}.
Suppose α ∈ Λm and for all 1 ≤ k 6= l ≤ m, aαkαl = 1 then for h ∈ Γ(C
n) and all i, j
〈P seα, Lβ(LiLj − aijLiLj)h〉 = 0.
So, from the definition it is clear that
ΓsA ⊆ Γs(C
n) ∩ ΓA.
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Let Pˆ denote the projection onto Γs(C
n) ∩ ΓA and let z ∈ Γs(C
n) ∩ ΓA be arbitrary.
Suppose α ∈ Λm is such that 〈eα, z〉 is not equal to 0. As z ∈ ΓA, it follows that α ∈ ΛmA .
Further for any σ ∈ Sm
〈Umσ e
α, z〉 = 〈Umσ e
α, Pˆ z〉 = 〈PˆUmσ e
α, z〉
= 〈Pˆ eα, z〉 = 〈eα, z〉.
Thus 〈Umσ e
α, z〉 is not equal to 0. This implies that α ∈ ΛmsA and hence z ∈ ΓsA. We
conclude that ΓsA is the maximal commuting A-subspace of L.
Also we would like to remark that the Fermionic Fock space (c.f. [De]) Γa(C
n) is the
intersection of the maximal q-commuting subspace (defined in [De]) and the maximal
A-relation subspace with respect to the following q = (qij)n×n and A = (aij)n×n :
qij =
{
1 if i = j
−1 otherwise
and aij =
{
0 if i = j
1 otherwise.
It is easy to see this using arguments similar to that we use to show that ΓsA is the
maximal commuting A-subspace with respect to L. In other words, the Fermionic Fock
space Γa(C
n) is the maximal piece for the set of polynomials:
p1ij(z) = zjzi − qijzizj and p2ij(z) = zizj − aijzizj∀1 ≤ i, j ≤ n.
Notice that L∗i leaves ΓsA invariant as S
∗
i leaves ΓsA invariant. Let the compression of
Li onto ΓsA be denoted by Wi, i.e. W is the maximal commuting A-relation piece of L.
Suppose α ∈ ΛmsA, and when |α| > 0 let α = (α1, · · · , αm) where m = |α|. The operator
Wi turns out to be
WiP
seα =


ei if |α| = 0
P sei ⊗ eα if aiαjaαj i = 1, ∀1 ≤ j ≤ m
0 otherwise.
Form this it follows that W = (W1, · · · ,Wn) is the maximal commuting piece satisfying
A-relations of L. Let us denote the maximal commuting piece of L on Γ(Cn) by C =
(C1, · · · , Cn). (These are just the creation operators on symmetric Fock space.) Then
for α ∈ ΛmsA, α = (α1, · · · , αm), m > 1 the commutators verify
[Wi,W
∗
i ]P
seα =


[Ci, C
∗
i ]P
seα if aiαjaαj i = 1, ∀1 ≤ j ≤ m or if α = 0
1
m!
P seα if αj = i for some 1 ≤ j ≤ m and aii = 0
0 otherwise.
It is known that [Ci, C
∗
i ] is compact for all i (c.f. [Ar3, 5.3]), so the [Wi,W
∗
i ]’s are compact.
Clearly, the vacuum vector is contained in ΓsA and I−
∑
WiW
∗
i is the projection on to the
vacuum space. It contains all the rank one operators of the type µ→ 〈W αω, µ〉W βω on
ΓsA as those can be written asW
α(I−
∑
WiW
∗
i )(W
β)∗. As these rank one operators span
the subalgebra of compact operators, we conclude that C∗(W ) contains the subalgebra
of all compacts K as an ideal. Since the image of W in C∗(W )/K is a spherical unitary
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it follows from Fuglede’s Theorem that also [Wi,W
∗
j ] where i 6= j must be compact and
we also conclude that
C∗(W ) = span{Wα(W β)∗ : α, β ∈ Λ˜}.
For a commuting pure tuple T satisfying A-relations, with easy computations it can
be seen that the range of the isometry Kr : H → ΓA ⊗ ∆T (H), 1 ≤ r ≤ 1, defined in
equation (3.4) is contained in ΓsA ⊗ ∆TH and we obtain a unital completely positive
map φ : C∗(W ) → B(H) defined as strong operator topology limit of K∗r (. ⊗ I)Kr as r
increases to 1. Let π0 : C
∗(W ) → B(H0) be the minimal Stinespring dilation of φ for
some Hilbert space H0 and Wˇi = π0(Wi) where H0 = span{Wˇ
α
h : α ∈ Λ˜, h ∈ H}.
Definition 20. The above defined tuple Wˇ = (Wˇ1, · · · , Wˇn) is said to be the standard
commuting A-dilation of T .
Remark 21. It follows from Theorem 15 in [BBD] that for spherical unitaries T satisfy-
ing A-relation the maximal commuting piece of the standard noncommuting dilation is
T . As T satisfies A-relations, it is clear that T is also the maximal commuting A-piece.
So far for a commuting contractive tuple satisfying A-relations we have four types
of standard minimal dilations: the isometric dilation, the Cuntz-Krieger dilation (or
A-dilation), the commuting dilation and the commuting A-dilation. These are ob-
tained by considering Stinespring dilations of suitable completely positive maps on
C∗(L), C∗(S), C∗(C), and C∗(W ) respectively. The last dilation is in a certain sense
the intersection of the previous two. The next Lemma, which is a generalization of
Theorem 13 in [BBD] makes this statement rigorous. This will be crucial for classifying
certain types of representations of Cuntz-Krieger algebras.
Lemma 22. The maximal commuting piece of the minimal Cuntz-Krieger dilation of a
commuting tuple T satisfying A-relations is the standard commuting A-dilation.
Proof: Let the unital completely positive map φ : C∗(W ) → B(H), π0 and H0 be as
above. We denote the operator π0(Wi) by Wˇi and denote the n-tuple (Wˇ1, · · · , Wˇn) by
Wˇ . AsW is a contractive tuple satisfying A-relation, there is a unital completely positive
map η : C∗(S) → C∗(W ) such that η(Sα(Sβ)∗) = W α(W β)∗. The completely positive
map θ as in equation (3.4) is equal to φ ◦ η. Let π˜1 be the minimal Stinespring dilation
of π0 ◦ η and Vi = π˜1(Si). We have the following commuting diagram.
C∗(S) −→ C∗(W ) −→ B(H)
B(H0)
B(H˜1)
✚
✚
✚
✚
✚
✚
✚
✚✚❃
✚
✚❃ ↓
↓
η φ
π0
π˜1
As before horizontal arrows are completely positive maps, diagonal arrows are ∗-homomor-
phism and down arrows are compressions.
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Since C∗(W ) contains all compact operators, H0 can again be decomposed as H0C ⊕
H0N where H0C = span{π0(X)h : h ∈ H, X ∈ C∗(W ), X compact } and H0N = H0 ⊖
H0C . Correspondingly,
π0(X) =
(
π0C(X)
π0N (X)
)
,
where π0C(X) and π0N (X) are compressions of π0(X) to H0C and H0N respectively.
Furthermore H0C = ΓsA ⊗ ∆T (H) and π0C(X) = X ⊗ I. Let Ei = π0N(Wi) and E =
(E1, · · · , En). As [Wi,W ∗i ] and I −
∑
WiW
∗
i are compacts, clearly E consists of pairwise
commuting normal operators i.e. E is a spherical unitary satisfying A-relations.
From the properties of Popescu’s Poisson transform and ΓsA, it follows that (W1 ⊗
I, · · · ,Wn⊗I) is the maximal commuting A-piece of its standard noncommuting dilation
(L1⊗I, · · · , Ln⊗I). Also from Remark 21 we conclude that E is the maximal commuting
A-piece of its standard noncommuting dilation. Using Remark 18 and Theorem 14 we
observe that each of them is the maximal commuting piece of their minimal Cuntz-
Krieger dilation. Hence by Lemma 6, Wˇ is the maximal commuting piece of V . From
this using arguments similar to Theorem 13 in [BBD] it can be shown that V is the
minimal Cuntz-Krieger dilation of Wˇ . Hence the Lemma follows. 
If a commuting contractive tuple T also satisfies A-relations for A = (aij)n×n, then
without loss of generality we may assume A to be symmetric, i.e., A = At. In this case
A is the adjacency matrix of a (nondirected) graph G with vertex set {1, 2, · · · , n} and
set of edges E = {(i, j) : aij = 1, 1 ≤ i < j ≤ n}. A vertex i is said to be a zero vertex
if aii = 0. Let us associate to this graph a subset M of {(z1, · · · , zn) :
∑n
i=1 |zi|
2 = 1}
defined as the set of elements satisfying A-relations, that is
M = {(z1, · · · , zn) :
n∑
i=1
|zi|
2 = 1, zizj = aijzizj , 1 ≤ i, j ≤ n}.
The setM can be described in the following way: For a zero vertex i, the corresponding
zi of any element of M will always taken to be zero. For any element (z1, · · · , zn) of M,
some elements zi1 , · · · , zik for different 1 ≤ ik ≤ n can be simultaneously choosen to be
non-zero if and only if i1, · · · , ik are nonzero vertices and form vertices of an induced
subgraph of G which is also complete.
Let CMn be the C
∗-algebra of continuous complex valued functions on M. Consider
the tuple z = (z1, · · · , zn) of co-ordinate functions zi in C
M
n . To any spherical unitary
R = (R1, · · · , Rn) satisfying A-relations there corresponds a unique representation of CMn
mapping zi to Ri. As for any commuting tuple T satisfying A-relations with
∑
TiT
∗
i = I,
the standard commuting dilation T˜ = (T˜1, · · · , T˜n) is a spherical unitary (c.f. section 3
of [BBD]), we have a representation ηT of C
M
n such that ηT (zi) = T˜i. From Theorem
14, it is easy to see that if D and E are two commuting n-tuples of operators satisfying
the same A-relations (on not necessarily the same Hilbert space), the corresponding
representations ρD and ρE of OA are unitarily equivalent if and only if the representations
ηD and ηE of C
M
n are unitarily equivalent.
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Any z = (z1, · · · , zn) ∈ M satisfying A-relations as operator tuple on C and is a
spherical unitary. We can obtain a one dimensional representation ηz of C
M
n which maps
f to f(z). Let (V z1 , · · · , V
z
n ) and (S
z
1 , · · · , S
z
n) be the standard noncommuting dilation and
the minimal Cuntz-Krieger dilation respectively of this operator tuple z = (z1, · · · , zn).
The dilation space of the standard noncommuting dilation is
Hz = C⊕ (Γ(Cn)⊗ Cnz ),
where Cnz is the (n− 1)-dimensional subspace of C
n orthogonal to (z1, · · · , zn) and
V zi (h⊕
∑
α
eα ⊗ dα) = ai ⊕D(ei ⊗ h)⊕ ei ⊗ (
∑
α
eα ⊗ dα).
Using the minimal Cuntz-Krieger dilation Sz we get a representation ϑ : OA → C
∗(Sz)
mapping si to S
z
i . This is the GNS representation of the Cuntz-Krieger state
sα(sβ)∗ → zα(zβ).
which exists by (3.4). We call such states Cuntz-Krieger states.
Theorem 23. Any spherical representation of OA (on a separable Hilbert space) can be
written as direct integral of GNS representations of Cuntz-Krieger states.
Proof: An arbitrary representation of CMn is a countable direct sum of multiplicity free
representations. Also any multiplicity free representation of CMn can be seen as a map
which sends g ∈ CMn to an operator which acts as multiplication by g on L
2(M,µ) for
some finite Borel measure µ on M and the associated representation ϑ of OA can be
expressed as direct integral of representations ϑz with respect to the measure µ acting
on
∫
⊕Hzµ(dz). Thus the Theorem follows. 
Example 24. Let A =


1 1 1 0
1 1 0 0
1 1 0 0
1 0 0 1

 . Then any commuting contractive A-relation
tuple also satisfies A′-relations, where A′ is the symmetric matrix


1 1 1 0
1 1 0 0
1 0 0 0
0 0 0 1

 .
Furthermore the set of vertices of the corresponding graph is {1, 2, 3, 4}, the set of edges
is E = {(1, 2), (1, 3)} and 3 is a zero vertex. Hence M = [(C2×{0}2)∪ ({0}3×C)]∩∂Bn
where ∂Bn = {(z1, · · · , zn) :
∑n
i=1 |zi|
2 = 1}.
Corollary 25. Any representation of OA can be decomposed as πs ⊕ πt where πs is
spherical representation and (πt(s1), · · · , πt(sn)) has trivial maximal commuting piece.
Proof: Similar to proof of Theorem 19 in [BBD]. 
It also follows that for irreducible representations of OA, the maximal commuting piece
of (π(s1), · · · , π(sn)) is either one dimensional or trivial.
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5. Universal Properties and WOT-closed Algebras Related to Minimal
Cuntz-Krieger Dilation
Assume T˜ to be the minimal Cuntz-Krieger dilation of a contractive tuple T satisfying
A-relations. Define C∗(T˜ ) to be the unital C∗-algebra generated by T˜ . Clearly the
linear map from C∗(T˜ ) to B(H) such that T˜
α
(T˜
β
)∗ 7→ PHT˜
α
(T˜
β
)∗|H = T
α(T β)∗ is a
unital completely positive map. We will investigate some universal properties of minimal
Cuntz-Krieger dilations using methods employed by Popescu [Po5] for minimal isometric
dilations. Proposition 26 is a nonspatial characterization of the minimal Cuntz-Krieger
dilation and Theorem 27 describes functoriality and commutant lifting in this setting.
The proofs are omitted as they are similar to those appearing in Section 2 of [Po5].
Proposition 26. Suppose T˜ is the minimal Cuntz-Krieger dilation of a contractive tuple
T on a Hilbert space H satisfying A-relations with respect to some matrix A.
(1) Consider a unital C∗-algebra C∗(d) generated by the entries of the tuple d =
(d1, · · · , dn) where the entries satisfy
d∗i di = I −
n∑
j=1
(1− aij)djd
∗
j .
Assume that d also satisfies d∗idj = 0 for 1 ≤ i 6= j ≤ n. Let there be a completely
positive map ̺ : C∗(d)→ B(H) such that ̺(dα(dβ)∗) = T α(T β)∗. Then there is a
∗-homomorphism form C∗(d) to C∗(T˜ ) such that di 7→ T˜i for all 1 ≤ i ≤ n.
(2) Suppose π : C∗(T ) → B(K˜) is a ∗-homomorphism and θ : C∗(T˜ ) → C∗(T ) the
completely positive map obtained by restricting the compression map (to B(H))
of B(H˜) to C∗(T˜ ). Assume the minimal Stinespring dilation of π ◦ θ to be π˜
i.e. π ◦θ(X) = PK˜π˜(X)|K˜. Then (π˜(T˜1), · · · , π˜(T˜n)) is the minimal Cuntz-Krieger
dilation of (π(T1), · · · , π(Tn)).
Theorem 27. Let T be a contractive n-tuple on H satisfying A-relations and T˜ be its
minimal Cuntz-Krieger dilation.
(1) Suppose π1 and π2 are two ∗-homomorphism from C∗(T ) to B(K1) and B(K2)
respectively, for some Hilbert spaces K1 and K2. Let θ be as defined in the previous
Proposition. If X is an operator such that Xπ1(Y ) = π2(Y )X for all Y ∈ C∗(T ),
and π˜1 and π˜2 are the minimal Stinespring dilations of π1◦θ and π2◦θ respectively
then there exists an operator X˜ such that X˜π˜1 = π˜2X˜ and X˜PK1 = PK2X˜.
(2) If X ∈ C∗(T )′ then there exists a unique X˜ ∈ C∗(T˜ )′∩{PH}′ such that PHX˜|H =
X. Also the map X 7→ X˜ is a ∗-isomorphism.
Many of the results and arguments for minimal Cuntz-Krieger dilation in the following
part of this section are similar to those of [DKS] and [DP2] for standard noncommuting
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dilation. Using equation (3.4) we observe that
T˜ ∗j T˜
∗
i T˜iT˜j = T˜
∗
j [I −
∑
k
(1− aik)T˜kT˜
∗
k ]T˜j
= aijT˜
∗
j T˜jT˜
∗
j T˜j = aijT˜
∗
j T˜j .
From this follows that for α = (α1, · · · , αm)
(5.1)
(T˜
α
)∗T˜
α
= aα1α2 · · · aαm−1αmT˜
∗
αmT˜αm
= aα1α2 · · ·aαm−1αm [I −
∑
k(1− aαmk)T˜kT˜
∗
k ].
and
T˜
α
(T˜
α
)∗T˜
α
= T˜
α
so that each T˜
α
is a partial isometry. Let Hˆ and H˜ be the dilation spaces associated
with standard noncommuting dilation Tˆ and T˜ respectively as before and let us denote
H˜ ⊖ H by E . We know that Tˆi and T˜i leaves E and Hˆ ⊖ H respectively invariant. Let
Φ : B(H1)→ B(H1) be the completely positive map defined by
Φ(X) =
n∑
i=1
TˆiPH⊥XPH⊥Tˆ
∗
i .
Thus, Φ(PE) ≤ Φ(I). Also let Qi := PE T˜iPE . Then for h ∈ E
〈h,
∑
|α|=m
Qα(Qα)∗h〉 = 〈h,
∑
|α|=m
T˜
α
PE(T˜
α
)∗h〉
= 〈h,
∑
|α|=m
Tˆ
α
PH⊥PEPH⊥(Tˆ
α
)∗h〉
= 〈h,Φm(PE)h〉
≤ 〈h,Φm(I)h〉.
But as limm→∞〈h,Φm(I)h〉 = 0 we have limm→∞〈h,
∑
|α|=mQ
α(Qα)∗h〉 = 0 which implies
that Q is pure. In the above computation we used Tˆ ∗i invariance of H˜ for 1 ≤ i ≤ n. Here
we are interested in understanding the structure of WOT-closed algebra generated by the
minimal Cuntz-Krieger dilation T˜ of some contractive tuple T = (T1, · · · , Tn) satisfying
A-relations where Ti ∈ B(H). Let A denote the WOT-closed algebra generated by all
T˜i, 1 ≤ i ≤ n.
Lemma 28. (1) If A has no wandering vector then every non-trivial invariant sub-
space with respect to A is also reducing.
(2) K := E ⊖ [
∑n
i T˜iE ] is a wandering subspace for T˜ .
Proof: Let there be no wandering vector for A and let if possible N be a non-trivial
invariant subspace for A. If
∑n
i=1 T˜iN is not equal to N then N ⊖
∑n
i=1 T˜iN would be
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wandering as seen using orthogonality of the ranges of the T˜i’s, equation (5.1) and the
following: For n1, n2 ∈ N ⊖
∑n
i=1 T˜iN
〈T˜ ∗i T˜iT˜α1 · · · T˜αmn1, n2〉 = 〈aiα1 T˜α1 · · · T˜αmn1, n2〉 = 0.
But this is not possible by our assumption. So
(5.2) N =
n∑
i=1
T˜iN .
Now let h ∈ N be arbitrary. From the above equation it follows that one can write h as∑n
i,j=1 T˜iT˜jnij for some nij ∈ N . From this and equation (5.1) it is clear that T˜
∗
kh ∈ N
for all 1 ≤ k ≤ n. So N is reducing for A. Hence (1) follows.
E is also an invariant subspace for A. The nontrivial case is when E is non-zero.
E 6=
∑n
i=1 T˜iE as otherwise E would be reducing which is not possible as H spans H˜. It
follows from above that K is a wandering subspace of A. 
So we can write H˜ = H⊕H′ ⊕ (ΓA ⊗K) for some Hilbert space H′. So
∑
α∈Λ˜ T˜
α
K =
ΓA ⊗K and this is left invariant by all T˜i. Also T˜iPΓA⊗K is Si ⊗ I for 1 ≤ i ≤ n.
Let us denote by B the WOT-closed algebra generated by T1, · · · , Tn. In order to get
reducing subspaces for A it’s sufficient to demand for B∗-invariant subspace as seen in
the next Lemma. (A[L] denotes the closed linear span of AL.)
Lemma 29. Let L be a B∗-invariant subspace of H. Then A[L] reduces A. If L1 and
L2 are orthogonal B
∗-invariant subspace of H then A[L1] and A[L2] are also mutually
orthogonal.
Proof: T˜ ∗i leaves L invariant as T˜
∗
i and T
∗
i leaves H and L respectively invariant. Thus
A[L] = span{T˜
α
h : α ∈ Λ˜, h ∈ L}.
Now for any x ∈ L and α = (α1, · · · , αm), using equation (5.1)
T˜ ∗i T˜
α
x =


[I −
∑
k(1− aik)T˜kT˜
∗
k ]x if α1 = i, |α| = 1
aα1α2T˜α2 · · · T˜αmx if α1 = i, |α| > 1
0 if α1 6= i
T˜ ∗i x if |α| = 0
As L is invariant for A∗, T˜ ∗i T˜
α
x ∈ A[L] and hence reduce A.
Further when L1 and L2 are orthogonal B∗-invariant subspaces, to establish that A[L1]
is A[L2] are orthogonal it is sufficient to check if |α| ≤ |β| and l1 ∈ L1, l2 ∈ L2, then
〈T˜
α
l1, T˜
β
l2〉 = 0. This is checked easily for all cases by orthogonality of ranges of different
T˜i’s, B
∗-invariance of Li and the equation (5.1) except α = (α1, · · · , αm) = β. In this
case
〈(T˜
α
)∗(T˜
α
)l1, l2〉 = 〈aα1α2 · · ·aαm−1αm [I −
∑
k
(1− aαmk)T˜kT˜
∗
k ]l1, l2〉
= aα1α2 · · · aαm−1αm{〈l1, l2〉 −
∑
k
(1− aαmk)〈T˜
∗
k l1, T˜
∗
k l2〉} = 0,
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hence the Lemma follows. 
Recall that H˜N denotes the summand on which the compact operators in C∗(T˜ ) act
trivially. Let HN := H˜N ∩ H. In the next Proposition we assume H to be finite dimen-
sional.
Proposition 30. Let T be a contractive tuple satisfying A-relations of operators on a
finite dimensional Hilbert space H.
(1) Let K be a reducing subspace of H˜N with respect to A and let h ∈ H˜ such that
PKh is non-zero. Then there exists k ∈ A∗[h] ∩HN such that PKk is non-zero.
(2) Any non-zero subspace of H˜N which is co-invariant with respect to T˜i, 1 ≤ i ≤ n
has a non-trivial intersection with HN .
(3) H˜N = A[HN ]. When
∑
TiT
∗
i = I and B = B(H) every co-invariant subspace of
H with respect to all T˜i’s contains H.
Proof: Proof is similar to the proof of Lemma 4.1, Corollary 4.2 and Corollary 4.3
in [DPS]. It uses above two Lemmas, pureness of Q, Wold decomposition of T˜ and
compactness of the unit ball of finite dimensional Hilbert space H. (2) and (3) are
corollaries of (1). 
Now we consider the tuple R consisting of right creation operators on Γ(Cn) given by
Rix = x ⊗ ei. One can easily notice using methods similar to proof of Lemma 4 that
for polynomials p(l,m) = zlzm − amlzlzm, (l, m) ∈ {1, · · · , n} × {1, · · · , n} = I, we get
(Γ(Cn))p(R) = ΓA. Let Xi denote the compression of Ri to ΓA, i. e. Xi = PΓARi|ΓA.
Suppose eα ∈ ΓA, and when |α| > 0 let α = (α1, · · · , αm). Then
Xie
α = PΓARie
α =
{
ei if |α| = 0
aαmie
α ⊗ ei if |α| ≥ 1
Moreover from Proposition 9 it follows that X consists of isometries with orthogonal
ranges satisfying At-relations, where At is the transpose of A. Let S and X denote the
WOT-closed algebras generated by S1, · · · , Sn and X1, · · · , Xn respectively. Now we
shall analyze the structure of these WOT-closed algebras. Let Qk denote the projection
onto span{eα : α ∈ Λ˜A, |α| = k}.
Proposition 31. (1) S coincides with the commutant of X in B(ΓA), that is S =
X ′. Also X = S ′ and hence S and X are double commutants of themselves.
(2) S and X are inverse closed and the only normal elements in S and X are scalars.
Proof: Any element in S can be written as a formal sum
∑
α bαS
α, where bα ∈ C are
given by Xω =
∑
bαe
α. Let for β = (β1, · · · , βm), β ′ denote (βm, · · · , β1).
SαXβ
′
eγ =
{
aα|α|γ1aγ|γ|β1e
α ⊗ eγ ⊗ eβ if |γ| > 0
aα|α|β1e
α ⊗ eβ if |γ| = 0
= Xβ
′
Sαeγ.
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So, S ⊆ X ′. The converse is similar to the proof of Theorem 1.2 in [DP2] after noticing
that XiQk = Qk+1Xi and considering the Cesa´ro sums
pk(L) =
∑
|α|<k
(
1−
|α|
k
)
dαS
α
for Lω =
∑
α∈Λ˜A
dαe
α.
S and X are inverse closed as this is the case for any algebra which is a commutant.
This and (2) can be proved by taking the same approach as that of the proof of Corollary
1.4, 1.5 in [DP2]. 
Proposition 32. Any element A ∈ L leaves the range of Xα(Xα)∗ invariant.
Proof: Note that one can argue as we did for Sα and show that Xα are partial isome-
tries. Further as L = X ′
Xα(Xα)∗AXα(Xα)∗ = Xα(Xα)∗XαA(Xα)∗
= XαA(Xα)∗ = AXα(Xα)∗,
the proposition follows. 
In these algebras the wandering subspace description is much simpler than the general
case as can be seen from the next result.
Proposition 33. (1) If N is an invariant subspace of L then M = N ⊖
∑n
i=1 SiN
is a wandering subspace and L[M] = N .
(2) A subspace is cyclic and invariant with respect to L if and only if it is the range
of some element in X .
Proof: Follows from the Wold decomposition using methods similar to the proof of
Theorem 2.1 in [DP2]. 
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