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A note on the global stability of generalized difference equations, Appl. Math. Lett. 15
(2002) 655–659] and some other global stability results for nonautonomous higher-order
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1. Introduction
This paper is concerned with the stability of scalar higher-order difference equations of the form
xn+1 = f (n, xn, xn−1, . . . , xn−τ+1) for n ≥ n0, (1)
where τ ∈ N and f : Z× Rτ → R. Asymptotic stability of (1) and the equivalent equation
xn+1 = −µxn + f (n, xn, xn−1, . . . , xn−τ+1) for n ≥ n0, (2)
where µ ∈ R+, τ ∈ N and f : Z × Rτ → R, was considered in [1–3]. Stability of nonautonomous higher-order difference
equations was recently considered in [5–10], see also references therein.
It is well known that (1) with the initial string
xn = ϕn for nwith n0 − τ + 1 ≤ n ≤ n0 (3)
admits a unique solution.
We assume that f (n, 0, 0, . . . , 0) = 0 for all n ≥ n0, so that xn ≡ 0 is a solution of (1) or (2), which we call the trivial
solution.
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The trivial solution of (1) is called globally asymptotically stable if every solution {xn} of the initial value problem (1) and
(3) satisfies the inequality |xn| ≤ Mλn−n0 maxn0−τ+1≤j≤n0 |xj| for all n ≥ n0, whereM > 0 and λ ∈ (0, 1).
The following result was obtained in [1], see also [2,3] and some recent developments in [4].
Theorem A ([1, Theorem 2]). If there exists α ∈ (0, 1) such that
| f (n, u1, u2, . . . , uτ )| ≤ α max
1≤j≤τ
|uj| for all n ≥ n0, (4)
then the trivial solution of (1) is globally asymptotically stable. Moreover, the solution satisfies
|xn| ≤ α(n−n0)/τ max
n0−τ+1≤j≤n0
|xj| for all n ≥ n0.
If, in addition to (4), µ ∈ (α, 1), then the trivial solution of (2) is globally asymptotically stable.
In this paper, we consider the case when we have α(n) in (4) rather than n-independent α. Some of α(n) can exceed one
but we can still deduce that the higher-order difference equation is stable. The paper is organized as follows. Section 2
includes sufficient stability conditions. In Section 3 these results are applied to numerical schemes for nonlinear delay
differential equations. Section 4 contains some discussion and states relevant open problems.
2. Main results
For a function f : Z× Rτ → R and k ∈ N, we define fk : Z× Rk(τ−1)+1 → R by
fk(n, u1, u2, . . . , uk(τ−1)+1)
:=

f (n, u1, u2, . . . , uτ ), k = 1
f

n, fk−1(n− 1, u1, . . . , u(k−1)(τ−1)+1), . . . , fk−1(n− τ , uτ , . . . , uk(τ−1)+1)

, k = 2, 3, . . . .
Theorem 1. If there exist α ∈ (0, 1) and k0 ∈ N such that
| fk0(n, u1, u2, . . . , uk0(τ−1)+1)| ≤ α max1≤j≤k0(τ−1)+1 |uj| for n ≥ n0, (5)
then for any solution of (1), we have
|xn| ≤ α(n−n0−(k0−1)τ )/(k0τ) max
n0−τ+1≤j≤n0+(k0−1)τ
|xj| for all n ≥ n0 + (k0 − 1)τ . (6)
In addition, if there exists β ∈ [1,∞) such that
| f (n, u1, u2, . . . , uτ )| ≤ β max
1≤j≤τ
|uj| for all n with n0 ≤ n ≤ n0 + (k0 − 1)τ − 1, (7)
then
|xn| ≤

βτ
α1/k0
k0−1
α(n−n0)/(k0τ) max
n0−τ+1≤j≤n0
|xj| for all n ≥ n0, (8)
i.e., the trivial solution of (1) is globally asymptotically stable (M = (βτ/α1/k0)k0−1 and λ = α1/(k0τ)).
Proof. We rewrite (1) as xn+1 = f1(n, xn, . . . , xn−τ+1) for n ≥ n0, then substituting this into (1), we obtain
xn+1 = f

n, f1(n− 1, xn−1, . . . , xn−τ ), . . . , f1(n− τ , xn−τ , . . . , xn−2τ+1)

= f2(n, xn−1, . . . , xn−2τ+1)
for all n ≥ n0 + τ . Substituting the above result into (1), we get
xn+1 = f

n, f2(n− 1, xn−2, . . . , xn−2τ ), . . . , f2(n− τ , xn−τ−1, . . . , xn−3τ+1)

= f3(n, xn−2, . . . , xn−3τ+1)
for all n ≥ n0 + 2τ . By the emerging pattern, we see that
xn+1 = fk0(n, xn−k0+1, . . . , xn−k0τ+1) for all n ≥ n0 + (k0 − 1)τ . (9)
DenoteM := maxn0−τ+1≤j≤n0+(k0−1)τ |xj|. We demonstrate that |xn| ≤ αM for all n ≥ n0 + (k0 − 1)τ + 1. By (9), we get
|xn0+(k0−1)τ+1| = | fk0

n0 + (k0 − 1)τ , xn0+(k0−1)(τ−1), . . . , xn0−(τ−1)
| ≤ αM.
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Assume that |xn| ≤ αM for all nwith n1 ≥ n ≥ n0 + (k0 − 1)τ + 1 for some n1 ≥ n0 + (k0 − 1)τ + 2, then
|xn1+1| = | fk0(n1, xn1−k0+1, . . . , xn1−k0τ+1)|
≤ αmax{M, αM} = αM,
which proves that the claim is also true when n1 is replaced with (n1 + 1) and completes the induction step. In particular,
we have |xn| ≤ αM ≤ α(n−n0−(k0−1)τ )/(k0τ)M for all n ≥ n0 + (k0 − 1)τ + 1. Assume now that |xn| ≤ α(n−n0−(k0−1)τ )/(k0τ)M
for all nwith n2 ≥ n ≥ n0 + (k0 − 1)τ + 1, where n2 ≥ n0 + (2k0 − 1)τ + 1. Thus, we deduce
|xn2+1| = | fk0(n2, xn2−k0+1, . . . , xn2−k0τ+1)|
≤ αmaxα((n2−k0+1)−n0−(k0−1)τ )/(k0τ)M, . . . , α((n2−k0τ+1)−n0−(k0−1)τ )/(k0τ)M
= α((n2−k0τ+1)−n0−(k0−1)τ )/(k0τ)+1M = α(n2+1−n0−(k0−1)τ )/(k0τ)M.
An application of the induction principle proves (6). On the other hand, by (7), we have
|xn0+1| = | f (n0, xn0 , xn0−1, . . . , xn0−τ+1)| ≤ β maxn0−τ+1≤j≤n0 |xj|.
Next, we have
|xn0+2| = | f (n0 + 1, xn0+1, xn0 , . . . , xn0−τ+2)| ≤ β maxn0−τ+2≤j≤n0+1 |xj| ≤ β
2 max
n0−τ+1≤j≤n0
|xj|,
which yields by repeating that
|xn| ≤ βn−n0 max
n0−τ+1≤j≤n0
|xj| for all nwith n0 + (k0 − 1)τ ≥ n ≥ n0.
This together with (6) yields that
|xn| ≤
β
n−n0 max
n0−τ+1≤j≤n0
|xj|, n0 + (k0 − 1)τ ≥ n ≥ n0
α(n−n0−(k0−1)τ )/(k0τ) max
n0−τ+1≤j≤n0+(k−1)τ
|xj|, n ≥ n0 + (k0 − 1)τ
≤

βτ
α1/k0
k0−1
α(n−n0)/(k0τ) max
n0−τ+1≤j≤n0
|xj|
for all n ≥ n0. This shows that (8) is valid, and the proof is therefore completed. The trivial solution is globally asymptotically
stable. 
To some extent, we have reduced the difference equation of τ th-order which does not have a contraction type to a
difference equation of (k0(τ − 1) + 1)th-order for which Theorem A can be applied. Note that if k0 = 1, the condition
(7) disappears and Theorem 1 becomes exactly the same as Theorem A. First of all, let us demonstrate that, generally,
global asymptotic stability of a higher-order equation, for which the solution is a subsequence of the solution of the original
equation, does not imply stability of the original equation.
Example 1. Consider the difference equation
xn+1 =

1
xn
, n is even and xn ≠ 0
1
10xn
, n is odd and xn ≠ 0
0, xn = 0
for n ≥ 0. (10)
If x0 ≠ 0, then the solution is
x0,
1
x0
,
1
10
x0, 10
1
x0
,
1
102
x0, 102
1
x0
,
1
103
x0, 103
1
x0
, . . . .
So the trivial solution of (10) is unstable. However, the difference equation connecting the even elements of the sequence
xn+2 = xn/10 for even n ≥ 0 is obviously globally asymptotically stable.
Next, let us illustrate sharpness of the theorem conditions. It is obvious that condition (5) is necessary, and we illustrate
with an example that the condition (7) is necessary too.
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Example 2. For the equation
xn+1 =
x
2
n, n is even
1
2
√
xn, n is odd
for n ≥ 0. (11)
With x0 ≠ 0, we have the sequence
x0, x20,
1
2
x0,
1
22
x20,
1
22
x0,
1
24
x20, . . .
satisfying the relations xn+2 = xn/22 for odd n ≥ 0 and xn+2 = xn/2 for even n ≥ 0, so all conditions of Theorem 1 with
k0 = 2 but (7) are satisfied. However, the trivial solution of (11) is not uniformly stable since for any M > 0 we have
|xn| ≥ M|x0| for any even n for which |x0| > 2nM .
Now, we state a corollary, which can be regarded as a slight modification of Theorem 1.
Corollary 1. Assume that there exists a sequence {α(n)} of positive numbers such that
| f (n, u1, u2, . . . , uτ )| ≤ α(n) max
1≤j≤τ
|uj| for all n ≥ n0,
and denote
αk(n) :=

α(n), k = 1
α(n) max
n−τ≤j≤n−1
αk−1( j), k = 2, 3, . . . for n ≥ n0 + (k− 1)τ . (12)
If there exists k0 ∈ N such that
sup
j≥n0+(k0−1)τ
αk0( j) < 1,
then the trivial solution of (1) is globally asymptotically stable.
Proof. Let us show by mathematical induction that
| fk(n, u1, u2, . . . , uk(τ−1)+1)| ≤ αk(n) max
1≤j≤k(τ−1)+1
|uj| for all n ≥ n0 + (k− 1)τ and k ∈ N.
The inequality is true for k = 1 by the definition.
Assume that it is true for some k ∈ N, then
| fk+1(n, u1, u2, . . . , u(k+1)(τ−1)+1)| = | f (n, fk(n− 1, u1, . . . , uk(τ−1)+1), . . . , fk(n− τ , uτ , . . . , u(k+1)(τ−1)+1))|
≤ α(n) max
1≤j≤τ
| fk(n− j, uj, uj+1, . . . , uj+k(τ−1))|
≤ α(n) max
1≤j≤τ
αk(n− j) max
j≤i≤j+k(τ−1)
|ui|
≤ α(n) max
1≤j≤τ
αk(n− j) max
1≤j≤(k+1)(τ−1)+1
|uj|
= αk+1(n) max
1≤j≤(k+1)(τ−1)+1
|uj|
for all n ≥ n0 + kτ , which shows that the claim is also true for (k+ 1) and completes the induction step.
Applying Theorem 1 with
α := sup
j≥n0+(k0−1)τ
αk0( j) and β := max

max
n0≤j≤n0+(k0−1)τ−1
α( j), 1

reveals global asymptotic stability of the trivial solution of (1). 
Let us illustrate Corollary 1 with an example.
Example 3. Consider the equation
xn+1 = 0.6 cos

1
64
(4n+ 1)π

xn + xn−3
1+ x2n−2
for n ≥ 0. (13)
Then, using
f (n, u1, u2, u3) := 0.6 cos

1
64
(4n+ 1)π

u1 + u3
1+ u22
and α(n) :=
1.2 cos

1
64
(4n+ 1)π
 for n ≥ 0,
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we see that | f (n, u1, u2, u3)| ≤ α(n)maxj=1,2,3 |uj| for all n ≥ 0. In addition, {α(n)} is periodic with a period of 16 in which
6 of the terms are greater than 1. This means that for each k ∈ N, the sequence {αk(n)} defined by (12) is periodic with
period 16. Tables 1 and 2 consist of the first 16 terms of the sequences {α10(n)} and {α11(n)}, respectively. Therefore, the
trivial solution of (13) is globally asymptotically stable by Corollary 1 with k0 = 11.
In some cases, the result of the theorem can be obtained by evaluating less than τ successive terms, which allows us to
reach the conclusion with less iterations. To this end, we consider the auxiliary equation
yn+1 = g(n, yn, yn−1, . . . , yn−σ+1) for n ≥ n0, (14)
where σ ∈ N and g : Z× Rσ → R.
Lemma 1. Assume that
| f (n, u1, u2, . . . , uτ )| ≤ |g(n, v1, v2, . . . , vσ )| for all n ≥ n0,
where σ ∈ N with σ ≤ τ and |uj| ≤ |vj| for all j with 1 ≤ j ≤ σ . For the solutions {xn} and {yn} of (1) and (14), respectively,
with the same initial string, one has |xn| ≤ |yn| for all n ≥ n0.
Proof. The proof is easily justified by mathematical induction. 
We can now present a simplified version of Corollary 1.
Corollary 2. Assume that there exist σ ∈ N with σ ≤ τ and a sequence {α(n)} of positive numbers such that
| f (n, u1, u2, . . . , uτ )| ≤ α(n) max
1≤j≤σ
|uj| for all n ≥ n0.
If there exists k0 ∈ N such that
sup
j≥n0+(k0−1)σ
αk0( j) < 1,
where
αk(n) :=

α(n), k = 1
α(n) max
n−σ≤j≤n−1
αk−1( j), k = 2, 3, . . . for n ≥ n0 + (k− 1)σ and k ∈ N, (15)
then the trivial solution of (1) is globally asymptotically stable.
Proof. Wemay let g(n, u1, u2, . . . , uσ ) := f (n, u1, u2, . . . , uτ ) for n ≥ n0 to see that all conditions of Lemma 1 are fulfilled.
By Theorem 1, if {xn} is a solution of (1), then, for all n ≥ n0, we have
|xn| ≤ |yn| ≤

βσ
α1/k0
k0−1
α(n−n0)/(k0σ) max
n0−σ+1≤j≤n0
|yj|
≤

βσ
α1/k0
k0−1
α(n−n0)/(k0σ) max
n0−τ+1≤j≤n0
|xj|,
where α := supj≥n0+(k0−1)σ αk0( j), β := max{maxn0≤j≤n0+(k0−1)σ−1 α( j), 1} and {yn} is the solution of (14) with the same
initial string associated with (1). Therefore, the trivial solution of (1) is globally asymptotically stable. 
Finally, let us present an example to illustrate the result of Corollary 2.
Example 4. For the equation
xn+1 = 1.8 cos

1
16
(4n+ 1)π

xn
1+ x2n−3
for n ≥ 0, (16)
its not hard to see that Theorem A cannot be applied. In fact, we let
f (n, u1, u2) := 1.8 cos

1
16
(4n+ 1)π

u1
1+ u22
for n ≥ 0,
and use the estimate
| f (n, u1, u2)| ≤ α(n)|u1| for all n ≥ 0,
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Table 1
First 16 terms of {α10(n)} for (13).
n 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42
α10(n) 0.17 0.22 0.22 0.24 0.26 0.27 0.28 0.26 0.66 1.04 0.89 0.59 0.26 0.07 0.22 0.15
Table 2
First 16 terms of {α11(n)} for (13).
n 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
α11(n) 0.24 0.27 0.30 0.31 0.30 0.27 0.53 0.64 0.42 0.18 0.05 0.17 0.13 0.15 0.19 0.22
Table 3
Some terms of the sequences {α1(n)}, {α2(n)}, {α3(n)} and {α4(n)} for (16).
n 0 1 2 3 4 5 6
α1(n) 1.77 1.00 0.35 1.50 1.77 1.00 0.35
α2(n) 1.77 0.35 0.53 2.64 1.77 0.35
α3(n) 0.62 0.53 0.93 2.64 0.62
α4(n) 0.93 0.93 0.93 0.93
where
α(n) :=
1.8 cos

1
16
(4n+ 1)π
 for n ≥ 0.
We have α(4n) = 1.77 > 1, α(4n + 1) = 1, α(4n + 2) = 0.35 and α(4n + 3) = 1.5 > 1 for n ≥ 0. This computation
shows that for each k ∈ N, the sequence {αk(n)} defined by (15) with σ = 1 is periodic with a period of 4. From Table 3, we
see that the sequence {α4(n)} is a constant sequence with a value of 0.93, which is less than 1. Therefore, by Corollary 2 with
k0 = 4 and σ = 1, we learn that the trivial solution of (16) is globally asymptotically stable. However, for (16), Corollary 1
gives us the same conclusion in 12 iterations.
3. Difference equations as discretizations of delay differential equations
In this section, we study difference equations considered above as discretizations of stable delay equations and explore
the following question: when will the discretization scheme inherit the stability property of the original equation?
In [1], the differential equation
x′(t) = −ax(t)+ b(t)F(t, xt) for t ≥ 0 (17)
was considered, where F in the right-hand side depends on x on the segment [t − σ , t] for a fixed σ > 0, thus including
equations with both concentrated and bounded distributed delays. For example, in [11] it was demonstrated that if
a > 0, ess supt≥0|b(t)| = b < a, and |F(t, ϕ)| ≤ supt−σ≤s≤t |ϕ(s)|, then any solution of (17) converges to zero.
If h = σ/τ is the discretization step, xn = x(hn), bn = b(hn) and f (n, xn, . . . , xn−τ+1) provides an approximation of
F(t, xt), then the explicit Euler discretization scheme leads to the difference equation
xn+1 − xn
h
= −axn + bnf (n, xn, . . . , xn−τ ) for n ≥ 0. (18)
All solutions of Eq. (18) tend to zero as far as bn ≤ b < a for all n ≥ 0 and h ≤ 1/a.
We consider the generalization of (17) to the case of variable coefficient a
x′(t) = −a(t)x(t)+ b(t)F(t, xt) for t ≥ 0, (19)
where a(t) ≥ 0 for t ≥ 0. The discretization of (19) will include an = a(hn) and has the form
xn+1 − xn
h
= −an+1(1− θ)xn+1 − anθxn
+ bn+1(1− θ)f (n+ 1, xn+1, . . . , xn−τ+1)+ bnθ f (n, xn, . . . , xn−τ ) for n ≥ 0,
which is a more general type of discretization than the Euler scheme (obtained for θ = 1).
To further study the θ-discretization and the dependency of the stability properties on θ , consider the model equation
with variable coefficients and a constant delay
x′(t) = −a(t)x(t)+ b(t)x(t − σ) for t ≥ 0 (20)
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and its discretization
xn+1 − xn
h
= −an+1(1− θ)xn+1 − anθxn + bn+1(1− θ)xn−τ+1 + bnθxn−τ for n ≥ 0 (21)
(without loss of generality, we can assume τ ≥ 1). It is known [12] that if a(t) ≥ λ|b(t)| and a(t) ≥ a0 > 0 for t ≥ 0 for
some λ ∈ (0, 1) then the trivial solution of (20) is globally asymptotically stable. We are going to explore when (21) inherits
the asymptotic stability property.
Let us observe how the maximal step size h depends on θ . Eq. (21) can be rewritten as
xn+1 = g(n, xn, xn−τ+1, xn−τ ) for n ≥ 0,
where
g(n, u1, u2, u3) := 1− anθh1+ an+1(1− θ)hu1 +
h
1+ an+1(1− θ)h

bn+1(1− θ)u2 + bnθu3

. (22)
Then |g(n, u1, u2, u3)| ≤ α(n)max1≤j≤3 |uj| for all n ≥ 0, where
α(n) := |1− anθh||1+ an+1(1− θ)h| +
hmax{|bn|, |bn+1|}
|1+ an+1(1− θ)h| for n ≥ 0. (23)
Thus, Corollary 1 implies the following result.
Theorem 2. If for {α(n)} defined in (23) there exists k0 ∈ N such that
sup
j≥(k0−1)(τ+1)
αk0( j) < 1,
where {αk(n)} is defined in (12), then the trivial solution of (21) is globally asymptotically stable.
Let us take k0 = 1.
Corollary 3. If there exists λ ∈ (0, 1) such that
|1− anθh|
|1+ an+1(1− θ)h| +
hmax{|bn|, |bn+1|}
|1+ an+1(1− θ)h| ≤ λ for n ≥ 0, (24)
then the trivial solution of (21) is globally asymptotically stable.
Remark 1. Let us note that Corollary 3 follows from Theorem A, so it can be considered as a new application of the original
result of Liz and Ferreiro [1].
Let us discuss the conditions under which (24) holds.
Theorem 3. Let there exist µ ∈ (0, 1) and M > m > 0 such that
|bn| ≤ µmin{an, an+1} and m ≤ an ≤ M for all n ≥ 0, (25)
and h ∈ (0, 1/M) be a fixed number for which (25) holds. Then there exists θ0 > 0 such that for θ ∈ [0, θ0) the trivial solution
of (21) is globally asymptotically stable.
Proof. Under the assumptions of the theorem, the inequality in (24) can be rewritten as
1− anθh+ hmax{|bn|, |bn+1|} ≤ λ(1+ an+1(1− θ)h),
where the left hand side satisfies
1− anθh+ hmax{|bn|, |bn+1|} ≤ 1+ hµan+1.
For µ ∈ (0, 1), θ0 = 1− µ and θ ∈ [0, θ0), the function ψ defined by
ψ(u) = 1+ hµu
1+ h(1− θ)u for u ≥ 0
is decreasing. Thus, for all u ∈ [m,M], we have ψ(u) ≤ ψ(m). Then, we obtain
1− anθh+ hmax{|bn|, |bn+1|} ≤ 1+ hµan+1
= ψ(an+1)

1+ h(1− θ)an+1

≤ ψ(m)1+ h(1− θ)an+1
for all n ≥ 0. The application of Corollary 3 completes the proof. 
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Next,we consider discretization of nonlinear equation (19) in the casewhen f does not depend on xn but on the prehistory
only. Then we have the discretization
xn+1 − xn
h
= −an+1(1− θ)xn+1 − anθxn
+ bn+1(1− θ)f (n+ 1, xn, . . . , xn−τ+1)+ bnθ f (n, xn−1, . . . , xn−τ ) for n ≥ 0, (26)
where τ ≥ 2.
Theorem 4. If | f (n, v1, v2, . . . , vτ )| ≤ max1≤j≤τ |vj| for all n ≥ 0 and there exist µ ∈ (0, 1) and a0 > 0 such that (25) holds,
then for any fixed h ∈ (0, 1/M) there exists θ0 > 0 such that for θ ∈ [0, θ0) the trivial solution of (26) is globally asymptotically
stable.
Proof. Under the assumptions of the theorem, |g(n, u1, u2, . . . , uτ+1)| ≤ α(n)max1≤j≤τ+1 |uj| for all n ≥ 0, where {α(n)}
is defined in (22) and
g(n, u1, u2, . . . , uτ+1) := 1− anθh1+ an+1(1− θ)hu1
+ h
1+ an+1(1− θ)h

bn+1(1− θ)f (n+ 1, u2, . . . , uτ+1)+ bnθ f (n, u1, . . . , uτ )

.
The rest of the proof coincides with the proof of Theorem 3. 
Example 5. Consider the equation with variable coefficients
x′(t) = −q2+ sin(π t)x(t)+ 2+ sin(π t) x(t − 1)
1+ x(t − 1)2 for t ≥ 0, (27)
where q > 1, and its θ-discretization. Here, we have a(t) := qb(t) ≥ 0 and b(t) := 2+ sin(π t) ≥ 0 for t ≥ 0.
The results of [1] for the Euler scheme cannot be applied since a(t) = q2+ sin(π t) is a function of t , and the θ-method
has not been considered for this model.
Let us check that the conditions of Theorem 3 are satisfied for h small enough. Obviously, u11+ u21
 ≤ |u1|.
If we introduce the discretization with h ≤ r/π for some r ∈ (0, 1), then by the mean value theorem
| sin(πh(k+ 1))− sin(πhk)| = π | cos(ζ )|h ≤ r,
where πhk < ζ < πh(k+ 1). This yields |an+1− an| ≤ qr and |bn+1− bn| ≤ r for all n ≥ 0. Besides, bn ≥ 1 for all n ≥ 0, so
min{an, an+1} = qmin{bn, bn+1} ≥ qmin{bn, bn − r}
≥ qmin{bn, bn − rbn} = q(1− r)bn
for all n ≥ 0. Thus, (25) is satisfied with µ = 1/((1− r)q),m = q andM = 3q if q > 1/(1− r). Now, we let r = 1/15 and
q = 1.5 andµ = 0.8. According to Theorem 3, we can choose any h < 1/M , say, h = 0.2, and any positive θ < 1−µ = 0.2.
Fig. 1 shows the graph of the solution {xt} corresponding to the approximate value at time t of the θ-discretization of
(27) with θ = 0.15 and h = 0.2 for q = 1.02, 1.5, 2.5.
To illustrate the dependency of the convergence of the approximate solution to zero, we consider the case when the
conditions of Theorem 3 are not satisfied. In Fig. 2 three graphs are presented for q = 1.2 (all solutions of the differential
equation converge to zero), θ = 0.8 and h = 0.2, 0.8, 0.9. In the case h = 0.2 we have eventually monotone convergence
of a solution to zero, when h = 0.8, there is an oscillatory (and slower) convergence, for h = 0.9 we obtain sustainable
oscillation, the solution does not converge to zero.
4. Discussion
In this paper, we obtained sufficient stability conditions for Eq. (1) when f is not eventually contracting but the
combination of subsequent f satisfies this property. The same ideas can be applied in the case of the non-autonomous
nonlinear vector equation
Xn+1 = F(n, Xn, Xn−1, . . . , Xn−τ+1), (28)
where Xn ∈ Rd, and its linear counterpart
Xn+1 = A1nXn + · · · + AτnXn−τ+1. (29)
To illustrate some ideas, consider a simple first order equation
Xn+1 = AnXn, (30)
E. Braverman, B. Karpuz / Journal of Computational and Applied Mathematics 236 (2012) 2803–2812 2811
Fig. 1. The three graphs illustrate convergence of a solution of Eq. (27) to zero; here θ = 0.15, the top curve for the ratio of q = 1.02, the middle one for
q = 1.5, as in (27), and the lower curve corresponds to q = 2.5. The logarithmic scale is used for the values of x(t).
Fig. 2. The three graphs illustrate monotone and oscillatory convergence and divergence of a solution of Eq. (27) to zero; here θ = 0.8, q = 1.2,
h = 0.2, 0.8, 0.9, respectively.
where An are d× dmatrices. If there exists k ∈ N such that
lim sup
n→∞
ρ

An+k−1An+k−2 · · · An

< 1, (31)
where ρ(A) is the spectral radius of the matrix A, then the trivial solution of (30) is exponentially stable. If there exist
λ ∈ (0, 1), n0 ∈ N and k(n) ≥ n for any n ≥ n0 such that
ρ

Ak(n)Ak(n)−1 · · · An
 ≤ λ, (32)
then the trivial solution of (30) is asymptotically stable. This does not require that the spectral radius of each An for n large
enough is smaller than 1.
Example 6. Consider Eq. (30), where d = 2,
A2n = 12

5.1 4.9
4.9 5.1

, A2n+1 = 12

7.1 −6.9
−6.9 7.1

, n = 0, 1, . . . .
Then the largest eigenvalues of A2n and A2n+1 are 5 and 7, respectively. However, it is easy to deduce that the trivial solution
of (30) is exponentially stable since the product
A2n+1A2n =

0.6 −0.1
−0.1 0.6

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has eigenvalues 0.7 and 0.5, so its spectral radius is 0.7. We can also check
ρ

AkAk−1 · · · A0
 = max{5 · 0.5n, 0.1 · 0.7n}, k = 2n,0.7n+1, k = 2n+ 1,
which implies that Xn = An−1An−2 · · · A0X0 tends to zero exponentially as n →∞.
Finally, let us outline some open problems.
1. Extend the results of the present paper to the delay system of difference equations (29).
2. Apply the obtained results to the stability analysis of finite difference schemes.
3. Is it possible to extend the results of the present paper to the nonlinear vector equation (28)?
4. Can the scheme of the present paper be applied to establish convergence of difference schemes? In particular, can it be
helpful when F(t, xt) in the right-hand side of the delay differential equation has a singularity?
5. If the trivial solution of (29) is exponentially stable, can we claim that there exist λ ∈ (0, 1), n0 ∈ N and k(n) ≥ n such
that (32) holds for any n ≥ n0?
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