Abstract-Wireless sensor networks (WSNs) are developing into a promising solution for many applications, for example in healthcare. In many scenarios, there is some form of node mobility. The medium access control (MAC) mechanisms should support the expected kind of mobility in the network. Mobility is particularly complicating for contention free MAC protocols like TDMA-based protocols, because they dedicate unique slots to every node in a neighborhood. In scenarios such as body-area networking, some clusters of nodes move together, creating further challenges and opportunities. This paper proposes MCMAC (Mobile Cluster MAC), a TDMA-based MAC protocol to support mobile clusters in WSNs. The proposed protocol does not need adaptation time after movement of clusters. Several optimization mechanisms are proposed to decrease power consumption. Simulation results show that the optimizations decrease power consumption of nodes around 70% without increasing latency of data transmission compared to the non-optimized version.
I. INTRODUCTION
Wireless sensor networks are going to be used as a key solution for many applications. Healthcare, wild life monitoring, disaster management, and agriculture automation are some fields in which WSNs can help a lot to deal with their respective problems. Wireless sensor nodes are expected to develop into tiny, light and inexpensive devices to be deployed easily on a large scale. These nodes have limited energy resources. Thus, power consumption is a real challenging problem in designing an efficient WSN architecture.
Wireless technology makes the sensor nodes easy to deploy and gives them the opportunity to be mobile. The ability of sensor nodes to move provides more interesting applications for WSNs. However, network protocols should take mobility into consideration and have appropriate mechanisms for managing mobility. The MAC layer is the layer that is primarily responsible for managing mobility as it should control the access to the shared media. The problem is most prominent in schedule-based protocols such as TDMA-based MAC protocols. In these protocols, a specific time slot is dedicated to every wireless node for accessing the media of the wireless channel. To have a contention-free protocol, the dedicated time slot has to be unique in its neighborhood. So assigning time slots to sensor nodes should be done taking the location of nodes and also the range of wireless transmitters into account. When a node moves, it is clear that there should be some dynamic adaptation mechanism to assign new access time slots to mobile nodes in a new neighborhood.
The L-MAC protocol [1] , [2] is a TDMA-based protocol with a dynamic mechanism for occupying time slots. Every node receives some meta-data from its neighbors detailing which slots are occupied by the one-hop neighborhood of the sending node and based on that information, it selects a free transmit slot. Thus, the selection is done in a distributed and dynamic way. There is also some method for detecting new nodes in a neighborhood that are interfering with other nodes. The problem here is that detecting movement and occupation of new slots takes time, which strongly affects the quality of service (QoS) of a running application. In fact, the L-MAC protocol is appropriate for occasional mobility of nodes, but not for continuous mobility. In [3] , the authors present a protocol to support mobile nodes in a TDMA-based MAC protocol. In this method, the communication with mobile nodes is done with a contention-based mechanism while other nodes communicate with each other using a schedule-based mechanism. This method is designed for supporting mobility of singular nodes that send data when an event occurs.
In this paper, we address a specific kind of mobility in WSNs in which several nodes are moving together as a cluster (group). There are many examples of such kind of mobility in reality. A wireless body area network (WBAN) is a prominent example. A group of nodes is moving together in the network while there is also individual mobility of nodes inside the cluster. In such cases, managing the mobility is really important. The method has to be fast because the nodes are assumed to move like humans do. On the other hand, application-level constraints on QoS metrics like latency, reliability, and life time (power consumption) have to be met. MAC protocols proposed in [2] , [3] do not have a direct support for this form of mobility.
We categorize the sensor nodes in two major classes. The first class, the static network, contains the static nodes. These nodes are supposed to be static after deployment or have limited mobility. The latter means that these nodes are normally static but they can be relocated, after which it may take some time to become stable at the new location and communicate to other nodes. The current algorithms of MAC protocols like L-MAC are able to deal with this kind of mobility. The second class contains the mobile cluster nodes. There can be several mobile clusters, each with multiple nodes, in a network. Clusters should be able to communicate with other nodes while moving without requiring recovery time.
The next section describes a concrete application scenario for our proposed protocol, although the scope of the protocol is not limited to this specific scenario. A mobility model for modeling the movement behavior of clusters is introduced in Section III. This model is used in our evaluation. Section IV describes the basic MCMAC (Mobile Cluster MAC) protocol covering the proposed method to deal with the mobile clusters in the network. Optimization methods for both static nodes and cluster nodes are explained in Section V. The protocol evaluation result are given in Section VI. Section VII concludes.
II. APPLICATION SCENARIO
There are several potential applications in which clusters of nodes are moving within a static wireless sensor network. Healthcare applications are important examples. Scenarios are envisioned in which patients are equipped with several special sensors on their body, yielding a wireless body area network (WBAN). Body sensors measure specific biological parameters of the body. Care workers can then monitor the status of the patient and consequently take required action. It is also possible to provide some useful online information for the patient, and the WBAN may be augmented by a static network of sensors. The sensors and the exact scenario are selected according to the condition that a patient may have.
We specifically consider elderly care or patient care with some special chronic diseases in the home situation. Chronic obstructive pulmonary disease (COPD) is, for instance, a disease in which the patient needs intensive attention about the amount of performed activity in a specified amount of time. In this scenario, the patient's home is equipped with ambient sensors, that are wireless for ease of installation and for deployment on for example furniture. These sensors are installed on the walls to measure ambient parameters like temperature and humidity. Sensors may be installed on chairs and beds to monitor the activity pattern of the person. These sensor nodes may move but with limited mobility.
On the other hand, the patient is equipped with a WBAN. The sensors are placed on several positions on the body based on the sensor type to measure different vital biological signals. A temperature sensor (for fever), light sensor, and also a microphone can be installed on the head. ECG sensors are mounted on the body to measure the heart status. A blood pressure sensor can be installed on the arms, and the SpO2 respiration sensor may be installed on the hand. A GSR (Galvanic skin response) sensor may also be mounted on the hand to monitor the emotional status of the patient. Accelerometer sensors are used to measure the movement as well as the tilting of the body. Fig. 1 shows a typical WBAN. A subset of these sensors may be selected based on the condition that patients are facing. The sensor nodes are forming a heterogeneous mix with different sampling time requirements. Some sensor types (like an ECG sensor) need a data sampling rate that is higher than the feasible delivery rate in a typical multi-hop network. In such a situation, the sensor node performs some processing and then sends the conclusion in a periodic manner.
Normally, WBAN nodes are tiny and light, and so the power consumption should be very low. Wireless transmission range is set as low as possible to reduce power consumption. Moreover, it is assumed that there is not a more powerful node in the WBAN for doing computation and communication. All nodes in the WBAN are assumed to have a similar battery capacity and computation capability.
Some sink nodes in the static part of the network collect and process information of ambient sensors as well as data from body sensors. Sink nodes can also send information to a medical center through a wired network, receive feedback, and inform the patient. The number of sinks can vary based on the house or building. A reason for having more than one sink is to have better latency and reliability. In a typical deployment, we can put for example a sink on every floor of the building.
We use a gossiping strategy [4] as a routing protocol for multi-hop data transmission to the nearest sink node. In this protocol, every node has a cache that can store several data items from different sensor nodes in the network. In every round, a node randomly selects some data items from its cache plus its own sensed data and then propagates the packet to its neighbors. Once a node receives a data item, it is pushed into the cache if the time stamp is newer than the existing one. Gossiping mechanisms provide a reliable data dissemination because of the built-in redundancies. With gossiping, the network does not rely on some specific routing nodes for data dissemination. For instance, after a node failure, the network will remain alive because other nodes are also participating in data routing. To run a gossiping process, we need a fitting MAC layer (see Section IV).
III. MOBILITY MODEL
The mobility model plays an important role in the accuracy of simulations for wireless ad hoc and sensor networks with mobility in the network. Mobility models try to mimic the behavior of the mobile nodes in reality through characterizing stochastic patterns of the node movement. The right mobility model strongly depends on the application and the type of wireless nodes.
In our application, we have several nodes in the WBAN that move together in the fashion of a cluster. We need a mobility model that is able to model the cluster movement as well as individual movement of nodes within the cluster. Reference Point Group Mobility (RPGM) [5] is a mobility model that has these features and can be adapted for many applications. In this model, every group of nodes has a logical center (LC), the motion of which defines the entire group movement. Every group i has a group motion vector − − → GM i that determines the motion of the group's LC.
A reference point (RP ) is assigned to each node in the cluster that follows the group motion. The reference point of every node moves with the group motion vector − − → GM i . Every node j is moving within a predefined area (circle with radius r ij ) around its reference point with a random motion vector − − → RM ij . So the reference point allows independent motion of individual nodes in the group while the logical center provides the group movement. The location of every node in each time step is defined by adding the group motion and the random motion vectors. Fig. 2 illustrates the situation for a group.
The definition of RPGM is quite general. By selecting a proper group motion vector, we can model the human movement, while setting the random motion vectors ( − − → RM ij ) defines the motion of individual sensors installed on various positions on the body. For moving the logical center of a cluster, we use an adapted version of the Random Waypoint Mobility (RWM) model [6] , [7] which is a commonly used mobility model for individual movement in ad hoc wireless networks. In each step, a random position is selected uniformly within the deployment area. A velocity value v i is selected and the cluster moves towards the destination with the selected velocity. We assume a minimum v min and a maximum v max possible velocity value, which is based on the human walking speed. Another important decision is that, once the logical center of the cluster reaches the destination point, a uniformly chosen random waiting time w i is selected, considering a maximum waiting time w max . So the cluster stays for a while in its location, selects the next destination and corresponding velocity, and starts to move again. Algorithm 1 shows the movement of the logical center of a cluster in the network. Notation Δt stands for the time steps for moving the logical center. U (x, y) denotes a uniformly randomly selected value between x and y. U (deployment area) represents a uniformly random position selected from the deployment area of the network.
For individual movement of sensor node j in cluster i, we can set two parameters, which are the velocity (v ij ), and the radius (r ij ) of the circle around its reference point. The decision is made based on the location of that node. For Algorithm 1: The movement of the logical center (LC) of cluster i.
wait for Δt sec.; example, the sensor nodes on the chest have no individual mobility and so the velocity is set to zero while the sensor nodes on the hands have the most movement.
We implemented this mobility model as an add-on to the mobility framework of MiXiM [8] on top of the OMNeT++ 4 [9] network simulator. This implementation allows to have any number of clusters by instantiating an adequate number of RPGM modules. The number of nodes inside each cluster can also be set and the movement parameters can be adjusted individually. Moreover, the mobility pattern of every cluster is logged. Accordingly, the implementation has the option to read the mobility pattern from the logged file instead of using Algorithm 1. Doing so, we can run various configurations of the network with the same mobility pattern to have a more precise comparison.
IV. THE MCMAC PROTOCOL
The Dutch company Chess has developed a WSN architecture ( [10] ) using an epidemic (gossip) communication model. The MAC layer, gMAC [11] , has been designed based on the L-MAC protocol. It deviates from the L-MAC only in its addressing scheme. In gMAC packets, no destination address is included and packets are broadcast to all receiving neighbors. This makes the protocol suitable for running the gossip-based routing mechanism. We use this TDMA-based MAC protocol as the basic for our protocol. In this section, we propose our basis MCMAC protocol that incorporates a method to deal with the mobility that we have in our application scenario. Optimizations are discussed in the next section.
A. Basic MAC protocol
In the gMAC protocol, each TDMA frame is divided into equal sections called slots. Nodes are active in the active part of frames and are in sleep mode in other slots to reduce power consumption. A node transmits its data in exactly one slot and listens in other slots in the active part of the frame. Each node occupies a transmit (T x) time slot to send its data packets. If the selected slot is unique in the node's two-hop neighborhood, the protocol is contention free. Fig. 3 depicts a time frame in this MAC protocol.
Wireless nodes are synchronized using a decentralized frame synchronization mechanism [12] . In every frame, each node computes its phase difference to any of its direct neighbors and based on that adjusts its clock. A guard time is inserted at the start and the end of every transmit slot to resolve small phase differences (Fig. 3) . Every receiving node starts to listen to the slot from t 0 until it receives the whole packet or reaches the end of the slot time (t 3 ). The transmitter sends its packet between t 1 and t 2 . T x slot selection is done dynamically in each node using the method introduced in the L-MAC protocol [1] . The MAC header of every data packet contains a bit-set detailing which slots are occupied by the one-hop neighborhood of the sending node. A new node in a neighborhood can detect the free slots by OR-ing the received occupancy bit-sets in a whole frame. The node then randomly selects a slot among the free slots and claims it by broadcasting its occupancy bit-set. When a node moves, it causes interference until the nodes in the new neighborhood detect the collisions and try to find a proper slot for transmission. There are some methods for detecting collisions. For instance, every node can occasionally stop transmitting in its T x slot and listen to that slot. If the node receives data in its slot, it means that the slot is being used by other nodes.
In this way the gMAC and L-MAC protocols already support mobility. However, the detection of movement (collisions) and then occupying the new T x slot takes time and the mobile nodes interfere with other nodes for a while in between. So the current protocol is suitable only for mobile nodes with a (very) limited mobility. For instance, in our application, the sensor nodes that are mounted on furniture can move and use this method to update their T x slot selection. The current method can definitely not deal with a moving cluster like a WBAN in which nodes are mobile (a human) and several nodes move together at once. This is what we address in this paper. We need a method for reliable communication between wireless sensor nodes both in the static part of the network and in mobile clusters. The method needs to have a very short adaptation delay when a cluster moves.
B. The basic MCMAC protocol supporting mobile clusters
The main idea behind supporting mobile clusters in our Mobile Cluster MAC (MCMAC) protocol is to dedicate a part of the active slots to the mobile clusters existing in the network. We split the active slots of every frame into two separate parts. The first one are the static active slots (SAS) which are used by the static nodes to communicate with each other. These slots are occupied dynamically by the static nodes with the same strategy used in the basic gMAC protocol. The number of slots in this part (|SAS|) depends on the density of the network because every node has to have a unique T x slot in its two-hop neighborhood. The second part is dedicated to mobile clusters, the mobile cluster slots (MCS). This part can be consecutive to the SAS part or somewhere else in the time frame. Nodes in the mobile cluster communicate with each other via the slots in the MCS part. Each slot in this part is assigned to exactly one node in the cluster for transmission. So the number of slots is equal to the maximum number of nodes in the clusters. As the considered clusters are rather small (human body), all sensor nodes in a cluster are typically within each other's one or twohop neighborhood, so assigning a fixed slot to every node is appropriate.
The two parts of the network need to communicate. Static nodes should receive data from cluster nodes to forward it to a sink node as fast as possible. This is the most important aspect of the network in our application scenario. This can be done by static nodes through listening to the MCS part of the frame as well. Thus, a static node listens to the SAS part to communicate with other static nodes and to the MCS part for receiving data from cluster nodes. Notice that static nodes just transmit in one occupied slot in the SAS part. Fig. 4(a) shows a TDMA frame for a static node.
It is needed for cluster nodes to receive information from static nodes as well. Receiving commands or alarms from sink nodes are examples. Also, to remain synchronized, nodes in the clusters need to listen to the static nodes. Furthermore, by receiving information from static nodes, the overall latency of the network can in same cases be improved because mobile clusters can piggy back information while they are moving. The cluster nodes receive data from static nodes by listening to the SAS part as well as the MCS part. Fig. 4(b) shows a time frame from a cluster node perspective.
When there is more than one cluster in the network, they are sharing the MCS part, possibly causing interference when two clusters are in a neighborhood. Having more than one MCS part in a TDMA frame causes power consumption overhead. Therefore, we have just one MCS part in every frame. The problem is limited when clusters are moving independently, but when several clusters stay together for a while, it may cause reduction of bandwidth.
We use a hybrid contention-based and schedule-based channel access mechanism to deal with the presence of multiple clusters in the network. There are some protocols in the literature like Z-MAC [13] that use such a hybrid approach, but none of these is designed to support mobile clusters. In our MCMAC protocol, besides that every cluster node has a dedicated transmit slot in the MCS part, it performs a simple carrier sense multiple access (CSMA) mechanism for accessing the radio channel in its slot. The duration of a time slot is extended to include a CSMA period. This CSMA period is used for carrier sensing and is located exactly after the guard time (Fig. 4(c) ) of MCS slots. Every node in the cluster selects a random time in this period and then senses the channel. If the radio channel is idle, the node starts to transmit data. So the real transmission starts from somewhere in the CSMA period. Note that there is a switching delay from carrier sensing mode to the real transmission. So in this period, there is a possibility that other competing nodes sense the channel and find it clear while another node is preparing for transmission. Collisions can also occur due to the well known hidden terminal problem. These are actually native problems of CSMA protocols.
V. QUALITY OF SERVICE OPTIMIZATIONS

A. Optimization for static nodes
Based on our method for supporting moving clusters in our TDMA-based MCMAC protocol, every static node has to listen to some extra slots in every TDMA frame. By this, static nodes receive data from sensor nodes in the clusters and then they route the data to the sink nodes. On the other hand, a very important challenge in designing protocols for WSNs is power consumption because typically sensor nodes are tiny with limited battery capacity. Suppose that we have 16 slots in the SAS part of each TDMA frame (|SAS| = 16) and there are 5 slots in the MCS part (|MCS| = 5). In this situation the power consumption overhead for cluster mobility support will be around 30% which is really challenging. We propose an optimization algorithm that considerably decreases the power consumption overhead.
The idea is that the static nodes should listen to the MCS part of the frame just when there is a mobile cluster in their neighborhood. When there is none, listening is just a waste of energy. We propose a method with which the static nodes can estimate the hop distance (d) to the nearest cluster. The value d is added to every packet. We dedicate four bits for this parameter in every data packet and so the maximum value (d max ) is 15. This maximum bound is big enough for typical networks sizes. Cluster nodes always send zero as the hop distance. So every static node that receives zero in a round, detects that there is already a cluster in its neighborhood. Moreover, every node receives several d values in a round from its neighbors and then selects the minimum value plus one as its own d. If a node did not receive any packet in a round, the last d value is considered. In the next round, the value d will be added to the packet as the hop distance and sent to the neighbors. Using this method, every node can also predict the movement of clusters in term of the variations of the distance d. Fig. 5 Now, a static node does not always listen to the MCS part. Algorithm 2 illustrates the behavior of a static node in the MCMAC protocol. The function StaticOpt() decides whether the node will be listening to the MCS part based on the calculated hop distance to the nearest cluster (d). Every node has a variable listening interval time T l that is adjusted according to the value of parameter d in that node. A node listens to the MCS part (StaticOpt() returns true) just for one round in every T l round(s). The process of adjusting the listening interval is important because it affects the latency of data items from cluster nodes, which is a vital constraint in our application scenario. The adjustment process should balance two aspects. First, to minimize idle listening when there is no mobile cluster around. Second, to minimize the packet loss and latency caused by not listening to the MCS part, when there is a cluster in the neighborhood. While it is important to minimize the latency of data items from the cluster nodes, the actual goal is to adjust the listening interval time to reach an optimal trade-off considering two QoS objectives; latency and power consumption. Our experiments show that care is needed for this process. Otherwise, it will worsen the latency of the data items from cluster nodes. With the implemented method, we decrease power consumption overhead by 70% without exacerbating the latency compared to our basic protocol without optimizations.
We use the Additive Increase Multiplicative Decrease (AIMD) [14] , [15] mechanism for adjusting the value of T l . To perform the AIMD, three parameters are considered; a limited history of d, the current value of d, and its last change (Δd). Because of the varying packet reception ratio of the radio channel, there are variations for parameter d over time even when a cluster is not moving. To reduce the effect of such variations and to separate this effect from a real change of the value of d caused by the movement of a cluster, we use an exponentially weighted average of a limited history of H TDMA rounds of the parameter d in every node (Eqn. 1). In fact, the used method for adjusting the time 
where avg(t) stands for the weighted average of d over H previous rounds before round t and d(t) is the received d value at round t. δ d returns the change of d with respect to the weighted average. The last variation of d is Δd, that gives the change with respect to the previous round. Eqn. 4 and 5 show the AIMD method of adjusting the listening interval based on the above parameters. T l is the newly calculated listening interval.
We consider a maximum value T [1] is set to one so that a node listens to the MCS part in all rounds when there is a cluster around. Moreover, assume we want to add a new cluster to a running network. By considering the maximum value, in the worse case, it takes 
B. Cluster node optimizations
In our basic MCMAC protocol, cluster nodes have to listen to the MCS part for communication with other nodes in the cluster as well as listen to the SAS part to receive information from the static part of the network. It is possible to reduce the power consumption of cluster nodes while satisfying latency constraints. To do so, we reduce the listening to the SAS part of the frame. The considerations here are firstly to fairly distribute the overhead of listening to the SAS part among all existing nodes in the cluster. Secondly, to have some nodes listening to the SAS part in every round. In fact, we want to have a percentage of nodes in the cluster to listen to SAS part in every round and we rotate this task among all nodes to distribute power consumption overhead among all.
The literature on WSNs describes some methods for cluster head election. The LEACH method [16] is a commonly used method which tries to elect cluster heads in every round. The goals are similar to our goals and the algorithm is fully distributed. In every round, a node decides to be head in the next round with a probability taking the history of being head in previous rounds into account. In LEACH, however, there is no guarantee of having at least one head in every round. Furthermore, a big difference to our problem is that one round in our problem is a TDMA frame, whereas in LEACH, a round is a relatively long time to the next reconfiguration of the network.
Here we use a method in which the decision is done based on uniform probabilities. Suppose that we have N i nodes in the i th cluster and the desired number of heads that listen to the SAS part is N l i . So in every round that U (0, 1) <
Ni , the node listens to the SAS part. By selecting a proper value for N l i , we can achieve an acceptable latency. In fact, there is again a trade-off between the latency and power consumption in decision about the value of N l i . The distribution is fair in the long run because of the identical probabilities. Although the method does not guarantee at least one listening node in every round (like in LEACH), but it is very easy to implement without requiring any extra information from other nodes and so it is fully distributed. Algorithm 3 shows the behavior of a cluster node.
VI. PROTOCOL EVALUATION
We implemented the MCMAC protocol in the MiXiM [8] framework on top of the OMNeT++ 4 [9] network simulator and ran several simulations with different network setups to evaluate the protocol. We considered three static network sizes, 6 × 6, 8 × 8, and 10 × 10, referred to as small, medium, and large networks, respectively. For each network size, we randomly distributed static sensor nodes in a square area. To ensure an even distribution across the area, we placed the nodes with a 10% variance around fixed grid points. While scaling the number of static nodes, the deployment area was scaled accordingly, such that the density of static nodes was equal for all networks. In every network, we assumed the static nodes in the corners were sink nodes. We also considered various numbers of clusters (N c = 1, 2, 3, 4). Each cluster contains five sensor nodes (N i = 5) and uses the mobility model described in Section III. The parameters for the mobility model were set to mimic human movement.
Each simulation was run for 2000 rounds (TDMA frames). To have statistically more reliable results, every experiment was repeated 10 times with different seeds for the random generator and the shown results are the average over all runs. Moreover, we use the same mobility pattern for all simulation runs of the same network sizes. Our implementation of the mobility model provides such facility to have fairer comparison among different protocols. In all figures in this section, gMAC, bMCMAC, and MCMAC refer to the simulation results for the gMAC protocol, our basic MCMAC protocol without optimizations, and the MCMAC protocol with QoS optimizations, respectively.
Since we are setting up experiments with MyriaNed sensor nodes [10] , we used the specification of those nodes for the physical layer characteristics in our simulations. MyriaNed uses a Nordic chip as transceiver, which broadcasts radio packets of 32 bytes with a 2.4GHz ISM-band carrier frequency and data rate up to 2Mbps. Twelve bytes of every transmitted data packet are reserved for the MAC layer (including four bits for parameter d) and twenty remaining bytes are used for payload. So every data packet includes five data items (four bytes for each data item). Among these five items, we dedicate one item for the sensor node's own sensed sample and the others are selected randomly from the memory. As it is mentioned in Section II, in the gossip layer on top of the MAC layer, every node stores a certain number of data items from other sensor nodes in the network. In our implementation, we assumed that every node has enough memory capacity to store one data item from every sensor node existing in the network. For every transmitted data packet, two data items are selected from static nodes and two items from cluster nodes to ensure an acceptable latency for cluster nodes. To observe the behavior of the various MAC layers in the presence of mobile clusters, we calculate the average percentage of packets that are lost due to collisions. Fig. 6 shows this observation for all combinations of network sizes and cluster numbers. Fig. 6(a) shows the average collision ratio computed in static nodes whereas Fig. 6(b) shows the collision ratio counted in the cluster nodes. In general, the basic TDMAbased g/L-MAC protocols should be contention free. But when there are mobile clusters in the network, many collisions occur. The reason is that the protocols are not designed for such kind of group mobility. In some runs using the gMAC protocol, the average collision ratio is around 40-50% for cluster nodes. There is also a chance of collision in our MCMAC protocol when there are multiple clusters in a neighborhood. Remember that we use CSMA for accessing the radio channel in the MCS time slots. So collisions can still happen due to the switching time from channel sensing mode to transmission and also because of the hidden terminal problem. Note that we only consider packet loss due to the collisions caused by data transmission in the same slot. The real packet loss can be higher because of the quality of the radio channel and interference of other wireless devices.
To evaluate the MCMAC protocol for various aspects, we also calculate the application level QoS metrics of the network. We specifically consider power consumption of sensor nodes and the overall latency of the network. The latency of each data item from every node is calculated as the minimum latency to any one of the four corner sinks. Then the latency for every node is calculated as the average of the latency of all data items generated by that node during the whole simulation over all runs. Finally, we calculate the overall latency of the network as the average latency of all sensor nodes in the network. Eqn. 7 shows the formula for calculating the overall latency of data items from static nodes (Lat S ). (f) Improvement percentage for worst case age of data items from cluster nodes Fig. 7 . The overall latency, the average age of the data items stored in the memory of sink nodes, and improvement of worst case age for various simulations.
where I k is the set of arrived data items from node k to the sink nodes. lŝ i denotes the latency of arrived item i to the sink nodê s and L k stands for the average latency of data items from static node k to the sink nodes. S is the set of static nodes. As the latency constraints for data items from cluster nodes and data items from static nodes may be different, and to have a more precise evaluation of the behavior of the MAC layers, we calculate those latencies separately. So we use a similar formula to calculate the latency of cluster nodes (Lat C ). Fig.  7 (a) and 7(d) show Lat S and Lat C , respectively. These values give the latency of arrived data items to at least one sink.
To have a more precise comparison, we also need to take the packet delivery ratio to the sink nodes into account. The age of the data items stored in the sink nodes can reveal the effect of both latency and the delivery ratio. The age of every data item at every moment is calculated as the difference between the current simulation time and the sample time attached to the existing data item in the memory of the sink node. Fig. 7 (b) and 7(e) show the average age of the data items from static nodes and cluster nodes. The first observation here is that the age for cluster nodes using gMAC is around 56% higher on average than the age in our MCMAC protocol.
Consider that, besides requirements for the overall latency of the network, applications normally have constraints for the worst case latency of each sensor node or even each data item. Assume that a mobile cluster stays for a while in a certain position in the network. Using the gMAC protocol, some cluster nodes might be colliding with some static nodes in the neighborhood for that period of time. In such a situation, the instance latency of data items from those nodes may be too high. In contrast, such a situation never happens using our MCMAC protocol and the network becomes more stable and robust. Fig. 7 (c) and 7(f) give the improvement that we achieve compared to gMAC using our protocol in terms of the worst case age of the data items from static nodes and from cluster nodes, respectively. To compute the worst case age, for every sensor node, we pick the minimum age at every round over all sink nodes. The maximum age over all simulation rounds is then selected for each node. Finally, the worst case age of each class of sensors is calculated as the maximum calculated age for those sensor nodes. The result is averaged over all 10 simulation runs per experiment.
The second observation in Fig. 7 is that our optimizations do not exacerbate the age or latency and so do not have a noticeable bad effect on the QoS metrics. But power-wise, the saving is considerable. To show the effect of the optimizations on power consumption, we computed the energy consumption of the sensor nodes. The current load of the transceiver (Nordic) is 11.3mA, 12.3mA, and 22μA in transmitting, receiving, and standby modes, respectively. Thus, the receiving mode is the most power consuming mode of the radio transceiver. Our optimization algorithms try to decrease idle listening in receiving mode. Eqn. 8 gives the average energy consumption per TDMA frame of the transceiver module of the sensor nodes in our simulations.
I rx and I tx are receiver and transmitter current, respectively. T tx stands for the real transmission duration. As the Nordic transceiver uses fixed length packets (32 Bytes), this parameter has a fixed value. Parameter θ denotes the average number of slots to which the node listens in one TDMA frame. According to our optimizations, the number of Rx slots can vary in different TDMA frames based on the location of clusters.
T slot is the duration of one TDMA slot and V bat is the voltage level of the battery, which is 2.4V for our nodes.
As the power consumption in standby mode is much less than in other modes, we ignored that in our measurements. The energy consumption of sensor nodes per TDMA frame is shown in Fig. 8 for various circumstances. In general, our basic MCMAC protocol has 55% power consumption overhead compared to gMAC. After optimizations, we remove 70% of this overhead. So the final power overhead of our method is around 16% compared to gMAC. Since in our protocol the static sensor nodes just listen to the MCS part if there is a cluster in their neighborhood, the power consumption depends on the network size and the number of clusters. The proposed MCMAC protocol has several parameters. Configuring them properly affects the performance of the protocol. The considered parameters for the history (H, α), the maximum value of the listening interval to the MCS slots for each value of d (T . The length of the CSMA period is set to four times the typical switching delay of the Nordic chip (80μs). However, the process of configuring the parameters to reach the optimal performance and analyzing the QoS trade-offs needs more investigation that we left as future work. Application requirements and constraints should also be considered for tuning these parameters.
VII. CONCLUSION
This paper proposes a schedule-based medium access control protocol, MCMAC (Mobile Cluster MAC), for supporting mobile clusters in wireless sensor networks (WSN). A specific application scenario is introduced consisting of an ambient wireless sensor network and some wireless body area networks (WBAN) as clusters of sensor nodes. A mobility model for mimicking the behavior of cluster movement is introduced which is used for simulation. As current TDMA-based MAC protocols do not have direct support for such form for mobility, the paper proposes a protocol which deals with cluster mobility. Several simulations were run for different network sizes and different numbers of clusters. The simulation results show that the proposed method gives a considerable improvement with respect to the existing protocols in terms of application level latency and reliability. On the other hand, the basic MCMAC protocol suffers from a higher power consumption of sensor nodes. The paper also proposes optimization methods that considerably decrease the power consumption overhead without worsening the latency. As future work, we will investigate the performance analysis and proper configuration of MCMAC for given application scenarios, and we plan to develop an experimental testbed for validation purposes.
