In this paper, a tight coupling between computer vision and parallel 
Introduction
Parallel mechanisms are such that there exist several kinematic chains (or legs) between their base and their end-effector. Therefore, they may exhibit a better repeatability (Merlet 2000) than serial mechanisms but not a better accuracy (Wang The International Journal of Robotics Research Vol. 26, No. 7, July 2007 , pp. 677-687 DOI: 10.1177 and Masory 1993), because of the large number of links and passive joints. There can be two ways to compensate for the low accuracy. The first way is to perform a kinematic calibration of the mechanism and the second one is to use a control law which is robust to calibration errors.
There exists a large amount of work on the control of parallel mechanisms (see http://www-sop.inria.fr/coprin/equipe/ merlet for a long list of references). Cartesian control is naturally achieved through the use of the inverse differential kinematic model (abusively called the robot Jacobian since it cannot be expressed as a matrix of partial derivatives of a map with respect to its coordinates), which transforms Cartesian velocities into joint velocities. It is noticeable that the inverse differential kinematic model of parallel mechanisms does not only depend on the joint configuration (as for serial mechanisms) but also on the end-effector pose.
Consequently, one needs to be able to estimate or measure the latter. As far as we know, all the effort has been put on the estimation of the end-effector pose through the forward kinematic model and joint measurements. However, this presents problems related to the fact that there is usually no algebraic formulation for the forward kinematic model of a parallel mechanism. Hence, one numerically inverts the inverse kinematic model, which is algebraically defined for most parallel mechanisms. However, it is known (Merlet 19901 Husty 1996) that this numerical inversion requires high-order polynomial root determination, with several possible solutions (up to 40 real solutions (Dietmaier 1998 ) for a Gough-Stewart platform (Gough and Whitehall 19621 Stewart 1965) . Much of the work is thus devoted to solving this problem accurately and in real time (see, for instance, Zhao and Peng 2000) , or to designing parallel mechanisms with an algebraic forward kinematic model (Kim and Tsai 20021 Gogu 2004) . Alternatively, one of the promising paths lies in the use of the so-called metrological redundancy (Baron and Angeles 1998) , which simplifies the kinematic models by introducing additional sensors into the mechanism and thus yields easier control (Marquet 2002) .
Vision being an efficient way of estimating the end-effector pose (Dementhon and Davis 19951 Lavest et al. 1998) , it is a good alternative to use it for Cartesian control of parallel mechanisms, which can be done in three ways.
Vision as a sensor
The first way to use vision consists in computing the end-effector poses by vision, then translating them into joint configurations, through the inverse kinematic model, and finally servoing in the joint space. This scheme is easy to implement for serial mechanisms provided that inverting the forward kinematic model can be done satisfactorily. The latter condition is straightforward for parallel mechanisms since they usually have an algebraic inverse kinematic model. Similarly, one can consider computer vision as a contactless redundant sensor, as already stated in the context of parallel mechanism calibration (Andreff et al. 2004) , and use the simplified models based on the redundant metrology paradigm.
However, such schemes should be used carefully for parallel mechanisms, since joint control does not take into account the kinematic closures and may therefore yield high internal forces (Dasgupta and Mruthyunjaya 1998) . Moreover, there may exist several end-effector poses associated with a given joint configuration. Hence, a simple joint control may converge to the wrong end-effector pose, even though it converges to the correct joint configuration.
Visual servoing Second, vision can additionally be used to perform visual servoing (Espiau et al. 1992) . Indeed, instead of measuring the end-effector pose and converting it into joint values, one could think of using this measure directly for control. Recall that there exist many visual servoing techniques ranging from position-based visual servoing (PBVS) (Martinet et al. 1996) (when the pose measurement is explicit) to imagebased visual servoing (IBVS) (Espiau et al. 1992 ) (when it is made implicit by using only image measurements). Most applications embed the vision system onto the end-effector to position the latter with respect to a rigid object whose accurate position is unknown, but one can also find applications with a fixed camera observing the end-effector (Horaud et al. 1998) . The interested reader is referred to Christensen and Corke (2003) for a thorough and up-to-date state-of-the-art.
Visual servoing techniques are very effective since they close the control loop over the vision sensor. This yields a high robustness to disturbances as well as to calibration errors. Indeed, these errors only appear in a Jacobian matrix but not in the regulated error.
Essentially, visual servoing techniques generate a Cartesian desired velocity which is converted into joint velocities by the robot inverse differential kinematic model. Hence, one can translate such techniques to parallel mechanisms, as in (Koreichi et al. 19981 Kino et al. 19991 Kallio et al. 2000) (for parallel robots with a reduced number of degrees of freedom), by observation of the robot end-effector and the use of standard kinematic models. The only difficulty for end-effector visual servoing of a parallel mechanism would come from the dependency of the inverse differential kinematic model to the Cartesian pose, which would need be estimated, but, as stated above, vision can also do that (DeMenthon and Davis 19951 Lavest et al. 1998) Notice that this point pleads for PBVS rather than IBVS of parallel mechanisms, which is effectively the choice made in Koreichi et al. (1998) , Kino et al. (1999) , and Kallio et al. (2000) .
From the above discussion, we thus highly recommend the use of visual servoing for parallel mechanism control.
A novel approach However, the direct application of visual servoing techniques assumes implicitly that the robot inverse differential kinematic model is given and that it is calibrated. Moreover, observing the end-effector of a parallel mechanism by vision may be incompatible with its application. For instance, it is not wise to imagine observing the end-effector of a machining tool. In contrast, it should not be a problem to observe the legs of the mechanism, even in such extreme cases. Thereby one would turn vision from an exteroceptive sensor to a somewhat more proprioceptive sensor. This brings us back to the redundant metrology paradigm.
Parallel mechanisms are most often designed with slim and rectilinear legs. Thus, one is inclined to consider them as straight lines as it was done for their kinematic analysis (Merlet 20001 Husty 1996) or kinematic calibration (Andreff et al. 20041 Renaud et al. 2004a , 2004b . Therefore, the line geometry (Plucker 19651 Semple and Kneebone 1952) is certainly the heart of the unification, all the more as line geometry is widely used in kinematic analysis (MacCarthy 19901 Pottman et al. 1998 ) and computer vision (Faugeras 1993 ) and has already been used for visual servoing (Espiau et al. 19921 Mahony and Hamel 2001, 20051 Andreff et al. 2002) . A first step in this direction was made by Andreff et al. (2005) and Andreff and Martinet (2006) where vision was used at the modeling stage in order to derive a visual servoing scheme based on the observation of a Gough-Stewart parallel robot (Gough and Whitehall 19621 Stewart 1965) . In that method, the leg orientations were chosen as visual primitives and control was derived based on their reconstruction from the image. Although this reconstruction step consists only in computing the intersection of the two cylinder edges in the image, it might not be very accurate for intrinsically geometrical reasons. In-deed, if a leg is parallel to the image, its edges will appear as parallel lines in the image and their intersection will lie at the infinite. Thus, in a case like this one, the reconstruction will not be highly accurate and will impair the control.
In practice, this case is rapidly encountered. Indeed, since tracking lines in the image might be hard in the presence of camera distortion, one would chose a rather long focus lens (6 mm is, here, a long focus). Then, to observe all the legs in the image, one would place the camera at some distance from the manipulator (say, 1 m away from a desktop Gough-Stewart manipulator). In such an easy to set-up case, the cylinder edges appear nearly parallel in the image and control becomes unstable.
Consequently, following the original idea and the common habit in visual servoing to derive control laws as close as possible to the image space, we propose in this paper to servo the leg edges rather than the leg orientations.
The outline of the paper is as follows. Section 2 recalls the model used for lines, then uses it to express the GoughStewart platform kinematics in the (static) camera frame and finally, recalls some useful geometric properties associated to the fact that most parallel mechanisms have cylindrical legs. Section 3 introduces, under the cylindrical legs assumption, the novel control law, expressed in the image and using the apparent edges of the legs as visual primitives for control. Section 4 presents simulation results validating the approach and the first ever experimental results of visual servoing using legs observation in its two variants: the previously published leg orientation-based control and the novel edge-based control.
Modeling

Line Modeling
A line 1 in space, expressed in the camera frame, is defined by its Binormalized Plücker coordinates (Andreff et al. 2002) :
where c u is the unit vector giving the spatial orientation of the line, c n is the unit vector defining the so-called interpretation plane of line 1 and c n is a non-negative scalar. The latter are defined by c n c n 4 c P 5 c u where c P is any point on the line. Notice that, using this notation, the well-known (normalized) Plücker coordinates (Plücker 19651 Pottman et al. 1998 ) are the couple 1 c u2 c n c n3 . The projection of such a line in the image plane, expressed in the camera frame, has the implicit equation:
where c p are the coordinates in the camera frame of a point in the image plane, lying on the line.
With the intrinsic parameters K, one can obtain the line equation in pixel coordinates p n from:
Indeed, replacing p p by K c p in this expression yields:
By identification of (2) and (4), one obtains
where 6 means "proportional to". Taking into account the fact that both c n and p n are unit vectors, this yields
Notice that for numerical reasons, one should use normalized pixel coordinates. Namely, let us define the pixel frame by its origin located at the image center (i.e. the intersection of the image diagonals) and such that the pixel coordinates vary approximately between -1 and +1, according to the choice of the normalizing factor, which can be the image horizontal dimension in pixels, or its vertical dimension, or its diagonal.
Vision-based Kinematics of a Hexapod
Consider the hexapod in Figure 1 . It has six cylindrical legs of varying length q i 2 i 8 1446, attached to the base by spherical joints located in points A i and to the moving platform (endeffector) by spherical joints located in points B i .
Rather than using the standard scalar inverse kinematic model of such an hexapod given by
expressing that q i is the actuated length of vector 7 77 A i B i , it is preferable for the subsequent derivation to use the vector form, introduced as the vision-based kinematics of the hexapod expressed in the camera frame in Andreff and Martinet (2006) :
where c u i is the spatial orientation of the ith leg, c R e and c t e are respectively the orientation and position of the end-effector frame with respect to the base frame and where the left upperscript denotes the reference frame in which the coordinates are taken. From the inverse kinematic model, one easily obtains the differential inverse kinematic model: where c 6 c is the Cartesian velocity of the camera frame, considered as attached to the base frame and moving with respect to a fixed end-effector, expressed in itself and 5 is the vector cross product.
Cylindrical Leg Observation
It was shown in Andreff and Martinet (2005b) It was also shown that the leg orientation, expressed in the camera frame, is given by 
Notice that the geometric interpretation of this result is that c u i is, up to a scale factor, the vanishing point of the two image edges, i.e. their intersection point in the image.
Let us remark now that each cylinder edge is a line in space, with binormalized Plücker expressed in the camera frame 1 c u i 2 c n j i 2 c n j i 3. Moreover, the attachment point A i is lying on the cylinder axis at distance R from the edge. Consequently, a cylinder edge is entirely defined by the following constraints, expressed here in the camera frame, although valid in any frame: 
Edge-based Visual Servoing
In the following subsection, the i subscript denoting the leg number is removed for the sake of clarity.
Interaction Matrix
The interaction matrix N T relating the Cartesian velocity c 6 c to the time derivative of the cylinder edges n j , expressed in the pixel frame:
can be decomposed into the product of three matrices:
From right to left, the first one is the interaction matrix associated with the leg orientation, it thus relates the time derivative of a leg orientation to c 6 c . The second transforms leg orientation velocities into leg edge velocities both expressed in the camera frame. Finally, the third one is associated with the camera-to-pixel change of frame. Below, the expression of the leg orientation interaction matrix is first recalled then the last two matrices are derived.
Leg Orientation Interaction Matrix
The control proposed in Andreff and Martinet (2006) servoed the geodesic error between the current and desired legs orientation ( c u 5 c u 1 ) and thus introduced the interaction matrix associated to a leg orientation c u:
where [ ] 5 represents the skew-symmetric matrix associated to the vector cross-product.
Edge Velocity in the Camera Frame
Let us first derive the time derivative of a cylinder edge, expressed in the camera frame, and under the kinematic constraint that the cylinder is attached to the base by a spherical or universal joint located in c A. To do so, let us differentiate the constraints (15)- (17):
From (23) and the fact that 1u2 n2 u 5 n3 form an orthonormal basis (Andreff et al. 2002) , one can state:
Inserting this expression into (22) and (24) yields
Consequently, one obtains the relationship between the time derivative of a leg edge, expressed in the camera frame, and the time derivative of the leg orientation
Image Line Velocity in Pixel Coordinates
Let us now derive the Jacobian associated with the change of frame, where the time derivative of an image line is expressed, from the camera frame to the pixel frame. Note that this paragraph holds for any image line, not only for cylinder edges. Rewriting (6) as
we can differentiate the latter with time:
Taking into account again that p n is a unit vector (23), one gets d1 c n3 dt
Using (6) again, this simplifies into
Inserting this result in (30) yields
which simplifies into p n 4 1 c n3 9
Introducing (7) in (29) proves that
from which we finally obtain the relationship between the time derivative of a line, expressed in the image frame, and the same expressed in the camera frame
thus proving (19).
Control
Since we want to drive the unit vectors associated to the leg edges to their desired values, we choose to servo the geodesic errors
the time derivative of which is
where i 4 1446 denotes the legs and j 4 1442 the edges. Now, the standard method applies: we stack each individual errors in a single over-constrained vector e and each associated individual interaction matrices L T i2 j into a compound one L T and impose a first-order convergence to e. This yields the following pseudo-control vector c 6 c c 6 c 4 7
which is fed to the actuators through the vision-based differential inverse kinematic model (11) to deliver the final control signal
where the "hat" notation means "estimated at each sample time from the measurements". Notice that this control makes use of the detected edges in the image, the joint values, the intrinsic parameters and the attachment points of the legs onto the base expressed in the camera frame. However, notice that neither the attachment points of the legs onto the mobile platform nor the radius of the legs Fig. 2 . Experimental set-up. are used here explicitly, which reduces the number of kinematic parameters to be calibrated. We strongly suspect that, if needed, we can also get rid of the joint values as in Andreff and Martinet (2005a) by using their median value, but this is not the point of this paper.
Finally, it can be easily shown that the proposed control ensures the asymptotic stability of the error function f 4 c J in5
Results
Experimental Set-up
Experiments were performed on a commercial DeltaLab To show the robustness of the approach, we deliberately placed ourselves in a difficult configuration: approximate calibration of the robot and camera, camera placed 70 cm away from the robot base center, two legs close to be in a frontal parallel configuration. 
Experiments
The experimental robot has an analog joint position-controller that we interfaced with Linux-RTAI. Joint velocity control is emulated through this position-controller with an approximate 1 20 ms sampling period. Frame grabbing, line tracking and numerical computation are performed using ViSP, an open C++ library for visual servoing (Mardhand et al. 2005) .
It also has to be noticed that the mechanism is slow and presents high frictious disturbances that have not yet been compensated for since friction seems to depend non-trivially on the robot configuration. Hence, to overcome these disturbances, we implemented the visual servoing control with an adaptive gain. The form used was an exponential of the error norm such that the gain is initially low (0.6) and high at convergence (2.5). In the experiment, we compared the previous, PBVS-like, control based on the leg orientations wuth the new, IBVS-like, control based on the leg edges. We display for both controls the evolution of both the controlled and non-controlled errors: in Figure 4 for orientation-based control and in Figure 5 for edge-based control. An exponential behavior is found again, disturbed by friction and distorted by the adaptive gain strategy.
It is noticeable (Figure 4 ) that the orientation error signal is extremely noisy, as expected. Thus, orientation-based control tries its best to servo it to zero, but does not succeed in bringing the robot to the desired configuration since the edge er- rors do not reach zero. In contrast (Figure 5 ), edge-based control succeeds (the edges are almost aligned on their reference) even though the orientation signal is noisy and biased. Figure 6 presents a complementary view of this behavior by displaying the evolution of both the controlled and non-controlled error norms: the orientation signal is very noisy and converges equally poorly in both controls (top) while the edge signal is much cleaner and converges only in edge-based control (bottom).
The reason for such a behavior is, as stated in the early introduction, that noise is appearing in the servoed error in orientation-based control while it only appears in the interaction matrix in edge-based control. 
Conclusions
We have extended previous results concerning (PBVS-like) leg orientation-based control of a Gough-Stewart to an (IBVSlike) edge-based visual servoing scheme. It benefits from the advantages of the orientation-based visual servoing of the Gough-Stewart legs: reduced calibration parameters set, low dependence on the joint values and ability to servo the robot even though the end-effector is not visible. However, we improved the practical robustness (although it still has to be proven theoretically) by servoing the legs in the image: almost all the calibration parameters (intrinsic parameters of the cam-era and base points) and numerical errors remain located in the interaction matrix.
To do so, we took advantage of a common use of line geometry in kinematics, vision and visual servoing. This allows for an optimal modeling of Gough-Stewart parallel robots, provided that vision is used at control time. This modeling was established under the hypothesis that the camera is calibrated, but this result might be extendable to the use of an uncalibrated camera. Nevertheless, this extension is not necessary since the control is done in the very projective space associated to image lines, while the reconstructed or calibrated Euclidean terms only appear in the interaction matrix where extreme accuracy is not required.
However, self-occlusions of the mechanism with respect to a single camera are still a matter of study, although the observation of edges should simplify the problem since the two edges of a given leg are seldom hidden simultaneously. A way to overcome the occlusion problem is to turn oneself to multicamera perception systems.
