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摘 要：文章在一个一般性的框架下研究了利用基函数展开进行函数型数据聚类的问题。 在这

















型数据分析领域。 Ramsay 和 Silverman（1997）将回归分析、主
成分分析、判别分析、典型相关分析和广义线性模型等方法
引入 FDA。 Escabias 等（2000）提出了函数型 Logit 回归方法。






数数据进行 k-means 聚类。 但是，由于 B 样条基函数是非正
交基， 这种做法将得到不一致的结论。 Tarpey 和 Kinateder
（2003） 提 出 了 一 种 基 于 主 点 的 函 数 型 数 据 聚 类 方 法 。 与


























































Σcki 准k(tji )]2=(Bi'Bi)-1Bi'yi (4)
其中，矩阵 Bi=(准k(tj
i







xn(t)}的 信 息 就 被 系 数 向 量 集 合 {c1，c2，…，cn}唯 一 地 反 映 出
来。
理 论 新 探
10
















间的联系，将式(5)中的两条曲线用相同的 K 维基函数 Φ(t)展
开，用 x 和 z 分 别 表 示 函 数 x(t)和 z(t)的 基 函 数 展 开 系 数 向
量，则有
Dxz=(x-z)' 乙(Φ(t)Φ(t)')dt(x-z) (6)
令 K 阶方阵 W= 乙(Φ(t)Φ(t)')dt，则有
Dxz=(x-z)'W(x-z) (7)






































可 以 看 出，Pearson 相 似 系 数 的 计 算 过 程 本 身 已 经 包 含
了对曲线的标准化过程， 消除了曲线绝对水平高低的影响，
从而突出了曲线的形态特征。
为 了 避 免 数 值 积 分 运 算，将 函 数 x(t)和 z(t)用 基 函 数 展


































我们选用 2005 年 2 月 28 日 至 2006 年 2 月 24 日 中 证
100 指数中具有连续交易数据的 82 家上市公司股票的日收
盘价作为分析对象， 把每支股票的价格经过对数化处理后，





（注：共 82 支股票，241 个交易日，价格使用复权价，且经过对数化处理，
数据来源于 Wind 数据库。 ）
①例如，若使用系统聚类法，则时间复杂度为 O(n2m)，即使是使用算法速度较快的 k-means 法，时间复杂度也需 O(nktm)。 其中，n 为样本容量，m 表示数值积
分的分段数,k 表示 k-means 法的分类数目，t 表示 k-means 法的迭代次数。
②正是由于这个原因，Marron 和 Tsybakov（1995）、Heckman 和 Zamar（2000）分别构造了基于形态的相似性指标和基于秩相关的相似性指标来刻画曲线之间
的形态差别。 然而，这两种指标的计算都涉及到大量数值积分，因此运算速度成了它们的瓶颈。
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首先采用欧式距离作为函数间相似性度量， 我们以 k-
means 为例来说明本文的聚类方法③。 由上文可知，这可以通
过 对 82 个 18 维 向 量 的 k-means 聚 类 来 实 现④， 图 2 显 示






曲 线 的 形 态 特 征，我 们 以 式 (11)作 为 相 似 性 指 标，依 然 利 用















据分析中。 并且，我们将 Pearson 相似系数引入函数型数据聚
类分析，实证结果表明它可以较好地捕捉数据的相似特征。
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