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ABSTRACT 
 
 
Accurate sedimentation modeling has important applications in a number of 
fields. This includes modeling the accumulation of sediment in harbor channels and 
modeling the sedimentation and accumulation of particles in retention ponds in the still 
waters behind dams in order to calculate the trap efficiency.  By accurately modeling 
sedimentation, engineering failures such as the 2008 TVA spill at the Kingston Fossil 
Plant could possibly be avoided. 
Three different numerical models comparing the settling rates of individual 
particles in quiescent waters were created to compare the change of settling velocity due 
to particle size distributions, change of local concentrations, and flocculation due to inter-
particle collisions. In the models the change of local concentrations at specified heights 
over time was recorded to create concentration profiles. 
The results of the models were compared to four small scale laboratory 
experiments using light attenuation to measure the change of local concentrations due to 
the settling of clay particles that were passed through a number 200 sieve. The goal of 
this work was to see if the three numerical models could be used in larger scale 
sedimentation modeling programs to more accurately represent the accumulation of 
sediment in still waters through the use of a Lagrangian approach and by using local 
concentrations and inter-particle collisions to calculate individual particle velocities.  
The model data was non-dimensionalized by dividing the local concentrations 
with an initial concentration and the height of the control volume by a mean particle 
diameter.  This technique of using non-dimensionalized data was able to scale all of the 
 iii 
concentration profiles into similar ranges allowing for a more comprehensive quantitative 
analysis of the effect of specified parameters, such as the effect of increasing settling 
velocity due to increased standard deviation of the particle diameters, for each of the 
different numerical models and a thorough qualitative comparison with the four 
experiments conducted.  The comparison of the concentration and collision model results 
with observations from the two experiments that had low initial concentrations showed 
satisfactory agreement; however, the two experiments with higher initial concentrations 
showed signs of entrainment due to a thermal gradient phenomenon which slightly 
altered the data and concentration profiles.   
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CHAPTER ONE 
 
INTRODUCTION 
 
 This thesis describes a numerical and experimental investigation of the 
differential settling of cohesive sediment in a uniform quiescent environment.  
1.1 Motivation 
 The settling of sediment particles is a process that occurs naturally in all bodies of 
water and this process can be accelerated due to the presence of a man-made structure 
within a body of water.  A few examples of these man-made structures are dams, 
retention ponds, and breakwaters.  These structures are built to help retard the flow of 
water in order to either prevent flooding, erosion, or channel the flow of water to create 
energy.  When a fluids motion is retarded the natural processes of settling can increase 
for fine-grained particles.  For structures such as dams and retention ponds the water can 
come to an almost complete stand still. Since the waters stored by these structures are 
stilled, sediment from upstream erosion can deposit in large quantities on the bed behind 
the structure, decreasing the total depth of water the structures can hold, thus reducing the 
dam’s ability to store the water.  The percentage of the total sediment load of a flow that 
is deposited can reduce what is known as the trap efficiency (Mcully, 1996), and it is one 
of the most important parameters considered when designing ponds or dams (Verstraeten, 
2001).  Unfortunately there have been many cases where structures like these have 
catastrophically failed due to an overburden of clay and silt particles settling in the still 
waters created by these structures.  One such a failure would be the Banqiao Reservoir 
Dam in 1975 when sediment restricted the flow through the sluice gates caused by the 
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super typhoon Nina (Qing 1998).  A more recent example would be when one of the 
dredging cells, a detention pond designed to hold slurry of coal ash, clay, and water, 
failed at the Kingston Fossil Plant in 2008 because of poorly estimated amounts of the 
settled ash and clay. This caused the sidewalls to leak and eventually fail.  An estimated 
5.4 million cubic yards of the slurry was spilled (Dewan, 2008).  Figure 1.1 shows the 
aftermath of the failure at the Kingston Fossil Plant.  The dark gray material in the figure 
is the ash and clay slurry that broke loose from the failed sidewall of the dredge cell that 
covered about 300 acres of land. 
Flooding and property damage caused by the failure of large hydraulic structures 
is very important. Further, sedimentation rates need to be accurately modeled when 
considering the failure of a smaller hydraulic structure, such as a small retention pond 
that controls stormwater runoff from parking lots.  The purpose of a retention pond is to 
reduce the peak runoff and reduce the pollution content in the runoff.  When runoff 
comes from areas with many paved surfaces or from agricultural areas there is a potential 
risk of introducing pollutants into the storm water runoff (Jang, 2010).  These can include 
pollutants such as heavy metals, hydrocarbons, pesticides, and increased amounts of 
nutrients (Clozel, 2006).  Retention ponds and detention ponds, which from now on will 
be called storm water ponds, are used to help maintain flood waters and help settle out 
high concentrations of sediments in the runoff.  This is done by significantly reducing the 
flow rate of the runoff into a natural water system which in turn allows more time for 
sediments to settle to the bottom of the storm water pond.   
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Figure 1.1: Overhead view of the failure at the Kingston Fossil Plant in Kingston, 
Tennessee (Tennessee Valley Authority, 2008 [Public Domain]). 
 The settling of fine-grained sediment in still waters is still poorly understood and 
is modeled by using simplifications of the controlling parameters of settling. Many 
numerical models used in commercial or government work use an average particle 
diameter to solve for the average sediment settling flux or they numerically solve for 
changes in concentration over time to determine settling rates (Craig 2005).  Both of 
these methods can be effective when determining the settling of particles, but their use of 
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averaged values for a limited number of parameters have innate inaccuracies when 
modeling settling velocities, collisions, and possible flocculation of the sediment.  To 
address this problem a series of models were developed accounting for both individual 
particle diameters and concentration to better understand the processes of settling in a no-
flow environment. 
1.2 Settling 
 Sedimentation is a process where solid particles, known as sediment, settle in a 
fluid due to gravitational forces (Julien, 1994).  The particles travel downward through 
the fluid while interacting with natural movement of the fluid until the particles 
ultimately deposit on the bed of the water body.  This process of sedimentation is largely 
dominated by the size of the particles, the viscosity of the fluid, the density difference 
between the particle and fluid, and the behavior of the fluid itself, i.e. if the fluid is 
moving or if it is still.  Typically natural deposits of sediment are normally made up of a 
mixture of coarse-grained cohesionless particles, pebbles and sand, and fine-grained 
cohesive particles, silts and clays (Krishnappen and Willis, 2004).  These two classes of 
sediment behave differently when interacting in a fluid body.  The coarse-grained 
sediment interacts as individual particles that settle quickly and independently of each 
other in all types of fluid flow while the fine-grained sediments tend to aggregate together 
in suspension and form what are known as flocs (Krishnappen and Willis, 2004) which 
can typically only deposit in lower flow environments.  Flocs are a conglomeration of 
hundreds to thousands of fine-grained sediment that coalesce together due to the 
attractive electrostatic forces found on their surfaces, and collision of particles due to 
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Brownian motion, fluid shear, and differential settling (Lick, 1993).  While the settling 
processes of coarse-grained materials are well understood, settling of cohesive fine-
grained materials is still not well understood due to the processes of aggregation and 
disaggregation of flocs that cause changes in their settling behavior (Lick, 1993). 
1.3 Settling Velocity 
In order to create the model, first a comprehensive review of empirical and 
analytical equations for particle settling velocity was conducted.  This review was to 
establish the best possible equations to be used for determining proper settling velocities 
of particles in still waters.  Many different papers used some sort of modified version of a 
well-accepted terminal settling velocity known as the Stoke’s settling velocity.  The 
Stoke’s settling velocity is the terminal velocity of a spherical particle traveling through a 
fluid where the gravitational force acting on the sphere balances the drag force of the 
fluid.  This leads to the stokes settling velocity  
    
           
   
       (1.1) 
where g is acceleration due to gravity, D is the particle diameter, ρp is the particle density, 
ρw is the density of the fluid, and μ is the viscosity of the fluid. Equation (1.1) is valid for 
Reynolds numbers less than 0.1 (Julien, 1994).  Krishnappen and Willis (2004) discussed 
how fine grained sediments within river systems and estuarine systems are modeled.  By 
assuming that the particles and the fluid were a decoupled system, flocculation was 
included and the density was constant, an equation that used average diameters of already 
formed flocs that were experimentally derived as a best fit model for fall velocities 
 6 
 
          –       
       
 
 
        (1.2) 
where υ is kinematic viscosity. This was relevant since it was assuming a constant 
density.  By using this equation, Krishnappen (2004) was able to conclude that using a 
decoupled system technique was a valid approach that could be used to represent 
hydrodynamics in well-proven commercial numerical hydrodynamic models. 
 Lick (1993) and Chao et al (2008) were both similar in their approach because 
they also derived an empirical equation to explain the fall velocity of flocs using average 
floc diameters, but Lick (1993) was more focused only on the effects of differential 
settling on sedimentation while Chao et al (2008) was more focused on developing a 
numerical model that represented cohesive sediment transport due to wind-induced 
currents.  They both assumed that the particles were in fresh water and that flocculation 
was considered in their equations.  By using these assumptions Lick (1993) derived an 
equation to represent the settling of particles due to only differential settling using an 
average diameter size, Dm,  
         
             (1.3) 
while Chao et al (2008) created a settling velocity based on field observations in a 
shallow lake 
      
           (1.4) 
 where                      
                             . 
  
where G is the fluid shear stress.  Both were relevant because both Lick (1993) and Chao 
et al (2008) dealt with environments that had very little flow and they both used 
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equations that used a mean size particle to calculate settling velocity.  Lick (1993) further 
determined that differential settling was the dominant mechanism for the formation of 
flocs and the size distribution of flocs was a function of time, and Chao et al (2008) 
determined that at lower concentrations models can give good results to field 
observations using a decoupled method. 
 The objective of Lau and Krishnappen (1992) was to understand the settling of 
particles in turbulent flows through the formations of flocs and the size distributions of 
the particles.  Through their work they developed an equation for calculating a settling 
velocity of the median diameter floc 
  
 
     
  
     
     
         (1.5) 
where h is total length of settling, T refers to a specified time, and where the velocity is 
affected by the concentration over time.  This work was important because they 
concluded that the median size of the suspended sediment changes with time similarly to 
how the concentration also changes over time changes. 
 Tambo and Watanabe (1979) determined characteristics of flocs that could not be 
easily measured, such as floc density, in a quiescent water tube.  By assuming that no floc 
interactions occurred and the floc density was constant, a relationship between the size of 
a floc and the density of a floc was established by equating a discrete settling velocity 
equation that takes into account Reynolds number  
     
   
 
        (1.6) 
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to a modified version of Stoke’s velocity   
   *
  
 
 
  
  
(
     
  
) +
   
 
 
   
        
    (1.7) 
where Re is the Reynold’s number. It was clear that while this gives a good relationship 
for how the density of a floc can be measured through the settling velocity, the 
assumption of no interactions with other flocs could be a source of error as, even at lower 
concentrations, collisions between flocs due to differential settling could still occur. 
The article reviewed considered to have the most relevance was Hwang (1989). It 
postulated that the particle concentration can cause changes in the settling.  Due to this it 
was decided to research a widely used equation that provides an estimate of the mean 
settling velocity, which is presented by Hwang (1989) as, 
     
          (1.8) 
where k1 is a settling velocity coefficient and α is a stabilized diffusivity constant, for 
concentrations between .3 g/L to 15 g/L and Stoke’s settling velocity for any 
concentration less than .3 g/L (Hwang 1989).  This equation, combined with the Stoke’s 
settling velocity was used in the modified differential settling model described in chapter 
2.  
      (
 
   
)
 
       (1.9) 
where Ws is Stoke’s settling velocity.   
Combining equations 1.1 and 1.8 will give  
   
           
   
 (
 
   
)
 
      (1.10) 
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which is valid between the ranges of approximately 0.1 - 0.3 g/L to 1 - 15 g/L (Krone 
1962) for C and 0.75 to 2 for α (Hwang 1989). 
The following table is a summary of the references and their respective settling velocity 
equations. 
Table 1.1: Settling velocity equation summary. 
Reference Equation 
Chao 2008 
      
  
 
Where:   
                     
                           
Hwang 1989 
Flocculation Zone: 
      
  
For concentrations between .3 g/L to 15g/L 
 
Hindered Zone: 
                 
  
For concentrations greater than 15 g/L 
 
Krishnappen and Willis 2004                
    
   
 
 
Lau and Krishnappen 1992   
 
     
  
     
     
 
Lick 1993          
     
Tambo and Watanabe 1979   [
  
 
 
  
  
(
     
  
) ]
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1.4 Sediment Collisions 
 Once a velocity equation was chosen the next step was to research how to 
properly model collisions within a control volume.  The goal of this was to have a 
complete understanding of the interaction of particulates of clay within a well-mixed 
solution and how these interactions can cause coalescence and the formation of flocs.   
 All of the methods researched for flocculation mainly focused on an average 
value to describe the percentage of collisions and estimated a rate at which flocculation 
would occur.  Using these methods is appropriate when solving problems with large 
volumes and complex geometries because they allow quick calculations that can be 
applied to entire masses instead of individual particles.   
 Prat and Ducoste (2006) used the quadrature method of moments (QMOM) to 
find floc spatial distributions in turbulent shear flows.  By using the QMOM they were 
able to develop an equation for both the collision frequency and the collision efficiency 
between two particles that could potentially form a floc.  They assumed an average floc 
diameter for each of the collisions, and assumed that these collisions were due only to 
turbulent shear.  The equation they developed for collision frequency was 
           (     )
 
      
       (1.11) 
 
where Li and Lj were dimensionless size indicators of the two particles interacting with  
 
each other and εp was the turbulent energy dissipation rate. Prat and Ducoste (2006) also 
developed an equation that defined the efficiency of each collision.  This was because 
they did not assume that every time a collision occurred that the particles would stick 
 11 
 
together and form a floc.  The equation is 
      [{(   (
  
 
)
  
  
         ⁄         
 ⁄ )}        ]
     
 (1.12) 
where Ce is an empirical constant that accounts for any reduction in collision efficiency 
due to  residual electrostatic repulsion, and A is Hamaker’s constant.  While each 
equation from Prat and Ducoste (2006) is a good step towards the modeling of flocs, the 
fact that they were empirically derived for flow in turbulent shear and assumed an 
average floc diameter size means they may not be appropriate for a quiescent 
environment in which the major mechanism of flocculation is differential settling. 
 McAnally and Mehta (2002) focused on how when calculating the efficiency of 
floc formation one should consider three body collisions along with two body collisions.  
This study was focused on creating a statistical relationship that accounted for the 
aggregation and disaggregation of two and three body particle collisions due to Brownian 
motion, shearing, and differential settling by using a new form of the collision efficiency 
parameter.  The new equation derived was 
      
                 
                        
     (1.13) 
  
where Fp is a relative non-dimensional depth of interparticle penetration during a 
collision and nk is the number concentration of the k class particles.  McAnally and 
Mehta (2002) concluded that these three body collisions were causing much of the 
disaggregation of flocs that were formed by two body collisions.   
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 Lick (1993) and Thomas et al. (1999) also focused on the formation and growth 
of flocs.  Lick (1993) studied the effects of only differential settling on the formation of 
flocs that assumed all the particles in the floc are the same size and that formation occurs 
only due to differential settling in a low flow environment.  Thomas et al. (1999) 
reviewed the process of modeling flocculation and addressing the limitations that come 
with some of the assumptions that have been made with modeling flocculation.  These 
assumptions were that all particles lead to attachment, no breakage of the flocs occurred, 
all of the particles were spherical in shape, and the collisions only took place between 
two particles.  Both Lick (1993) and Thomas et al. (1999) used the same derived equation 
for the collision frequency of 
     
  
   
              
 |     |.    (1.14) 
  
Further, Lick (1993) was able to conclude that in still waters or very low-flow 
environments the differential settling process dominated the formation of flocs.  This 
information was helpful in deciding how to begin the creation of the collision model 
discussed in Chapter 2, but it was the conclusion by Thomas et al. (1999) that influenced 
the final decision on how to actually create a collision model.  Thomas et al. (1999) 
concluded that the assumptions that are normally made for flocculation models severely 
restrict the application and use to mimic real systems. The model developed therefore, 
makes few physical assumptions, and rather seeks to numerically measure collision 
frequency and floc formation.  
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The following table is a summary of the collision frequency and efficiency equations 
discussed. 
Table 1.2 Collision frequency and efficiency summary. 
Reference Equation 
Prat and Ducoste 
2006 
Collision Frequency: 
          (     )
 
      
   
Collision Efficiency: 
      *,(   (
  
 
)
  
  
         ⁄         
 ⁄ )-        +
     
 
Lick 1993 
 
For Differential Settling: 
 
    
  
   
              
 |     | 
 
 
 
Thomas, Judd, and 
Fawcett 1999 
 
Collision Frequency for differential sedimentation: 
 
    
  
   
              
 |     | 
 
McAnally and 
Mehta 2002 
     
                 
                        
 
 
 
1.5 Computational Models 
Many simulation models today calculate values like mass flux, collision 
frequency and collision efficiency.  Some examples of these models would be EFDC (Liu 
2008) which uses and average settling velocity to calculate mass flux, or Kineros-2 
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(Kalin 2003) which solves for particle movement through a mass balance equation.  Due 
to the level of inherent inaccuracy that can be involved with these types of computer 
models, such as when using an average diameter to represent a distribution of particle 
diameters, a Matlab code was written to further understand the effect of different 
parameters on the settling and formation of flocs in still waters.   
 One of the major flaws of using current settlement modeling programs is they 
lack a size distribution of the particles and instead focus on the average particle diameter 
to calculate settling velocities and mass fluxes.  In order to accurately represent the 
settlement of suspended clay particles a lognormal size distribution was investigated.  A 
lognormal distribution was used, rather than a normal distribution, to prevent the random 
number generator from creating any negative particle diameters. By adding individual 
particle sizes with a realistic distribution the settling velocities of individual particles 
could be calculated accurately and an accurate instantaneous sediment mass 
concentration of particles could then be calculated.  
The instantaneous concentration is calculated in order to adjust the settling 
velocity over time using (1.9).  When the average concentration is higher than about 0.3 
g/L the chances for flocculation begin to increase significantly, and therefore will 
increase the settling velocities beyond the Stoke’s settling velocity (Hwang 1989). By 
adding this adjustment, the settling velocity will be dependent on both the size of the 
particle and the instantaneous concentration, furthering the attempt to accurately 
represent how a clay particle will settle.   
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 One final component of the settling of particles that was investigated was the 
formation of flocs.  Flocs are small formations of individual particles that are held 
together by the strong electrochemical charges of very small particles.  Many models use 
a collision percentage and a rate of flocculation to adjust for how flocs form (Thomas 
1999).  The proposed way to bypass the use of percentages is to spatially allocate every 
single particle and use an overhead projection of the paths to find  potential collisions.  
This form takes into account every single particle’s location in a three dimensional 
control volume and uses the settling velocity to determine when collisions between 
particles occur.  
1.6 Literature Review  
 From the review, a few key points were taken to be used in the modeling and 
experimental work.  It was apparent that besides just using an average particle diameter 
the local concentration needs to be taken into account when solving for the settling 
velocity of a particle.  Hwang (1989) explicitly addressed this issue by stating that once 
the concentration reached an area around 0.3 g/L flocculation began to occur, thus 
increasing the settling velocity of the particles.  Another key point from the review was 
that the collision frequency will be important to know for future work.  The way the 
collision model works is by numerically solving for a collision frequency, which could be 
applied to more models in future work.  The final point is that almost none of the models 
account for the standard deviation of the particle size distribution.  The vast majority of 
the models focused on either a mean floc size or a D50, the particle size where fifty 
percent of the particles in a distribution are finer, for calculating settling velocities.  A 
 16 
 
standard deviation will be used in the settling models along with a mean particle size to 
help define a more realistic particle size distribution. 
 
1.7 Thesis Outline  
 The remainder of the thesis is organized as follows.  In Chapter 2 the 
development of the numerical models are discussed.  Specifically, a differential settling 
model ignoring collisions and using only the Stoke’s settling velocity, a modified 
differential settling model using (1.8) to adjust the velocity of each particle based on the 
local concentration, and a collision model that tracks individual particle collisions over 
time. Chapter 3 will discusses the results of each of the three different settling models and 
the effects of changing certain parameters such as mean particle size, standard deviation 
of the particle distribution, and initial concentration of the control volume on the time 
development of the flow.  Chapter 4 will describe a set of four experiments that were 
compared to the numerical simulations.  Conclusions and a discussion of future work are 
presented in Chapter 5. 
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CHAPTER TWO 
MODEL DEVELOPMENT 
 
This chapter describes the development of the numerical models used to simulate 
the settling and coalescence of clay particulate matter in quiescent waters.  An overview 
of the selection of the type of size distribution of clay particles is presented in Section 
2.1.  Section 2.2 and 2.3 describes the differential settling model and the modified 
differential settling model using a power law correction to the velocity accounting for 
concentration effects.  The final section describes the collision model. 
2.1 Clay particle size distribution 
   The initial creation of the clay distribution was considered an important aspect 
of the numerical models.  Since every model was controlled by a settling velocity that 
depended on the diameter of each particle, knowing a realistic particle size distribution 
was important for trying to be as realistic as possible.   
Clay particles range from course clay (2 to 4 micrometers), to very fine clay (.05 
to .24 micrometers) (Julien 1998).   In order to choose an appropriate random 
distribution, kaolinite clay sample passed through a #200 sieve was analyzed to help 
decide what values to use for the models and also to use for the aforementioned 
experiments discussed in Chapter 4.  The median diameter was 4.5 μm and the standard 
deviation was 5.5 μm of the clay sample. Figure 2.1 shows the percent finer analysis 
performed on the clay (Chowdhury, 2009). 
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Figure 2.1: Percent finer analysis of the clay sample. 
 The data in 2.1 was then used to solve for how much mass was represented by 
each percent of the particle distribution.  From this data it was found that between the 
sizes of 75 microns to 1.4 microns the particles only made up 40% of the particles, but 
accounted for approximately 99.9% of the mass.  This meant that anything smaller than 
1.4 microns could be ignored in the calculation of the concentration of the well-mixed 
clay and water solution.  A histogram showing the distribution of the particles was also 
created.  Figure 2.2 shows the distribution in terms of a histogram of the percentages of 
the particles sizes. 
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Figure 2.2: The distribution of the clay particles used in the experiments. 
With this information in hand the next step was to decide on the type of random 
distribution that was going to be used for the models.   The data available on sediment 
distributions are almost always site-specific and cannot be generalized.  Also, even with 
site specific distributions, they are separated by using sieves which still give ranges of 
particle sizes instead of specific size data.  Due to the uncertainty in the particle sizes two 
different distributions, a normal distribution and a log-normal distribution were used in 
the differential settling model to see how each distribution influenced the model 
outcomes.  The later models were run only for a log-normal distribution.  
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The majority of the simulations for the models used a ratio of the mean diameter, 
Dm, over the standard deviation,  , equal to 2.  With this ratio, the use of a normal 
distribution guaranteed diameter values to be positive approximately 97.7% of the time.  
While the values in the 2.3% were negative, their sizes were so small compared to that of 
the positive sizes that the effect at first was thought to be negligible.  After completion of 
the normal distribution, a log-normal distribution was also created for the numerical 
models to ensure the lowest value to be zero to more accurately represent a real life 
distribution of clay particles.  By imposing this restraint, all the values would be positive, 
but this would also increase the chance of obtaining a diameter much larger than the 
mean particle diameter which could dominate the sedimentation calculations. When 
conducting the test runs of the models with the log-normal distribution it was found that 
whenever the total number of particles increased, the maximum diameter also increased.  
This design still ended up not having much effect on the overall range of the particles, as 
the largest particle were still only around 5 micrometers, which is only slightly larger 
than coarse clay. 
2.2 Differential settling numerical model 
 The differential settling model is a numerical model of a finite number of particles 
randomly generated that are tracked over time to see how the settling changes based upon 
changes of the initial parameters (mean particle size and standard deviation) while 
assuming the particles fall at terminal velocity (1.1).  The model is set up using a random 
distribution of particles and calculates the concentration as a function of time as each 
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individual particle settles at its own Stoke’s velocity.  The only thing that affects the fall 
velocity of the randomly generated particles is their individual diameters.   
 The differential settling model inputs are the number of particles, n, a non-
dimensional time, τ, an initial concentration of the particles, CI, a total non-dimensional 
height scaled on the mean diameter, η, a mean diameter, Dm , and a standard deviation of 
the particle diameters,    .  Time is scaled by the time taken for a particle of diameter 
equal to the mean to settle a distance equal to its diameter.  That is  
      
  
  
 
   
           
      (2.1) 
where non-dimensional time is given by 
   
 
    
.         (2.2) 
Height is scaled by the mean particle diameter such that 
   
 
  
.         (2.3) 
The model then lists values that were assumed to stay constant throughout the entire 
simulation.  These values were the density of the particles and water, 2650 kg/m
3 
and 997 
kg/m
3
 respectively, acceleration due to gravity, 9.81 m/s
2
, and the viscosity of the water, 
8.9x10
-4
 Pas. While studies do show that the viscosity can change with shifts in relatively 
high concentrations of clay due to a non-Newtonian behavior (Chowdhury and Testik, 
2010), the concentrations used in this numerical study were so low that they were 
assumed to have no effect on the viscosity. 
 The next section of the free settling model was to use these inputs to calculate 
values that would be considered to be held constant throughout the numerical settling of 
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the particles.  These values were the tank height,   , which was the non-dimensional 
height    multiplied by the mean diameter. 
                (2.4) 
The final input was the time over which the model ran.    
 The next major portion of the differential settling model was the creation of the 
random distribution of particles.  Both a normal distribution of clay particle diameters 
and a log-normal distribution of clay particles were created.  This was to allow both 
quantitative and qualitative comparisons to see the impact of the distribution function on 
the settling rate.  Each of the sets of particles was then distributed throughout a control 
volume of height  .  This represents a well-mixed solution of the initially specified 
concentration. 
 Once all the particles had been placed in the control volume of unit height a 
simple mass calculation was used, assuming the particles were spherical in shape, and the 
settling velocities of the particles were calculated.  Since the differential settling model is 
a one dimensional model, it could calculate the location of each particle by only using 
each particle’s Stokes velocity and initial height.  Since locations of particles were known 
at each time and by knowing the total mass in the control volume, a theoretical cross-
sectional area that the particles were settling in could be calculated to match the initial 
concentration value desired. Each particle could then begin to be stepped through time to 
see the effects of different particle size distributions on the settling velocity. 
 Loops in the model were set up to calculate locations of the particles during time 
steps and the total mass for specified areas known as bins.  Bins were small horizontal 
 23 
 
slices that had a thickness of 1% of the total height of the control volume.  This can be 
seen in figure 2.3. 
 
Figure 2.3: Bins located within the control volume. 
 By creating the bins a value could be calculated for the total mass within each bin 
after each time step from which local concentrations could then be calculated.  Knowing 
the total mass made it simple to quantify the concentration change over time in each of 
the bins.  This was calculated for both the normal and the log-normal distribution to give 
plots of concentration vs. height for specified time steps.   
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Figure 2.4: Flow diagram of the free settling model. 
2.3 Modified differential settling model 
 The modified differential settling model introduced a correction to the settling 
velocity due to the local particle concentration.  The correction was done using (1.10).   
The one major difference is the introduction of a new velocity correction function into the 
calculations of the previous model.  In the modified differential settling model the 
velocity is calculated using both the diameter of the particle and also the local 
concentration of the bin that the particle is currently located in.  
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When combined, the equation used is  
  
    (      )
   
                                                 (2.5)        
       
            
   
 (
 
   
)
 
                            
 
The assumption of the new concentration correction factor is that flocculation does not 
begin to occur until around 0.3 g/L and is only valid up to 15 g/L (Hwang 1989).  The 
concentration correction factor takes the current concentration and divides it by the 
flocculation concentration, and then raises the value to the power of alpha, which is a 
shape factor usually around 4/3.  By using these assumptions the new velocity function 
calculates the settling velocity of the particle using Stoke’s settling velocity, (1.1), if the 
concentration is under .3 g/L, or uses Stoke’s velocity multiplied by the correction factor 
if the concentration is over .3 g/L. Once the velocity is found, just like with the 
differential settling model, the modified differential settling model finds mass and 
concentration in the bins over a set time and outputs these values in a plot as 
concentration versus height over multiple time steps.  Unlike in the differential settling 
model, the velocity of each particle changes over time due to spatial and temporal 
variations in concentration.  Therefore, a significantly smaller time step is required in the 
modified model.  Typical computer run times for the first model were on the order of 
minutes, whereas the modified model runs would often last for several days. 
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Figure 2.5: Flow diagram of the modified differential settling model. 
2.4 Collision settling model 
 The last and most complex model that was developed builds on the differential 
settling model.  The collision model was made to track and calculate the collisions that 
occur in the control volume over time.  Again, a randomly generated set of particles was 
created numerically, only in this model they were uniformly distributed in a three 
dimensional control volume.  Based on this location information, the model searched for 
possible collisions. Collisions were found by using an overhead view of the cross 
sectional area and finding the list of all particle pairs that overlap each other.  If an 
overlap was found, the model would then identify if the larger particle was located above 
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or below the other particle it overlapped projections with.  If the larger particle was found 
to be above the smaller particle a time to collision would then be calculated as  
     
       
       
                                             (2.6) 
In order to improve the computational efficiency of the collision detection algorithm, a 
two dimensional grid was superimposed on the horizontal cross section. The particles 
were then located in one of the grid squares (Tambo 1978). This simply means that the 
overhead cross section was broken up into a grid that contains a number of square boxes 
of a width equal to the maximum particle diameter.  The randomly generated maximum 
particle diameter was used as the dimensions for each grid space in order to not allow any 
single particle to span into all the surrounding grids.  Figure 2.6 is a schematic 
representation of the grid setup.  
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Figure 2.6: Example of the grid setup.  
 Referring to figure 2.6, each grid space can calculate the projection of each 
particle with its own grid, the red square, and the surrounding eight grids, the yellow 
square, to see if a horizontal projection of any particle overlaps another particle’s 
horizontal projection, thus indicating a potential collision.  If this occurs, the model then 
calculates whether or not the larger particle is located above the smaller particle, and 
when it is, it solves for the time to collision using (2.5).  Equation (2.5) assumes that the 
falling velocity is Stoke’s settling velocity, the height of each of the particles was the 
location of the center of the particle, and that collisions occur when the centers of each 
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particle are at the same height.  Once a complete list of all potential collisions, along with 
their times to collision, is completed the model then steps through time from one collision 
to the next, as opposed to a structured time step as used in the previous models.  When a 
collision occurs the model assumes that coalescence occurs (100% collision efficiency) 
and recalculates the sum of the mass of the two particles into one particle of the same 
mass and continues to step through time afterwards.  This process is done by taking the 
mass of the large particle and adding it to the small particle.  When the new mass has 
been calculated, the new larger particle is resaved as the previous large particle and the 
small particle is removed by giving it a mass and diameter of zero.   
 
                                 (2.7) 
 
The new diameter is then calculated by  
 
                               
 
      (2.8) 
 
This process still left the location of the smaller diameter particle, so to remove the 
particle from the remaining calculations they were placed at the bottom of the tank and 
given a diameter of zero, thus avoiding false collisions.  
Once a predetermined total time has passed the model will output a graph of 
concentration versus control volume height at specified chosen time steps as well as the 
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size of each particle at these times. Figure 2.7 shows a flow diagram of how the collision 
model worked. 
 
 
Figure 2.7: Flow diagram of the collision model. 
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CHAPTER THREE 
NUMERICAL MODEL RESULTS 
 Once the models were run a comparison was made to find what parameters had 
the most effect on how the particles settled and the time development of the concentration 
profiles.  In each of the three models, the differential settling model, the modified 
differential settling model, and the collision model, specific parameters were changed and 
built off of previous models to further the understanding the behavior on how the 
particles settled out. 
3.1 Differential Settling Model 
 To see how the size distributions affected the settling code, the parameters of 
mean particle diameter, particle diameter standard deviation, and the difference between 
a normal and log-normal random distribution were tested on the free settling model.  The 
concentration (0.3 g/L) and the amount of particles were kept the same for all five 
different model runs while the ratio of the mean diameter over the standard deviation was 
changed.  Table 3.1 lists all the parameters of each of the model simulations that are 
covered over this chapter. 
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Table 3.1: Model simulation conditions 
Simulation Model 
Type 
Figure 
# 
Initial Parameters 
           α η τ 
1 Diff 3.1 1 0.5 0.3 N/A 100000 50000 
2 Diff 3.2 2 1 0.3 N/A 100000 50000 
3 Diff 3.3 4 2 0.3 N/A 100000 50000 
4 Diff 3.4 2 0.5 0.3 N/A 100000 50000 
5 Diff 3.5 2 2 0.3 N/A 100000 50000 
6 Diff 3.6 1 0.5 0.3 N/A 100000 50000 
7 Diff 3.7 2 1 0.3 N/A 100000 50000 
8 Diff 3.8 4 2 0.3 N/A 100000 50000 
9 Diff 3.9 2 0.5 0.3 N/A 100000 50000 
10 Diff 3.10 2 0.5 0.3 N/A 100000 150000 
11 Diff 3.11 2 2 0.3 N/A 100000 50000 
12 Mod Diff 3.12 2 1 0.1 1.33 100000 50000 
13 Mod Diff 3.13 2 1 0.5 1.33 100000 50000 
14 Mod Diff 3.14 2 1 0.9 1.33 100000 50000 
15 Mod Diff 3.15 2 1 0.9 1.33 100000 50000 
16 Mod Diff 3.16 2 1 0.1 1.33 100000 50000 
17 Mod Diff 3.17 2 1 0.5 1.33 100000 50000 
18 Mod Diff 3.18 2 1 0.9 1.33 100000 50000 
19 Mod Diff 3.19 2 1 0.9 0.75 100000 50000 
20 Mod Diff 3.20 2 1 0.5 0.75 100000 50000 
21 Mod Diff 3.21 2 1 0.5 1.33 100000 50000 
22 Mod Diff 3.22 2 1 0.5 2 100000 50000 
23 Mod Diff 3.23 2 1 0.5 
All 
Values 100000 50000 
24 Collision 3.24 2 0.5 0.05 N/A 100000 50000 
25 Collision 3.25 2 0.5 0.1 N/A 100000 50000 
26 Collision 3.26 2 0.5 0.2 N/A 100000 50000 
27 Collision 3.27 2 0.5 0.3 N/A 100000 50000 
28 Collision 3.28 2 0.5 0.4 N/A 100000 50000 
29 Collision 3.29 2 0.5 0.5 N/A 100000 50000 
30 Collision 3.30 2 0.5 0.6 N/A 100000 50000 
31 Collision 3.31 2 0.5 0.8 N/A 100000 50000 
32 Collision 3.32 2 0.5 1.1 N/A 100000 50000 
33 Collision 3.33 2 0.5 All N/A 100000 50000 
34 Collision 3.34 2 
0.25 
to 1 0.4 N/A 100000 50000 
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Table 3.1 continued 
Simulation Model 
Type 
Figure 
# 
Initial Parameters 
           α η τ 
35 Collision 3.35 2 0.5 All N/A 100000 50000 
36 Collision 3.36 2 0.5 All N/A 100000 50000 
37 Collision 3.37 2 0.5 0.1 N/A 500000 50000 
38 Collision 3.38 2 All All N/A 100000 50000 
39 Collision 3.39 2 All All N/A 100000 50000 
40 Collision 3.40 2 0.5 0.4 N/A 100000 50000 
41 Collision 3.41 2 0.5 0.5 N/A 100000 50000 
42 Collision 3.42 2 0.5 0.6 N/A 100000 50000 
  
3.1.1 Scaling verification 
 The first set of simulations were run to verify that, in the absence of any 
flocculation, non-dimensional concentration profiles are identical provided the ratio of 
the mean particle diameter to standard deviation is kept constant. Figures 3.1 through 3.3 
are profiles of local concentration divided by initial concentration,  
    
 
          
        (3.1) 
 
versus the non-dimensional height, η, being plotted for every =5000  By making it a 
completely non-dimensional comparison, the effects of changing a certain parameter 
could be seen more easily.  The first three figures, figures 3.1 through 3.3, all have the 
same ratio of    
  
  ⁄    , but the actual values of Dm and    are changed each time.  
The values of Dm are 1, 2, and 4 micrometers and the values of the    are 0.5, 1, and 2 
micrometers for figures 3.1, 3.2, and 3.3 respectively.  The left plot of the figures use a 
log-normal distribution while the right side use a normal distribution. 
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Figure 3.1: Comparison of log normal and normal distributions for CI of 0.3 g/L, Dm of 
1e-6 m, and    of 5e-7 m. Profiles plotted every =5000, and 200,000 particles used per 
simulation.  
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Figure 3.2: Comparison of log normal and normal distributions for CI of 0.3 g/L, Dm of 
2e-6 m, and    of 1e-6 m. Profiles plotted every =5000, and 200,000 particles used per 
simulation. 
 
 36 
 
 
Figure 3.3: Comparison of log normal and normal distributions for CI of 0.3 g/L, Dm of 
4e-6 m, and    of 2e-6 m.  Profiles plotted every =5000, and 200,000 particles used per 
simulation. 
 When comparing figures 3.1, 3.2, and 3.3, even with a change in particle size, 
after being converted into non-dimensional values they have almost identical C* profiles 
for each of the time steps.  This also holds true for both the normal distribution and the 
log-normal distribution. This indicates that the non-dimensionalization based on the 
particles diameter and Tref (2.1) adequately collapses the concentration profile data for a 
given value of  
  
  ⁄  and no flocculation.   
3.1.2 Influence of particle standard deviation 
 After comparing model runs using different particles sizes with a constant  
  
  ⁄  
of 2, the next step was to keep a constant Dm while altering   .  Initial concentration and 
 37 
 
the number of particles were kept the same as the previous three figures.  Figures 3.4 and 
3.5 show the profiles with a 
  
  ⁄  equal to 4 and 1, respectively. 
 
 
 
Figure 3.4: Comparison of log normal and normal distributions for CI of 0.3 g/L, Dm of 
2e-6 m, and    of 5e-7 m. Profiles plotted every =5000, and 200,000 particles used per 
simulation. 
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Figure 3.5: Comparison of log normal and normal distributions for CI of 0.3 g/L, Dm of 
2e-6 m, and    of 2e-6 m. Profiles plotted every =5000, and 200,000 particles used per 
simulation.  
 From figures 3.4 and 3.5 it can be seen that by altering the 
  
  ⁄  ratio has a 
significant effect on how the particles settle out.   When the 
  
  ⁄ ratio is larger it can be 
seen that the particles settle at a much slower rate compared to the smaller values of  
  
  ⁄ .  This is because, for larger 
  
  ⁄ , more of the mass is concentrated in the larger, 
faster moving particles. From the observations of the concentration profile, it was 
justified that the use of a log-normal distribution would be more appropriate to use.  This 
was because the restraint that all values must be at positive was more realistic and when 
the 
  
  ⁄   ratio was equal to 1 the normal distribution generated many negative particle 
sizes.  Due to this, the first time step of the normal distribution showed a  C* value to be 
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almost uniformly 0.5 instead of the value of 1 that it should be.  It should be noted that 
these values were scaled based on the concentration of the log-normal distribution.  This 
could be seen easily on the normal distribution in figure 3.5. 
3.1.3 Concentration decay at selected heights 
 After choosing a distribution, the differential settling model outputs were 
examined again in terms of the change in concentration over time at specified heights in 
the control volume.  This was to further illustrate how a change in the 
  
  ⁄  ratio would 
affect the concentration profiles.  The values of concentration used for figures 3.6 
through 3.8 were created from the same data used in the first three concentration profiles. 
 
 
Figure 3.6: Concentration versus time at locations 2e
4
, 4e
4
, 6e
4
, and 8e
4
 mean particle 
diameters from the bottom of the control volume from the data used in figure 3.1. 
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Figure 3.7: Concentration versus time at locations 2e
4
, 4e
4
, 6e
4
, and 8e
4
 mean particle 
diameters from the bottom of the control volume from the data used in figure 3.2. 
 
 
Figure 3.8: Concentration versus time at locations 2e
4
, 4e
4
, 6e
4
, and 8e
4
 mean particle 
diameters from the bottom of the control volume from the data used in figure 3.3. 
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 It can be seen that, just like the concentration profiles, as long as the ratio of  
  
  ⁄  is kept the same, the concentrations will decrease at very similar rates at each of 
the specified heights. 
 The next step was to change the ratio of  
  
  ⁄   just like for the concentration 
profiles.  The next two figures were also created from the previous data sets that created 
figures 3.4 and 3.5.   
 
Figure 3.9: Concentration versus time at locations 2e
4
, 4e
4
, 6e
4
, and 8e
4
 mean particle 
diameters from the bottom of the control volume from the data used in figure 3.4. 
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Figure 3.10: An extended run of the previous model in figure 3.9 to see further settling of 
the particles. 
It should be noted that the x axis has been extended by a factor of three to show the 
further settling of the model in figure 3.9. 
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Figure 3.11: Concentration versus time at locations 2e
4
, 4e
4
, 6e
4
, and 8e
4
 mean particle 
diameters from the bottom of the control volume from the data used in figure 3.5. 
 Figure 3.9 settles at a slower rate than the previous three figures.  With the 
smaller range of particle sizes it would take longer for the concentration to decrease at 
these heights over time.  Figures 3.9 and 3.10 show an initial constant concentration 
period followed by a gradual decay in the concentration.  The initial plateau of constant 
concentration time is the time taken for the low concentration front to reach that specified 
height (controlled by the largest particles).  Therefore, the time for the front to reach the 
specified heights will decrease with increasing particle diameter standard deviation.  It 
cannot be seen well, but even in figure 3.11there will be an initial plateau of the 
concentration.   
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3.2 Modified Differential Settling Model 
 After getting a good grasp on how the differential settling model should act, the 
next step was to use the velocity modification that was a function of the local 
concentration (2.4).  As seen in (2.4) the velocity will be Stoke’s velocity up until a 
concentration of .3 g/L, and then will switch to Stoke’s velocity multiplied by the 
concentration correction factor.   
3.2.1 Influence of concentration 
 The first parameter investigated was how the change of initial concentration can 
change the velocity, and ultimately the concentration.  The following three figures are 
models run with the collision code using a Dm of 2e-6 m,    of 1e-6 m, over a time it 
takes the mean particle to fall its own diameter 50000 times.  Their respective initial 
concentrations are 0.1 g/L, 0.5 g/l, and 0.9 g/l.  
 
Figure 3.12: Modified differential settling model with an initial concentration of 0.1 g/L. 
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Figure 3.13: Modified differential settling model with an initial concentration of 0.5 g/L. 
 
Figure 3.14: Modified differential settling model with an initial concentration of 0.9 g/L. 
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 It can be seen that as the initial concentration increases the faster the particles 
begin to settle out.  To view this more clearly a concentration profile of the 0.9 g/L data 
in figure 3.14 was created in figure 3.15 to show how initially the modification due to the 
higher concentration causes the particles to settle at a faster rate until the 0.3 g/L 
threshold is met, which then the particles settle out at a constant rate 
 
Figure 3.15: Concentration profile of modified differential settling model with an initial 
concentration of 0.9 g/L. 
  By choosing initial concentrations that include 0.3 g/L in their range, figures 3.12 
through 3.14 show that in order to begin having a significant effect, the concentrations 
need to be a little larger than 0.3 g/L.  To see this, the figures 3.16 through 3.18 are the 
previous three modified figures side by side with the differential model using the exact 
same parameters. 
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Figure 3.16: Comparison of models with an initial concentration at 0.1 g/L and α = 4/3. 
 As seen, with a low initial concentration there is qualitatively no difference 
between the two models. 
 
Figure 3.17: Comparison of models with an initial concentration of 0.5 g/L and α = 4/3. 
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 Even with an initial concentration that is slightly higher than the 0.3 g/L value, e.g 
0.5 g/L, the concentration over time for each of the heights is almost identical again 
between the modified model and the differential settling model.  This means that the 
concentrations are not altering the rate of settling.  
 
Figure 3.18: Comparison of models with an initial concentration of 0.9 g/L and α = 4/3. 
 At 0.9 g/L it can be seen that the concentration is beginning to have more of an 
effect on the settling velocity.  This is observed especially well between times of 0 and 
2e
4
 in the modified settling figure where the slopes of the lines are much steeper than in 
the differential settling model.  After this time, around the time that the local 
concentration at the specified heights begins to drop under 0.3 g/L, the sedimentation rate 
decreases.  Figure 3.19 is a closer comparison of the differential model and the modified 
differential model at the specified height of       from the bottom of the control 
volume. 
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Figure 3.19: A comparison between the differential settling and the modified differential 
settling models at height       up from the bottom of the control volume. 
3.2.2 Influence of   
 The final parameter that was tested was the value α in (2.4).  Hwang stated that α 
ranges from 0.75 to 2, and is typically approximately     .  These three values were 
modeled using the same distribution parameters, Dm of 2e-6 m,    of 1e-6 m, and the 
same initial concentration of 0.5 g/L. 
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Figure 3.20: Modified differential settling model with an initial concentration of 0.5 g/L 
and α = 0.75. 
 
Figure 3.21: Modified differential settling model with an initial concentration of 0.5 g/L 
and α = 4/3. 
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Figure 3.22: Modified differential settling model with an initial concentration of 0.5 g/L 
and α = 2. 
 
Figure 3.23: A comparison of the three α values at       from the bottom at 0.5 g/L. 
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 As observed from figures 3.20 through 3.23 there is almost no effect from using 
different values of α until you get to higher concentrations.  The modified differential 
settling model only shows significant changes in the settling velocity when 
concentrations begin to reach values that are about two to three times the value of the 
flocculation concentration of 0.3 g/L. 
 
3.3 Collision Model 
 The final model developed was the collision model.    During this settling the 
particles interact with one another through collisions. 
3.3.1 Role of concentration  
 The first objective was to observe the change in how fast the particles settled out 
when the initial concentration was changed.  The following nine figures, figures 3.24 
through 3.32, are concentration profiles from the collision model.  The particle size 
distribution was kept constant through the model runs at Dm=2e-6 m,   =5e-7 m with 
only the initial concentration changing. 
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Figure 3.24: Collision model with an initial concentration of 0.05 g/L. Profile plotted 
every =5000, and 200,000 particles used per simulation. 
 
 
Figure 3.25: Collision model with an initial concentration of 0.1 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
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Figure 3.26: Collision model with an initial concentration of 0.2 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
 
 
Figure 3.27 Collision model with an initial concentration of 0.3 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
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Figure 3.28: Collision model with an initial concentration of 0.4 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
 
 
Figure 3.29: Collision model with an initial concentration of 0. 5 g/L. Profile plotted 
every =5000, and 200,000 particles used per simulation. 
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Figure 3.30: Collision model with an initial concentration of 0.6 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
 
 
Figure 3.31: Collision model with an initial concentration of 0.8 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
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Figure 3.32: Collision model with an initial concentration of 1.1 g/L. Profile plotted every 
=5000, and 200,000 particles used per simulation. 
 Figures 3.24 through 3.32 show an increase in the settling rates as the initial 
concentration increases, which was expected.  As the initial concentration increases, the 
amount of collisions increases.  Since the number of collisions increased, the particles 
would gain more mass at a quicker rate, which means that the particles will begin to settle 
at faster rates sooner. To see the change more clearly, all of the previous figures of the 
collision model have been placed in the next figure. 
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CI = 0.05 g/L 
 
CI = 0.3 g/L 
 
 
CI = 0.6 g/L 
 
 
CI = 0.1 g/L 
 
CI = 0.4 g/L 
 
 
CI = 0.8 g/L 
 
 
CI = 0.2 g/L 
 
CI = 0.5 g/L 
 
 
CI = 1.1 g/L 
Figure 3.33: Progression of collision model as initial concentration is increased for each 
run from left to right, top to bottom. 
3.3.2 Role of particle size standard deviation 
 After examining how the initial concentration affected the rate of sedimentation, 
the next step was to vary the standard deviation and see how the change of that parameter 
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affected settling velocities and the change of concentration over time.  This was done by 
using a constant initial concentration with a high enough value to be able to clearly see 
the changes that occur.  The values of 0.4 g/L initial concentration with a Dm of 2e
-6
 
meters were chosen for the model.  Figure 3.34 shows how the settling rate changed due 
to the change of the standard deviation. 
 
 
  = 0.25e-6 m 
 
  = 0.75e-6 m 
 
  = 0.5e-6 m 
 
  = 1e-6 m 
 
Figure 3.34: A comparative look at the change of settling rate with the change of   . 
Profiles plotted every =5000, and 200,000 particles used per simulation.
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As seen in the previous figure, knowing the proper distribution is extremely important 
when trying to accurately model clay using the collision model.   
3.3.3 Variation of mean settling velocity over time  
 After charting out the change in concentration over time for the collision models 
an investigation was made into the change of the mean particle velocity over time.  The 
values were difficult to see in all of the previous figures, which is why figure 3.35 shows 
how the average settling velocity divided by the initial settling velocity 
    
 ̅
      
         (3.2) 
 increases in the control volume as the initial concentration increases. 
 
Figure 3.35: Average velocity of the particles over time for multiple concentrations. 
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 It is observed that as the initial concentration increases, Ψ will increase.  This 
seems logical because as the initial concentration increases the amount of collisions that 
occur also increases, thus increasing the settling velocity of the particles as they gain 
mass through collisions.  The final mean velocity as a function of initial concentration is 
shown in figure 3.36.  
 
Figure 3.36: A comparison of the velocity to the concentration. 
 Figure 3.36 is a plot of the concentration versus the maximum value of Ψ, which 
is dependent upon the initial particle size distribution.  This relationship was chosen 
because velocity depends on both the initial concentration and the initial distribution.  
This would only be valid for smaller concentrations though. According to Hwang (1989) 
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the concentration can begin to be so high that it begins to hinder the settling of particles.  
This hindered settling begins to occur around 15 g/L, which is approximately one 
magnitude larger than the highest concentration modeled in this study. 
 However, the apparent settling out to a constant mean velocity is an artifact of the 
finite size of the control volume.  For an infinite control volume, the mean particle size 
would continue to increase, as would the mean velocity.  The only way equilibrium could 
be reached would be if an upper limit on the floc size is imposed through some floc 
stability model.  This can be seen in figure 3.37 in which mean velocity as a function of 
time is plotted for the same initial conditions, but for two different sized control volumes. 
Clearly, the larger control volume results in a longer time for collisions to occur and a 
higher final mean velocity.  
 
Figure 3.37: A comparison of Ψ over τ when all parameters are kept the same except η. 
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3.3.4 Collision Frequency 
 Another aspect that was analyzed using the collision code was how the standard 
deviation and concentration affected the collision frequency in the control volume.  The 
code was tested by using 40000 particles, a Dm of 2 microns, and a set of concentrations 
between 0.1 to 1.5 g/L.  Figure 3.38 is a plot of  concentration versus collision frequency 
per cubic meter for different particle diameter standard deviations. 
 
Figure 3.38: A comparison of how collision frequency is affected by concentration and 
standard deviation. 
The data indicates that the collision frequency scales like the concentration squared. That 
is 
              (3.3) 
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To see this trend better the data was re-plotted on a log-log scale to demonstrate the 
power-law relationship between collision frequency and concentration for a given particle 
size distribution.  
 
Figure 3.39: A log-log relationship of the data in 3.38. 
 This figure shows that no matter what the standard deviation is, the amount of 
collisions per meter cubed is mostly affected by the concentration.  It shows that as the 
standard deviation gets to be larger than around 0.7Dm and the concentration is constant 
the amount of collisions per cubic meter begins to be approximately the same. 
3.3.5 Variation in particle size distribution over time 
 The final aspect of the collision code that was observed was how the particle size 
distribution changed over time.  This was done to see how the formation of the flocs 
changed the log-normal distribution over time.  The following three figures show the 
change of particle diameter over time for different initial concentrations. 
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Figure 3.40: Mean particle diameter changing over time for a CI of 0.4 g/L, a Dm of 2 μm 
and a    of 0.5 μm. 
 
Figure 3.41: Mean particle diameter changing over time for a CI of 0.5 g/L, a Dm of 2 μm 
and a    of 0.5 μm. 
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Figure 3.42: Mean particle diameter changing over time for a CI of 0.6 g/L, a Dm of 2 μm 
and a    of 0.5 μm. 
 Figures 3.40 through 3.42 all show that as time increases there are changes in the 
size of the particles.  Time is read by the changing of the color for each of the particle 
sizes in the histograms.  Blue is when τ is 0 and red is when τ is equal to the final 
specified time.  It can be seen that the amount of particles for the smaller sizes drastically 
decreases over the first few time steps, but then slowly reaches a point where the size 
does not change much. This is because most of the smaller particles have been collected 
by the larger particles, and their size increases.  For the models that were run, this is just a 
limitation of the size of the control volume, but in a real world situation this would occur 
due to the size limitation a floc can reach before becoming unstable and breaking apart.  
What is interesting in all three figures is that the smaller sizes constantly decrease in the 
amount of particles that are of their respective sizes, and that the larger particle sizes 
begin to increase over time after an initial decrease.  This is due to the low probability of 
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two very small particles colliding (forming another small particle) compared to the 
probability of a larger particle hitting a smaller particle, and the model itself is designed 
in a way that only allows for an increase in size of the particles. That is, there is no 
mechanism in the model for the breakup of flocs.  
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CHAPTER FOUR 
EXPERIMENTAL SETUP AND RESULTS 
 A quantitative comparison was needed in order to give credibility to the numerical 
models.  Experiments were conducted using a CCD camera and the program Digiflow to 
monitor the settling of well mixed particles in a small water filled tank using light 
attenuation.  Comparisons were made to the models by solving for concentrations over 
time. 
4.1 Optical Technique 
 A way to measure changes of concentration of a clay mixture in a tank is by 
measuring the amount of light that that is allowed to pass from a constant intensity source 
through a medium of clay mixed with water.  This technique was used to help confirm 
the validity of the numerical models that were presented in the previous chapters.   
4.1.1 Technique Description 
Experiments were performed in a dark room where all ambient light sources were 
removed.  A single light source was then focused to shine directly through a thin piece of 
film to help distribute the light more evenly toward a divided tank.  The divided tank 
stood approximately 6 feet away from the light source.  There was a divide in the tank 
that was constantly full of pure water in order to be able to check for any fluctuations in 
the light source intensity while recording was occurring. On the other side of the tank a 
CCD camera was set up approximately ten feet away.  The CCD camera was then able to 
take very accurate measurements of light intensity.  The range was from 0, total darkness, 
to 256, complete light saturation.  The camera was connected to a computer that used a 
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program called Digiflow, which converts the gray scale to a color scale based on the 
value of     
⁄ , where I is the intensity of the clay mixture and Io is the initial background 
intensity (Hacker, Linden, Dalziel, 1996).   Figure 4.1 shows a schematic representation 
of the physical setup for the experiments.
Figure 4.1: Experimental setup. 
 The color scale that was represented through Digiflow was represented by the 
scale of extremely dark red, high concentrations around 1.5 g/L, to an extremely light 
violet, approximately 0.002 g/L.  To get to the low concentrations from the high 
concentrations the color scale changed through the natural light spectrum colors, red, 
orange, yellow, green, blue, indigo, and violet.  
Performing the experiments consisted of the following steps: Taking a reading 
with no light source, taking a background reading, and then taking a reading of the actual 
mixture over a long time period.  Taking a reading with no light source was the first task 
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because the camera would always be able to capture some sort of ambient light source.  
By doing this, a value could be obtained to help calculate the light intensity with more 
accuracy.  The value that was found when running the camera with no light source was  
 
   
 , which was then denoted as value Ic. This would then be subtracted from the 
remaining values, both for the zeroed light intensity and the actual intensity giving the 
fractional intensity equation: 
   
    
     
         (4.1) 
 A background image of the divided tank would then be taken in order to know the 
average values of     
⁄ for each pixel.  This was done by taking a ten second video of the 
water in the tank with a capture rate of 24 frames per second.  Once the values of each 
pixel were captured over the time frame they would be averaged over time to give an 
image file of the average initial intensity.  Figure 4.2 is a sample of what a background 
image of the divided tank with a light source behind looked like. 
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Figure 4.2: Background image of the divided tank. 
 Once a background image was taken the experiments could be run.  First a 
predetermined amount of clay would be well-mixed into the larger side of the tank and a 
video would be taken over a 2 day period to watch the change in light intensity as the 
particles began to settle.  Figure 4.3 shows an image of what a well-mixed tank looked 
like. 
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Figure 4.3: A well-mixed tank viewed through Digiflow. 
 Once a video was taken of the settling, a check of the left side of the tank for light 
intensity variation was conducted.  Figure 4.4 is an example of what the variation over 
time looked like. 
 
Figure 4.4: Light source variation over time in an uncorrected experiment. 
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 The light source variation could be checked in an uncorrected experiment since its 
purpose was to show whether or not the source lighting fluctuated during the course of 
the experiment.  All four experiments were checked to make sure the average light 
intensity stayed constant throughout the 2 days of settling. 
 After the variation was checked the background image would then be used with 
every frame of the settling video to measure the light attenuation across the sediment 
laden water.  Figure 4.5 is an example of what one frame looked like after the 
background correction. 
 
 
Figure 4.5: Image of one frame with the background removed. 
 These corrected movie files would then be used to calculate how the intensity 
changed over time due to the settling of the particles.  Digiflow allowed the user to select 
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specific time steps and areas of the movie file to find what the intensity values were so a 
concentration value could be calculated from a calibration curve. 
4.1.2 System calibration 
 A calibration curve had to be created to relate the   
    
     
 values with an actual 
known concentration value.  This was done by mixing in known concentrations, taking a 
short movie of about 10 seconds with a high frame per second capture rate, correcting the 
movie with a background image, and then averaging the corrected movie file over all of 
the frames to get a θ value for each pixel.  Since the entire tank was assumed to be well 
mixed, the area where the clay mixture was located was then averaged over the x and y 
coordinates to get one value representing the concentration that was well-mixed into the 
tank.  Figure 4.6 shows the calibration curve developed for the experiments. 
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Figure 4.6: Experimental calibration curve. 
 
4.1.3 Possible error associated with optical technique 
 Although it is possible to produce a high resolution calibration curve using the 
technique described (see figure 4.6), this is strictly only applicable for a given particle 
size distribution in the suspended sediment. However, in differential settling conditions, 
as modeled in this thesis, the size distribution at any height changes with time (see figures 
3.40-3.42). We therefore consider the potential impact of this on the measurement 
technique. 
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Figure 4.7: A physical representation of light passing through a tank of water and 
particles. 
The light attenuation technique measures I0 and I using a calibrated CCD camera. 
However, we need a relationship between the light attenuation and the particle mass 
concentration. We consider a series of light rays passing through the fluid. We assume 
that if a light ray strikes a particle it is absorbed. The probability that a light ray is 
absorbed is 
                      
                           
          
    (4.2) 
However, there can be overlap. Therefore, we consider a small segment of horizontal 
length dx and vertical plane area    such that there is no overlap in the projected area of 
the particles. In this case 
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∑         (4.3) 
where   is the diameter of the individual particles (assumed to have some statistical 
distribution). The mass concentration in the block of thickness dx is given by 
        
  
     
∑         (4.4) 
Assuming horizontal statistical homogeneity over the full horizontal length L we get 
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Where a is either 2 for area or 3 for volume. Substituting (4.5) into (4.3) we get the local 
attenuation rate as 
      
 
    
∑       
  
    
  ̅̅̅̅       (4.6) 
And the mass concentration is given by  
        
   
    
  ̅̅̅̅         (4.7) 
Substituting (4.6) into (4.5) in order to eliminate n,   , and L we get  
 
  
  
   
       
  
  ̅̅ ̅̅  
  ̅̅ ̅̅  
       (4.8) 
This can be solved to give 
      
 
       
  
  ̅̅̅̅̅ 
  ̅̅̅̅̅ 
 
       (4.9) 
However, the quantity 
  ̅̅ ̅̅  
  ̅̅ ̅̅  
 is a property of the statistical distribution of the particle sizes 
which will vary over time as the particles settle out since the larger particles will fall out 
at a faster rate. While measuring this variation is beyond the scope of this thesis, the 
above discussion is presented to note one possible reason for the discrepancy between the 
model and the experimental data presented in the next section. 
 
4.2 Corrected Results 
 To do a comparative study with the numerical models, settling experiments were 
conducted using four different initial concentration values.  These values were 0.13 g/L, 
0.4 g/L, 0.6 g/L and 1.5 g/L.  These values were chosen to span the critical flocculation 
concentration of 0.3 g/L described in Hwang (1989).  By taking values below, slightly 
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above, and at much higher concentrations than the 0.3 g/L the relationship of what 
happens around that concentration could be observed.  Each experiment conducted 
focused on an area in the upper half of the tank and directly down the vertical bisection of 
the tank.  This was done to mimic the collision model since the control volume allowed 
the particles to fall out of the bottom in the collision model and to receive the best direct 
light intensity from the source.  Each experiment was conducted over a period of 2 days 
using two minute time steps for each snap shot of the settling video. 
4.2.1 Qualitative and visual results 
 The first experiment of 0.13 g/L initial concentration was conducted to see how 
the particles settled out at low concentrations.  By using this low concentration a 
comparison could be made to the free settling model.  Figure 4.7 and figure 4.10 show 
the progression of the change in concentration over time for the 0.13 g/L concentration. 
 
Figure 4.8: From left to right and top to bottom, the change in concentration for 0.13 g/L. 
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Figure 4.9: The total change in concentration for initial concentration of 0.13 g/L. η is 
from 0 to 14000 and τ is from 0 to 800000. 
 The first note is that figure 4.8 and figure 4.9 only show the first day of settling.  
By the end of day one the majority of the particles had settled out to the point that no 
discernable difference could be found visually or numerically.  It can be seen that in the 
initial 4 hours of the model, the majority of the large particles have settled out of the 
chosen control from the initial 0.13 g/L to almost 0 g/L concentration. What is interesting 
is when looking at figure 4.10, wherever there is a noticeable difference in change of 
color, the shape has somewhat of a linear look to it.  Figure 4.10 is a magnified view of 
the first 160 time steps of the experiment. 
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Figure 4.10: Linear changes in concentration over time for 0.13 g/L. 
 This helps verify that at low concentrations using Stoke’s settling velocity is a 
valid approximation to use to help describe the mass flux of settling particles.  This is 
because each particle will have a constant velocity throughout the entire settling period. 
 The next experiment was conducted using 0.4 g/L.  This value was used to help 
show how the higher concentrations will begin to affect the settling rates due to 
flocculation that begin to occur when the concentration is approximately 0.3 g/L. Figures 
4.11 and 4.12 are the respective progressions of the concentration over time for the 0.4 
g/L initial concentration. 
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Figure 4.11: From left to right and top to bottom, the change in concentration for 0.4 g/L.
Figure 4.12: The total change in concentration for initial concentration of 0.4 g/L.  η is 
from 0 to 14000 and τ is from 0 to 800000. 
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 An initial concentration of 0.6 g/L was the next experiment conducted over a two 
day period.  This was to again show the effects of an increased concentration beyond the 
flocculation concentration of 0.3 g/L. Figures 4.13 and 4.14 show the progressions of the 
change in concentration over time for the 0.6 g/L initial concentration. 
 
Figure 4.13: From left to right and top to bottom, the change in concentration for 0.6 g/L. 
 An interesting thing to note about the 0.6 g/L experiment is that the tank turns 
over twice and begins to remix itself at a lower concentration before beginning to re-
settle again.  This form of entrainment suggests that the larger particles begin to 
flocculate almost immediately, and then settle so quickly that they are broken up due to 
the fluid shear from differential settling and partially mix again before repeating the 
flocculation.  What is also an interesting phenomenon that was observed was that the 0.6 
g/L experiment entrained at a concentration of 0.4 g/L whereas the 0.4g/L experiment did 
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not entrain.  This could suggest that the initial entrainment had an effect on the 
entrainment that occurred approximately 76800 seconds, or 0.9 days, later. 
Figure 4.14: The total change in concentration for initial concentration of 0.6 g/L. η is 
from 0 to 14000 and τ is from 0 to 800000. 
 The final experiment conducted used an initial concentration of approximately 1.5 
g/L that settled over a two day period with a time step of two minutes between each 
frame.  This concentration was used in order to see what effect a concentration much 
greater than the flocculation concentration would have on settling particles.  Figures 4.15 
and 4.16 show the concentration over time for the initial concentration of 1.5 g/L. 
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Figure 4.15: From left to right and top to bottom, the change in concentration for 1.5 g/L. 
Figure 4.16: The total change in concentration for initial concentration of 1.5 g/L. η is 
from 0 to 14000 and τ is from 0 to 800000. 
 As seen with the previous concentration of 0.6 g/L, the 1.5 g/L test also 
underwent a turning over and entrainment of the clay particles.  It also seems that it was 
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in the beginning stages of undergoing a third turnover.  The times between turnovers 
were slightly different though.  The time between the first and second turnover was, like 
the 0.6 g/L experiment, approximately 0.9 days, but the time between the second and 
third turnover was approximately 0.75 days.   
 The 0.6 g/L and 1.5 g/L experiments indicate that the free settling numerical 
model is only valid for initial concentrations lower than the specified concentration that 
caused the initial overturning.  . 
4.2.2 Quantitative results 
 In order to understand the validity of the models, a comparison between the 
models and the four experiments was needed.  The first step was comparing the non-
dimensional concentrations vs. non-dimensional heights over non-dimensional times of 
the experimental data qualitatively to the results of the differential settling model.  For 
the following four figures the experimental values for the 200 sieved clay were used to 
non-dimensionalize the concentration, height, and time just like the input values of 
diameter and standard deviation were used in the numerical models.  The values of the 
clay were a Dm of 4.5 microns and a    of 5.5 microns.  It should be noted that program 
used, Digiflow, would not begin recording values of θ until the end of the first time step, 
which means that the initial values on the following four figures were all taken at time 
step 1.  Due to this, the initial non-dimensional concentration did not start at 1 for the 
four experiments since 120 seconds passed between the mixing process and the first 
frame.  The results shown in figure 4.17 used an initial concentration of 0.13 g/L. 
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Figure 4.17: Non-dimensional time versus non dimensional concentration over time for 
initial concentration of 0.13 g/L. 
 When compared qualitatively to the figures in section 3.1, specifically figure 3.11, 
it can be seen that similar trends occur.  This seems logical because 3.11 has a 
  
  ⁄  
value equal to 1, whereas the 
  
  ⁄ value is equal to .82 for the experiments.  Since the 
  
  ⁄  is assumed to not change for the other three experiments, it was assumed they 
would follow similar trends.  Figures 4.18 through 4.20 used the same values to non-
dimensionalize the data except for the initial concentration.  The three figures used initial 
concentrations of 0.4 g/L, 0.6 g/L, and 1.5 g/L respectively. 
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Figure 4.18: Non-dimensional time versus non dimensional concentration over time for 
initial concentration of 0.4 g/L. 
 
Figure 4.19: Non-dimensional time versus non dimensional concentration over time for 
initial concentration of 0.6 g/L. 
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Figure 4.20: Non-dimensional time versus non dimensional concentration over time for 
initial concentration of 1.5 g/L. 
 
Figure 4.21:  Comparison of each initial concentration at height         above the 
bottom of the control volume. 
 88 
 
 From viewing figures 4.18 and 4.19 it seems they undergo concentration decay 
similar to figures 4.17 and 3.11.  Due to this, it can be thought that this change of the rate 
of decay probably is governed by the increased initial concentration.  One last note that 
can be made is at the lower concentrations it can be seen that each specified height in the 
tank decayed at approximately the same rates as the other specified heights, suggesting 
that the local concentration does not play a significant role. 
4.3 Experimental and Model Comparisons  
 In this section we use the experimental data and compare it qualitatively and 
quantitatively with the differential settling model and the collision model.  This was to 
see if using the differential settling model was a valid initial assessment of low 
concentration settling in still waters, and to see if the collision model more accurately 
represented the settling of clay in still waters.  The four different experimental 
concentrations were compared with the collision code and differential settling code using 
the same values for initial concentration, Dm of 4.5 micron, and a    of 5.5 micron.  The 
models used a log-normal distribution and were run for the same non-dimensional time 
and the same non-dimensional height of the tank as the experiments.  The values of 
concentration for the experiments and the models were then compared at a value of 6.375 
cm, or approximately 14000 Dm from the free surface.  A range of standard deviations of 
2.75 microns, 5.5 microns, and 8.75 microns were also used for the collision and 
differential settling models as well.  Figures 4.22 through 4.29 are the experimental and 
model comparisons.  In the legends, Diff refers to the differential model data, Col refers 
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to the collision model data, the number following is the size of the standard deviation in 
micrometers, and Exp Data refers to the data from the laboratory experiments. 
 
Figure 4.22: Comparison of experimental values and numerical values for 0.13 g/L. 
 
Figure 4.23: Zoomed in comparison of first 100000 time steps of 4.22. 
 90 
 
 
 
Figure 4.24: Comparison of experimental values and numerical values for 0.4 g/L. 
 
Figure 4.25: Zoomed in comparison of first 100000 time steps of 4.24. 
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Figure 4.26: Comparison of experimental values and numerical values for 0.6 g/L. 
 
Figure 4.27: Zoomed in comparison of first 100000 time steps of 4.26. 
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Figure 4.28: Comparison of experimental values and numerical values for 1.5 g/L. 
 
Figure 4.29: Zoomed in comparison of first 100000 time steps of 4.28. 
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 Through the model comparisons with the experimental data it can be seen that 
most of the experiments had different changes in the concentration over time than the 
corresponding models.  This can be attributed back to the one of the main concerns stated 
at the beginning of the chapter, that the measurement technique and calibration curve is 
dependent on the particle size distribution. The effect is less significant on the lower 
concentrations, as seen in 4.23, where the experimental results fall within the range of 
model concentration values up to =50000  (2.92 hours), but as the initial concentration 
increases the experimental data begins to deviate from the modeling data.   
4.4 Discussion of Comparison 
 Of the models and parameter sets, the best fitting of the experimental data seemed 
to be differential settling model with a    of 5.5 microns for the 0.13 g/L experiment and 
the 0.4 g/L model. The other experiments did not fit well with any of the models. Figures 
4.22 through 4.29 clearly show that the numerical models show faster settling velocities 
of the particles compared to the experiments once the first few hours had passed.  There 
are a number of possible explanations for this. Firstly, the two models assume a log-
normal distribution, but it can be seen in the distribution in figure 2.2 clearly that the 
distribution is not exactly shaped like a log-normal distribution. A more detailed 
parameterization of the statistical properties of the clay would be required in order to 
correct this discrepancy. Secondly, as suggested in section 4.1.3, the experimental 
technique may not provide accurate concentration values once the larger particles have 
fallen out, as the statistical properties of the remaining clay will be different to those used 
in the calibration.  This is due to the changing of the 
 ̅ 
 ̅ 
 value.  When the larger particles 
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fall out, this value begins to increase significantly, suggesting that the calibration curves 
initially used to solve for the intensity values is only valid for the first few time steps.  
Therefore, as 
 ̅ 
 ̅ 
 increases, the experimental technique begins to significantly over 
estimate the concentration, see (4.8). 
 .  
4.5 Experimental Concentration Collapse 
 At certain times the entire area of observation in the tank would turn over and 
cause entrainment, which would actually increase the local concentrations in the higher 
points in the tank.  This was something that was not expected or even considered in the 
development of the numerical models.  Figures 4.30 and 4.31 show the observed collapse 
and entrainment for the 0.6 g/L experiment and 1.5 g/L experiment.
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Figure 4.30: Time series of the collapse in 0.6 g/L initial concentration.  Collapse starts 
from left to right, top to bottom.  Collapse occurred over an 18600 sec, or 5.16 hour, time 
period.
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Figure 4.31: Time series of the collapse in 1.5 g/L initial concentration.  Collapse starts 
from left to right, top to bottom.  Collapse occurred over a 7680 sec, or 2.13 hour, time 
period 
 As it can be seen in both figures 4.30 and 4.31 the particles begin to fall right out 
of the top of the system at a rate that creates enough mixing to cause entrainment in the 
system and a remixing of the clay particles.  This turning over of the tank could have a 
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drastic effect on the change in concentration over time and could be one of the major 
reasons why the numerical models settled faster than the experimental data. 
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CHAPTER FIVE 
CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
 A total of three numerical models were created to try and understand the settling 
of cohesive sediment in still waters.  The differential settling model only used Stoke’s 
settling velocity (1.1) to determine the change of concentration over time in a control 
volume.  The modified differential settling model took the differential settling model one 
step further by calculating a modification factor based upon the local concentration at a 
given time to determine the change of concentration over time.  The last model created 
was a collision model that spatially allocated particles in a three dimensional control 
volume and using only Stoke’s settling velocity calculated the time and location of inter-
particle collisions and recalculated the settling velocity of the newly added masses to find 
the change of concentration over time.  Four experiments were then run by tracking the 
change of concentration over time using light attenuation and measuring the intensity of 
light passing through a tank with a well-mixed clay and water mixture.  After completing 
the simulations for each of the models and the experiments it could be seen that the 
models and experiments did not follow the same rate of change in concentration.   
 The work described above has led to four major conclusions. First, in the absence 
of flocculation, the non-dimensional concentration profiles are similar over time for given 
values of the ratio  
  
  ⁄ . Second, this ratio has a significant impact on the settling rate. 
Third, the collision frequency increases with both concentration and particle size standard 
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deviation. Fourth, periodic overturning was observed in the experimental results, possibly 
due to temperature changes.  
 By non-dimenzionalizing the time, height, and concentrations the only parameters 
that can affect the shape of the concentration curves are controlled.  This can be seen in 
figures 3.1 through 3.3 where even with different ratios of the mean diameter divided by 
the standard deviation of the particle distribution, the figures retained a qualitatively 
similar shape.  Figures 3.1 through 3.3 share a common 
  
  ⁄  value even though their 
actual mean diameters and standard deviations are different from one another.  This 
means that the value of 
  
  ⁄  is important for determining how the concentration will 
change over time in a control volume.  The other aspect that should be noted is that the 
actual shape of the distribution is also important.  It can be seen in figures 3.1 through 3.5 
that the difference between using a normal distribution and lognormal distribution greatly 
affects the concentration in the control volume. 
 It was seen that the collision model is in its beginning stages of correctly and 
realistically modeling sedimentation.  Again, the size distribution has as important impact 
on the change in concentration for the collision code as it did for the differential settling 
models.  This can be seen in the changes in the shape of the profiles in figure 3.34.  The 
changes in the standard deviation greatly impacted the settling velocities and the 
concentration profiles of the control volume.  Also, the collision model clearly showed 
faster settling rates with higher concentrations, as seen in figure 3.33 and as described by 
Hwang (1989).   
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 What can also be observed from this study is that collision frequency is a function 
of the particle size distribution and the concentration.  Figure 3.38 shows how the 
increase in both the standard deviation and the concentration greatly increases the 
frequency of collisions.  What is interesting to note though is that when the standard 
deviation approaches the magnitude as mean diameter, only the concentration seems to 
influence the collision frequency.  It is also seen that, with flocculation occurring, the 
distribution changes over time.  Figures 3.40 through 3.42 show that there are definite 
changes in the number of certain particle sizes over time. 
 Finally, the effects of thermal gradients on the settling of cohesive particles 
should be looked into more.  The overturning phenomena that occurred during the 
experiments indicate that much more work needs to be done to fully understand the 
mechanics of settling particles in still waters. 
5.2 Future Work 
 In order to further the application of numerical models some future work will 
need to be done to increase the accuracy of the equations used and to become more 
applicable to actual field work.  The most noticeable difference between the numerical 
models and the experiments were the differences in the size distributions between the 
log-normal distributions used in the models and the distribution of the actual clay 
particles used in the experiments.  Tracking the changes in the mean particle size and 
standard deviation over time would provide insight into the dynamics of differential 
settling.  Also, it would be interesting to investigate whether or not the value α from the 
modified differential settling model is a function of the  
  
  ⁄ value that was used for the 
 101 
 
comparison of the numerical model outputs, or if a time scale correction based on the 
ratio of the mean to standard deviation could be added to the code as well. 
 Another key point that needs further investigation is the question of how big flocs 
can get before the shear from the differential settling is large enough to overcome the 
internal electrochemical forces holding the particles together.  If a floc stability model 
was introduced to the collision model it would be possible to establish steady state 
settling conditions (given a large enough virtual control volume), and therefore 
investigate the role of initial conditions (particle size distribution and concentration) on 
the average settling velocities and hence the mass flux.   
 One aspect of the research that has yet to be investigated is the effect of hindered 
settling on the particles due to high particle concentrations in the fluids.  As of now the 
models only represent control volumes with small to moderate levels of sediment 
concentration in the fluid, and ignore the induced flow of the water.  An understanding of 
the degree to which concentration influences the settling and the collision frequency 
should be investigated.   
 Finally, the role of thermal gradients on the stability of settling flows should be 
investigated. As seen in the experiments, at certain times the water column overturned.  
This was observed in almost a cyclic rhythm that one could speculate to be the effects of 
the sun heating up a poorly insulated laboratory where the settling occurred over a period 
of a few days.   
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