Abstract. Rewriting with rules R modulo axioms E is a widely used technique in both rule-based programming languages and in automated deduction. Termination methods for rewriting systems modulo specific axioms E (e.g., associativity-commutativity) are known. However, much less seems to be known about termination methods that can be modular in the set E of axioms. In fact, current termination tools and proof methods cannot be applied to commonly occurring combinations of axioms that fall outside their scope. This work proposes a modular termination proof method based on semantics-and termination-preserving transformations that can reduce the proof of termination of rules R modulo E to an equivalent proof of termination of the transformed rules modulo a typically much simpler set B of axioms. Our method is based on the notion of variants of a term recently proposed by Comon and Delaune. We illustrate its practical usefulness by considering the very common case in which E is an arbitrary combination of associativity, commutativity, left-and right-identity axioms for various function symbols.
Introduction
Many declarative languages and formal reasoning systems support rewriting modulo combinations of equational theories, where different function symbols may satisfy different axioms. Although well-known modularity results exist for matching and unification modulo combinations of equational theories, e.g. [1, 23, 27] , the modularity aspects of termination modulo combinations of such theories do not seem to have been systematically studied. Indeed, at present there is a practical impossibility of proving many rewrite systems terminating, because current tools do not support termination proofs modulo combinations of many frequently used theories. Many of the current difficulties can be illustrated by means of the following TRS, which we use as a running example. Example 1. Consider the (order-sorted) TRS specified in Maude with selfexplanatory syntax in Figure 1 . It has four sorts: Bool, Nat, List, and Set, with Nat included in both List and Set as a subsort. That is, a natural number n is simultaneously regarded as a list of length 1 and as a singleton set. The terms of each sort are, respectively, Booleans, natural numbers (in Peano notation), lists of natural numbers, and finite sets of natural numbers. The rewrite rules in this module then define various functions such as _and_ and _or_, a function list2set associating to each list its corresponding set, the set membership predicate _in_, and an equality predicate _==_ on lists. Furthermore, the idempotency of set union is specified by the first equation. All these equations rewrite terms modulo the equational axioms declared in the module. Specifically, _and_ and _or_ have been declared associative and commutative with the assoc and comm keywords, the list concatenation operator _;_ has been declared associative using the assoc keyword; the set union operator __ has been declared associative, commutative and with null as its identity using the assoc, comm, and id: keywords; and the _==_ equality predicate has been declared commutative using the comm keyword. The succinctness of this specification is precisely due to the power of rewriting modulo axioms, which typically uses considerably fewer rules that standard rewriting.
As we shall see, this module is terminating. However, at present we are not aware of any termination tools that could handle termination proofs modulo the combinations of axioms used: in the best cases associative-commutative symbols are supported, but even the set union operator __ is outside the scope of such tools because of the identity axiom for null, which is explicitly exploited in some of the module's rewrite rules such as the second rule for _in_. The difficulty is not just a pragmatic one of current tools not supporting some known methods. Unfortunately, it applies also to termination methods themselves. For example, perhaps the most general termination modulo proof method known, namely, the Giesl-Kapur dependency pairs modulo E method [13] assumes that E has non-collapse equational axioms (thus excluding the identity axiom for __) and a finitary E-unification algorithm (which also excludes the associativity axiom for the list concatenation operator _;_).
The main contribution of this paper is a new technique that greatly increases the capacity of proving termination of term rewriting systems modulo axioms. This is accomplished by decomposing the set of axioms E that we are rewriting modulo into smaller theories, and using such modular decompositions to ultimately reduce termination proofs to proofs for specifications that can be handled by existing termination tools and methods. A first key idea is to decompose the equational axioms E as a union ∆ ∪ B, where ∆ is a set of rewrite rules that are convergent and (strongly) coherent modulo the axioms B. We then automatically transform our original TRS (Σ, E, R), whose rules R are applied modulo E, into a semantically equivalent TRS (for both termination and confluence purposes) (Σ, B, R ∪ ∆), whose rules R ∪ ∆ are now applied modulo the potentially much simpler set of equational axioms B.
The second key idea is to generate the transformed rules R by computing the ∆, B-variants of the left-hand sides l for the rules l → r in R. The notion of variant has been proposed by Comon and Delaune [5] and has been further developed in [9, 10] . Intuitively, given a term t, a ∆, B-variant of t is a ∆, Bcanonical form u of an instance of t by some substitution θ; more precisely, it is a pair (u, θ). Some variants are more general than others, so that variants form a preorder in an appropriate generalization order. The key requirement for the theory transformation (Σ, E, R) → (Σ, B, R ∪ ∆) to be effectively usable is that each term l for l → r in R has a finite set of most general ∆, B-variants. Although the sufficient condition that ∆ ∪ B has the finite variant property [5] can be checked under some assumptions using the method in [9] , we show in this paper that the finiteness of variants can be either ensured, or often achieved in practice, for quite general cases where the axioms B may not have a finitary unification algorithm (for example the case of associativity), and/or the finite variant property may fail for ∆ ∪ B.
One important feature of our method is its high degree of modularity, which we could describe as being both vertical and horizontal. Vertically, we can go on and apply a similar variant-based decomposition to our transformed theory (Σ, B, R ∪ ∆) by further decomposing B as, say, Λ ∪ D, with the rules Λ convergent and (strongly) coherent modulo D. That is, the transformation using variants can be repeated several times to yield increasingly simpler sets of axioms: from E to B, to D, and so on. Horizontally, we may decompose a given E = E i into a disjoint union of theories E i .
To illustrate the power and usefulness of our modular transformation methods for proving termination modulo axioms, we study in detail the very common case when E = E i is a modular combination of theories where E i ⊆ {A i , C i , LU i , RU i } is any subset of associativity (A), commutativity (C), leftidentity (LU ), and right-identity (RU ) axioms for a symbol f i . We show successive termination-equivalent transformations where first LU and RU axioms are removed, then A-only axioms can sometimes be removed, and, finally, C (but not AC) axioms are also removed. In the end, therefore, we can often obtain semantically equivalent theories whose termination proofs can be handled by existing termination methods and tools. We illustrate all these transformations using our running LIST&SET example. Throughout, we treat the case of ordersorted term rewriting systems for two reasons. First, it is more general than unsorted and many-sorted rewriting, which are contained as special cases. Second, as explained in § 4.1, order-sortedness can greatly facilitate the elimination of associative-only axioms.
The paper is organized as follows. § 2 contains preliminaries on term rewriting, rewriting modulo axioms, and variants. § 3 introduces our variant-based theory transformation. § 4 illustrates the use of such a transformation to rewriting modulo combinations of associativity, commutativity, and left and right identities. § 5 comments on the current tool support, and § 6 covers related work and conclusions. All proofs of technical results can be found in [7] .
Preliminaries

Order-sorted term rewriting
We summarize here material from [15, 19] on order-sorted algebra and ordersorted rewriting. We start with a partially ordered set (S, ≤) of sorts, where s ≤ s is interpreted as subsort inclusion. The connected components of (S, ≤) are the equivalence classes [s] corresponding to the least equivalence relation ≡ ≤ containing ≤. When a connected component [s] has a top element, we will also denote by [s] the top element of the connected component [s] . An ordersorted signature (Σ, S, ≤) consists of a poset of sorts (S, ≤) and a S * ×S-indexed family of sets Σ = {Σ w,s } (w,s)∈S * ×S , which are sets of function symbols with given string of argument sorts and result sort. If f ∈ Σ s1...sn,s , then we display the function symbol f as f : s 1 . . . s n −→ s. This is called a rank declaration for symbol f . Some of these symbols f can be subsort-overloaded, i.e., they can have several rank declarations related in the ≤ ordering [15] .
Given an S-sorted set X = {X s | s ∈ S} of disjoint sets of variables, the set T (Σ, X ) s of terms of sort s is the least set such that
An element of any set T (Σ, X ) s is called a well-formed term. A simple syntactic condition on (Σ, S, ≤) called preregularity [15] ensures that each well-formed term t has always a least-sort possible among all sorts in S, which is denoted ls(t). Terms are viewed as labelled trees in the usual way. Positions p, q, . . . are represented by chains of positive natural numbers used to address subterm positions of t. The set of positions of a term t is denoted Pos(t). Positions of non-variable symbols in t are denoted as Pos Σ (t), and Pos X (t) are the positions of variables. The subterm at position p of t is denoted as t| p and t [u] p is the term t with the subterm at position p replaced by u. We write t ¤ u, read u is a subterm of t, if u = t| p for some p ∈ Pos(t) and t £ u if t ¤ u and t = u.
An order-sorted substitution σ is an S-sorted mapping σ = {σ : X s → T (Σ, X ) s } s∈S from variables to terms. The application of an OS-substitution σ to t (denoted tσ) consists of simultaneously replacing the variables occurring in t by corresponding terms according to the mapping σ. A specialization ν is an OS-substitution that maps a variable x of sort s to a variable x of sort s ≤ s. We denote Dom(σ) and Rng(σ) the domain and range of a substitution σ.
An (order-sorted) rewrite rule is an ordered pair (l, r), written l → r, with l, r ∈ T (Σ, X ), l ∈ X , Var(r) ⊆ Var(l) (and ls(l) ≡ ≤ ls(r) for order-sorted rules). If for all specializations ν, ls(ν(l)) ≥ ls(ν(r)), then we say that the OSrule l → r is sort-decreasing. An OS-TRS is a pair R = (Σ, R) where R is a set of OS-rules. We say that R is sort-decreasing if all rules in R are so. A term t ∈ T (Σ, X ) rewrites to u (at position p ∈ Pos(t) and using the rule l → r), written t p → l→r s (or just t → R s or even t → s if no confusion arises), if t| p = σ(l) and s = t[σ(r)] p , for some OS-substitution σ; if R is not sortdecreasing, we also require that t[σ(r)] p is a well-formed term.
Rewriting modulo axioms
A rewrite theory is a triple R = (Σ, E, R) with Σ a preregular order-sorted signature such that each connected component has a top sort, E a set of Σ-equations, and R a set of Σ-rules. We furthermore assume throughout that each equation u = v in E is regular (i.e., Var(u) = Var(v)), and linear (neither u nor v have repeated variables). Furthermore, the variables {x 1 , . . . ,
Given a rewrite theory R as above, t → R/E t iff there exist u, v such that t = E u and u → R v and v = E t . In general, of course, given terms t and t with sorts in the same connected component, the problem of whether t → R/E t holds is undecidable. For this reason, a much simpler relation → R,E is defined, which becomes decidable if an E-matching algorithm exists. For any terms u, v with sorts in the same connected component, the relation u → R,E v holds if there is a position p in u, a rule l → r in R, and a substitution σ such that u| p = E lσ and v = u[rσ] p (see [26] ).
Of course, → R,E ⊆→ R/E . The important question is the completeness question: can any → R/E -step be simulated by a → R,E -step? We say that R satisfies the E-completeness property if for any u, v with sorts in the same connected component we have:
where here and in what follows dotted lines indicate existential quantification.
It is easy to check that E-completeness is equivalent to the following (strong) E-coherence 4 (or just coherence when E is understood) property:
If a theory R is not coherent, we can try to make it so by completing the set of rules R to a set of rules R by a Knuth-Bendix-like completion procedure that computes critical pairs between equations in E and rules in R (see, e.g., [17, 29] for the strong coherence completion that we use here, and [13] for the equivalent notion of extension completion). As we will further discuss in § 4, for theories E that are combinations of A, C, LU , and RU axioms, the coherence completion procedure always terminates and has a very simple description. We say that R = (Σ, E, R) is E-confluent, resp. E-terminating, if the relation → R/E is confluent, resp. terminating. If R is E-coherent, then E-confluence is equivalent to asserting that, for any t → * R,E u, t → * R,E v, we have:
and E-termination is equivalent to the termination of the → R,E relation.
The fact that we are performing order-sorted rewriting makes one more requirement necessary. When E-matching a subterm t| p against a rule's lefthand side to obtain a matching substitution σ, we need to check that σ is well-sorted, that is, that if a variable x has sort s, then the term xσ has also sort s. This may however fail to be the case even though there is a term w ∈ [xσ] E which does have sort s, where [t] E denotes the E-equivalence class of term t. We call an order-sorted signature E-preregular if the set of sorts {s ∈ S | ∃w ∈ [w] E s.t. w ∈ T (Σ, X ) s } has a least upper bound, denoted ls[w] E which can be effectively computed. 5 Then we can check the well-sortedness of the substitution σ not based on xσ above, but, implicitly, on all the terms in [w] E .
Yet another property required for the good behavior of confluent and terminating rewrite theories modulo E is their being E-sort-decreasing. This means that R is E-preregular, and for each rewrite rule l → r, and for each specialization substitution ν we have ls[rν] E ≤ ls[lν] E .
A Variant-Based Theory Transformation
Consider a rewrite theory E = (Σ, B, ∆) satisfying the conditions in § 2.2, and such that E is B-confluent, B-terminating, B-preregular, B-sort-decreasing, and B-coherent. Then, we can view E as an order-sorted equational theory (Σ, ∆∪B), where ∆ = {l = r | l → r ∈ ∆} and we can use the B-confluence, B-termination, B-preregularity, and B-sort-decreasingness of E to make the ∆ ∪ B-equality relation decidable by → ∆,B -rewriting. The first key idea in the present work is to greatly simplify the problem of proving termination for a rewrite theory R = (Σ, E, R) by decomposing E into a union E = ∆∪B such that the axioms B are simpler and the rewrite theory E E = (Σ, B, ∆) is B-confluent, B-terminating, B-preregular, B-sort-decreasing, and B-coherent.
The second key idea is to then transform R = (Σ, E, R) into a semantically equivalent rewrite theory R = (Σ, B, R ∪ ∆) so that R terminates modulo E iff R ∪ ∆ terminates modulo B. For this transformation R → R, Comon and Delaune's notion of variant, proposed in [5] and further developed in [9, 10] , is very useful. , θ) , that holds iff there is a substitution ρ such that u = B vρ, and θ↓= B σρ (that is, for each variable x ∈ Dom(θ) we have xθ↓= B xσρ). In this preordered set we denote by As already mentioned, we transform R into R = (Σ, B, ∆ ∪ R), where the rules R will be appropriate ∆, B-variants of the rules R, and show that R and R are semantically equivalent rewrite theories, for deduction, confluence, and termination purposes. The transformation can be defined in general. Furthermore, if B has a finitary unification algorithm it can be implementd by variantnarrowing [11] , which when E E has the finite variant property makes R finite if R is finite.
Definition 3 (R → R transformation). Let R = (Σ, E, R) be an order-sorted rewrite theory where E satisfies the requirements in § 2.2, Σ is E-preregular, R is E-coherent, and such that E can be decomposed as a B-confluent, B-terminating, B-preregular, B-sort-decreasing and B-coherent rewrite theory E E = (Σ, B, ∆). We then define the ∆, B-variant of R, denoted R = (Σ, B, ∆ ∪ R), where R is obtained from R as the B-coherence completion of the set of rules {l → rα | l → r ∈ R, and (l, α)
Essentially, R and R have the same deductive power. The only difference is that R accomplishes the same deductions as R (up to E-equality) by simpler means: modulo B instead of modulo E.
Theorem 1 (Semantic equivalence). Let R be as in Definition 3. Then:
1. For any two terms such that t 0 = E t 0 and any rewrite sequence t 0 → R,E t 1 → R,E t 2 · · · t n−1 → R,E t n with n ≥ 0 there is a corresponding sequence
2. Conversely, for any t 0 = E t 0 and for any sequence
with n ≥ 0 there is a sequence
Corollary 1. Let R = (Σ, E, R) be a TRS as in Definition 3. Then:
1. R is E-terminating iff R is B-terminating. 2. R is E-confluent iff R is B-confluent.
Application to Rewriting Modulo Combinations of A, C, LU , and RU Theories
Let R = (Σ, E, R) be a rewrite theory such that E satisfies the conditions in § 2.2, Σ is E-preregular, R is E-coherent, and such that E has the modular decomposition E = f :[s1]···[sn]→[s]∈Σ E f , where if n = 2, then E f = ∅, and if n = 2, then E f ⊆ {A f , C f , LU f , RU f }, where: 
We are interested in greatly simplifying proofs of termination for the → R,E relation as proofs of termination for the → b R∪ e U ,B relation, where we obtain the following modular decomposition of E as the rewrite theory E = (Σ, B, U ), with:
with LU f and RU f understood as rewrite rules f (e, x) → x, and f (x, e) → x, and where U is the B-coherence completion of U , which has the following modular description as a union
we add the rule f (x, f (e, y)) → f (x, y) and if RU f ∈ U f , then we add the rule f (f (x, e ), y) → f (x, y). By well-known results about A-coherence (see, e.g., [26] ), this makes the rules U B-coherent, and of course we have → U,B ⊆→ e U ,B ⊆→ U/B . An important result about the rewrite theory E = (Σ, B, U ) is the following. Proposition 1. Assuming that the rewrite theory E = (Σ, B, U ) is B-sort decreasing and the signature Σ is B-preregular, then the rules U are B-terminating and B-confluent.
Let R = (Σ, E, R) be a rewrite theory satisfying the conditions in this section, so that E = f E f , and E f ⊆ {A f , C f , LU f , RU f }, and such that the decomposition E = (Σ, B, U ) is B-preregular and B-sort decreasing. Then, as U is B-coherent and by Proposition 1, R satisfies the requirements in Definition 3, and by Theorem 1 we can transform R into the semantically equivalent rewrite theory R = ( Σ, B, U ∪ R), so that R is terminating modulo E iff R is terminating modulo B. The only question remaining is whether E = (Σ, B, U ) has the finite variant property, so that we can obtain an explicit finitary description of R when R is finite.
Theorem 2. If E = (Σ, B, U ) has a finite set of sorts, is B-preregular and B-sort decreasing, then E has the finite variant property.
Example 2. Let us apply our transformation to our running example to remove the identity element of the __ operator from the equational part of the specification. The variants of the rules can still be computed thanks to Theorem 2. Specifically, we get a variant for one of the equations defining _in_. The application of our transformation therefore removes the id: null annotation, and, with X a new variable of kind [List,Set], 7 adds the following two rules:
eq null X = X . eq N in M = (N == M) or N in null .
Eliminating the A but not AC Axioms
Although certain termination methods can be used to prove termination of rewriting modulo associativity, we are not aware of termination tools that allow direct input of a general TRS with some symbols declared as associative but not associative-commutative. It is therefore of practical interest to study theory transformations that yield a semantically equivalent theory (also for termination purposes) where if B f = {A f }, then A f is removed and turned into a rule. That is, given axioms B, where for each f we have B f ⊆ {A f , C f }, we now define a rewrite theory (Σ, B • , A), where for each f ∈ F we have B
and where A consists of rules of either the form
or the form
for each f ∈ Σ such that B f = {A f }. That is, for any such f we choose a rule associating f to the right or to the left (but only one of these two possibilities).
Proposition 2. The theory (Σ, B
• , A) is confluent and terminating modulo B • .
Therefore, assuming that (Σ, B
• , A) is B
• -sort-decreasing and B
• -preregular, the obvious idea is to apply again the transformation R → R, but now with E = B, B = B
• , and ∆ = A to obtain from a theory R = (Σ, B, R) a semantically equivalent R A = (Σ, B
• , R A ∪ A), where the rules R A are the A, B
• -variants of the rules R. Indeed, this is perfectly correct, and all the good properties of Theorem 1 and its corollaries apply. There is, however, a remaining problem, namely, that in general R A may be infinite, even when R is not. This is obviously the case because the theory (Σ, B
• , A) does not have the finite variant property. Indeed, if (Σ, B
• , A) were to have the finite variant property, we would obtain a finitary A-unification algorithm by variant narrowing (see [11] ), which is wellknown to be impossible.
What can we do? The key observation is that the fact that a theory lacks the finite variant property does not imply that any term lacks a finite complete set of most general variants. For practical purposes, it may very well be the case that the terms we care about do have a finite complete set of variants. For the variants involved in R A this may often happen for two good reasons:
1. the terms appearing on left-hand sides often describe recursive function definitions, in which the patterns (or subpatterns) involving associative-only symbols are very simple, and are in A, B
• -normal form, and 2. an order-sorted type structure makes many potential unifiers impossible.
Observations (1)- (2) apply very nicely to our running example, where we do not just have R A finite, but we actually have the set identity R = R A . To illustrate why this is the case, let us consider the rules for the list2set and _==_ functions. We obtain the variants of a term by variant narrowing, which is a special narrowing strategy [11] . But the only left-hand sides that could potentially be narrowed with the rule (X ; Y) ; Z = X ; (Y ; Z) are the lefthand sides of the rules
However, no such narrowing steps are possible, since the terms N ; L and (X ; Y) ; Z have no order-sorted unifiers (likewise for M ; L').
Therefore, a useful semi-algorithm to attempt the R → R A transformation can proceed as follows:
1. Group all the rules according to a partition R = R 1 · · · R k where for each R i the function symbols f with B f = {A f } appearing in the left-hand sides of rules in R i are, say, {f
For each rule l → r in R i , try to compute a complete, finite set of variants for l with all possible orientations of the associativity rules for the function symbols {f
This should be done with a timeout. That is, either the variant narrowing algorithm terminates before the timeout, or we abandon that choice of orientation for the associativity rule.
3. If for each R i an orientation A i of the associativity rules succeeds in generating a finite set of variants R i,A for the rules
Example 3. Since for our running example we have R A = R, we obtain the transformed module by removing the assoc attribute from _;_, and by adding the following associativity rule, given new variables X, Y, and Z of kind [List,Set].
eq (X ; Y) ; Z = X ; (Y ; Z) .
Eliminating the C but not AC Cases
We are not aware of termination tools supporting proofs of termination for symbols f such that B f = {C f }. Instead, the case B f = {A f , C f } is well-supported by termination proof methods and tools. It may therefore be desirable to develop an additional theory transformation
and where Our transformation considers an OS rewrite theory 8 R = (Σ, B, R) where Σ is B-preregular and the rules R are B-coherent, with B = f B f such that B f ⊆ {A f , C f }, and such that all the variables in their left-hand sides are Clinear. The transformation R → R C is defined with R C = (Σ, B C , R C ), where:
that is, we remove the commutativity axiom from all commutative but not associative operators. We also require that Σ C is B C -preregular 9 . 2. R C contains the rules l → r for each l ∈ [l ] b C where C = f C f , and The main result about this transformation is: Theorem 3. For R = (Σ, B, R) satisfying the requirements in the above transformation R → R C , the following properties hold:
1. For each t 0 = B t 0 and each rewrite sequence
there is a rewrite sequence
2. Conversely, for each t 0 = B t 0 and each rewrite sequence
Example 4. Since none of the equations in the specification in Example 3 is Cnonlinear, the application of the transformation to remove the commutativity attributes to our running example is reduced to the addition of equations resulting from permuting all those subterms with a commutative-only operator at their top. The equations to be added are therefore the following: eq s N == 0 = false . eq M == N ; L = false .
Tool Support
All the transformations presented in this paper (with a check for a sufficient condition instead of the full transformation for the A-only case) are currently part of an alpha version of Full Maude, where several commands are available so that the different transformations and checks can be executed. The different versions of the running example have been obtained with these commands, and then MTT has been used to obtain a version of the specification in TPDB notation, which was used to prove its AC-termination using AProVE [14] . Specifically, the specification proved was the one obtained using the C;Uk;B transformation in MTT (see [8] for details on this transformation). Notice that sort information is key to prove the termination of the resulting specification.
Related Work and Conclusions
This work is related to a wide body of work on termination methods for term rewriting systems modulo axioms. We cannot survey all such methods here: just for AC termination alone there is a substantial body of termination orderings and methods. However, we can mention sample references such as [18, 3, 28, 12, 22, 25, 13] . The paper closest in spirit to ours is probably the one by Giesl and Kapur [13] , in that it also aims at developing proof methods modulo some generic class E of equational axioms. They point out that the notion of coherence in [17] (what we call weak coherence) does not give an equivalence between the termination of → R/E and that of → R,E . They then propose a completion-like method to generate the set of "E-extensions" of a set of rules R and show that the termination of → R/E is equivalent to that of → Ext(R),E . The exact relation of their extension construction to our work is as follows. Our notion of (strong) coherence is equivalent to the condition in their Lemma 10 (which is just our notion of E-completeness), so that their Ext(R) completion is in fact a very useful algorithm for strong coherence completion. Therefore for us, as for them with a different formulation, when R is (strongly) E-coherent, → R/E terminates iff → R,E terminates. Their E-dependency pairs proof method is nicely complementary to ours. As they indicate, their method cannot handle collapse equations and assumes a finitary E-unification algorithm, so that, for example, identity axioms and associativity-only axioms are outside the scope of their method. What is nice is that our method can transform a TRS modulo axioms E that contain collapse equations and may not have a finitary unification algorithm into an equivalent TRS modulo axioms B to which their B-dependency pairs method can be applied. In fact, this is exactly how our running example is proved.
Our work bears also some relationship to modularity methods for termination of TRSs. A very good survey of the literature on such methods up to 2002 can be found in [24] . They are very much orthogonal to ours. They consider the problem of when two TRSs, R 1 and R 2 , both terminating, are such that R 1 ∪ R 2 is also terminating. Most of the literature seems to focus on the free case, that is: if (Σ, ∅, R) and (Σ , ∅, R ) are terminating, when is (Σ ∪Σ , ∅, R∪R ) terminating? However, this can be generalized to terminating rewrite theories (Σ, E, R) and (Σ , E , R ), asking whether (Σ ∪ Σ , E ∪ E , R ∪ R ) is terminating, which would require considering a combination of axioms E ∪ E , perhaps using our methods, plus methods in the style of those surveyed in [24] but generalized to the modulo case to deal with the termination of → R∪R /E∪E .
There is also a rich body of related work on rewriting modulo E and coherence issues, including the just-discussed [13] . Early papers include those by Huet [16] , and particularly by Peterson and Stickel [26] , who first studied the coherence of rewriting modulo A and AC axioms. Their ideas were later extended to general sets E of axioms in, e.g., [17, 2] . Perhaps the two papers closest in spirit to ours are those by Marché [21] and Viry [29] , since in both of them the idea of decomposing a set of axioms E as a union ∆ ∪ B with ∆ convergent and coherent modulo B is used. In particular, [29] developed in detail the treatment of strong coherence (what we just call E-coherence in this paper) and gave a completion-like procedure to try to make a set of rules (strongly) coherent. The main differences with [21] and [29] are that termination issues were not systematically studied, and the fact that both papers relied on general "critical pair" methods for coherence completion whose termination is hard to characterize. In this regard, our work presents a new viewpoint and a simpler way of achieving strong coherence by introducing what we might call a "variant-based strong coherence completion method," whose termination properties can be studied using the recently introduced variant-based methods and results [5, 9, 10] .
In conclusion, we have presented a new variant-based method to prove termination modulo combinations of sets of equational axioms. Our method is modular both vertically, in the sense that it can be applied repeatedly to reduce such termination proofs modulo increasingly simpler sets of axioms which in the end can be handled by existing termination methods and tools, and horizontally, since it can naturally handle unions of different sets of axioms for different function symbols. We have illustrated its usefulness in the very common case where the axioms E are an arbitrary combination of associativity, commutativity, left-and right-identity axioms for various function symbols, but of course our method is fully general and applies to other axioms E, provided they are regular and linear. Note that it follows from Corollary 1 that the transformation R → R can also be used for proofs of confluence modulo E. For example, computation of critical pairs can now be carried out modulo a much simpler theory B for which a finitary unification algorithm may exist.
Much work remains ahead both in terms of generalizations and in tool support. We are currently working on an extension of these methods to the case of conditional rewrite theories. It would also be very useful to explore how the requirements on E can be relaxed to handle even more general sets of axioms. The generalization of modular termination methods for unions of term rewriting sytems modulo the unions of their corresponding axioms sketched above is yet another promising research direction in which two orthogonal types of modularity could be synergistically combined. Regarding tool support for the method we have presented, our current experimental prototype should be extended and integrated within the MTT tool [6] . In this way, our termination technique modulo combinations of axioms will become applicable to an even wider range of rewrite theories, that can be transformed into order-sorted ones by non-termination-preserving transformations [8, 20] .
