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はじめに
インターネットを通じて多種多様なデータ
が飛び交っているこの情報化時代，世の中に
はビッグデータが溢れかえっており，社会生
活やビジネスの場で有用なデータをいかに活
用するかが問われています。そのため，社会
基盤としてデータサイエンスの教育・研究が
大いに望まれています。データサイエンスは
理論・モノづくり・コトづくりが相互に関連
しあった学際領域であり，人工知能とも密接
に関係します。この分野では，コンピュータ
が自ら学習していく「機械学習」の研究が不
可欠です。そして「機械学習」には統計学や
最適化理論などの応用数学が必要になりま
す。
本稿では最適化理論が機械学習にどのよう
に関わっているかを説明したいと思います。
サポートベクターマシン
画像認識や文字認識などのパターン認識分
野では，サポートベクターマシンと呼ばれる
手法が使われています。以下では２つのクラ
スに分類する２値分類を対象に説明します
が，２値分類を組み合わせることによって多
値分類へ適用することもできます。
例えば，リンゴとミカンの分類を考えてみ
ましょう。あらかじめリンゴとミカンの特性
をコンピュータに学習させておいて，新たに
入ってきた未知データがリンゴなのかミカン
なのかを判別することを考えます。そのため
にd個の属性（例えば，色，形，匂いなどを数
値化したもの）を持ったn個のデータ（訓練
サンプル）が与えられているとしましょう。
それぞれの訓練サンプルをd次元ベクトルai
＝（a1i, ..., adi）
T，i＝1, ..., nで表し，各点aiに
は ti＝＋1（リンゴ）または ti＝－1（ミカン）
の２値のラベルが付けられているものとしま
す（記号Tはベクトルの転置を表わします）。
このとき，図１のように２つのクラスに分離
するような直線（多次元の場合は分離超平面）
を引いてデータを判別し，新たに入力された
データがこの分離超平面のどちら側に位置す
るかでリンゴかミカンかを判別するのです。
図１では，〇印がクラス ti＝＋1，□印がク
ラス ti＝－1を意味しています。分離超平面
で識別する際に，次のような線形識別関数が
用いられます。
⑴　　　　　　f（a）＝xTa＋x0
すなわち，各データ（ai, ti）に対して f（ai）
の符号がラベル tiにできるだけ一致するよう
に重みベクトルx＝（x1, ..., xd）
Tとしきい値x0
を決定します。まず図１のように線形分離可
能な場合について考えてみましょう。
図１では超平面（この図では直線）を用い
て訓練サンプルの集合を２つのクラスに分け
ることができますが，一般にそのような分離
超平面は一意には定まりません。未知データ
が入力されたときに誤判別をしないようには
っきりと分ける必要があります。そこで，分
離超平面と最も近い訓練サンプルとの距離が
最大になるような重みベクトルとしきい値を
求めることを考えます。この訓練サンプルと
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の距離をマージンと呼びます。このと
き，ti＝＋1のデータはx
Tai＋x0$1，ti＝
－1のデータはxTai＋x0#－1の範囲に位
置するようにxとx0を求めることになり
ます。
上記の２つの不等式は関数⑴を用いて
ti f（ai）$1, i＝1, ..., n
と書けることに注意してください。すな
わち，２つの超平面H＋1：x
Ta＋x0＝＋1, 
H－1：x
Ta＋x0＝－1で訓練サンプルが完
全に分離されています。そして，H＋1と 
H－1の真中に位置する超平面x
Ta＋x0＝0
（図１の太線）を分離超平面として選び
ます。H＋1, H－1上の点との距離（マージ
ンの大きさ）は;xTa＋x0; <x<＝1 <x<と
なるので，２つのクラスをはっきりと分
けるためにはマージンを最大（あるいは
マージンの逆数を最小）にするx, x0を求
める問題を考えればよいのです。ただ
し，<x<はベクトルxのℓ2ノルムを表し
<x<＝ x j
j
d
＝
/  で定義されます（すなわ
ちユークリッド距離のことです）。このときx, 
x0を求める問題は次の２次計画問題として定
式化できます。
　　最小化　　₂
₁
<x<
2
　　制約条件　ti f（ai）$1, i＝1, ..., n
図１はこの最適化問題を解いて得られた分
離超平面を図示したもので，２つの超平面 
H＋1, H－1に乗っている訓練サンプルaiをサポ
ートベクター（支持ベクトル）と呼びます。
これが，サポートベクターマシンの名前の由
来になっています。こうした最小化問題（ま
たは最大化問題）を扱うのが最適化理論で
す。最適化理論では双対問題という「逆の立
場の問題」がよく扱われており，上記の最小
化問題の双対問題は次のような最大化問題
（変数はy1, ..., yn）になります。
　　最大化　　 yi a
1i
n
i
T
j
n
i
n
－
＝ ＝＝
/ // ajtitjyiyj
　　制約条件　 t y
1
i i
i
n
＝
/ ＝0, yi$0, i＝1, ..., n
双対問題の最適解からもとの問題の最適解
を導くことができます。一般にサポートベク
ターの個数はもとの訓練サンプル数に比べて
かなり少ないので，大量の訓練サンプルから
少数のサポートベクターを選び出して重みx
としきい値x0を決定することがサポートベク
ターマシンの役割であると解釈できます。
次に図２のように線形分離可能でない場合
を考えてみましょう。この場合には識別の誤
りを許すようなソフトマージンと呼ばれる手
法が用いられます。すなわち訓練サンプルが
超平面H＋1, H－1を超えて反対側に入ってしま
うことを許し，パラメータzi（$0）を用い
て，制約条件 ti f（ai）$1を ti f（ai）$1－ziで置
図１　マージン最大化による分離超平面
図２　線形分離可能でない場合のソフトマージン
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き換えます。このとき，次の２次計画問題
（変数はx, x0, z1, ..., zn）が得られます。
　最小化　　₂
₁
<x<
2
＋ zi
i
n
p
＝
/
　制約条件　ti f（ai）$1－zi, zi$0, i＝1, ..., n
ただしpは目的関数の第１項のマージン最
大化と第２項のはみ出し度合い最小化のバラ
ンスを調整するパラメータです。この最適化
問題は，ヒンジ損失関数ℓ（z）＝max｛0, 1－z｝
を用いれば次のような制約条件のない最小化
問題として定式化できます。
⑵　最小化　　₂
₁
<x<
2
＋
i
n
,p
＝
/（ti f（ai））
また，前述の制約条件付き問題の双対問題
は次のように表わされます。
　最大化　　 yi a
1i
n
i
T
j
n
i
n
－
＝ ＝＝
/ // ajtitjyiyj
　制約条件　 t y
1
i i
i
n
＝
/ ＝0, 0#yi#p, i＝1, ..., n
一方，線形分離可能ではない場合にはデー
タaiに何らかの非線形変換U：R
d→Rm（d＜
m）を施して，より高次元な空間RmでU（ai）
（i＝1, ..., n）を線形分離してからもとの空間
に戻すということも考えられています。この
場合，もとの空間Rdでは非線形分離をした
ことになります（図３参照）。
このとき解くべき双対問題の目的関数は，
y
i
a
1i
n
i
T
j
n
i
n
－
＝ ＝＝
/ // U（ai）TU（aj）titjyiyj
となりますが，都合のよい非線形変換があら
かじめ分かるわけではないので，実際には上
記の問題に含まれるU（ai）とU（aj）の内積 
U（ai）
T
U（aj）をカーネル関数K（ai, aj）で置
き換えて，次の２次計画問題が解かれます。
　最大化　　 yi a
1i
n
i
T
j
n
i
n
－
＝ ＝＝
/ // K（ai,aj）titjyiyj
　制約条件　 t y
1
i i
i
n
＝
/ ＝0, 0#yi#p, i＝1, ..., n
このように内積をカーネル関数で置き換え
るテクニックのことをカーネルトリックとい
い，次のガウス・カーネル関数（σは正の
数）が知られています。
K（ai, aj）＝exp a ai j
v
－
－d n
以上，サポートベクターマシンを構築する
ためにいくつかの２次計画問題を紹介してき
ましたが，最適化理論の分野では，こうした
２次計画問題を効率よく解くための数値計算
アルゴリズムが研究されています。とりわけ
機械学習分野ではデータ数nが非常に多いこ
とを考慮して，SMO（逐次最小化）アルゴリ
ズムが考案されています。
スパース学習
高次元データをそのまま扱うことは難しい
ばかりではなく，実は低次元の部分空間に本
質的な情報が内在していることが少なくあり
ません。こうした場合には，本質的な低次元
部分空間を探し出してその中で最適解を見つ
けることが必要になります。すなわち，ゼロ
成分が多くなるような解の探索が必要になり
ます。このことは過学習の回避にもつながり
ます。ゼロ成分が多い状態を「スパース
（疎）」ということから，こうしたモデリング
や機械学習のことをスパースモデリング，ス
パース学習と言います。本節ではスパース学
習で扱われている最適化問題について説明し
たいと思います。まず最適化問題⑵を次のよ
うに書き直してみましょう。
　　最小化　　
i
n
＝
/ℓ（ti f（ai））＋C<x<2
ここで，第１項目は損失関数を表わし，第
２項目は変数xの大きさを制限する項で正則
図３　非線形変換を用いた非線形分離
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化項と呼ばれています。また，Cは損失関数
と正則化項のバランスを調整するパラメータ
です。
一般に，「損失関数」と「正則化項」の和
で表わされる目的関数の最小化問題は，統計
や機械学習においてよく扱われます。問題⑵
とは別の例として，線形回帰モデルy＝Ax＋
εを考えてみましょう。ただし，Aはn×d
計画行列，yはn次元観測値ベクトル，εは
n次元誤差ベクトルとします。このとき損失
関数として二乗損失<y－Ax<2を用い，正則
化項としてℓ2ノルムを用いた問題はリッジ
回帰と呼ばれており，
　　最小化　　<y－Ax<2＋C<x<2
で表わされます。この問題は次の制約条件付
き最小化問題と関係しています。
　　最小化　　<y－Ax<2
　　制約条件　<x<#α　（αは正の数）
一方，正則化項としてℓ1ノルム<x<1＝
d
j＝/ 1;xj;を用いた問題はLASSO（Least Abso-
lute Shrinkage and Selection Operator）と呼ば
れており，
　　最小化　　<y－Ax<2＋C<x<1
で表わされます。この問題は次の制約条件付
き最小化問題と関係しています。
　　最小化　　<y－Ax<2
　制約条件　<x<1#β　（βは正の数）
両者のモデルの違いは正則化項にあります
が，実はℓ1ノルムが変数xのゼロ成分を増
やす役割を担っているのです。図４はリッジ
回帰モデルの場合を表わしています。原点を
中心とする半径αの円の内部で２次関数（二
乗損失）を最小化する場合，最適解（赤印の
点）は軸上にあるとは限りません。一方，
LASSOの場合にはパラメータβの大きさを
調整することによって図５のように軸上で最
適解を持つことが可能になり，スパースな解
を得ることができます。こうした理由からス
パース学習ではℓ1正則化が使われるので
す。また，ℓ1正則化はモデル選択でよく使
われているAIC（赤池情報量基準）とも関連
しています。しかしながら，ℓ1正則化の関
数は原点において微分可能ではないので，
LASSO モデルを解く場合には微分可能な最
適化問題でよく使われている最急降下法やニ
ュートン法などがそのままでは適用できない
という問題点があります。そのため，LASSO
に代表されるこうした問題を解くための数値
計算アルゴリズムとして近接勾配法が使われ
ています。
おわりに
本稿では，機械学習で扱われている最適化
問題についてサポートベクターマシンとスパ
ース学習を例にして紹介しました。これ以外
にも最適化理論は他の機械学習手法で重要な
役割を演じており，今日の人工知能で注目さ
れているディープラーニング（深層学習）で
も活用されています。統計学と最適化理論が
基礎となって，データサイエンス分野は，今
後ますます発展していくと思います。
図４　リッジ回帰モデル
図５　LASSOモデル
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