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Abstract Permafrost landscapes in northern high latitudes with their massive organic carbon stocks are
an important, poorly known, component of the global carbon cycle. However, in light of future Arctic
warming, the sustainability of these carbon pools is uncertain. To a large part, this is due to a limited
understanding of the carbon cycle processes because of sparse observations in Arctic permafrost
ecosystems. Here we present an eddy covariance data set covering more than 3 years of continuous CO2
and CH4 ﬂux observations within a moist tussock tundra ecosystem near Chersky in north-eastern Siberia.
Through parallel observations of a disturbed (drained) area and a control area nearby, we aim to
evaluate the long-term effects of a persistently lowered water table on the net vertical carbon exchange
budgets and the dominating biogeochemical mechanisms. Persistently drier soils trigger systematic
shifts in the tundra ecosystem carbon cycle patterns. Both, uptake rates of CO2 and emissions of CH4
decreased. Year-round measurements emphasize the importance of the non-growing season—in particular
the “zero-curtain” period in the fall—to the annual budget. Approximately 60% of the CO2 uptake in the
growing season is lost during the cold seasons, while CH4 emissions during the non-growing season
account for 30% of the annual budget. Year-to-year variability in temperature conditions during the late
growing season was identiﬁed as the primary control of the interannual variability observed in the CO2 and
CH4 ﬂuxes.
1. Introduction
Arctic temperatures rise faster than the global average (Overland et al., 2014; Serreze et al., 2009), and climate
models also predict a strong high-latitude warming for the future (IPCC, 2013). Because Arctic ecosystems are
highly susceptible to shifts in environmental conditions, changes in the temperature regime will also affect
the local carbon cycle processes (McGuire et al., 2009; Schuur et al., 2015). During the last glacial cycle in
the northern circumpolar permafrost region, an estimated 1,035 Pg of organic carbon (Hugelius et al.,
2014) has accumulated within the soil layer down to 3 m below surface because of slowed decomposition
under low temperatures and anoxic conditions. The sustainability of this carbon pool is strongly dependent
on future climate conditions (Kaufman et al., 2009; Kirschbaum, 1995; Serreze et al., 2000).
Under scenarios of moderate climate warming, up to 30% of Arctic lowland landscapes (Jorgenson, Shur, &
Pullman, 2006) could be affected by altered geomorphology. In turn, hydrologic conditions may also
systematically change, e.g., through the process of ice wedge degradation (Liljedahl et al., 2016).
Manipulation experiments focusing on changes in spatiotemporal patterns of soil water availability can give
valuable insight into the complex potential shifts in ecosystem characteristics associated with persistently
drier conditions. These include changes in and interactions between soil thermal regime, vegetation and
microbial community composition, and snow cover regimes, all of which can trigger systematic shifts in car-
bon cycle processes. Only a few such ﬁeld manipulations have been conducted in the Arctic thus far. These
were performed on a small spatial (Oechel et al., 1998; Strack, Kellner, & Waddington, 2006) or temporal
scale (Merbold et al., 2009). A large-scale water table manipulation experiment in Alaska revealed an
increase in the CO2 loss (Zona et al., 2012) and a decrease in CH4 emissions (Sturtevant et al., 2012; Zona
et al., 2009) under drained conditions. Similar trends regarding the systematic inﬂuence of a drainage distur-
bance on the summertime budgets of carbon (Kittler et al., 2016; Kwon et al., 2017, 2016) and energy ﬂuxes
(Göckede et al., 2016) have been reported for the experiment site close to Chersky in NE Siberia that is also
the subject of the present study.
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Because of the remoteness of large parts of the Arctic, these ecosystems are difﬁcult to access, and continu-
ous monitoring programs are impeded by logistical challenges. Moreover, extreme climate conditions pose
special demands on both instrumentation and power sources (Goodrich et al., 2016), thereby resulting in a
comparatively sparse data coverage of carbon ﬂux measurements for the Arctic (Oechel et al., 2014; Zona
et al., 2016). Studies focusing on CO2 ﬂuxes in Arctic regions with underlying permafrost reveal a pronounced
variability regarding the direction and magnitude of annual ﬂux budgets. Results range from net sources
(Euskirchen et al., 2012, 2016; Oechel et al., 2014; Zimov et al., 1996) to CO2-neutral (Lüers et al., 2014) to
net sinks (Aurela et al., 2007; Aurela, Laurila, & Tuovinen, 2004; Kutzbach, Wille, & Pfeiffer, 2007; Lund et al.,
2012; Pirk et al., 2017). Modeling results are also spread over a wide range (Belshe, Schuur, & Bolker, 2013;
McGuire et al., 2012). Initial year-round eddy covariancemeasurements of CO2 ﬂuxes from continuous perma-
frost (Oechel et al., 2014) demonstrated that the non-growing season signiﬁcantly contributes to the
annual budget. Studies focusing on multiyear observations identiﬁed climatic conditions (Arneth et al.,
2002; Merbold et al., 2009) with a speciﬁc focus on temperature and temperature-related variables such as
snow-melt timing (Aurela et al., 2004; Philipp et al., 2016), growing degree days (Euskirchen et al., 2012),
and maximum thaw depth (Lund et al., 2012) as the most important controlling factors for interannual varia-
bility of CO2 ﬂuxes.
While Arctic ecosystems usually act as sustained sources of CH4, ﬂux magnitudes are associated with large
uncertainties (Christensen, 2014), and data coverage is even sparser than for CO2. Published annual CH4 emis-
sions range between 7 gC m2 (Tagesson et al., 2012) and 13 gC m2 (Rinne et al., 2007). Based on recent
observations, the cold season accounts for up to 50% of the annual CH4 budget. Large emissions occur during
the “zero-curtain” period, which represents the refreezing period of the active layer during fall (Zona et al.,
2016). While some studies observed burst events of CH4 ﬂuxes during the refreezing of the active layer
(Mastepanov et al., 2008; Tagesson et al., 2012), others report continuous CH4 efﬂux during the fall period
(Sturtevant et al., 2012; Wille et al., 2008). Environmental controls such as soil temperature and near-surface
atmospheric turbulence (Wille et al., 2008), soil moisture (Sturtevant et al., 2012), and vegetation (Turetsky
et al., 2014) can inﬂuence the interannual variability of CH4 ﬂuxes (Emmerton et al., 2014; Mastepanov
et al., 2013; Moore et al., 2011).
In summary, the understanding of Arctic carbon ﬂux budgets and therefore also our ability to predict the
sustainability of Arctic carbon pools in light of climate change is signiﬁcantly hampered by the limited
database of year-round observations. Particularly for CH4 ﬂuxes, only few continuous ﬂux time series for
the non-growing season have been published. For CO2, most observations during the winter seasons have
been compromised by considerable data gaps during the harsh polar winter conditions.
To improve this situation and advance the understanding of carbon exchange between surface and atmo-
sphere in Arctic permafrost ecosystems, we established a monitoring program near Chersky in northeastern
Siberia, which has been operated continuously sincemid-July 2013. In this study, we present the seasonal ﬂux
patterns and annual budgets of CO2 and CH4 of two eddy covariance towers running in parallel over a
disturbed tundra ecosystem (i.e., a drainage ditch ring installed in 2004 that mimics the degradation of ice
rich permafrost) and a control tundra ecosystem representing natural conditions, respectively. Our analyses
compare data sets covering over 3 years of continuous ﬂux measurements in combination with ancillary data
to analyze the drivers of the interannual variability.
2. Material and Methods
2.1. Site Description
The research site, which is located in a ﬂoodplain of the Kolyma river near Chersky (68.75°N, 161.33°E), NE
Russia, consists of a wet tussock tundra dominated by tussock-forming Carex appendiculata and lugens
and Eriophorum angustifolium (Kwon et al., 2016). An organic peat layer (0.15–0.20m) overlays alluvial mineral
soils (silty clay) with some organic material also present in deeper layers following cryoturbation (Corradi
et al., 2005; Kwon et al., 2016; Merbold et al., 2009). For 2014–2016, mean annual air temperature was
10.2°C (daily means ranging between 49.8°C in January 2014 and 24.6°C in July 2015). A total annual pre-
cipitation of 160 mm was observed during this period. This is about 20% lower than the average of 197 mm
observed during the period of 1960–2009. During the transition period in late spring (May/June), site
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hydrology is strongly inﬂuenced by ﬂooding as a result of snowmelt and rising water levels in the nearby
river. This resulted in standing water on the site (up to 0.5 m above ground surface) in most years.
Afterward, the water table decreased gradually within days to weeks depending on ﬁne-scale microsite con-
ditions. The seasonal development of the vegetation is usually delayed in wet compared to dry areas, where
snowmelt is followed by rapid greening. Vegetation height reached ~0.7 m at the end of the growing season.
Snow cover thickness was on average 0.8 m and peaked around April with maximum snow depth reaching
over 1 m in 2015.
Since fall 2004, a circular drainage ditch with a diameter of ~200 m connected to the nearby river has been
modifying the local hydrology and soil moisture condition. The circular drainage ditch resulted in a locally
reduced water table (up to 0.3 m in summer; Kwon et al., 2016; Merbold et al., 2009). More detailed informa-
tion on site conditions can be found under undisturbed conditions (Corradi et al., 2005), immediate drainage
effects (Merbold et al., 2009), and long-term drainage effects on ecosystem structure and energy ﬂuxes
(Göckede et al., 2016) as well as on carbon ﬂuxes (Kittler et al., 2016; Kwon et al., 2017, 2016).
2.2. Instrument Setup and Data Processing
Two identical observation systems were installed: one within the drainage area (hereafter referred to as
drained site) and a second representing natural condition (hereafter referred to as control site). Ecosystem-
scale ﬂuxes were monitored with eddy covariance systems at a site elevation of 6 m above sea level. One
tower (drained, 68.61°N and 161.34°E) was placed within the drainage. The footprint primarily covered the
area affected by the reduced water table. The second tower (control, 68.62°N and 161.35°E) was installed
~600 m away representing natural conditions unaffected by the disturbance. At both towers, continuous
data acquisition started in July 2013 (13th and 16th for the drained and control tower, respectively).
Towers were equipped with a heated sonic anemometer (uSonic-3 Scientiﬁc, 5 W heating, Metek GmbH,
Elmshorn, DE) on top (at heights of 4.9 m and 5.1 m for drained and control tower, respectively) as well as
a gas analyzing system. Measurements started with open-path sensors (LI-7500, LI-COR Biosciences Inc.,
NE, USA) for CO2 and H2O ﬂux densities placed next to the sonic with a sensor separation of 0.38 m at both
towers. In April 2014, closed-path gas analyzers (FGGA, Los Gatos Research Inc., CA, USA) for monitoring CO2,
H2O, and CH4 mixing ratios were added along with an inlet placed next to the sonic anemometer (vertical
sensor separation: 0.30 m), a sampling line (heated and insulated Eaton Synﬂex decabon with 6.2 mm inner
diameter and a length of 16 m and 13 m for drained and control tower, respectively), and an external vacuum
pump (membrane pump, N940, KNF, 13 L min1 under ambient pressure). Both gas analyzing systems have
been running in parallel at the drained tower since April 2014, while the open-path analyzer at the control
tower was disassembled in July 2014. The ﬁnal time series for CO2 ﬂuxes used in this study are a product
of merged data from open-path (July 2013 to April 2014) and closed-path (since April 2014) gas analyzers.
High-frequency eddy covariance data were collected with 20 Hz and acquired through the software package
EDDYMEAS (Kolle & Rebmann, 2007) on a local computer at the ﬁeld site. Flux calculation of eddy covariance
data was based on the software tool TK3 (Mauder & Foken, 2015), which implemented all standardized
methods (Fratini & Mauder, 2014) to process and correct ﬂuxes including 2-D coordinate rotation of the wind
ﬁeld, cross-wind correction (Liu, Peters, & Foken, 2001), and correction for losses in the high-frequency range
(Moore, 1986). Closed-path data were converted from wet mole fraction to mixing ratios before the ﬂux
processing. For open-path data, the density-ﬂux WPL correction (Webb et al., 1980) and the self-heating
correction were applied. Details of the self-heating correction approach are described in Kittler et al.
(2017). The self-heating correction approach follows Järvi et al. (2009) based on Burba et al. (2006) by
comparing CO2 ﬂux measurements between open- and closed-path gas analyzers. The instrument surface
temperature Ts was estimated from the air temperature Ta based on polynomial ﬁt from a ﬁeld experiment:
Ts = 0.0025 Ta
2 + 0.9 Ta + 2.07 (Burba et al., 2006). Since the open-path analyzer is mounted in an inclined
position, only a fraction of the full correction is required that is represented by a scaling factor, which was
optimized separately for daytime and nighttime conditions.
The post-processing quality control and ﬂagging system scheme was based on stationarity and well-
developed turbulence proposed by Foken and Wichura (1996) followed by additional tests applied to
ﬂag implausible data points in the resulting ﬂux time series. Tests included absolute limits for ﬂux
data (15 μmol m2 s1 < CO2 ﬂux < 5 μmol m2 s1and 0.05 μmol m2 s1 < CH4 ﬂux
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< 0.3 μmol m2 s1), the open-path gas analyzing system status infor-
mation (gain control maximum >75), overall errors in the log ﬁle
recorded by the sonic anemometer, a comparison of the absolute con-
centrations of CO2 for the two towers for speciﬁc wind directions to
detect potential contamination by the exhaust plume of the generator
(distance ~300 m; based on a more than 5% difference criterion), an
air temperature threshold (< 40°C, which is the lowest possible oper-
ating temperature for the sonic anemometer), a ﬂag for sonic anem-
ometer heating, and a ﬂag for spikes for the CH4 ﬂux. Quality ﬂags
were combined, and data covering quality ﬂags 1–6 (Foken et al.,
2005, 2012) were used for a reliable and robust gap ﬁlling procedure.
Data coverage of CO2 ﬂuxes for the closed-path system ranged between 60 and 80% during the growing sea-
son and between 50 and 60% during winter season. For the open-path systems, data coverage was lower
because of additional gaps caused by unfavorable weather conditions affecting measurements (e.g., rain
and condensation). Data coverage of CH4 ﬂuxes is reported in Table 1. Longer gaps were caused by ﬂooding
events, during which the entire system needed to be shut down to avoid damage, or a laser offset in the
closed-path gas analyzer at Tower 1 in 2015. No data for CO2 and CH4 was available at the control site from
end-October and mid-December 2015, respectively, until mid-July 2016.
Gap ﬁlling and ﬂux partitioning for CO2 ﬂuxes were implemented through the R package REddyProc
(https://r-forge.r-project.org/projects/reddyproc/; Reichstein et al., 2005). Gap ﬁlling was based on the
condition variable season, global radiation, and vapor pressure deﬁcit. For the ﬂux partitioning, the deﬁnition
of nighttime conditions was set to a radiation threshold (20 Wm2; e.g., Parmentier et al., 2011, Runkle et al.,
2013). To address the temperature dependence of ecosystem respiration, air temperature was used. The gap
ﬁlling procedure for CH4 ﬂuxes is based on means of a 10 day moving window (centered around the gap).
For annual budgets, mean annual cycles for each tower and gas species were used to ﬁll long gaps.
A suite of environmental variables was collected along with the high-frequency eddy covariance data at
both towers simultaneously. An overview can be found in Kittler et al. (2016). Meteorological data were col-
lected at 10 s intervals and stored on a data logger (CR3000, Campbell Scientiﬁc Inc., UT, USA) as averages
over 10 min periods. After the post-processing quality control scheme (including tests for failure of the
power supply, ranges and consistency limits, missing variability, spikes, and sensor malfunction), the ﬁnal
data set was averaged to 30 min.
2.3. Seasonality Analysis
The beginning of the spring season was deﬁned by a net radiation threshold (>0 Wm2 for four consecutive
days) according to Oechel et al. (2014). The growing season was deﬁned by a combination of daily mean air
temperature (>4°C for four consecutive days as starting point) and fractional snow cover (>50% as endpoint,
determined by Moderate Resolution Imaging Spectroradiometer (MODIS) normalized difference vegetation
index data with both daily and 16 day temporal resolutions). The end of fall was determined by the end of
the zero-curtain period (Zona et al., 2016) by using 0.32 m soil temperature data at the drained site. The inter-
annual variability of the starting dates for the seasonal deviations is shown in Table 2.
3. Results
3.1. Seasonal Contribution
The growing season dominates the annual cycle with both the
highest ﬂux rates and cumulative budgets (Figures 1 and 2).
Net CO2 uptake by the ecosystem (negative ﬂux rates) only
occurs around peak growing season when vegetation uptake
outweighs respirational losses. During the remaining parts of
the year, net CO2 emissions (positive ﬂux rates) dominate
(Figure 1a). The highest CH4 emission rates during the growing
season (Figure 1b) are triggered by increased production rates
Table 1
Mean Data Coverage in Percentage of CH4 Fluxes Per Season and Site,
Excluding Data From End-October 2015 to Mid-July 2016 for Both Towers
When the Closed-Path Analyzer at the Control Site Was Not Active
Season Drained (%) Control (%)
Spring 72 76
Growing 80 86
Fall 77 85
Winter 70 67
Table 2
Interannual Variability in Starting Dates Per Season, With Dates Given as Day of
Year (DOY)
Start of season 2013 2014 2015 2016
Spring - 119 108 102
Growing season 149 153 151 138
Fall 273 281 264 269
Winter 293 338 330 362
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linked to high soil temperatures and efﬁcient plant-mediated transport rates resulting from a higher
abundance of aerenchymatous plants.
In fall, during the zero-curtain period, ﬂux rates remain at comparably high levels with substantial net emis-
sions for both CO2 and CH4 (Figure 1). Accordingly, this period signiﬁcantly contributes to the net annual ﬂux
budgets, emitting ~27% of the growing season CO2 uptake and adding ~23% to the growing season budget
of CH4. Emissions continue into the winter (Figure 1), but average ﬂux rates are minor compared to fall.
Nevertheless, because of the length of this season (i.e., on average 144 days), when accumulated these small
winter season emissions make a considerable contribution to the annual budget. In total, all non-growing
seasons combined systematically affect the annual budget, emitting 56% of the growing season CO2 uptake
and adding 33% to the growing season budget of CH4 emissions.
3.2. Drainage Impact on Annual Carbon Budgets
Our data set, which includes interpolated sections, covers continuous eddy covariance observations with
4 years of CO2 ﬂuxes and 3 years of CH4 ﬂuxes (Figure 2). Cumulative budgets demonstrate that in each data
year, drainage systematically altered the CO2 ﬂuxes of this Arctic ﬂoodplain ecosystem (Figure 2a and
Table 3). The mean reduction of the annual sink strength in CO2 following the drainage disturbance is
47.5 ± 11.1 gC m2. Annual differences range from 37.8 gC m2 in 2014 to 62.0 gC m2 in 2015.
Partitioning of the net CO2 ﬂuxes into photosynthetic uptake (gross primary production (GPP)) and respira-
tion losses (Reco) during the growing season (see Figure S1 in the supporting information) reveal that mod-
erate increases in GPP following drainage are outweighed by higher respiration losses.
The CH4 ﬂux rates at the control site continually exceeded emissions at the drained site representing drier
and therefore more aerobic conditions (Figure 2b and Table 3). The mean absolute annual budget difference
between drained and control ecosystems was 3.3 ± 0.5 gC m2. The maximum was 3.7 gC m2 in 2016.
Focusing on the two data years (2014 and 2015) in which large data gaps are absent at both sites, systematic
differences between drained and control site have been determined Figure 3). For CO2, the net emissions at
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Figure 1. Averaged annual cycle as weekly means (colored bars) and standard deviation (error bars) for (a) CO2 and (b) CH4
at the control site. The number (both as mean ± SD) represents seasonal mean ﬂux rates (top number) and cumulative
ﬂux budgets per season (bottom number in gC m2).
Global Biogeochemical Cycles 10.1002/2017GB005774
KITTLER ET AL. DRAINAGE IMPACT ON ARCTIC CARBON CYCLE 1708
the drained site (Table 3) and the strong negative budget at the control site (Table 3) add up to a net
drainage impact of 50 gC m2 (Figure 3). Accordingly, drainage turns this tundra site into a moderately
higher source for atmospheric CO2. In contrast, CH4 emissions at the drained site are systematically lower
than those at the control site (Table 3), thereby yielding a net reduction in the source strength for
atmospheric CH4 of 3 gC m2 (Figure 3) following drainage. At both sites, the shifts in the total carbon
mass budget are dominated by the CO2 ﬂuxes. The drainage thus triggers a net loss of carbon (47 gC m
2;
Figure 3) to the atmosphere.
We employed global warming potential metrics to convert CH4 ﬂuxes into CO2, eq. using a conversion factor
of 34 for a 100 year integration time frame. Based on these metrics, the drainage disturbance increases the
source of CO2, eq. to the atmosphere by 12 gC m
2 (Figure 3). The pronounced additional source of CO2 as
resulting from the drainage is largely balanced by reductions in CH4 emissions. However, the changes in
the CO2 budget still dominate the CO2, eq. budget.
3.3. Interannual Variability and Controlling Factors
By assigning start and end dates to speciﬁc seasons based on in situ and
remote sensing information on environments conditions and calculat-
ing the cumulative budgets per season, we attributed variabilities in
net annual ﬂux budgets to speciﬁc parts of the year (Figure 4). Our
results demonstrate that ﬂux rates in spring (Figures 4b and 4g), fall
(Figures 4d and 4i), and winter (Figures 4a, 4e, 4f, and 4j) follow a
uniform seasonal pattern in all data years, thereby resulting in similar
seasonal CO2 and CH4 budgets, which are independent of prevailing
environmental conditions such as snow depth or mean season tempera-
tures. Year-to-year variability in both CO2 and CH4 data is therefore
almost exclusively caused by pronounced shifts in carbon exchange
Table 3
CO2 and CH4 Annual Budgets Focusing on the Whole Observation Period
(2013–2016) and on the Two Data Years (2014 and 2015), in Which Large
Data Gaps Are Absent
Time period Site CO2 (gC m
2) CH4 (gC m
2)
2013–2016 Drained 5.2 ± 16.1 3.6 ± 0.1
Control 42.3 ± 8.5 7.0 ± 0.6
2014–2015 Drained 12.9 ± 15.4 3.6 ± 0.1
Control 37.1 ± 1.7 6.7 ± 0.5
Note. All values are given as mean ± standard deviation.
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Figure 2. The cumulative budget for (a) CO2 and (b) CH4 from drained (red) and control (blue) ecosystems was calculated
separately for each data year. Long gaps (black dashed lines) were ﬁlled using mean annual cycle trends. The
background shading indicates the seasons from winter (light gray) to fall (dark gray).
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processes during the growing season, during which major differences in
both absolute ﬂux rates and temporal patterns have been observed
(Figures 4c and 4h). This variability is not driven by the length of the sea-
son, which ranges between 113 days in 2015 and 131 days in 2016.
During the growing season, a pronounced year-to-year variability is
observed for CO2 at both sites (Figure 4c). In contrast, CH4 emission rates
at the drained site are uniform over all data years, and variability can
only be observed at the control site (Figure 4h). For both CO2 and CH4
in the ﬁrst part of the growing season (ﬁrst 60 days), ﬂux time series
are rather uniform in all data years (Figures 4c and 4h).
By linking the cumulative CO2 budgets during both parts of the growing
season to mean air temperatures in the respective periods, contrasting
dependencies are found (Figure 5). In the ﬁrst part of the growing sea-
son, in which no variability in CO2 exchange was observed between data
years, our ﬁndings show no correlation at all with the interannual varia-
bility in mean air temperatures (Figure 5a). During the second part of the
growing season, there is a direct linear relationship between mean air temperature and the cumulative CO2
budget (Figure 5b).
Methane emission rates at the drained site are uniform within all data years. Only data from the control site
with pronounced interannual variability was used for the analysis. Furthermore, the data year 2016 was
excluded because data were only available for the second part of the growing season (Figure 2b).
Methane emissions at the control site display similar characteristics as observed for the CO2 ﬂuxes; i.e., we
found uniform ﬂux rates during the ﬁrst part of the growing season (up to 60 days with ~2 gC m2;
Figure 4c) and a pronounced year-to-year variability during the second part of the growing season (day 61
to end of the season; Figure 4c). Emission rates during the second part of the growing season are higher in
2014 (3.3 gC m2) compared to 2015 (2.2 gC m2). Differences were mostly triggered by soil temperature
conditions (Figure 6), while soil moisture measurements indicate uniform conditions close to saturation in
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both data years. In the growing season 2014, a tendency toward higher than average soil temperatures was
observed, leading to increased CH4 emissions. In contrast, during the second part of the growing season in
2015, soil temperatures below the mean resulted in reduced CH4 emissions.
4. Discussion
4.1. Seasonal Contribution
The mean average annual CO2 uptake of 42 gC m
2 are within the range of the reported net uptake results
for Arctic permafrost ecosystems (Aurela et al., 2004, 2007; Kutzbach et al., 2007). However, our ﬁndings differ
Figure 6. Deviations frommean annual cycle with daily means for CH4 ﬂuxes and soil temperatures (Tsoil) in 0.08 m depth.
Data are restricted to the growing season and are separated into two parts following Figure 5. The lines are based on the
standard least squares regression with conﬁdence intervals as shaded area.
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Figure 5. Cumulative CO2 ﬂux in relation to mean air temperature measured at 2 m height separated into ﬁrst part of the
growing season (up to 60 days) and second part of growing season (day 61 to end of season). The lines are based on
the standard least squares regression. Sincemeasurements startedmid-July 2013, data from both towers for the ﬁrst part of
the growing season 2013 are not shown. Also data from the control site for the ﬁrst part of the growing season 2016 are
excluded due to a long data gap.
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systematically from the observations by other studies, i.e., 14 gC m2 for a moist acidic tundra in Alaska
(Oechel et al., 2014) and19 gC m2 for a polygonal tundra in northern Siberia (Kutzbach et al., 2007), which
cover environmental conditions (e.g., mean annual air temperature or ecosystem type) similar to those at our
site near Chersky. Following the growing season that typically features a pronounced CO2 uptake (Euskirchen
et al., 2016) peaking around July (Jammet et al., 2017), the fall is associated with major CO2 losses (Kwon et al.,
2016; Laurila et al., 2001; Mikhailov et al., 2013) that result in nonnegligible contributions of the fall season to
the annual budget, which is in agreement with previous studies (Christiansen, Schmidt, & Michelsen, 2012;
Kutzbach et al., 2007; Lüers et al., 2014; Oechel et al., 2014). Our ﬁndings conﬁrm reports of cold season emis-
sions contributing more than 50% of the annual budget (including spring; Kutzbach et al., 2007). For some
studies, fall and winter emission even outbalanced the growing season uptake (Lüers et al., 2014; Oechel
et al., 2014). Differences in the winter season ﬂux budgets are largely attributed to interannual variability in
the cold season soil temperatures, which, in turn, are strongly controlled by snow cover dynamics
(Morgner et al., 2010; Yu et al., 2016) and latent heat effects associated with soil moisture levels. Sustained
warmer conditions in soils during winter commonly lead to higher CO2 emission rates (Webb et al., 2016).
Mean annual CH4 emissions of 7 gCm
2 are lower than previously reported year-round rates within northern
wetland ecosystems. For example, much higher mean emission rates during all seasons for a thawed fen of a
subarctic peatland (Jammet et al., 2017) and about twice the mean annual CH4 budget from a boreal fen
(Rinne et al., 2007) were observed. On the other hand, winter contributions amounting to approximately
7% of the total annual CH4 emissions are comparable to other studies (Rinne et al., 2007). Remaining differ-
ences are mainly associated with lower year-round temperatures at our site, which reduce microbial activity
(Lloyd & Taylor, 1994). Annual CH4 budgets are comparable to similar ecosystem types—even while differ-
ences in many other aspects (e.g., measurement technique, observation period, and active layer thickness)
are present (Tagesson et al., 2012). Regarding the analysis of seasonal contributions, in agreement with pre-
vious studies (Jammet et al., 2017), growing season CH4 emissions peak around August, but substantial CH4
emissions were also observed during fall (Mastepanov et al., 2013; Wille et al., 2008). However, our data sets
do not include any signiﬁcant CH4 outburst events during the freezeup period (Mastepanov et al., 2008;
Tagesson et al., 2012). Adding over 20% to the growing season emissions, the zero-curtain period in fall repre-
sents the secondmost important season for CH4 emissions (Sturtevant et al., 2012). In total, cold season emis-
sions account for approximately 30% of the annual CH4 budget, which is a substantial fraction but less than
reported by Zona et al. (2016), who found a strong dependency of emission rates on the duration and depth
of the unfrozen soil.
In summary, our data sets emphasize the elevated importance of high-quality year-round observations for
producing reliable carbon ﬂux budgets for Arctic ecosystems. Neglecting ﬂuxes outside the growing season
would lead to signiﬁcant biases in year-round ﬂux budgets (Oechel, Vourlitis, & Hastings, 1997), and in case of
our study site would lead to an overestimation of the CO2 sink by approximately 60%, and an underestima-
tion of the CH4 source by approximately 30% at our observation sites near Chersky. Accordingly, land-surface
modeling schemes that are exclusively calibrated on growing season data sets for permafrost ecosystems will
produce a biased representation of the current role of the Arctic in the global carbon budget. Future projec-
tions on permafrost carbon-climate feedbacks would also be subject to high uncertainties.
4.2. Drainage Impact on Annual Carbon Budgets
The bulk of the annual budget differences can be attributed to higher CO2 emissions at the drained site dur-
ing the growing season (Kittler et al., 2016). However, as observed with a chamber system (Kwon et al., 2016),
more subtle ﬂux shifts also continue further into the non-growing season. The partitioning demonstrates that
the restructuring of the ecosystem following sustained drainage (Göckede et al., 2016) leads to higher CO2
emissions, which are mainly caused by a combination of factors dominated by higher soil temperatures in
the upper part of the active layer (Kwon et al., 2016), which in turn result in increasing respiration rates
(Lloyd & Taylor, 1994).
Reduced CH4 emissions are commonly observed under drier and more aerobic conditions (Kim, 2015; Sachs
et al., 2008; Sturtevant et al., 2012; Turetsky et al., 2008; Zhang et al., 2012; Zona et al., 2009). The substantial
reduction in CH4 emissions (by approximately 50%) in our study site thus agrees with previous results. Kwon
et al. (2017) found that a combination of changes in the soil temperature (i.e., lower temperatures in the
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anoxic layer and higher temperatures in the oxic layers), microbial communities (reduced abundance of
methanogens), and plant communities (reduced abundance of aerenchymatous plant species, which
reduced the efﬁciency of plant-mediated transport) explain changes in CH4 emission under the inﬂuence
of a decadal drainage. In an earlier study (Merbold et al., 2009), a signiﬁcant decrease in CH4 emission rates
immediately following the drainage disturbance was observed, however, using the chamber measurement
technique with its inherent uncertainties.
Assuming that similar drainage effects could result from ice-wedge degradation under Arctic warming,
our results demonstrate that hydrological disturbance holds the potential to amplify the direct effects of
Arctic climate change. Considering integration time frames longer than 100 years, the global warming
potential of CH4 would decrease, thereby leading to a lower relative inﬂuence of CH4 emissions. The com-
bined CO2, eq. budgets would be higher than shown in Figure 3. In summary, the CO2, eq. budget at the
drained site always constitutes a small source for atmospheric carbon. At the control site, where CO2 uptake
dominates over CH4 emissions for longer time frames, we see a net carbon sink that potentially counteracts
climate change effects in the long term.
Positive CO2, eq. budgets triggered by substantial CH4 emissions have also been reported by previous studies
(Rinne et al., 2007; Wille et al., 2008). However, regarding the net effect of the decadal drainage disturbance,
which causes pronounced shifts in exchange ﬂuxes of both CO2 (Kittler et al., 2016; Kwon et al., 2016) and CH4
(Kwon et al., 2017), the shifts in the CO2 budget were found to be the most important. As a result, the CO2, eq.
budget of the drained ecosystem is positive compared to the control site. This pattern was also reported by
Kim (2015). However, the absolute number in this combined budget strongly depends on the integration
time frame and the corresponding GWP value for CH4 (IPCC, 2013). This value, which is linked to the
atmospheric lifetime of CH4, is high for short timescales and continuously declines with increasing length
of the integration period. Accordingly, the dominance of the CO2 signal for the net drainage effect on the
CO2, eq. budget will even grow when considering time frames of >100 years.
This study focused on vertical carbon exchange. However, for a full carbon budget, the lateral transport needs
to be taken into consideration (Chapin III et al., 2006). While spring ﬂooding affects both sites similarly, the
drainage is expected to be subject to a higher lateral export of carbon because the ditch system installed
in 2004 forms a connection to the nearby river. Through this pathway, groundwater can more easily leave
the ecosystem and therefore also forms a transportation pathway for dissolved and particulate carbon.
Most studies focusing on river systems report a pronounced seasonality in lateral carbon export patterns
(Finlay et al., 2006; Holmes et al., 2012; Tank et al., 2012). Differences in carbon enrichment along the stream
have also been observed (Crawford et al., 2014). We therefore hypothesize that at the drained site, lateral
export through the ditch system constitutes a substantial net carbon loss. This must be taken into account
for a full carbon balance assessment. Consequently, consideration of lateral export in the total carbon budget
of the drained site can be expected to further increase the net carbon loss found for the vertical exchange
processes alone.
4.3. Interannual Variability and Controlling Factors
The year-to-year variability in CO2 uptake is highly pronounced in the second part of the growing season. In
contrast to Parmentier et al. (2011), the highest late growing season uptake is clearly associated with highest
mean air temperatures. Because the end of the growing season was deﬁned by the fractional snow cover
from MODIS data, the length of the growing season is only indirectly reﬂected by temperature conditions
in the late growing season and can therefore not be used as an indicator at our site. At the same time, pre-
vailing temperature conditions in the ﬁrst part of the growing season did not signiﬁcantly affect the CO2 ﬂux
patterns during that time. This ﬁnding implies that at our site, carbon cycle processes during the develop-
ment stage of the vegetation are not limited by temperatures. Instead, the uniform patterns in CO2 ﬂuxes
we observed suggest that once thaw depths have progressed enough to support the growth of vascular
plants, a ﬁxed “program,” which is only marginally inﬂuenced by environmental conditions, is started.
These varied strongly between 2014 and 2016. In contrast, favorable conditions during the late growing
season (i.e., higher than normal air temperatures and sufﬁcient water supplies) appear to extend the active
vegetation period during which photosynthetic uptake exceeds the respiration losses, thereby leading to
signiﬁcant increases in net growing season CO2 uptake by the ecosystem. This variation in temperature
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inﬂuence on carbon cycle processes between early and later growing season implies that a bulk growing sea-
son averaging can only yield weak causal relationships between environmental conditions and carbon bud-
gets. A subseasonal differentiation can thus signiﬁcantly improve our capability to identify key drivers of
interannual variability.
The patterns in interannual variability of CH4 budgets are even more complex than those for CO2 because we
observed strongly deviating results between drainage and control sites. Because meteorological forcing is
uniform between both treatments, this observation must be caused by the belowground conditions. We
assume that drainage has reduced soil water levels so much that the anoxic CH4 production zone is not sub-
ject to upper soil temperature variations (see Table S1 in the supporting information). However, within the
control area, shifts in CH4 emission are closely linked to soil temperatures; higher soil temperatures trigger
higher emission rates (Lloyd & Taylor, 1994). As for CO2, the major part of the interannual variability can be
attributed to the second half of the growing season. During that time, we also ﬁnd different sensitivities to
soil temperature conditions between data years. This suggests that the dependence of CH4 emissions on soil
temperatures is further modulated by soil moisture conditions.
5. Conclusion
Our results covering more than 3 years of continuous ﬂux observations within a moist tussock tundra ecosys-
tem demonstrate that under drained conditions, CO2 uptake and CH4 emissions are reduced compared to
control conditions. Based on the global warming potential metrics under relevant time frames as a net drai-
nage effect, the pronounced reduced sink of CO2 dominates over reduced CH4 emissions, thereby implying
an increased source of CO2, eq. to the atmosphere. This indicates that hydrological disturbances linked to per-
mafrost degradation may amplify the effects of Arctic warming. Year-round measurements highlight the
importance of the non-growing season for annual carbon budget assessment. Substantial CH4 emissions
occur particularly during fall, strongly contributing to an overall cold season share of 30% for net annual
CH4 emissions. The cold season emissions account for 60% of CO2 growing season uptake. The consideration
of cold season contributions therefore substantially impacts the annual carbon budgets. The presented ﬁnd-
ings are also important for the assessment and calibration of land-surface models, which aim to simulate
sink/source dynamics of Arctic ecosystems under climate change.
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