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A reservoir computer is a complex nonlinear dynamical system that has been shown to be useful
for solving certain problems, such as prediction of chaotic signals, speech recognition or control of
robotic systems. Typically a reservoir computer is constructed by connecting a large number of
nonlinear nodes in a network, driving the nodes with an input signal and using the node outputs
to fit a training signal. In this work, we set up reservoirs where the edges (or connections) between
all the network nodes are either +1 or 0, and proceed to alter the network structure by flipping
some of these edges from +1 to -1. We use this simple network because it turns out to be easy to
characterize; we may use the fraction of edges flipped as a measure of how much we have altered the
network. In some cases, the network can be rearranged in a finite number of ways without changing
its structure; these rearrangements are symmetries of the network, and the number of symmetries
is also useful for characterizing the network. We find that changing the number of edges flipped
in the network changes the rank of the covariance of a matrix consisting of the time series from
the different nodes in the network, and speculate that this rank is important for understanding the
reservoir computer performance.
A reservoir computer is a high dimensional dy-
namical system that may be used for computa-
tions on time series signals. Usually the dynami-
cal system is created by connecting a number of
nonlinear nodes in a network that includes feed-
back. A time series input signal is coupled into
the nodes of the reservoir computer and the time
series output of the individual nodes are recorded.
To train the reservoir computer, the node output
time series are fit to some training time series that
is related to the input signal, often with a least
squares fit. The network itself is not changed.
The fitting coefficients contain information about
the relationship between the input signal and the
training signal. We study several ways to char-
acterize the structure of the network to see how
the network structure affects the error in fitting
the training signal. We find that if we choose
a simple network where connections (or edges)
between the nodes are all +1 or zero, we can pro-
duce simple changes in the network by flipping
some of the edges to -1. For some networks, the
network with edges flipped may contain symme-
tries; that is, the nodes may be rearranged with-
out altering the network structure. In that case,
the network may be characterized by the number
of these symmetries. Otherwise, the network can
be characterized by the fraction of edges flipped
from +1 to -1. We hope that by understand-
ing how the network structure affects the perfor-
mance of the reservoir computer, we can build
reservoir computers that produce more accurate
solutions to problems.
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I. INTRODUCTION
Reservoir computers were developed as a type of recur-
rent neural network by machine learning researchers [1, 2]
, but they may also be described using the language of
dynamical systems. An advantage of reservoir computers
over other machine learning techniques is that training a
reservoir computer is fast and simple; the reservoir itself,
a network of nonlinear nodes, is kept fixed, and the time
series responses from the nodes are combined using a lin-
ear weighted sum, where the weights are varied to fit a
training signal.
Reservoir computers have been shown to be useful for
solving a number of problems, including reconstruction
and prediction of chaotic attractors [3–7], recognizing
speech, handwriting or other images [8] or controlling
robotic systems [9]. One attractive feature of reservoir
computers is that they may be implemented in a wide
range of analog hardware, making them potentially very
fast but with low power consumption. Examples of reser-
voir computers so far include photonic systems [10, 11],
analog circuits [12], mechanical systems [13] and field
programmable gate arrays [14].
One obstacle to understanding what reservoir comput-
ers can or can’t do is that there is only a limited amount
of theory on how reservoir computers function. Much of
the theoretical work hinges on understanding the tradeoff
between nonlinearity in the reservoir computer nodes and
memory [15–17], where memory is described by the time
dependent correlation between the reservoir computer in-
put and the reservoir computer fit to delayed versions of
this input signal. Other work focuses on generalized syn-
chronization [3, 18]. The previous work doesn’t describe
how the choice of the network influences the reservoir
computer, so in this work we study the effect of different
networks on the reservoir computer.
Early on, Jaeger [15] stated ”If the network is suitably
inhomogeneous, the various echo functions will signifi-
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2cantly differ from each other”. It does seem obvious that
a diverse network is necessary for an efficient reservoir
computer, but how can this inhomogeneity be measured?
A standard practice is to use a sparse random network.
Random networks are easy to achieve in simulations, but
the options for creating a network in a real analog system
may be limited by experimental constraints. It would be
interesting to confirm the standard wisdom using some
measure of inhomogeneity which could then be used to
aid in the design of a network in a system where a creat-
ing completely random network might not be possible.
Characterizing a random network is difficult, so we use
a network that is simple to characterize. All of the con-
nections between nodes in our networks have the values
±1 or 0. Within these limits, the connections are chosen
randomly. All networks are connected, which means for
any two nodes, there is a path between them.
The random networks are initialized with all edges set
to +1 or 0, and then some of the edges are flipped from
+1 to -1.We will see that if we take two copies of the
same initial network and flip the same number of edges
but choose different edges to flip, the performance of the
reservoir computer may be different. Therefore we choose
many networks where the same number of elements are
flipped and track trends in the behavior of the entire
group of reservoir computers.
We will examine two different node types and two dif-
ferent input signals. The nodes are based on a nonlin-
ear differential equation or a leaky hyperbolic tangent
map [15], while the input signals will come from a Lorenz
chaotic system or a nonlinear map acting on a random
signal. The nonlinear mapping was chosen from a set
of problems commonly used to test reservoir computers
[19].
In section II, we will describe reservoir computers and
show how they may be trained. Section III describes our
choice of how to feed signals into the reservoir computer,
while section IV discusses how the network adjacency
matrix may be characterized. All elements of the adja-
cency matrix, which describes the edges between nodes,
start as +1 or 0, and some of the +1 edges are flipped to
-1. The values of the edges are then normalized so that
the maximum of the absolute value of the real part of the
set of eigenvalues of the adjacency matrix is 0.5. We may
then characterize the adjacency matrix by the number of
symmetries it contains or by the fraction of the elements
flipped from +1 to -1.
The main method we use to characterize reservoir com-
puter performance is the testing error, described in sec-
tion II, but we also use other methods to analyze the
reservoir networks. These methods are described in sec-
tion V. Section V A describes how symmetries in the net-
work may be found, section V B lays out the computation
of the rank of the covariance matrix for the reservoir, and
section V C summarizes a common method for calculat-
ing memory capacity.
After laying out the analysis methods, section VI de-
scribes how we create the input signals from a Lorenz
chaotic system or a random signal system. We then pro-
ceed to simulations of the reservoir computer testing error
as we flip network edges in section VII. After first showing
how the choice of input vector affects our results in sec-
tion VII A, we study the reservoir computer training error
as a function of the number of symmetries in the network
(section VII B) and as the fraction of edges flipped (sec-
tion VII C). This section also includes measurements of
the covariance matrix rank. The memory capacity for
different networks is calculated in section VII D. Finally,
both fraction flipped and sparsity are varied in section
VIII.
II. RESERVOIR COMPUTERS
We used a reservoir computer to estimate one time se-
ries signal based on a different (but related) time series
signal. Figure 1 is a block diagram of a reservoir com-
puter. There is an input signal s(t) from which the goal is
to extract information, and a training signal g(t) which is
used to train the reservoir computer. In [6] for example,
s(t) was the x signal from a Lorenz chaotic system, while
g(t) was the Lorenz z signal. The reservoir computer was
trained to estimate the z signal from the x signal.
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FIG. 1: Block diagram of a reservoir computer. We have
an input signal s(t) that we want to analyze, and a related
training signal g(t). When trained, the reservoir computer
will estimate g(t) from s(t). In the training phase, the input
signal s(t) drives a fixed network of nonlinear nodes, and the
time varying signals from the nodes are fit to the training
signal g(t) by a least squares fit. The coefficients are the
result of the training phase. To use the reservoir computer for
computation, a different signal s′(t) is input to the reservoir
computer. As an example, [6], s(t) was a Lorenz x signal,
while s′(t) was a Lorenz x signal started with different initial
conditions. The time varying node signals that result from
s′(t) are multiplied by the coefficients from the training phase
to produce the output signal g′(t), which in [6] was a good fit
to the Lorenz z signal corresponding to s′(t).
There are no specific requirements on the nodes in a
reservoir computer, other than when all nodes are con-
nected into a network, the network should be stable; that
is, it should settle into a stable fixed point. Commonly
used nodes include hyperbolic tangent [20] or sigmoid
functions [21], but in analog experiments the node non-
linearity is determined by the experimental system [10–
14]. We select two different node types to decrease the
chance that our results depend on the type of node used.
3One node type, the polynomial node, is chosen because a
polynomial is a general way to represent a nonlinearity.
The parameters for the polynomial node are chosen so
that network based on these nodes is stable. The second
type of node is based on a sigmoid function. Sigmoid
functions are common in neural network studies [22], al-
though the form of our node is not the same as the most
commonly used sigmoid function. The form of the non-
linearities in these two node types is different enough
that our results should be general for different types of
reservoir computers.
The polynomial reservoir computer is described by
dri (t)
dt
=
λ
p1ri (t) + p2r2i (t) + p3r3i (t) + M∑
j=1
Aijrj (t) + wis (t)
 .
(1)
The ri(t)’s are node variables, A is an adjacency matrix
indicating how the nodes are connected to each other,
and W = [w1, w2, ...wM ] is a vector that described how
the input signal s(t) is coupled to each node. The con-
stant λ is a time constant, and there are M = 100 nodes.
For the simulations described here, p1 = −3, p2 = 1,
p3 = −1 and λ was set to minimize testing errors for
different input signals. The parameters p1, p2 and p3
were chosen to give a small value of the testing error,
and they were kept the same for different input signals.
The properties of A will be varied to understand how the
performance of the reservoir computer depends on the
form of A.
Equation (1) was numerically integrated using a 4’th
order Runge-Kutta integration routine with a time step
of 0.1. Before driving the reservoir, the mean was sub-
tracted from the input signal s(t) and the input signal
was normalized to have a standard deviation of 1.
The other reservoir computer used in this work is a
map with nodes that implement a leaky tanh function.
The leaky tanh node computer is described as [15]
ri (n+ 1) =
αri (n) + (1− α) tanh
 M∑
j=1
Aijrj (n) + wis (t) + 1
 .
(2)
Again, s(t) was normalized to have a mean of 0 and a
standard deviation of 1. As with the polynomial nodes,
the parameters were chosen to give a small value of the
testing error for a fixed adjacency matrix, and we use 100
nodes.
When the reservoir computer was driven with s(t), the
first 2000 time steps were discarded as a transient. The
next N = 10000 time steps from each node were com-
bined in a N × (M + 1) matrix
Ω =

r1 (1) . . . rM (1) 1
r1 (2) rM (2) 1
...
...
...
r1 (N) . . . rM (N) 1
 (3)
The last column of Ω was set to 1 to account for any
constant offset in the fit. The training signal is fit by
h (t) =
M∑
j=1
cjrj (t) (4)
or
h(t) = ΩC (5)
where h(t) = [h (1) , h (2) . . . h (N)] is the fit to the
training signal g(t) = [g (1) , g (2) . . . g (N)] and C =
[c1, c2 . . . cN ] is the coefficient vector.
The matrix Ω is decomposed by a singular value de-
composition
Ω = USV T . (6)
where U is N × (M + 1), S is (M + 1) × (M + 1) with
non-negative real numbers on the diagonal and zeros else-
where, and V is (M + 1)× (M + 1).
The pseudo-inverse of Ω is constructed as a Moore-
Penrose pseudo-inverse [23]
Ωinv = V S
′
UT (7)
where S
′
is an (M + 1) × (M + 1) diagonal matrix
constructed from S, where the diagonal element S
′
i,i =
Si,i/(S
2
i,i+k
2), where k = 1×10−5 is a small number used
for ridge regression [24] to prevent overfitting. There are
some guidelines for choosing k [25], but in this case k
is chosen large enough to to keep the coefficients from
becoming extremely large but small enough to keep the
fitting error from becoming too large.
The fit coefficient vector is then found by
C = Ωinvg(t) (8)
.
The training error may be computed from
∆RC =
‖ΩC− g(t)‖
‖g(t)‖ (9)
where ‖‖ indicates a standard deviation.
The training error tells us how well the reservoir com-
puter can fit a known training signal, but it doesn’t tell
us anything we don’t already know. To learn new in-
formation, we use the reservoir computer in the testing
configuration. As an example, suppose the input signal
s(t) was an x signal from the Lorenz system, and the
4training signal g(t) was the corresponding z signal. Fit-
ting the Lorenz z signal trains the reservoir computer to
reproduce the Lorenz z signal from the Lorenz x signal.
We may now use as an input signal s′(t) the Lorenz sig-
nal x′, which comes from the Lorenz system with different
initial conditions. We want to get the corresponding z′
signal. The matrix of signals from the reservoir is now
Ω′. The coefficient vector C is the same vector we found
in the training stage. The testing error is
∆tx =
‖Ω′C− z′‖
‖z′‖ (10)
The testing error measures how accurately the reservoir
computer actually solves a problem.
III. THE INPUT COUPLING VECTOR W
The coupling vector W = [w1, w2, ...wM ] describes how
the input signal s(t) couples into each of the nodes. We
want to look only at the effect of varying the coupling
between nodes in the reservoir computer, so W is kept
fixed. We have found that setting all the elements to
+1 or -1 yields a larger reservoir computer testing error
than setting the odd elements of W to +1 and the even
elements of W to -1, so the second method (odd=+1,
even=-1) was used. This choice was arbitrary, and other
choices of W could be made. Below we show how the
reservoir computer performs for our choice of input cou-
pling vector compared to a random input vector.
IV. CHARACTERIZING THE ADJACENCY
MATRIX A
As described above, the reservoir contains 100 nodes,
so the size of A is M ×M = 100× 100.
The diagonal elements of A are all 0. Initially, all the
off diagonal elements (network edges) of A are set to
+1 or 0. The initial network defined by A is connected,
meaning that for each pair of nodes there is a path be-
tween them. Different configurations of the network are
created by flipping some of the edges between nodes from
+1 to -1. The number of elements to be flipped, Nf , is
chosen and then the particular elements to be flipped
are chosen randomly from all the elements that have the
value +1 to give many realizations of the adjacency ma-
trix for each value of Nf . After the edges are flipped, the
adjacency matrix is renormalized so that the absolute
value of the largest real part of the matrix eigenvalues is
0.5.
Different networks with the sameNf will reveal a range
of testing errors for a fixed value of Nf . For each Nf
value, the network is initialized to have the same adja-
cency matrix A , with all edges equal to +1 or 0. For
each Nf , 20 different sets of Nf edges from the nonzero
network edges are randomly chosen to be flipped, and
the testing error is calculated for each of the 20 different
versions of the network.
We choose to characterize the network by the fraction
of the edges flipped, or εf . For some values of εf , there
may be ways to permute the network nodes and their at-
tached edges that leave the network unchanged. If this
type of permutation is possible, we say the network con-
tains symmetries, and we use the number of symmetries
in place of εf to characterize the network.
V. ANALYSIS METHODS
Besides calculating the training error for different
reservoir computers, we analyze the reservoirs by the
number of symmetries in the network, by the rank of
the covariance matrix of the network and by the memory
capacity of the network. We proceed to describe these
different methods.
A. Symmetry
Symmetries in networks can have a dramatic effect on
the dynamics. Here we use the concept of symmetry from
graph theory [26], where a symmetry is a permutation of
the nodes of the network along with the edges attached
to the nodes which leave the network unchanged. This
is shown in Fig. 2. A simple 4-node network is shown in
Fig. 2(a). The six symmetries are obvious. Along with
the identity (no permutations), there are two rotations
and three mirror symmetries.
Symmetries are easy to see with small networks, but
with larger networks (7 or more nodes), the detection of
symmetries is difficult and quickly becomes humanly im-
possible, as networks with more than 10 nodes can have
millions or more symmetries (see Fig. 2(b)) . There is
however an algorithm [27] which can quickly determine
the number of symmetries and give all possible permu-
tation matrices from the matrix of connections. We use
this algorithm here.
The reason symmetries can affect the dynamics of the
network can be seen from the equations of motion. Let’s
apply a symmetry permutation P to the reservoir sys-
tem. If r = (r1, . . . , rM ), then Pr = (rpi(1), . . . , rpi(M)),
where pi(i) is a permutation of (1, . . . ,M) into a different
order. That is, P moves the components of r around into
a different ordering. Note that if P is a symmetry of the
network, then the network coupling matrix A (think of
an adjaceny matrix or Laplacian, for instance) must re-
main unchanged under the action of P , thus PAPT = A,
recalling that P−1 = PT . This means A and P commute:
PA = AP .
The equations of motion used in this paper are of the
form (see Eqs.(1) and (2)),
dr
dt
= F(r) +AH(r) + Ws(t), (11)
5(a) (b)
(a) (b)
FIG. 2: (a) Simple network with rotation and mirror sym-
metries. (b) A more complex network where the symmetries
are not obvious.
where F(r) is the node vector field, H(r) is the coupling
function, A is the coupling matrix, and Ws(t) is the
weighted driving term. If the weights for the drive term
are invariant under P , i.e., PW = W and we apply a
symmetry P to Eq. (11) and recall that A and P com-
mute and the functions F and H are the same for all
nodes, we get,
dPr
dt
= F(Pr) +AH(Pr) + Ws(t) (12)
In other words, the permuted nodes Pr have the same
equation of motion as the original nodes. The conse-
quence is that if the subsets of nodes that are permuted
are started in synchronized state (rpi(i)(t0) = ri(t0)), they
will remain synchronized. This dynamic is called flow
invariance. The state where symmetry-related nodes
synchronize is called cluster synchronization, where the
nodes related by symmetry permutations are synchro-
nized among themselves, but are not synchronized with
nodes in other clusters [26, 28, 29].
If this synchronized state is stable, then it is possible
that the system will evolve into it. The dimension of the
network will then be lower since multiple nodes will fol-
low identical trajectories. Note that even if the symme-
tries are approximate, i.e. the components of A and/or
the node dynamics F, and/or the weights w vary only
slightly from a symmetric case there can still be approxi-
mate synchronization [30] where the trajectories of nodes
related by symmetry permutations tend to closely follow
an average trajectory. This still results in a reduction of
dimension and complexity.
B. Covariance Rank of Ω
We may also characterize the matrix of reservoir com-
puter signals Ω. The individual columns of Ω will be used
as a basis to fit the training signal g(t). The columns of
Ω may be correlated with each other, so we would like to
know the number of uncorrelated columns in Ω.
Principle component analysis [31] states that the eigen-
vectors of the covariance matrix of Ω, Θ = ΩTΩ, form an
uncorrelated basis set. The rank of the covariance matrix
tells us the number of uncorrelated vectors. Therefore,
we will use the rank of the covariance matrix of Ω,
Γ = rank
(
ΩTΩ
)
(13)
to characterize the reservoir matrix Ω. We calculate the
rank using the MATLAB rank() function, which returns
the number of singular values above a certain threshold.
The threshold is γr = Dmaxδ (σmax), where Dmax is the
largest dimension of Ω and δ(σmax) is the difference be-
tween the largest singular value of Ω and the next largest
double precision number.
C. Memory
Memory capacity, as defined in [15], is considered to
be an important quantity in reservoir computers. Mem-
ory capacity is a measure of how well the reservoir can
reproduce previous values of the input signal.
The memory capacity as a function of delay is
MCk =
N∑
n=1
[s (n− k)− s] [gk (n)− gk]
N∑
n=1
[s (n− k)− s]
N∑
n=1
[gk (n)− gk]
(14)
where the overbar indicator indicates the mean. The
signal gk(n) is the fit of the reservoir signals ri(n) to the
delayed input signal s(n− k). The memory capacity is
MC =
∞∑
k=1
MCk (15)
Input signals such as the Lorenz x signal contain cor-
relations in time, which will cause errors in the memory
calculation, so in eq. (14), s(n) is a random signal uni-
formly distributed between -1 and +1. The node param-
eters were optimized to minimize the testing error for
fitting the reservoir signals to s(n − 1). There are some
drawbacks to defining memory in this way; the reservoir
is nonlinear, so its response will be different for different
input signals, and the node parameters for the memory
calculation are not the same as for calculations with other
input signals. Nevertheless, this memory definition is the
standard definition used in the field of reservoir comput-
ing.
6VI. INPUT SIGNALS
The first system we used to generate input and training
signals is the Lorenz system [32]
dx
dt = c1y − c1x
dy
dt = x (c2 − z)− y
dz
dt = xy − c3z
(16)
with c1=10, c2=28, and c3=8/3. The equations were
numerically integrated with a time step of ts = 0.02.
The second system is a nonlinear map acting on a ran-
dom signal, taken from [19]
x (k) = random [0, 0.5]
y (k + 1) = 0.3y (k) + 0.05y2 (k) + 1.5x2 (k) + 0.1
(17)
This system is commonly used as a test of the ability of
a reservoir computer to fit a signal.
VII. SIMULATIONS: FLIPPING NETWORK
EDGES
Because the reservoir is nonlinear, changing the adja-
cency matrix can have a complicated effect on the test-
ing error. In order to get good statistics, each time the
number of network edges Nf to be flipped was chosen,
20 different adjacency matrices were generated with with
Nf randomly flipped edges. The graphs below show all
20 values of the testing error for each number of edges
flipped.
We begin with a 100×100 adjacency matrix with 9800
of the network edges equal to +1. The large number of
nonzero edges made it more likely that the network would
have symmetries. Once the number of nonzero edges was
chosen, the specific nonzero edges were chosen randomly
until a network with a large number of symmetries was
found. All of the diagonal elements are 0.
If the number of nonzero network edges is N1, then
the fraction of edges flipped is εf = Nf/N1. For some
values of εf , the network contains symmetries (see sec-
tion V A). For networks that contain symmetries, the net-
work will be characterized by the number of symmetries,
ζs. When no edges were flipped, the network contained
9.2678 × 1051 symmetries, calculated using the methods
from [27]. For networks that contain only one symme-
try, the identity, the network will be characterized by
the fraction of elements flipped, εf .
A. Comparison to other networks
The network we choose appears to be specialized, so
we must ask if the results will apply to other reservoir
computers. As an alternative to our configuration, we
simulated reservoir computers where
1. 98% of the edges were ±1 and the elements of the
input vector W alternated between +1 and -1;
2. 98% of the edges were ±1 and the elements of the
W were all +1;
3. 98% of the edges were ±1 and the elements of the
W were chosen from a random uniform distribution
between ±1; and
4. 20% of the network edges were nonzero, chosen
from a uniform distribution between ±1 and the
elements of the W were chosen from a random uni-
form distribution between ±1.
The last choice is typical of reservoir computer simula-
tions that have been published.
0.01
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0.40.30.20.10.0
εf
 1. inputs ±1
 2. inputs all +1
 3. inputs random
 4. inputs and network random
FIG. 3: Testing error ∆tx as a function of fraction of network
edges flipped εf from +1 to -1 for several different types of
input vector W. For the inputs and network random (upside
down green triangles, number 4 in the legend), the εf scale
does not apply. The random input and network data was just
plotted on the same axes for comparison.
Figure 3 shows the testing error ∆tx as a function
of fraction of edges flipped εf for the first three cases.
The fourth situation, where the input vector and net-
work were random, is also plotted on the same axes for
comparison. When all the elements of the input vector
are +1, the testing error is much larger than when the
elements are ±1. Choosing elements of the input vector
from a random distribution gives a smaller testing error
when εf is small, but for larger values of εf the testing
errors are in the same range as when all elements are ±1.
When the network edges and input vector elements are
all chosen from a random distribution, the testing error
is in the same range as when εf = 0.5.
Figure 3 does show that the standard practice of choos-
ing all network edges randomly does give the best result,
but when the fraction of edges flipped is 50%, our net-
works of all ±1 work just as well, so while networks need
7some randomness, they do not have to be completely ran-
dom.
Figure 3 indicates that just using a completely random
network is a good choice, but there may be restrictions
on choosing network edges in experimental situations, so
it is important to know how to create good networks that
are not random. Finally, without a theory, the only way
to know if a network choice is optimum is to simulate
different networks and measure their performance.
B. Testing error vs. Number of Symmetries
1. Polynomial Nodes
These simulations used a reservoir computer with the
polynomial nodes (eq. 1). The value of λ was chosen to
minimize testing error by matching the time scale of the
reservoir to the time scale of the input signal. Figure 4
shows the log base 10 of testing error ∆tx as a function
of the log base 10 of the number of symmetries ζs for
a reservoir computer with polynomial nodes when the
input signal s(t) is the Lorenz x signal and the training
signal g(t) is the Lorenz z signal. For this combination
of input and training signals, λ = 1.4.
FIG. 4: Reservoir computer testing error ∆tx vs. number of
symmetries ζs in the network for a reservoir computer with
polynomial nodes when input signal s(t) is the Lorenz x sig-
nal and the training signal g(t) is the Lorenz z signal. The
logarithms are base 10.
Figure 5 shows the testing error for the reservoir com-
puter with polynomial nodes when the input signal s(t)
is the nonlinear map signal x(k) (eq. 17) and the training
signal g(t) is the nonlinear map signal y(k). The value
of λ was set to 5 to minimize the testing errors.
Comparing figures 4 and 5, in both cases the testing
error ∆tx increases as the number of symmetries ζs in-
creases, so that when the are more ways that the indi-
vidual nodes can be re-arranged without changing the
network structure, the testing error is larger.
FIG. 5: Reservoir computer testing error ∆tx vs. number of
symmetries ζs in the network for a reservoir computer with
polynomial nodes when input signal s(t) is the random signal
x(k) from eq. (17) and the training signal g(t) is the y(k)
signal from this equation. The logarithms are base 10.
2. Leaky Tanh Nodes
The reservoir computer with leaky tanh nodes (eq. 2)
follows the same trends as the reservoir computer with
polynomial nodes, but some of the details are different.
When the input signal was the Lorenz x signal, the pa-
rameter α in eq. (2) was set to 0.35 and the spectral
radius was set to 1.0. These parameters were found by
minimizing the testing error.
-0.54
-0.52
-0.50
-0.48
lo
g(
Δ t
x)
50403020100
log(ζs)
FIG. 6: Reservoir computer testing error ∆tx vs. number of
symmetries ζs in the network for a reservoir computer with
leaky tanh nodes when input signal s(t) is the Lorenz x sig-
nal and the training signal g(t) is the Lorenz z signal. The
logarithms are base 10.
Figure 7 shows the testing error when the input signal
is the nonlinear map signal x(k) (eq. 17) and the train-
ing signal g(t) is the nonlinear map signal y(k). In this
case, the log-log plot of testing error vs number of sym-
metries is not linear, but we do not know why the plot is
nonlinear.
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FIG. 7: Reservoir computer testing error ∆tx vs. number of
symmetries ζs in the network for a reservoir computer with
leaky tanh nodes when input signal s(t) is the random input
signal x(k) from eq. (17) and the training signal g(t) is the
y(k) output signal. The logarithms are base 10.
C. Testing error vs. Fraction of Edges Flipped
If more than 100 edges were flipped in the network used
in the previous section, we could find only one symmetry,
the identity. For larger numbers of flipped edges, we plot
the testing error ∆tx as a function of the fraction of edges
flipped from +1 to -1, εf .
1. Polynomial and Linear Nodes
In this section we consider two types of node. We study
the polynomial nodes of eq. (1) and a reservior computer
with linear nodes. The linear nodes are also described by
eq. (1), but with parameters p1 = −3, p2 = 0 and p3 = 0.
The difference in the testing error ∆tx will reveal how the
reservoir computer performance depends on nonlinearity.
Figure 8 shows the testing error ∆tx vs. the fraction of
edges flipped εf for a reservoir computer when the nodes
were described by the polynomial of eq. (1). The input
signal s(t) was the Lorenz x signal, while the training
signal g(t) was the Lorenz z signal. The figure also shows
the testing error when the nodes were linear, that is p1 =
−3, p2 = 0 and p3 = 0.
As a larger fraction of edges in the network are flipped
from +1 to -1, the testing error plotted in figure 8 de-
creases if the nodes are polynomial nodes. If the nodes
were linear, figure 8 shows that the testing error ∆tx did
not decrease. Nonlinearity is necessary for the reservoir
computer to fit the Lorenz z signal when the input signal
was the Lorenz x signal.
A possible explanation for why flipping more edges in
the network from +1 to -1 reduces the testing error ∆tx
is shown in figure 9, which shows the covariance rank Γ
(defined in eq. 13) of the reservoir variables R(t) as a
function of fraction of edges flipped, εf .
When the nodes are polynomial nodes, figure 9 shows
that the rank Γ of the covariance of the reservoir matrix
Ω increases with the fraction of edges flipped, while the
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FIG. 8: Blue circles are the reservoir computer training error
∆tx vs. fraction of edges εf in the network flipped from +1
to -1 for a reservoir computer with polynomial nodes when
input signal s(t) is the Lorenz x signal and the training signal
g(t) is the Lorenz z signal. The blue dots indicate the testing
error ∆tx. The green squares are for the same system when
the reservoir computer nodes are linear, that is in eq. (1)
p1 = −3, p2 = 0 and p3 = 0.
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FIG. 9: Blue circles are the rank Γ of the covariance of the
reservoir computer matrix Ω vs the fraction of edges flipped
εf , when the nodes are polynomial nodes. The input signal
s(t) was the Lorenz x variable, while the training signal g(t)
was the Lorenz z signal. The green squares are the covariance
rank when the nodes were linear.
rank when the nodes are linear increases only slightly,
with a maximum rank of 6. The linear reservoir vari-
ables span a much lower dimension than the polynomial
reservoir variables, which may be why the polynomial
reservoir does a better job of fitting the Lorenz z(t) sig-
nal in figure 8.
When the input signal s(t) for the reservoir comes from
the random x(k) signal from eq. (17) and the training
signal is the y(k) signal, figure 10 shows the testing error
∆tx as a function of fraction of edges εf in the network
flipped from +1 to -1, for both polynomial nodes and
linear nodes.
Figure 11 shows the covariance rank Γ as a function
of fraction of edges flipped, εf when the reservoir input
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FIG. 10: Blue circles are the reservoir computer testing error
∆tx vs. fraction of edges εf in the network flipped from +1 to
-1 for a reservoir computer with polynomial nodes when input
signal s(t) was the random x(k) signal from eq. (17) and the
training signal is the y(k) signal. The light blue triangles
indicate the testing error ∆tx. The green squares are for the
same system when the reservoir computer nodes are linear,
that is in eq. (1) p1 = −3, p2 = 0 and p3 = 0.
signal is the random x(k) signal from eq. (17) and the
training signal is the y(k) signal.
FIG. 11: Blue circles are the covariance rank Γ of the matrix
of the reservoir computer variables Ω as defined in eq. (13),
when the nodes are polynomial nodes. The input signal s(t)
was the random x(k) signal from eq. (17) and the training
signal is the y(k) signal. The green squares are the covariance
rank when the nodes were linear. The fraction of edges flipped
from +1 to -1 in the network is εf .
Similar to when the polynomial nodes were driven by
the Lorenz system, the testing error ∆tx decreases as
the fraction of edges flipped εf increases for polynomial
nodes, but not for linear nodes for the nonlinear map
system. Figure 11 shows that once again, the covariance
rank Γ increases with the fraction of edges flipped for
polynomial nodes, but increases only slightly for the lin-
ear nodes. The rank actually saturates at 100 for the
polynomial nodes. The signal x(k) is a random signal,
so it makes sense that the reservoir R(t) would have a
higher covariance rank when driven with the infinite di-
mensional random signal than when driven by the finite
dimensional Lorenz signal.
2. Leaky Tanh Nodes
The testing error ∆tx as a function of fraction of edges
flipped εf when the input signal s(t) for the reservoir
with leaky tanh nodes was the Lorenz x signal and the
training signal g(t) was the Lorenz z signal is shown in
figure 12.
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FIG. 12: Reservoir computer testing error ∆tx vs. fraction
of edges εf in the adjacency matrix A flipped from +1 to -1
for a reservoir computer with leaky tanh nodes when input
signal s(t) is the Lorenz x signal and the training signal g(t)
is the Lorenz z signal. Blue dots are the testing error ∆tx,
while the light blue crosses are the training error ∆RC .
The reservoir computer testing error in figure 12 shows
a decreasing trend as the fraction of edges flipped in-
creases, but the testing error increases between εf = 0.3
to 0.4. The training error, also shown in figure 12, does
not increase over this range. One possible reason for the
larger testing error is that the reservoir may be less sta-
ble over this region of εf , so it may be more sensitive to
differences in the input signal.
Figure 13 shows the covariance rank Γ as a function of
fraction of edges flipped. The covariance rank saturates
at its highest possible value for εf > 0.4.
Comparing figure 8 to figure 12, the testing error for
the reservoir using leaky tanh nodes is higher than the
testing error using polynomial nodes (when driven by
the Lorenz system), even though the covariance rank for
the leaky tanh nodes (figure 13) is higher than for the
polynomial nodes (figure 9). Clearly a higher rank is
related to a lower testing error only if the node type stays
the same.
Figure 14 shows the testing error ∆tx vs. the fraction
of network edges εf that have been flipped from +1 to
-1 when the reservoir computer with leaky tanh nodes is
driven by the random x(k) signal from eq. (17).
As with the Lorenz input signal, when the input signal
comes from the random system, the reservoir covariance
rank is higher for the leaky tanh nodes but the testing
error is also higher. Higher covariance rank leads to lower
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FIG. 13: Rank Γ of the covariance of the matrix of the
reservoir computer variables Ω as defined in eq. (13) as a
function of the fraction of edges flipped εf in the network,
when the nodes are leaky tanh nodes. The input signal s(t)
was the Lorenz x signal, while the training signal g(t) was the
Lorenz z signal.
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FIG. 14: Reservoir computer testing error ∆tx vs. fraction of
network edges ε flipped from +1 to -1 for a reservoir computer
with leaky tanh nodes when input signal s(t) was the random
x signal from eq. (17), while the training signal g(t) was y(k)
signal.
error when a particular input signal is used with a par-
ticular node type, but the same is not true for different
combinations of node and input signal.
3. Arbitrary Cutoff for Rank Calculation
In the previous sections, the rank of the covariance
matrix was calculated using the MATLAB rank function.
This function calculates the rank as the number of singu-
lar values above a tolerance of γr = Dmaxδ (σmax), where
Dmax is the largest dimension of Ω and δ(σmax) is the
difference between the largest singular value of Ω and the
next largest double precision number. For the covariance
matrices in the previous sections, γr = 1.42 × 10−12 for
all parameters.
We may see how robust these rank results are by set-
ting a different tolerance. Figure 16(a) replots the covari-
ance ranks from the previous figures using the MATLAB
tolerance of γr = 1.42 × 10−12, while figure 16(b) shows
the number of singular values for the covariance matrix
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FIG. 15: The rank Γ of the covariance of the matrix of the
reservoir computer variables Ω as defined in eq. (13), when
the nodes are leaky tanh nodes, as a function of fraction of
edges εf . The input signal s(t) was the random x(k) signal
from eq. (17), while the training signal g(t) was the y(k)
signal.
above the arbitrary threshold of 1×10−6 times the largest
singular value. This number is designated as SV1e−6.
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FIG. 16: (a) Rank Γ of the covariance matrices from the
previous four examples, calculated from the MATLAB rank
function. The MATLAB function computed the rank as the
number of singular values above a tolerance, which was γr =
1.42×10−12 for these examples. (b) Number of singular values
SV1e−6 above the arbitrary threshold of 1×10−6 for the same
covariance matrices.
The ordering of the different curves in figure 16 is not
the same for parts (a) and (b), but all curves do increase
as the fraction of edges flipped, εf , increases.
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FIG. 17: Memory capacity MC as a function of fraction of
edges flipped εf for both node types. The time constant λ
for the polynomial nodes in eq. (1) was 6 for this simulation,
while the spectral radius was 0.5. For the leaky tanh nodes,
α = 0.66 and the spectral radius was 1.36.
D. Memory Capacity
Figure 17 shows that the memory capacity , as defined
by eq (15), increases as the fraction of edges flipped in-
creases. Theory has suggested that longer memory leads
to improved computational accuracy in a reservoir com-
puter [15, 17]. For individual node types, higher memory
capacity does correlate with lower testing error, but fig-
ure 17 shows that the memory capacity for the leaky
tanh nodes was higher than for the polynomial nodes,
but the leaky tanh nodes gave larger testing errors. It
is interesting to note that the rank for all four combi-
nations of input signal and node type stops increasing
above εf > 0.4, and the memory capacity also levels off
above this value.
VIII. VARYING SPARSITY AND FRACTION
FLIPPED
A typical assumption for reservoir computers is that a
sparse adjacency matrix is necessary to achieve the di-
versity of signals necessary for low training error. We
test this assumption by varying both sparsity, defined as
the fraction of network edges that are not zero, and the
fraction of edges flipped εf . Sparsity will be denoted as
φ.
The top plot in figure 18 is a contour plot of the log
base 10 testing error ∆tx as the fraction of edges flipped
and the sparsity are varied. The lower plot is the covari-
ance rank Γ. The plots in figure 18 show that the testing
error gets smaller and covariance rank gets larger as the
sparsity decreases, so choosing sparse networks can be a
useful goal. These plots do show, however, that the in-
fluence of the number of edges flipped is much stronger.
Figure 19 shows the same information for the polynomial
nodes driven by the random signal x(k) from eq. (17).
Figures 20 and 21 are contour plots for a network of
leaky tanh nodes being driven by the Lorenz x signal or
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FIG. 18: Top contour plot is the log base 10 of the training
error ∆tx for the polynomial nodes driven by the Lorenz x
signal. The horizontal axis is the fraction of edges flipped, εf ,
while the vertical axis is the sparsity φ, which is equal to the
fraction of nonzero edges. The lower plot is the covariance
rank Γ.
the random signal x(k) from eq. (17). These two figures
show an asymmetry along the εf axis, especially for the
random driving signal. The equation for the leaky tanh
nodes contains an offset of 1.0, so the equations are not
symmetric about zero. Changing most of the network
edges from +1 to -1 can produce a bias in the network
signals, which will affect the dynamics because of the
asymmetry in the leaky tanh node equation.
IX. CONCLUSIONS
We have simulated reservoir computers where the
edges between the reservoir computer nodes were all +1
or 0, and then changed the reservoir computer network
by flipping some of these edges from +1 to -1. We have
done this for different combinations of node type and in-
put signals.
If a small fraction of the edges of the adjacency matrix
were flipped from +1 to -1, the number of symmetries in
the adjacency matrix could function as a similarity mea-
sure for the adjacency matrix. Adjacency matrices that
had more symmetries led to reservoirs that had a lower
covariance rank and larger errors in fitting a training sig-
nal.
When the only symmetry in the adjacency matrix was
the identity, a different measure of the variation in the
adjacency matrix was necessary. Because the adjacency
matrices used in this work were simple, we could use the
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FIG. 19: Top contour plot is the log base 10 of the training
error ∆tx for the polynomial nodes driven by the random
signal x(k) from eq. (17). The horizontal axis is the fraction
of edges flipped, εf , while the vertical axis is the sparsity φ,
which is equal to the fraction of nonzero edges. The lower
plot is the covariance rank Γ.
fraction εf of elements flipped from +1 to -1 as a measure
of this variation. Increasing εf increased the rank of the
covariance of the adjacency matrix, which in most cases
led to a smaller error in fitting a training signal. Com-
paring to completely random networks, we found that
our networks, with all edges ±1, produced as small of a
testing error as the completely random network,
We also investigated the relation between the fraction
of edges flipped and memory capacity. We quantified
memory capacity using the method of [15], where mem-
ory is measured by finding how well the reservoir can fit
previous values of a random input signal. We found that
within a particular node type, memory capacity, testing
error and covariance rank were all correlated.
Studying testing error and covariance rank showed that
having fewer nonzero edges in the network (lower spar-
sity) did produce a smaller testing error, but the effect of
sparsity was not as strong as the effect of flipping more
network edges.
We did not investigate the effect of different nonran-
dom network statistics on the behavior of the reservoir
computer. Networks whose connections are not all ±1
will require different measures of diversity. There are
other types of network statistics such as nearest neighbor
networks, star, or ring networks, or networks with differ-
ent weights for different connections. All of these types
of networks may perform differently as their parameters
are changed.
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FIG. 20: Top contour plot is the log base 10 of the training
error ∆tx for the leaky tanh nodes driven by the Lorenz x
signal. The horizontal axis is the fraction of edges flipped, εf ,
while the vertical axis is the sparsity φ, which is equal to the
fraction of nonzero edges. The lower plot is the covariance
rank Γ.
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