In the existing evidential networks with belief functions, the relations among the variables are always represented by joint belief functions on the product space of the involved variables. In this paper, we use conditional belief functions to represent such relations in the network and show some relations of these two kinds of representations. We also present a propagation algorithm for such networks. By analyzing the properties of some special evidential networks with conditional belief functions, we show that the reasoning process can be simplified in such kinds of networks.
INTRODUCTION
Network-based approaches have been widely used for knowledge representation and reasoning with uncertainties.
Bayesian networks (Pearl 1988) and valuation network (Shenoy 1992) are two well-known frameworks for the graphical representations. Bayesian networks are implemented for the probabilistic inference, while valuation networks can represent several uncert ainty formalisms in a unified framework. Graphically, a Bayesian network is a directed acyclic graph, a valuation network is a hypergragh. Nodes in the networks represent random variables where each variable is associated with a finite set of all its possible values called its frame. In a Bayesian network, arcs rep resent the relations among the variables in the form of conditional probabilities, in a valuation network, such relations are represented in the forms of joint valuations on the product space of the involved variables. For the case of belief functions, such valuations are the joint belief functions. Recently, Cano et al. (1993) have presented an axiomatic system for propagating uncertainty (including belief functions) in Pearl's Bayesian network, based on Shafer-Shenoy's axiomatic framework (Shafer and Shenoy 1988, Shenoy and Shafer 1990) . But the belief functions for representing relations of the variables in their system are still represented on the product space. Smets (1993) has generalized the Bayes' Theorem for the case of belief functions and presented the Disjunctive Rules of Combination for two distinct pieces of evidence, which makes it possible for representing knowledge and reasoning in evidential network in the form of conditional belief functions. In this paper, we show that any joint belief function representing conditional relations can always be represented by a form of conditional belief functions. We then present a propagation scheme for more complicated cases of evidential networks proposed by Smet s (1993) . Specifically , we show that the reasoning process can be simplified in some special cases.
The rest of the paper is organized as follows: In section 2, we briefly review belief functions and their rules of combination, both conjunctive and disjunctive; In section 3, we show the relations between the joint belief functions and conditional belief functions which represent the same knowledge; In section 4, we first introduce the evidential network with conditional belief functions, next we present a propagation scheme for it, finally we analyze the properties of some special network and show how to simplify the computation in such networks; Finally in section 5, we give some conclusions.
BELIEF FUNCTIONS AND THEIR RULES OF COMBINATIONS
In this section, we briefly review the concept of belief functions (Shafer 1976 , Smets 1988 , and summarize the conditioning and combination rules for belief functions.
More details can be found in (Smets 1990 (Smets , 1993 (1)
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It can also be represented as: 
Since m, bel, pi and q are in one-to-one correspondence with each other, the above rules can also be represented by using any of these functions. In this paper, we only give the formulas which will be used in the later computation. Let's consider two spaces e and X, we use belx(.19) to represent the belief function induced on the space X given 9 t;;; ; EJ. Suppose all we know about X is initially represented by the set (belx(.19 i ): 9 i E e}. We only know the beliefs on X when we know which element of 8 1 We use "I" in place of "I" to enhance the non-normalization of our conditioning.
holds. We do not know the belief on X when we only know that the prevailing element of e belongs to a given subset e of e. Under the requirement that the two pieces of evidence by which our belief function is induced are distinct and that the general likelihood principle is satisfied, Smets (1978, 1993) 
Theorem 2: the Generalized Bayesian Theorem: V9t;;; ; e, \ixt;;; ; X,
Now suppose there exists some a priori belief bela over e. By using Theorem 1 and 2, we can compute bel on X given belo and {belx(.l9i): 9iE 9):
Theorem 3: Su ppose there exists some a priori belief belo over 8 distinct from the belief induced by the set of conditional belief functions belx(.19 i ): 9 i E 9, then Vxt;;; ; Obviously, the latter representation is more "natural" and "easy" for the user to provide and to understand. Generally, given two disjoint subsets X,Y�U. to represent a conditional belief function for Y given X, by a joint form, it needs 21®x1" IElyl elements in the worst case , while by a conditional form, it only needs 219x1+18Y1 elements in the worst case. et al.(1993) has presented an axiomatic framework in directed acyclic networks which can propagate belief functions in the networks, and has given a definition for a non-informative belief function2 in such framework represented by belief functions on the product space of two disjoint subsets. Shenoy (1993) has also shown the property of such belief functions in a valuation network. Let's first look at the concepts of projection, extension and marginalization:
Cano
Definition 6: Projection of configurations simply means dropping the extra coordinates. If X and Y are sets of variables, Y �X, and X i is an element of ex, then let X i .I. Y denote the projection of X i to ey. X i J. Y is an element of e y. If X is a non-empty subset of e X , then the pr1_ection of x to Y, denoted by xJ. Y , is obtained by
If y is a subset of e y, then the extension of y to X, denoted by y i X , is yx 9x_ y (It is also called the cylinder set extension of y into X). (1993) , let bel be a belief function defined on the space 8xv Y · It is said that bel is a non-informative belief function over X iff beJ. I .X is a vacuous belief function over X.
Intuitively, the belief function in definition 8 gives some information about variables in Y and their relationship with variables in X, but no information about X. This property is easy to verify when the belief is represented by a conditional form. In this paper, we use the network proposed by Smets (1993) for the propagation of beliefs. Graphically, the network is a directed acyclic graph (dag) as defined in Pearl (1988) for the Bayesian networks, shown in Figure 1 . A graph G = (M, E), where Mare the finite sets of nodes and E are the sets of edges, is said to be a dag when there is no path n 1 n2 . .. nk such that (n i , ni+l)e E (l<i::;k -1) and nt=nk. However, the conditional beliefs are defined in a different way. In our network, each edge represents a conditional relation between the two nodes it connects. In order to distinguish these two kinds of networks, we call ours ENC, which means an �vidential network with £Onditional belief functions. We also assume that, for each con ditional belief function for Y given X, all we know about Y given X is initially represented by the set {bely(.lxj): XiE E>x}. For example, in Figure 1 E>y in the preprocess, which might be useful for speeding up the computation in the propagation. Now, we are ready to give the inference algorithm: Given an ENC represented by G=(M,E) � propagating beliefs in polytrees, i.e., there is only one (undirected) path between any of two nodes in the network:
Propagation algorithm can be regarded as a message passing scheme: for each node X in the network, its marginal BELx is computed by combining all the messages from its neighbors Nx={Y(E M)I(X, Y)E E or (Y, X)EE) and its own a priori belief belox-i.e., BELx= belox 0 (0 (MY--tX I Ye Nx}) (9) where the message My --tX is a belief function on X, so it can be represented by bely--tx or mY--tX• and is computed by: for any xt;;; ; E>x then some nodes needed to be merged to make the network acyclic, resulting in a new polytree G'=(M' , E'), where some nodes in G' might be a subset of the nodes in G, we call this kind of node a merged no d e. For any merged node v in G', there might be a belief function R v o btained by the ballooning extension of conditional beliefs. Figure 2 illustrates two examples for this process:
In Figure 2 .a, the loop is absorbed by merging nodes B and C, the resulting graph is shown in 2.b where D={B, C}, and new conditional belief function belo(.la i ) is obtained by combining belB(.la i ) and belc(.la i ) on the space E>o=E>Buc: 'v'aiE E>A, dt;;; ; E>o, Since there is no direct relation between Band D, RE is a vacuous belief function.
After transforming the network to an acyclic one, we then use a similar algorithm in easel for the propagation: Suppose each node X in G' is a subset and has a R x .
Thus, for any non-merged node, it is a singleton, and R x is a vacuous belief function. Then the computation is as following: for any node A={Xt, ... , X t l in G', Bel A = RA 0 (@ {My�A I YE NA}) and This kind of relationship exists commonly in the diagnosis problems and rule-based systems. In Example 1, we say that a is relevant to B, but -a irrelevant to B . Intuitively, it means that given some knowledge on a, we can induce knowledge about B, but no matter what we know about -a, we can't induce any knowledge about B.
Thus we say -a is irrelevant to B. Thus by equation (7), we have pixCx) = ) moCy) · pl x Cxly)= I mo(y) = 1. Y�Y y�By Therefore, VS<;;; ;; 8 x , if mx(S);tO, S should contain any element of ct>, i.e. S:::: ::1 ct>.
QED
From lemma 7 & 8, we can simplify the computation for some special cases of ENC, shown in Figure 3 , where in 3.a, G i is a group (set) of variables and suppose some elements cl>i of A are irrelevant to each variable X i . Figure   3 .b shows detail in each G i . To describe the computation, let's begin by recalling the concept of partition: A set 'f' e of subsets of 8 is a partition of e if the elements in 'f' e are all non-empty and disjoint and their union is e. We also call 'f'e a coarsening of 8 and e a refinement of 'f'e.
From the definition, we have VEliE e, ::Jx j E f'e which is a mapping of ei · We denote such mapping by A(Si)=x j . VEJ<;;; ;; 8, A(S)=(A(Si)IEliE 8). Let bel1 be a belief function on e, then the belief bel2 on 'f' e induced by bel�o say, by coarsening, is obtained by: Vx<;;; ;; f' e.
m2 (x) =
A �=�(El) (14.1)
Let bel2 be a belief function on 'f' e. bel1 on e induced by Figure 3 Given a network as shown in Figure 3 , we can represent it as a two-level structure shown in Figure 4 . Each A i has a frame 8A j which is a partition of 9A SUCh that \fakE 9A, A(ak)=S i if akE(n{<I>j I Xj<;;; ;;G i}), otherwise A(�)={�}=ak. 1. transform the network in S.a to the network shown in Figure 5 .b where each 8 Ai is a partition of 9 A: Table 4 :
2. Using the DRC to compute belA1(.1x) and beiA3(.1z).
3. Using Theorem 2-3 to compute belA i : i"'1,2,3. belA2 is vacuous by lemma 3; mA1((al, stJ)=.24, mA1(9A1)"'.76; and mA3( {SJ})=.5 4 , mA3({a4,SJ})=.36, mA3((as,S3 })=.06, mA3(8A3)= . 0 4 . 4. compute the above two beliefs On the frame e A by refinement and combine them, we get our desired result. Step 2 and 3, the computation is taken on the frame e Aj which is smaller than 9A.
Moreover, if the network has the properties defined as below, we can also simplify the computation for each sub-network shown in Figure 3 .b. 
CONCLUSIONS
We have presented an evide ntial network (ENC) which uses conditional belief functions for the knowledge representation and reasoning. In the paper, we have �� mpare? some relations between the representation by JOmt belief and by conditional belief and we have found that the conditional form is more natural and it takes less space. We also provide a n algori thm for reasoning in ENCs. The presented algori thm of reasoning is only for t he network where all the relations are binary, the extension of the algorithm to a general case will be studied in the future work. Although we have compared the computational complexity of ENC and the network using joint beliefs in a general case, we have shown that
in som e special cases, the computation of ENC can be � i i_D plifi�d and is more effi cient than the network using JOmt beliefs. The advantage of simplified computation in such networks can be shown in the example abstracted from (Xu et al. 1993 ).
