The problem of estimating the time-dependent statistical characteristics of a random dynamical system is studied under two different settings. In the first, the system dynamics is governed by a differential equation parameterized by a random parameter, while in the second, this is governed by a differential equation with an underlying parameter sequence characterized by a continuous time Markov chain. We propose stochastic approximation based Monte-carlo algorithms for estimating various timedependent process characteristics and prove their convergence. Our algorithms provide a general class of estimators of these statistical quantities. The widely used regular sample average estimators are seen as a particular instance of our estimators. As an illustration of the proposed scheme, numerical experiments are shown on a nonlinear random logistic growth equation and the time dependent process characteristics are found to be in excellent agreement with exact results.
Introduction
Random differential equations (RDEs) and stochastic differential equations (SDEs) play a crucial role in the study of random dynamical systems [2] . An RDE is primarily a randomly parameterized ordinary differential equation (ODE). RDEs arise in a variety of problems in dynamical systems where either the parameters of the problem are uncertain or the initial conditions are random or both. Many engineering and physical problems fall within this class. There is an extensive literature on the study of effects of random initial conditions on the dynamic evolution of systems in physical, engineering and biological sciences. Further, the effect of heterogeneity in the transport phenomena has also been investigated, see [10] , [7] .
It is well established that the effect of noisy initial conditions and parametric uncertainties in nonlinear systems may lead to the emergence of transient bimodality [1] , [10] , [11] , [15] , [16] . The phenomena of transient bimodality has also been shown experimentally to exist in optical systems. It has been shown by Peeters and Baras [19] that exothermal and isothermal explosive systems are extremely sensitive to variability in initial conditions. Karmeshu and Goswami [16] investigated the effects of population heterogeneity on evolution of diffusion of innovations in a social group. They find emergence of the phenomenon of transient bimodality for a number of adopters.
It is known that random differential equations with uncertain parameters are equivalent to vector differential equations where randomness enters through initial conditions, see [21] , [3] . For purposes of analysis, one associates with an RDE, the Liouville equation for the joint probability density function. In principle, one may obtain the solution of the (above) density function. However, in most cases, obtaining an explicit solution in nonlinear RDE or SDE is analytically not possible. Hence, one needs to look for alternative techniques.
A large body of work on random dynamical systems deals with an asymptotic analysis of these. For instance, in [14] , it is shown that under certain conditions, there exist stationary coordinate changes under which flows of SDE may be viewed as those of RDE. In [8] , asymptotic problems in RDE are considered and viscosity or weak solutions explored.
Stationary solutions for a certain class of RDE containing polynomial nonlinearities and random inhomogeneous terms are obtained using a perturbation approach in [20] .
In this paper, we consider the problem of estimating the transient characteristics of a process that is governed by a pathwise RDE. We consider two different scenarios. In the first of these, the RDE is parameterized by a random parameter that takes values in a possibly uncountable set. For any given realization of the above parameter, the RDE is just a nonautonomous (deterministic) differential equation. In the second scenario, we consider a situation in which the above random parameter is replaced by a continuous time Markov chain (CTMC). Thus the equation governing the system dynamics in this case is an SDE.
SDEs with CTMC as a parameter process have been found to be useful in modeling various physical phenomena. In fact, a recent book reference on wave propagation in randomly layered media, where similar models have been considered at length, is [9] . Most often, obtaining analytical solutions of nonlinear SDEs is well nigh impossible and one has to resort to approximation techniques. One of the widely used approximation approaches for studying the underlying probabilistic behavior of the system variables is based on diffusion approximations. In this paper, however, we adopt the Monte-Carlo simulation framework. We propose a rigorous approach based on stochastic approximation for estimating the transient statistical characteristics such as mean, variance, autocorrelation and the full distribution at any given instant of the associated process. We obtain a broad class of strongly consistent estimators of these statistical quantities of interest. It is seen that estimators based on regular sample averages correspond to a particular instance within the class of our estimators. In a few illustrative numerical experiments, we observe that our estimators based on a weighting sequence different from uniform -used for sample averages, provide better approximations to the quantities of interest even though the sample average based estimators show good performance overall as well.
We also develop in this paper, stochastic approximation based algorithms for estimating joint distributions of the process at two different instants. We prove the convergence of our algorithms under general conditions. For the purposes of illustration, we have taken in Section 3, the logistic growth equation with a random parameter and find that the simulation runs exhibit the phenomenon of transient bimodality [1] , [10] , [11] , [15] , [16] . We find that the moments calculated from the sample paths are in excellent agreement with the exact results.
In the context of SDEs, Monte-Carlo simulation based techniques have been explored in, for instance, [13] and [17] . Further, a simulation based scheme for a class of nonlinear stochastic partial differential equations (SPDEs) is proposed in [18] . As already stated, we develop suitable algorithms based on Monte-Carlo simulation for estimating various transient (statistical) characteristics of certain classes of random dynamical systems (that are governed by an RDE or SDE with a CTMC as its underlying parameter sequence). However, most work cited above is confined to the analysis of steady-state behavior of such systems.
The rest of the paper is organized as follows: In Section 2, we consider the case of a process governed by a pathwise RDE that is parameterized by a random parameter. We present Monte-Carlo algorithms for estimating the first two moments of the process (and thus also its variance) and its distribution at given time points. As stated previously, our algorithms provide for more general estimators of these statistical quantities than regular sample averages. In Section 3, we provide illustrative numerical experiments using the proposed algorithms. An analysis of convergence for the algorithms is then given in Section 4.
In Section 5, we consider the case of a random dynamical system governed by an SDE with a CTMC as its underlying parameter sequence, and provide Monte-Carlo algorithms as above for scenarios that differ in the ways and times at which sampling of states in the CTMC is done. In Section 6, we describe variants of the above developed Monte-Carlo algorithms for estimating joint moments of the process observed at two different epochs again under different scenarios. Finally, we provide the concluding remarks in Section 7.
Process Governed by a Differential Equation with
Random Parameter
Consider the (pathwise) random parameterized differential equation or the random differen-
where a is a random vector (r.v.) taking values in R l for some l ≥ 1. We assume that X 0 is a (deterministic) constant. Let for any realization ξ of the r.v. a, X(t, ξ) denote the trajectory of the RDE (1). For all ξ ∈ R l , let X(t, ξ) ∈ R d for some d ≥ 1. We will assume the following:
(ii) The function f (·, ·) is Lipschitz continuous.
For any given realization of a, (1) is a well defined ordinary differential equation (ODE), cf. pp.57, Section 2.2 of [2] . Our aim here is to estimate the (time-dependent) mean and variance vectors E[X(t, a)] and V ar[X(t, a)], respectively, and also the distribution P (X(t, a) ∈ A) (where A is any Borel subset of R d ) associated with the process {X(t, a)}, at any given time t. We provide Monte-Carlo based algorithms for estimating the above quantities. In Section 6, we also provide algorithms for estimating joint moments of processes X(t, a), t ≥ 0, governed by a class of SDE described in Section 5.
We use the Euler scheme (cf. [17] ) below for purposes of numerical computation. Here one considers a discretization of the RDE (1) as follows: For n ≥ 0,
with X(0, ξ) = X 0 , ∀ξ ∈ R l . The quantity ξ corresponds to a realization of a that we assume is obtained via simulation. Also, h is a small 'time constant' and X(nh, ξ) (resp. X((n + 1)h, ξ)) corresponds to the value of X(t, a) when t = nh (resp. (n+1)h). Note that since f (·, ·)
is Lipschitz continuous, X(·, ξ) is also continuous and thus (for h small) X(t, ξ) ≈ X(nh, ξ) ∀t ∈ [nh, (n + 1)h). The o(h) term in (2) corresponds to the discretization error and vanishes as h → 0. Thus for any given realization of the random variable a, the RDE (1) is in fact an ODE for which (2) serves as a discretization.
Let ξ i , i ≥ 0 be independent realizations of the random variable a that are obtained through simulation. For simplicity, let X i (nh) denote X(nh, ξ i ). Let A be any Borel subset of R d and I{·} denote the indicator or characteristic function. We obtain estimatesX m (nh),
, of the mean, second moment and distribution, respectively, as specified below. For m ≥ 0,
respectively. Here and in what follows, for any vector y = (y 1 , . . . ,
We assume the following throughout this paper. 
with X m+1 (0) = X 0 . One may assume either that quantities X m+1 (nh) are available for recursions (3)- (5) to proceed (i.e., the required computations have already been performed a priori), or alternatively that whenever the above quantities are required, one may run the procedure (7) in a sub-loop before each run of (3)- (5) . Also, the o(h) terms in the computation may be ignored for simplicity.
The quantitiesX m (nh),X m (nh) andX m (nh) respectively correspond to the mth estimates of E[X(nh, a)], E[(X(nh, a)) 2 ] and P (X(nh, a) ∈ A), and are obtained according to (3)- (5) . LetV ar(X m (nh)) denote the mth estimate of the variance (vector) of quantities
We show in Section 4 that the above estimators are strongly consistent viz., they converge to the respective quantities of interest (moments or distribution) with probability one as
m (nh) andX 
respectively, at instant nh. The sample variance (vector)V ar(X m (nh)) corresponds tô
Note thatX
Similarly, one can write the corresponding recursions forX 
c(i). The time points s n may now be used in place of nh. An analog of the discretization (7) would in such a case correspond to the following: For j = 0, 1, . . . , n − 1,
Similar recursions as (3)-(5) may then be used to estimate E[X(t, a)], E[(X(t, a))
2 ] and P (X(t, a) ∈ A) at instants s n in place of nh.
A Numerical Illustration
For the purpose of illustration of the proposed algorithm, we consider a well known model widely studied in population biology. The model describes the growth of population with a given carrying capacity. The differential equation for the population n(t) is
where N is the carrying capacity of the system, and α is the growth rate parameter. We assume that on account of parametric uncertainties, α is a random variable and can be written as α =ᾱ(1 + ǫ α ) whereᾱ is a constant and ǫ α is assumed to be distributed according to U(a, b) for a < b. On account of randomness in α, (9) describes an RDE. This equation
can be linearized by defining y(t) = N/n(t) and becomes
One can see that (10) has the solution
for any given realization of ǫ α and hence of α. Taking expectation on both sides of (11) with respect to the distribution of ǫ α , we get
Also, we have
These explicit expressions will be used in testing the validity of our simulations. Further, one can in fact also find the density of y(t) by noting from (11) that
Hence (upon simplification), one obtains
and thus the density f y(t) (·) of y(t), at a given instant t, is
for
, and is zero otherwise.
The corresponding density of population variable n(t), at a given instant t, becomes
is zero otherwise. From (15), the expected value E[n(t)] of n(t) can be seen to be Figure 1 , we show ten different sample paths of n(t)
obtained from different realizations of ǫ α and hence of α. We represent the ith such sample path as n i (t). Thus, the estimates of the statistical quantities were obtained over a total of 100 such sample paths. Here and in the rest of the figures (since we set h = 0.04), we consider the discretization of x-axis with time points that are in multiples of 0.04.
In Figure 2 , we plot the mean trajectoriesn(t) obtained from the (above) 100 sample paths using recursion (3) with the two different step-size sequences {b(m)} above. For purposes of comparison, we also plot in Figure 2 , the trajectory of analytically obtained (16)). It can be seen that all three trajectories are quite close, however, the trajectory with b(m) = 1/(m log m) is seen to be closer to the exact solution as compared to the one that uses sample averages.
In Figures 3 and 4 , we show plots of the mean (ȳ(t)) and variance (V ar(y(t))), respectively, of y(t) obtained from the (above) 100 sample paths. These are obtained from the trajectories of y i (t) = N/n i (t) at instants t = nh, by using the two different step-size schedules {b(m)} (above) in recursions (3) In what follows, we first provide a convergence analysis for the recursions (3)- (5), respectively, where X m+1 (nh) are obtained using (7) . We show here a proof of convergence for (3), the same for (4)- (5) is similar. We shall assume (A1)-(A2) here. For the case of a random dynamical system governed by an SDE with a CTMC as its underlying parameter sequence (see Section 5), the analysis can be seen to carry through with (A3) given there in place of (A1).
Throughout this paper, we shall denote · for the Euclidean norm. Let {M m (nh)} be defined according to
We have the following result. 
Without loss of generality, set (y, η) = (0, 0). We then have
Note that if (x, y) = (x 1 , . . . ,
Note that while the norm on LHS above is over R d × R l , the first norm on RHS (above) is over R d and the second is over R l . From (17) and (18),
Hence, withK = max( f (0, 0) , K) > 0, one obtains
Now
Hence,
The first inequality above follows from the triangle inequality while the second follows from (19) . By the discrete Gronwall inequality, one obtains
for any given n. Note here that ξ m , m ≥ 0 have a common distribution. Further, it can be seen that
for some finite constant C m > 0 (that however depends on m). From (A2) and (21), we have
< ∞ for all m. Now note that for any given n, Note that (3) can now be written as
where, as a consequence of Proposition 1,
Consider the system of ordinary differential equations (ODEs)
.
respectively. Here, for any random vector
. In what follows, we shall show that the recursion (3) asymptotically tracks the trajectories of the ODE (23).
Likewise, (4) and (5) can be seen to track (24) and (25), respectively.
Define {t(p)} as follows:
, with continuous linear interpolation for all t ∈ [t(p), t(p+1)], p ≥ 0. Let T > 0 be a given constant. Define {T p } as follows: Let T 0 = 0 and for p > 0, T p = min{t(r)
with X p Tp (nh) = X t(mp) (nh) =X mp (nh) as the initial condition for these in intervals I p . Thus (when viewed over the entire time horizon), functions X p t (nh), t ∈ I p , p ≥ 0, generated using the ODE (26) are reset at instants T p , p ≥ 0, to values as given by recursion (3) at those (time-scaled) instants. Note here that (T p+1 − T p ) ≈ T . We now have
Proof Note that one obtains as a consequence of (3):
Now observe that
We also have
Now suppose that t lies in the interval [t(r), t(r + 1)] ⊂ [T p , T p+1 ] for some r. It is easy to see from the above that
From the foregoing, we have
In (29), we use the fact that T p = t(m p ) for some integer m p ≥ 1. Thus, from (28)- (29), we obtain
The claim now follows as a consequence of Proposition 1 and the Gronwall's inequality. 2
We now recall the following result from [12] (given as Lemma 2 below). This is used in the proof of Theorem 1. Consider an ODE .
which has an asymptotically stable attracting set G. Let G ǫ denote the ǫ-neighborhood of From Lemma 1, one directly obtains
The following is our main convergence result.
Proof Note thatX(nh) = E[X(nh)] is the unique stable fixed point of the ODE (23) with J(X(nh)) = (X(nh) −E[X(nh)]) T (X(nh) −E[X(nh)]) itself serving as the associated Liapunov function. Now note that by Lemma 2 applied for every ǫ > 0, we get X m (nh) − E[X(nh)] → 0 almost surely as m → ∞. We obtain the other two claims above (corresponding to recursions (4) and (5)) in a similar manner as for recursion (3), using the ODEs (24) and (25), respectively. 2
LetV ar(X m (nh)) denote the mth estimate of the variance (vector) of quantities X m (nh) defined asV
withX m (nh) andX m (nh) governed according to recursions (3) and (4), respectively. Also, let
Here, for a random
Corollary 1 V ar(X m (nh)) − V ar(X(nh)) → 0 as m → ∞, with probability one.
Proof Note that as a consequence of Theorem 1,
with probability one. 2
From Theorem 1 -Corollary 1, the estimators for the statistical quantities -mean, second moment, distribution and variance, given by (3), (4), (5) and (32), respectively, are strongly consistent.
Process Governed by an SDE with a CTMC as its Underlying Parameter Sequence
Consider now a differential equation
that has a continuous time Markov chain (CTMC) {α t } as its underlying parameter sequence.
As before, X 0 ∈ R d will be a (deterministic) constant. We assume that {α t } takes values in a countable set S = {0, 1, 2, . . .}. We make the following assumption in place of (A1):
(ii) The function f (·, ·) is Lipschitz continuous in the first argument and satisfies
for someK > 0.
For the case when S is uncountable and (say) S = R l , as in the previous section,
can be guaranteed by a Lipschitz continuous (jointly in both arguments) f . The trajectory X(t,α t ), t ≥ 0 of the SDE (33) is assumed to take values in R d for some d ≥ 1, where {α t } corresponds to a realization (or a sequence of states visited on a sample path) of the CTMC {α t }. As with Section 2, we are concerned here too with the finite time behavior of the system. Thus the pathwise SDE (33) is merely used to generate (via an Euler discretization) the system trajectory upto a finite time. For this purpose, we consider the following Euler scheme obtained from the SDE (33): For n ≥ 0,
with X(0, ζ(0)) = X 0 , ∀ζ(0) ∈ S. Here ζ = (ζ(0), ζ(h), ζ(2h), . . .) corresponds to a realization of the chain {α t } sampled at instants nh, n ≥ 0 that we assume is obtained via simulation. Thus ζ(nh) corresponds to the state of the chain {α t } observed at instant nh.
We assume that h is a small enough time element so that the (simulated) transitions of the Markov chain {α t } can be considered to occur at time instants that are multiples of h. We shall assume (A2)-(A3) in what follows. Note however that we do not give the full proof of convergence here as in Section 4, since a large part of it follows along similar lines as before. Hence, wherever needed, we only hint at the necessary changes in the proof given in Section 4.
If {α t } does not undergo a state change in the interval [nh, (n + 1)h], then ζ((n + 1)h) = ζ(nh). Let {α nh } denote the embedded Markov chain obtained from {α t } by sampling the latter at instants 0, h, 2h, . . .. Let P ij (t) denote the transition probabilities (of {α t }) given by
for any given t > 0 and all r ≥ 0. We assume for simplicity here that the transition probabilities are time homogeneous i.e., they only depend on the 'time difference' t between observations of states i and j. Let q ij denote the rate of transition of the CTMC {α t } from i to j. Thus 
respectively. For a 'small' time element h as before, from (36)-(37), it follows that
respectively. Let γ i (t 0 ) denote the probability that the CTMC {α t } is in state i ∈ S at instant t 0 (viz., at t = t 0 ). Then for any instants nh, (n + 1)h, n ≥ 0 and any state j ∈ S, we have
where (42) is obtained upon substituting the expressions (38) and (39) in (41).
One can view (42) as an Euler scheme for the associated ODE
The above ODE is similar to the Kolmogorov forward equation (cf. pp.218 of [22] ) except that the latter is an equation in P ij (·) and not γ j (·). The probabilities γ j ((n + 1)h) obtained from (42) are then suitably normalized so that j∈S γ j ((n + 1)h) = 1, for all n ≥ 0. In practice, for simplicity, the o(h) term on the RHS of (42) may be ignored. Consider now the SDE (33). Our aim in this section is to derive Monte-Carlo based recursions in order to estimate the time-dependent mean and variance, E t [X(t, α t )] and V ar t [X(t, α t )], respectively, of the process {X(t, α t )}, and also its time-dependent distribution P t (X(t, α t ) ∈ A) for any given t = nh. The expectations (above) are taken with respect to the (time-dependent) distribution
and P t (·), respectively, signifies this time dependence. We consider two different cases below.
Case A: We keep track of the trajectory of the embedded chain {α nh , n ≥ 0} in any given realization starting from time 0. Thus, given state ζ((p − 1)h) of the embedded chain {α nh } at instant (p − 1)h in the realization, the state ζ(ph) at instant ph is generated using transition probabilities P (ζ((p−1)h))· (h) (see below). We assume here that X(ph, ζ(ph)) are computed online using recursion (35). Note that since we keep track of the states ζ(ph), p ≥ 0 in a given realization of the embedded chain {α nh }, one requires knowledge of transition probabilities P ij (h). These are obtained from (38)-(39). 1) ), given ζ m+1 ((n − 1)h), ζ m+1 (nh) is simulated from the distribution P (ζ m+1 ((n−1)h))· (h) that assigns the probability P (ζ m+1 ((n−1)h))j (h) to state j ∈ S.
Consider now the Euler scheme (35) corresponding to the pathwise SDE (33). Let ζ
We have the following recursions for estimating the first two moment (vectors) of X(nh, ζ(nh)) and its distribution: For m ≥ 0,
respectively, where {b(m)} is any step-size sequence that satisfies (6) . In (46), A is any Borel
Let {N m (nh)} be defined as follows:
Then it can be verified that {N m (nh)} is a martingale sequence that can be seen in a similar manner as Proposition 1 to be almost surely convergent under (A2)-(A3). Note that the σ-fields G m (nh) are constructed using all the information that is available upto time nh just prior to sampling the state ζ m+1 (nh) on the trajectory ζ m+1 nh . Consider now the following system of ODEs:
where
Recursions (44)-(46) can now be seen (as in Section 4) to asymptotically track the trajectories of the ODEs (47)-(49), respectively. The conclusions of Theorem 1 -Corollary 1 in this setting can be seen to hold and one obtains
spectively, as m → ∞, with probability one. Also,V ar(X m (nh)) defined asV ar(X m (nh))
Case B: Note that in Case A, the states of the embedded chain {α nh } are sampled at all instants nh, n ≥ 0. This is in particular needed when the mean, variance and distribution
, respectively, are required to be computed at all instants nh, n ≥ 0. Suppose now that we wish to compute the above quantities only at certain instants 0 = t 0 h, t 1 h, t 2 h etc. Here, given a 'small' time element h, t 0 < t 1 < t 2 . . . are such that (t n − t n−1 )h, n ≥ 1 are also 'small' so that (52) is a valid Euler discretization of (33). The case when the quantities (t n − t n−1 )h are not small is briefly dealt with in the next section.
One can make use of the Kolmogorov forward equations [22] (below) that can be derived in a similar manner as (43). For i, j ∈ S,
An approximate Euler scheme similar to (42) for the ODE (50) corresponds to
∀i, j ∈ S. Here, P ij (kh) corresponds to the transition probability of moving from state i to j in an interval of duration kh. The probabilities P ij ((n + 1)h) obtained from (51) are suitably normalized if required to obtain j∈S P ij ((n + 1)h) = 1, for all n ≥ 0. The o(h) term in (51) may again in this case be ignored for simplicity. Let P (nh) denote the transition probability matrix P (nh) = [[P ij (nh)]] i,j∈S and Γ(nh) be the vector Γ(nh) = (γ i (nh), i ∈ S).
Consider now the Euler scheme (52) obtained from the pathwise SDE (33). For n ≥ 1,
with X(0, ζ(0)) = X 0 , ∀ζ(0) ∈ S. Here we consider the embedded chain {α tnh }, that is
the ith independent realization of the process {α tnh } during instants t 0 h, . . . , t n h. Here, given state ζ i (t j−1 h) in the ith realization, state ζ i (t j h) is obtained using the transition probability
We now have the recursions: For m ≥ 0,
respectively. These are similar to (44)-(46), with {b(m)} being any step-size sequence satisfying (6) . Note that the value of X(t n h, ζ(t n h)) along the sample realization ζ i tnh can be obtained from X(t n−1 h, ζ(t n−1 h)) using (52) and the transition probability distribution P (ζ(t n−1 h)· ((t n − t n−1 )h) given that the state at time t n−1 h is ζ(t n−1 h). The analysis for this case can be shown in a similar manner as before and the conclusions of Theorem 1 -Corollary 1 can again be seen to carry through. One obtains in this case
respectively, as m → ∞, with probability one. Also,V ar(X m (t n h)) defined asV ar(X m (t n h))
Remark By Lemma 2 applied for all ǫ, τ > 0, quantities γ i (nh), P ij (nh), can be seen to converge to the stable fixed points of the corresponding ODEs (43) and (50), respectively, as n → ∞ and h → 0 (slowly enough). If {α t } is ergodic Markov, for instance, then γ i (nh), i ∈ S, would converge to the solution of the following equations that correspond to the stable fixed points of (43): For all j ∈ S, i∈S γ i q ij = 0, subject to
Similar would be the case with P ij (nh). However, as stated previously, we are only looking at the transient and not steady-state behavior of the Markov chain {α t } as we are interested in obtaining statistical characteristics of X(nh, ζ(nh)) at instants nh, n ≥ 0.
Estimating Joint Moments
Many times, one is interested in obtaining covariance between samples of a process obtained at two different time epochs. Here we consider the same for a process obtained from an SDE when the latter is governed by a CTMC as with (33); the case treated in Section 2 can be analyzed in an easier manner along similar lines and is therefore not considered.
Specifically, we are interested in estimating E[X(kh, ζ(kh))X(ph, ζ(ph))] under the setting of Section 5, where we assume k < p without loss of generality. Here for any d-dimensional
. We assume (A2)-(A3) here.
We first consider the case when k and p are close enough given a small time element h so that (52) is a valid Euler discretization of (33) with t n−1 = k and t n = p, respectively.
Thus, one obtains the following on any sample path of {α tnh } on which ζ(ph) is the next state observed after ζ(kh):
with X(0, ζ(0)) = X 0 , ∀ζ(0) ∈ S. We consider the following recursion: For m ≥ 0,
Here the term X(kh, ζ m+1 (kh))X(ph, ζ m+1 (ph)) can be obtained using (56) as
Note that the last term above is still o((p − k)h) since one can show through an application of the discrete Gronwall inequality as in Proposition 1 that X(kh, ζ m+1 (kh)) < ∞ w.p. 1.
The sample path of the process trajectory is constructed using a similar method as with Case B of Section 5 and the Euler scheme (52) is used. As stated previously, we assume here that t n−1 = k and t n = p respectively. Also, t n−2 = l for some integer l close enough to k. Now, for n ≥ 1, let R m (t n h) = σ(X(t r h, ζ i (t r h)), i = 0, 1, . . . , m, 0 ≤ r ≤ n; X(t r h, ζ m+1 (t r h)), 0 ≤ r < (n − 1)), m ≥ 0 be the associated σ-fields. The observations of states ζ m+1 (kh) at instants t n−1 h = kh in the (m + 1)st sample path can be obtained from those of states ζ m+1 (lh) observed at instants t n−2 h = lh and the transition probability distribution
Next, given ζ m+1 (kh), the state ζ m+1 (ph) in the (m + 1)st sample path is obtained upon sampling using the transition probabilities P (ζ m+1 (kh))· ((p − k)h). Thus quantities X(ph, ζ m+1 (ph)) may be obtained from X(lh, ζ m+1 (lh)) using (52) and the above probability distributions. Now define {L m (k, p)} as
Then {L m (k, p), R m (t n h)} is a martingale sequence that can be shown to be convergent in a similar manner as Proposition 1. Using a similar analysis as before, recursion (57) can now be seen to asymptotically track the trajectories of the ODE
where 
as the associated Liapunov function for the ODE (59). One obtainsŶ m+1 (k, p) → E (kh) [X(kh, ζ(kh))X(ph, ζ(ph))] as m → ∞, with probability one. Now consider the case when for a given 'small' time element h, k and p are not close enough (as they were earlier) so that the error in the Euler discretization (52) when t n−1 = k and t n = p is not small. In such a case, let k = t s and p = t r for some t s and t r , respectively, with s < r and the difference (p − k) is not small. Define a new sequence {T n , n ≥ 0} such that T 0 = t 0 = 0, T n−2 = t s−1 = l (say), T n−1 = t s = k and T n = t r = p for some n. (Note that this is different from the {T n } defined in Section 4 that was used for proving convergence of the associated scheme there.) We specifically let T n−2 = t s−1 for simplicity. Now (52) holds with T n−1 (T n−2 ) in place of t n (t n−1 ). However, with T n (T n−1 ) in place of t n (t n−1 ), we obtain as a consequence of (52): For n ≥ 0,
with X(0, ζ(0)) = X 0 , ∀ζ(0) ∈ S. Here integers t j , j = s, . . . , r, are as in (52). Note that (60) would have a significantly less error than (52) applied directly with t n = T n and t n−1 = T n−1
respectively. The o((T n − T n−1 )h) terms in (60) can again be ignored as before for small enough h; however, one needs to generate samples for the in-between states ζ(t s+1 h), . . ., ζ(t r−1 h) as well. One obtains from (60) that
We again use (57) to estimate E[X(kh, ζ(kh))X(ph, ζ(ph
Then {U m (T n−1 h, T n h), Z m (T n h)} is a martingale sequence that can be shown to be convergent along similar lines as Proposition 1. Recursion (57) can now be seen to asymptotically track the trajectories of a similar ODE as (59) where
The term o((p − k)h) can be ignored for simplicity. Let the RHS above be denoted F (kh,
The rest follows in a similar manner as in Section 4.
One may also estimate the autocorrelation coefficient R(X(kh, ζ(kh)), X(ph, ζ(ph))) between random vectors X(kh, ζ(kh)) and X(ph, ζ(ph)) defined according to
through the following recursions. For m ≥ 0,
Next, the (m + 1)st estimates of V ar(X(kh, ζ(kh)) and V ar(X(ph, ζ(ph)), respectively, are obtained as follows:V
The (m + 1)st estimate of R(X(kh, ζ(kh)), X(ph, ζ(ph))) then corresponds tô
One can show using a similar sequence of steps as in Section 4 that as m → ∞,R m+1 (X(kh, ζ(kh)), X(ph, ζ(ph))) → R(X(kh, ζ(kh)), X(ph, ζ(ph))) with probability one, under both cases when (a) the difference (p − k) is small and (b) the difference (p − k) is not small, by using appropriate Euler based discretizations of the given SDE.
Conclusions
We considered the problem of estimating the transient statistical characteristics of a random dynamical system under two different settings. In the first, the system dynamics is governed by a class of parameterized RDE with a random parameter. In the second setting, the system dynamics is governed by an SDE with a CTMC as its underlying parameter sequence. We proposed simulation based Monte-Carlo algorithms for estimating the process characteristics under both scenarios and proved convergence. Our algorithms provide a general class of estimators for statistical quantities and regular sample averages emerge as a particular instance of these.
As a numerical illustration, we considered a well known model from population biology with an RDE describing the population dynamics. We studied the performance of our A few experiments with some other step-size schedules also showed good results. A detailed experimental study must be conducted in the future using various step-size schedules (i.e., various estimators within the class of estimators that we have proposed here) over different settings and performance comparisons with regular sample average estimators should be studied in detail.
We did not make any assumptions regarding the stability of the underlying RDE or SDE as we were primarily interested in estimating the transient statistical characteristics of the resulting processes and not their steady-state behavior. Thus, in principle, the associated RDE or SDE may be unstable as well. As mentioned in Section 2 (also valid for the algorithm in Section 5), in an online procedure, one may call the sub-loop (7) before each update in the recursions (3)-(5). Thus each execution of recursions (3)- (5) is in general delayed by the computations in the loop (7) . The use of multi-timescale stochastic approximation algorithms [6] , [4] , [5] for the solution of the above recursions, where (7) runs on a timescale faster than (3)-(5), would be worth investigating. An area of future work is to extend this framework to a study of parameterized stochastic differential equations, both when the parameters are random and initial conditions are uncertain. 
