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Over the last few years, ab initio methods have become an increasingly popular tool to evalu-
ate intrinsic carrier transport properties in 2D materials. The lack of experimental information,
and the progress made in the development of DFT tools to evaluate electronic band structures,
phonon dispersions, and electron-phonon scattering matrix-elements, have made them a favored
choice. However, a large discrepancy is observed in the literature among the ab initio calculated
carrier mobility in 2D materials. Some of the discrepancies are a result of the physical approxima-
tions made in calculating the electron-phonon coupling constants and the carrier mobility. These
approximations can be avoided by using a sophisticated transport model. However, despite using
appropriate transport models, the uncertainty in the reported carrier mobility is still quite large
in some materials. The major differences observed between these refined model calculations are
the ‘flavors’ of DFT (exchange-correlation functional, pseudopotential, and the effect of spin-orbit
coupling) used. Here, considering several monolayer 2H-TMDs as examples, we calculate the low-
and high-field transport properties using different ‘flavors’ of DFT, and calculate a range for the
electron mobility values. We observe that in some materials the values differ by orders of magnitude
(For example, in monolayer WS2 the electron low-field mobility varies between 37 cm
2/(V·s) and
767 cm2/(V·s)). We analyze critically these discrepancies, and try to understand the limitations of
the current ab initio methods in calculating carrier transport properties.
I. INTRODUCTION
Two-dimensional (2D) materials have gained wide in-
terest in the field of electronics as a potential channel
material in field-effect transistors (FETs). The abil-
ity of these materials to confine carriers to atomically
thin layers provides excellent electrostatic control and
reduced short-channel effects. Moreover, their layered
nature also reduces/eliminates deviations from ideal-
ity, such as surface roughness, dangling bonds, and in-
terface states. Graphene1–3, silicene4–7, , silicane8–11,
germanene5,8,12, phosphorene13–18, and monolayer tran-
sition metal dichalcogenides (TMD)19–21 are some of the
most widely studied 2D materials.
There has been a rapid rise in the development of tech-
nology to grow 2D materials22,23, and fabricate FETs
using them as channel material6,14,16,20,21. However, the
experimental research is still in the early stages, and little
is known about the intrinsic carrier transport properties.
In fact, most of the predictions made are based on theo-
retical studies.
The lack of experimental information, and timely
progress made in ab initio (“first principles”) meth-
ods, especially in density functional theory (DFT),
to calculate electronic band structures24,25, phonon
dispersions26,27, and electron-phonon interactions28–30,
have made these methods a popular tool to calculate
intrinsic carrier transport properties in 2D materials.
However, when comparing the calculated intrinsic elec-
tron mobility values reported in the literature, a large
discrepancy is observed among the results obtained via
DFT-based calculations. Figure 1 shows the spread of
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Figure 1. Spread of the reported mobilities in literature for
various 2D materials. Note that the x-axis has a logarithmic
scale.
the values of the electron mobility reported in the lit-
erature calculated using DFT. The values range from
20 to 26000 cm2/(V·s) for phosphorene31–37, 37 to 760
cm2/(V·s) for MoS234,38–45, 25 to 269 cm2/(V·s) for
MoSe2
43–46, 40 to 2526 cm2/(V·s) for MoTe243–45, 60 to
1103 cm2/(V·s) for WS234,43–46, 25 to 705 cm2/(V·s) for
WSe2
34,43–46, and 0.01 to 250,000 cm2/(V·s) for silicene
and germanene40,47–50.
These discrepancies can be explained, to some extent,
by the physical models used for the transport calcula-
tions. It was previously shown in the case of phos-
phorene that using the Bardeen-Shockley deformation
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2potentials51 (constant deformation potentials) for scat-
tering (thus ignoring the anisotropy of the electron-
phonon matrix elements), and the semi-empirical Tak-
agi formula52 for the mobility calculations (thus ignoring
optical and intervalley scattering), leads to serious errors
and overestimation of the carrier mobility.31 By consider-
ing full electron-phonon matrix-elements (dependent on
the electron wavevector k and the phonon wavevector
q), and full electron and phonon dispersions (full-bands),
the electron mobility in phosphorene was found to be on
the lower end of the range shown (highlighted) in Fig. 1
(21 cm2/(V·s)31 and 170 cm2/(V·s)32). In free-standing
2D materials like silicene and germanene, which lack the
horizontal mirror (σh) symmetry, it was shown that the
coupling of carriers with the out-of-plane acoustic phonon
modes (ZA) is extremely strong, an effect that leads to
a significantly low carrier mobility47. The calculations
which predict mobility values in the higher end of the
range in Fig. 1 for these materials were performed by
ignoring the scattering with ZA phonons, and using con-
stant deformation potentials and Takagi formula for the
scattering and mobility calculations, respectively.
Nevertheless, even when comparing calculations which
were performed using appropriate physical models, a sig-
nificant discrepancy in the carrier mobility is still ob-
served. The major differences between these DFT-based
calculations were the pseudopotentials and the exchange-
correlation functionals used. For example, in the case
of phosphorene, the authors of both Refs. 31 and 32
performed their calculations using full electron-phonon
matrix-elements, and full electron and phonon disper-
sions, but a different exchange-correlation functional and
pseudopotentials. This resulted in an order of magnitude
difference in their electron mobility.
Monolayer transition metal dichalcogenides (2H-TMD)
with 2H- phase, such as MoS2, MoSe2, MoTe2, WS2,
WSe2, and WTe2, are by far the most widely studied
2D materials due to their layered nature and wide band
gap. As shown in Fig. 1, there is a large variation in
the reported mobility values for these materials as well.
Even restricting our attention only to the calculations
which were performed using appropriate numerical mod-
els (including full electron and phonon dispersion, full
electron-phonon matrix-elements, acoustic and optical
phonon scattering, and intra- and inter-valley scatter-
ing processes), a significant difference in the calculated
electron mobility is observed. Similar to what we saw in
phosphorene, the differences arise from the different ‘fla-
vors’ (pseudopotentials, exchange-correlation functional,
spin-orbit effects) of DFT used.
In this paper, we present a detailed DFT based
transport study on monolayer 2H-TMDs (MoS2, MoSe2,
MoTe2, WSe2, and WTe2). We start by obtaining the
relaxed crystal structure, followed by the calculation of
the electronic band structure, the phonon dispersion,
and the electron-phonon matrix-elements using different
exchange-correlation functionals, pseudopotentials, and
with and without spin-orbit coupling (SOC). We then
Table I. Computational parameters used in the DFT calcu-
lations. Ek is the kinetic energy and ‘SCF’ stands for ‘self-
consistent field’.
Parameters Quantum ESPRESSO
Ek cutoff 60 Ry
Ionic minimization threshold 10−6 Ry
SCF threshold 10−12 Ry
k-points mesh 12 × 12 × 1
use this information as an input to a full-band Monte
Carlo program that calculates low- and high-field trans-
port properties.
In Sec. II we present a brief overview of the compu-
tational methods used to study the low- and high-field
electron transport from DFT based methods. In Sec. III,
we present the results for the 2H-TMDs mentioned above,
focusing in particular to WS2.
II. COMPUTATIONAL METHOD
In this section, we give a brief explanation on the meth-
ods used, and provide the necessary computation details.
For a more detailed explanation, we direct the readers to
our previous work presented in Ref. 31.
The electronic band structures for 2H-TMDs are ob-
tained using the density functional theory (DFT) for-
malism as implemented in the Quantum ESPRESSO
(QE)25 package with the local density approximation
(LDA)53 and the Perdew-Burke-Enzerhoff generalized-
gradient approximation (GGA-PBE)54 for the exchange-
correlation functional, and the norm-conserving Vander-
bilt (ONCV)55 pseudopotentials and standard solid state
pseudopotentials (SSSP)56 for the pseudopotentials of
each constituent element. We have performed our cal-
culations with and without SOC. The atomic structure
for these materials is found by minimizing the total en-
ergy with respect to the lattice constants and ionic posi-
tions. The computational parameters used in these cal-
culations are shown in Table I. The band structure is
calculated and tabulated on a fine mesh, 201×201×1,
covering a rectangular section that inscribes the trian-
gular irreducible wedge of the hexagonal first Brillouin
zone.
For the calculation of the phonon dispersion and
of the electron-phonon matrix elements, we have also
used QE26,28, augmented by the Electron-phonon Wan-
nier (EPW)30 software package which uses the den-
sity functional perturbation theory (DFPT) formalism.
These quantities are initially calculated on a coarse
k (12×12×1) and q (6×6×1) mesh and interpolated
on a fine k (30×30×1) and q (30×30×1) mesh using
maximally-localized Wannier-functions. Both coarse and
fine meshes span the entire Brillouin zone. The phonon
dispersion and electron-phonon matrix elements on the
fine mesh are finally interpolated on the band structure
3mesh using a bilinear interpolation. The electron-phonon
scattering rates are calculated using Fermi’s golden rule,
and tabulated on the same mesh of k-points used to tab-
ulate the band structure.
Using this information, we solve the Boltzmann trans-
port equation employing full-band Monte Carlo simula-
tions. Scattering with ZA phonons is ignored in these
calculations, since 2H-TMDs have horizontal mirror (σh)
symmetry, so the process is forbidden to the first-order.
The electron mobility, µθ along the direction θ is ex-
tracted from the diffusion constant Dθ, rather than from
the velocity-field characteristics since the former is less
affected by stochastic noise57.
We repeat the whole procedure of relaxing the crys-
tal structure, calculating the band structure, the phonon
dipsersion, and the electron-phonon matrix elements, and
performing the Monte Carlo simulation for each different
‘flavor’ of DFT.
III. RESULTS AND DISCUSSION
In this section, we study the dependence of the trans-
port properties on the pseudopotential (Sec. III A), the
inclusion of spin-orbit-coupling (Sec. III B) and the ex-
change and correlation functional (Sec. III C) for WS2,
as an example. In Sec. III D, we discuss the results for
all studied 2H-TMDs.
A. Psuedopotential comparison study
First, we compare the intrinsic electron transport prop-
erties of WS2, calculated using two different pseudopo-
tentials: the ONCV pseudopotentials and the SSSP for
the DFT and DFPT calculations. We selected the ONCV
pseudopotentials and the SSSP, since they are well tested,
mature and often used in the QE community. Both
sets of calculations were performed using the GGA-PBE
exchange-correlation functional and by ignoring the SOC
effect (for now).
Figure 2a and 2b shows the electronic band structure
and the phonon dispersion for WS2, calculated using
both pseudopotentials, and plotted along high-symmetry
directions. Regardless of the choice of pseudopotential,
the conduction band minima is located at the three-fold
degenerate K valley with an isotropic effective mass of
0.30. A six-fold degenerate satellite valley called the Q
valley is located along the K–Γ direction with a longitudi-
nal effective mass of 0.60, and a transverse effective mass
of 0.77, when calculated using both the ONCV pseudopo-
tentials and SSSP. The major difference between the con-
duction bands is the energy difference between the K and
Q valleys, ∆EKQ which is approximately 182 and 210
meV when calculated using the ONCV pseudopotentials
and the SSSP, respectively. The phonon dispersion is
identical in both the cases.
However, when we compare the scattering rates
(Fig. 2c), the acoustic phonons scattering rate calculated
using the ONCV pseudopotentials is approximately one
order of magnitude larger than the one calculated using
the SSSP at low energies. Despite having a similar band
structure and phonon dispersion, the electron-phonon
matrix-elements calculated using different pseudopoten-
tials differ by approximately an order of magnitude. Al-
though the eigenvalues (electron and phonon dispersion)
obtained are similar, the eigenvectors (wavefunctions and
polarization vectors) obtained can vary significantly de-
pending on the pseudopotential considered, which results
in different scattering matrix-elements. The step-like in-
crease observed at higher energy corresponds to the onset
of K–Q intervalley scattering. Since the energy differ-
ence between the minima of the K and Q valleys, ∆EKQ
is lower when calculated using the ONCV pseudopoten-
tials, we observe the onset of intervalley scattering at a
lower energy compared to the one calculated using the
SSSP. However, for optical phonons, the calculation per-
formed using the SSSP results in a slightly larger scatter-
ing rate compared to the one obtained using the ONCV
pseudopotentials. Intervalley scattering is also observed
for optical phonons but it is much weaker compared to
what we observed for acoustic phonons, regardless of the
pseudopotentials used.
The room-temperature electron mobility, obtained
from Monte Carlo simulations, is 380 and 767 cm2/(V·s)
when calculated using the ONCV pseudopotentials and
the SSSP, respectively. The significantly lower mobility
obtained using the ONCV pseudopotentials is due to a
larger intravalley acoustic phonons scattering, and the
early onset of K–Q intervalley scattering, compared to
using the SSSP. While the dispersion relation of both
electrons and holes are largely independent of the chosen
pseudopotential (with the notable exception of the sat-
telite valley energy), the predicted mobility differs by a
factor of two.
The velocity-field characteristics for WS2, obtained us-
ing both the ONCV pseudopotentials and the SSSP, for a
field applied along the zigzag, are shown in Fig. 2d. The
zigzag direction corresponds to the direction along Γ to
K in k-space. The mobility calculated from the linear
region of the curves is in agreement with the value ob-
tained from the diffusion constant. We observe negative
differential mobility for both the ONCV pseudopotential
and the SSSP cases. This is due to significant transfer
of electrons to the Q valley (larger effective mass thus
lower velocity) at high fields. However, the peak velocity
reached is approximately 4×106 cm/s and 6×106 cm/s
for ONCV pseudoptentials and SSSP, respectively.
B. Spin-orbit coupling
Next, we compare the intrinsic transport properties of
WS2 calculated with and without the spin-orbit coupling
(SOC) effect. The calculations were performed using
the ONCV pseudopotentials and GGA-PBE exchange-
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Figure 2. (a) The electronic bandstructure, (b) phonon dispersion, (c) electron-phonon scattering rates, and (d) velocity-field
characteristics for WS2, calculated using the ONCV pseudopotentials and the SSSP for the psudopotentials, the GGA-PBE
exchange-correlation functional, and without spin-orbit coupling.
correlation functional. The ONCV pseudopotentials were
chosen because they offer a “relativistic” version, opti-
mized for use with the SOC-model in QE.
Figure 3a and 3b show the electronic band structure
and the phonon dispersion for WS2 calculated with and
without SOC, and plotted along the symmetry directions.
In the presence of SOC, the conduction band splitting is
30 and 250 meV at the K and Q symmetry points, re-
spectively. The valley separation ∆EKQ reduces to 97
meV from 182 meV in the presence of SOC, whereas the
effective mass increases to 0.35 from 0.30 along the K
valley, and decreases to 0.54 from 0.60 along the logi-
tudinal direction of the Q valley, when SOC is included
in the calculations. However, as expected for materials
without global spin-polarization, the phonon dispersion
is left unaffected.
When comparing the scattering rates (Fig. 3c), acous-
tic phonons dominate the scattering processes in both
the cases at low energies. However, the onset of interval-
ley K–Q scattering occurs at a lower energy when SOC
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Figure 3. (a) The electronic bandstructure, (b) phonon dispersion, (c) electron-phonon scattering rates, and (d) velocity-field
characteristics for WS2, calculated using the ONCV pseudopotentials, the GGA-PBE exchange-correlation functional, with
and without spin-orbit coupling.
is included because of a lower ∆EKQ value. The optical
phonons scattering rates are similar in both cases at low
energies but, similar to acoustic phonons, the step-like
increase due to intervalley scattering occurs at different
energies.
The room-temperature electron mobility obtained
from Monte Carlo simulations reduces to 215 cm2/(V·s)
from 380 cm2/(V·s) in the presence of SOC. The reduc-
tion in mobility is due to the early onset of K–Q inter-
valley scattering.
Finally, we show in Fig. 3d the velocity-field charac-
teristics for WS2 for a field applied along the zigzag di-
rection, comparing the calculations performed with and
without SOC. Negative differential mobility is observed
for the calculation performed without SOC with a peak
velocity of approximately 4×106 cm/s. However, when
calculated with the SOC effect, due to its lower mobility,
we do not observe velocity saturation or negative differ-
ential mobility even at high-fields of 105 V/cm.
6C. Exchange-correlation functional
As a final variation, we compare the intrinsic elec-
tron transport properties of WS2 calculated by using
two different approximations to the exchange-correlation
functional, the local density approximation (LDA) and
the generalized-gradient approximation as proposed by
Perdew, Burke and Enzerhof (GGA-PBE). The calcula-
tions were performed using the ONCV pseudopotentials,
both with and without the SOC effect
We first discuss the results for the calculation per-
formed without SOC, which are shown in Figs. 4. We
show, in Figs. 4a and 4b, the electronic band structure
and the phonon dispersion for WS2, comparing the cal-
culations performed using both the LDA and the GGA-
PBE exchange-correlation functional. The major differ-
ence seen in the band structure is the energy splitting
between the valleys, ∆EKQ, which is approximately 22
and 182 meV for the LDA and GGA-PBE cases, respec-
tively. The isotropic effective mass obtained for the K
valley is 0.30 in both the calculations. However, the lon-
gitudinal and transverse effective masses for the Q valley
are 0.55 and 0.74 when using the LDA, and 0.60 and 0.77
when using the GGA-PBE, for the exchange-correlation
functional. The acoustic phonons dispersion is identical
near the Γ symmetry point for both the cases. However,
at shorter wavelength, we obtain slightly lower energies
when using the LDA compared to the GGA-PBE for the
exchange-correlation functional. Optical phonons have
lower energies for all range of q when using LDA com-
pared to GGA-PBE.
When we compare the scattering rates (Fig. 4c), the
acoustic phonons scattering rate obtained when using
the LDA exchange-correlation functional is larger than
the one obtained when using the GGA-PBE exchange-
correlation functional. Since ∆EKQ is lower for the LDA
case compared to the GGA-PBE case, we observe the
onset of intervalley scattering at a lower energy for the
former compared to the latter. Even for optical phonons,
the scattering rates are higher when using LDA compared
to using GGA-PBE.
The room-temperature electron mobility is 37 and 380
cm2/(V·s) when using the LDA and GGA-PBE, respec-
tively. The significantly lower mobility obtained for the
LDA case is due to larger intravalley acoustic phonons
scattering and early onset of intervalley scattering com-
pared to the GGA-PBE case.
We show in Fig. 4d, the velocity-field characteris-
tics for WS2, for a field applied along the zigzag direc-
tion, when using the LDA and the GGA-PBE exchange-
correlation functional. For the calculation performed us-
ing the GGA-PBE exchange-correlation functional, we
observe negative differential mobility at high fields with a
peak velocity of approximately 4×106 cm/s. However, for
calculations performed using LDA exchange-correlation
functional, due to a lower mobility, we do not observe
neither velocity saturation nor negative differential mo-
bility even at high-fields of 105 V/cm.
In Fig. 5, we show the results for a similar calcula-
tions but performed with the SOC effect. Due to the
splitting of bands, we observe a change in the ∆EKQ
value compared to the values obtained for the calcu-
lations performed without the SOC effect. As seen in
Fig. 5a, for the calculations performed using the GGA-
PBE exchange-correlation functional, ∆EKQ reduces to
97 meV from 182 meV with the conduction band min-
ima still being at the K valley. However, when using the
LDA for the exchange-correlation functional, the conduc-
tion band minima changes to the Q valley, with the Q
valley being lower than the K valley by 73 meV. The ef-
fective mass obtained for the K valley for both the LDA
and GGA-PBE cases is not affected by the SOC effect.
However, the effective mass decreases for the Q valley in
both the LDA and the PBE cases (The effective masses
along the longitudinal and transverse directions for the
Q valley are 0.48 and 0.72 when using the LDA for the
exchange-correlation functional, and 0.54 and 0.77 when
using the PBE for the exchange-correlation functional).
However, the phonon dispersion remains unchanged in
the presence of SOC (Fig. 5b.
Figure 5c shows the scattering rates, comparing the
calculations performed using the LDA and the GGA-
PBE for the exchange-correlation functional, in the pres-
ence of SOC. The trend in the results is similar to what
we observed when the calculations were performed with-
out SOC (The LDA case has a larger scattering rate com-
pared to the GGA-PBE case). However, when using the
LDA for the exchange-correlation functional, the acous-
tic phonon scattering rates are smaller when calculated
with SOC compared to the scattering rates calculated
without SOC, at low energies. This is due to the fact
that the six-fold degenerate Q valley becomes the con-
duction band minimum with SOC activated, which has a
smaller electron-phonon scattering matrix-elements com-
pared to the three-fold degenerate K valley, leading to
lower scattering rates. However, the onset of intervalley
scattering between the K to Q valley occurs at a higher
energy compared to the calculations performed without
SOC because of the higher ∆EKQ value. The effect of
SOC on the scattering rates, when using the GGA-PBE
as the exchange correlation functional has already been
discussed above in Sec. III B.
The room temperature electron mobility obtained is
127 and 215 cm2/(V·s) for the LDA and the GGA-PBE
cases, respectively, when calculated in the presence of
the SOC effect. The electron mobility increased for the
calculation performed using the LDA for the exchange-
correlation functional due to lower effective mass in the
Q valley, and a later onset of the K and Q intervalley
scattering. However, as discussed in Sec. III B, the elec-
tron mobility decreases for the calculation performed us-
ing the GGA-PBE as the exchange correlation functional
in the presence of SOC due to early onset of intervalley
scattering.
We show in Fig. 5d the velocity-field characteristics for
WS2 for a field applied along the zigzag direction, com-
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Figure 4. (a) The electronic bandstructure, (b) phonon dispersion, (c) electron-phonon scattering rates, and (d) velocity-
field characteristics for WS2, calculated using the ONCV pseudopotentials, the LDA and the GGA-PBE exchange-correlation
functional, and without spin-orbit coupling.
paring the LDA and the GGA-PBE cases in the presence
of SOC. We do not observe velocity saturation or negative
differential mobility for both the LDA and the GGA-PBE
cases, when calculated with SOC, even at high fields of
105 V/cm, in contrast to our calculations ignoring SOC.
D. Intrinsic transport results for other 2H-TMDs
We studied a wide range of 2H-TMDs: MoS2, MoSe2,
MoTe2, WSe2, and WTe2, and the electron mobility in
these materials calculated for the various cases discussed
above are shown in Table II. Table III lists the energy dif-
ference between the valleys, ∆EKQ for these materials,
calculated using different ‘flavors’ of DFT used. Simi-
lar discrepancies to those observed in WS2 were also ob-
served for these materials. In the Supplementary Mate-
8M Q K M
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
En
er
gy
 (e
V)
(a)
WS2 (ONCV, SOC)
LDA
PBE
M K M
0
10
20
30
40
50
60
En
er
gy
 (m
eV
)
(b)
WS2 (ONCV, SOC)
LDA
PBE
0.00 0.05 0.10 0.15 0.20
Energy (eV)
1010
1011
1012
1013
1014
1015
Sc
at
te
rin
g 
ra
te
 (s
1 )
(c)
WS2 (ONCV, SOC)
acoustic (LDA)
acoustic (PBE)
optical (LDA)
optical (PBE)
103 104 105
Field (V/cm)
104
105
106
107
Ve
lo
cit
y 
(c
m
/s
)
(d)
WS2 (ONCV, SOC)
LDA
PBE
Figure 5. (a) The electronic bandstructure, (b) phonon dispersion, (c) electron-phonon scattering rates, and (d) velocity-
field characteristics for WS2, calculated using the ONCV pseudopotentials,the LDA and the GGA-PBE exchange-correlation
functional, and with spin-orbit coupling.
rial we present figures that illustrate in detail this state
of affairs. We can summarize our results as follows: For
the Mo-based TMDs, the effect of SOC is seen to be
negligible. However, in the heavier W-based materials,
SOC has a significant effect on the energy difference be-
tween the valleys, which determines the onset of inter-
valley scattering and therefore has a large influence on
the electron mobility. We also observe that the calcu-
lations performed using the LDA exchange-correlation
functional give a lower ∆EKQ leading to larger interval-
ley scattering, and hence lower electron mobility in all
the materials considered.
Until the availability of further experimental evidence
on the accuracy of the band structure and the electron-
phonon coupling constants, ab initio methods can at best
provide a range for the carrier mobility.
9Table II. Theoretical calculations of the electron mobility at
300 K, µe, obtained from different ‘flavors’ of DFT for all
considered 2H-TMDs.
µe SSSP-PBE ONCV-PBE ONCV-LDA
(cm2/(V·s) w/o SOC w/o SOC w SOC w/o SOC w SOC
MoS2 127 147 145 127 116
MoSe2 78 92 101 18 19
MoTe2 49 43 50 17 11
WS2 767 380 215 37 127
WSe2 275 180 46 23 88
WTe2 220 220 161 56 22
Table III. Energy separation between K and Q valleys ob-
tained from different ‘flavors’ of DFT calculated for all con-
sidered 2H-TMDs. * indicantes the calculated bandgap is
indirect (conduction band minima at Q).
∆EKQ SSSP-PBE ONCV-PBE ONCV-LDA
(meV) w/o SOC w/o SOC w SOC w/o SOC w SOC
MoS2 270 265 231 100 71
MoSe2 155 151 152 23
∗ 18∗
MoTe2 155 170 177 12 26
WS2 210 182 97 22 73
∗
WSe2 124 117 41 74
∗ 135∗
WTe2 64 166 181 60 55
IV. CONCLUSION
The discrepancy found in the literature on the first
principles calculations of electron mobility in 2D materi-
als has motivated us to analyze critically the reasons for
this confusion. In our previous work, we had shown that
some of these calculations overestimate the mobility by
improperly treating the electron-phonon interaction, and
ignoring various scattering processes. However, even con-
sidering only the calculations performed using appropri-
ate physical models, a large discrepancy still exists among
the theoretically predicted electron mobility in 2D mate-
rials. This can be attributed to the ‘flavors’ of DFT used
in the calculations. Here, considering 2H-TMDs as exam-
ples, we have shown a comparative study by calculating
intrinsic carrier properties in these materials using differ-
ent pseudopotentials and exchange-correlation function-
als. We found that using different pseudopotentials and
exchange-correlation functionals result in different band
structures, phonon dispersion and the electron-phonon
scattering matrix-elements. The calculation performed
using the LDA for the exchange-correlation functional
results in a lower electron mobility compared to the cal-
culation performed using the GGA- PBE, due to a lower
energy difference between the K and the Q valleys for
the former case, resulting in a significantly larger con-
tribution of intervalley scattering. We have also studied
the effect of spin-orbit coupling, and we found that it
becomes extremely important for W-based TMDs due to
its larger atomic mass compared to the Mo-based TMDs.
Over the past decades, DFT has improved markedly,
making ab initio calculations feasible in a large array of
applications. However, as we have found in our current
work, one should carefully consider the approximations
and limitations of the theory and its implementations.
It is well known that, as a ground-state theory, DFT’s
accuracy is limited when treating excited (conduction)
states of the system, which are of the utmost importance
to electronic transport. We have shown that transport
properties are highly sensitive to variations of the elec-
tronic dispersion in the meV-range, as well as to the ac-
curacy of the eigenvectors of the electron and phonon
modes, properties that vary significantly among the dif-
ferent approximations made in DFT.
It is unclear, at this time, if these deficiencies can be
resolved within the DFT framework, or even in more ad-
vanced models, such as the GW approximation. Predict-
ing reliable results would require further experimental
evidence, but due to the infancy of the technology for 2D
materials, we can at best provide a range for the intrinsic
mobility in 2D materials from ab initio methods. Unfor-
tunately, in materials like WS2, this range may vary upto
two orders of magnitude.
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