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REPRESENTATIONS OF CLASSICAL LIE GROUPS AND
QUANTIZED FREE CONVOLUTION
ALEXEY BUFETOV AND VADIM GORIN
Abstract. We study the decompositions into irreducible components of tensor
products and restrictions of irreducible representations for all series of classical Lie
groups as the rank of the group goes to infinity. We prove the Law of Large Numbers
for the random counting measures describing the decomposition. This leads to two
operations on measures which are deformations of the notions of the free convolution
and the free projection. We further prove that if one replaces counting measures with
others coming from the work of Perelomov and Popov on the higher order Casimir
operators for classical groups, then the operations on the measures turn into the
free convolution and projection themselves. We also explain the relation between
our results and limit shape theorems for uniformly random lozenge tilings with and
without axial symmetry.
1. Introduction
1.1. Summary. We start by stating one of the results of the present article. Let
U(N) denote the (compact Lie) group of all N × N complex unitary matrices. Due
to E. Cartan and H. Weyl (see e.g. [W]) all irreducible representations of U(N) are
parameterized by their highest weights, which are signatures — N–tuples of integers
λ1 ≥ λ2 ≥ · · · ≥ λN . We denote by Û(N) the set of all signatures and by piλ the
representation corresponding to the signature λ.
One way to encode a signature λ is through the counting measure m[λ] corresponding
to it via
(1.1) m[λ] =
1
N
N∑
i=1
δ
(
λi +N − i
N
)
.
Clearly, m[λ] is a discrete probability measure on R. This procedure is illustrated in
Figure 1.
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Figure 1. Counting measure corresponding to signature 3 ≥ 1 ≥ −4
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2 ALEXEY BUFETOV AND VADIM GORIN
Given a finite-dimensional representation pi of U(N) we can decompose it into irre-
ducible components:
(1.2) pi =
⊕
λ∈Û(N)
cλpi
λ,
where non-negative integers cλ are multiplicities. The decomposition (1.2) can be
identified with a probability measure ρpi on Û(N) such that
(1.3) ρpi(λ) =
cλ dim(pi
λ)
dim(pi)
,
where dim(pi) is the dimension of pi. In other words, ρpi weights a signature according
to the relative size of its isotypical component in pi. The pushforward of ρpi with respect
to the map λ→ m[λ] is a random probability measure on R that we denote m[ρpi].
One of the main results of the present article is the Law of Large Numbers for m[ρpi],
when pi is a tensor product of two irreducible representations of U(N) and N is large.
Since the decomposition of a tensor product into irreducible components is given by
the classical Littlewood–Richardson rule (cf. [LR], [M, Chapter I, Section 9]), one can
say that we study the asymptotics of the Littlewood–Richardson coefficients.
Theorem 1.1. Suppose that λ1(N), λ2(N) ∈ Û(N), N = 1, 2, . . . , are 2 sequences of
signatures which satisfy a technical assumption of Definition 2.5 and such that
lim
N→∞
m[λi(N)] = mi, (weak convergence), i = 1, 2.
Let pi(N) = piλ
1(N) ⊗ piλ2(N). Then as N → ∞ random measures m[ρpi(N)] converge
in the sense of moments, in probability to a deterministic measure which we denote
m1 ⊗m2.
Here is a summary of the results of the article:
(1) We prove Theorem 1.1 and its analogues for all series of classical Lie groups,
i.e. for unitary groups, symplectic groups, and orthogonal groups in odd and
even dimensions, see Theorem 2.7.
(2) We investigate the operation on measures (m1,m2) 7→ m1 ⊗ m2 and show
that it can be described as a deformation of the well-known notion of the free
convolution (see [VDN],[NS] for the overview of the free probability theory).
We further call m1⊗m2 the quantized free convolution of measures m1 and m2.
The formula for its computation can be found in Theorem 2.9 below. In Section
1.5 we explain how this operation is related to the conventional (additive) free
convolution.
(3) We show in Theorem 2.8 that if one replaces the counting measure (1.1) by
another remarkable probability measure, then an analogue of Theorem 1.1
would involve precisely the (additive) free convolution. The definition of the
probability measure that we use, is inspired by the work of Perelomov and
Popov [PP] on Casimir elements in the enveloping algebras of classical Lie
groups.
(4) We study another analogue of Theorem 1.1 for classical Lie groups in which ten-
sor products are replaced by the restrictions to smaller subgroups. The result
turns out to be related to the free projection (i.e. free compression with a free
projector) from the free probability theory and its deformation, see Theorems
2.7, 2.8, 2.9.
LIE GROUPS AND QUANTIZED FREE CONVOLUTION 3
In the rest of the Introduction we give a historic overview and explain our main
results. Careful formulations of all our theorems can be found in Section 2, and proofs
are in Sections 4–7.
In Section 3 we explain various connections around our results: In section 3.1 we
link our theorems to the results of Biane [B2] on the asymptotics of the decomposi-
tions of representations of the symmetric groups S(N) as N →∞. In Section 3.2 we
present interpretations of our results in terms of random lozenge tilings. These inter-
pretations make the combinatorial similarities between the cases of unitary, symplectic
and orthogonal groups especially transparent. Finally, in Section 3.3 we explain the
connection to the limit shape theorems for the characters of U(∞).
1.2. Historic overview. The symmetric group S(N) of permutations of N elements
and the unitary group U(N) ofN×N complex unitary matrices are the model examples
of a (noncommutative) finite and a compact group, respectively. Both series of groups
depend on an integer parameter N and the study of the behavior of such groups and
their representations as N →∞ is now known as the asymptotic representation theory.
The study of the asymptotic questions was initiated by Thoma [Th] and Voiculescu
[Vo1] who were interested in the classification of characters (which are positive–definite
conjugation–invariant continuous functions on a group) and von Neumann finite factor
representations of type II1 for the infinite symmetric group S(∞) =
⋃∞
N=1 S(N) and
the infinite–dimensional unitary group U(∞) = ⋃∞N=1 U(N). As opposed to the finite
N case, the characters of S(∞) and U(∞) depend on infinitely many continuous
parameters — this is one of the manifestations of the fact that these groups are “big”.
It was discovered by Vershik–Kerov [VK3] and Boyer [Bo] that in a hidden form the
classification of characters is implied by the work of Aissen, Edrei, Schoenberg, and
Whitney [AESW], [Ed] on totally positive Toeplitz matrices.
Later Vershik and Kerov [VK2], [VK3] gave an alternative approach to the charac-
ters of S(∞) and U(∞): they showed that each such character can be approximated
by a sequence of normalized conventional characters of irreducible representations of
S(N) and U(N), respectively, as N → ∞. This approach was further developed and
generalized in [Bo2], [KOO], [OO], [OO2], [BO], [Pe2], [GP], leading, in particular, to
classification theorems for characters of infinite dimensional orthogonal and symplec-
tic groups (SO(∞) and Sp(∞)) and spherical functions of certain infinite–dimensional
Gelfand pairs.
The sequences of irreducible representations arising in the Vershik–Kerov approxi-
mation theory have a very special form that we now describe. Recall that irreducible
representations of U(N) are parameterized by signatures which are N–tuples of inte-
gers λ1 ≥ λ2 ≥ · · · ≥ λN . One necessary condition for a sequence of signatures λ(N)
to be an approximating sequence for a character of U(∞) is that as N →∞, for each
i, 1
N
λi(N) and also
1
N
∑N
i=1 |λi(N)| converge to finite limits, see [VK3], [OO] for the
details. In other words, all coordinates of λ should grow linearly in N and the sum
of all N coordinates should also grow linearly. Clearly, these are very special “thin”
signatures. For symmetric, orthogonal and symplectic groups the situation is very
similar.
The above discussion naturally leads to the question: Is there any concise asymp-
totic representation theory which would describe the limit behavior or irreducible
representations whose signatures are not “thin”?
This question was first addressed by Biane for unitary groups in [B1] and for sym-
metric groups in [B2]. For U(N) he considered “ultra–thick” signatures, i.e. those
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whose coordinates grow superlinearly as N →∞. Let ε(N) be a sequence of positive
reals such that limN→∞ ε(N)Na = 0 for all a = 1, 2, . . . . The idea of Biane was to
identify signature λ = (λ1 ≥ λ2 ≥ · · · ≥ λN) with discrete probability measure on R
(1.4) mBiane[λ] =
1
N
N∑
i=1
δ(ε(N)λi).
Biane studied the asymptotic behavior of sequences of irreducible representations of
unitary groups, such that the corresponding measures mBiane[λ(N)] weakly converge.
In particular, he showed that if one considers two such sequences λ1(N), λ2(N)
lim
N→∞
mBiane[λ
1(N)] = m1, lim
N→∞
mBiane[λ
2(N)] = m2,
then the measure corresponding to the typical irreducible component in tensor product
piλ
1(N) ⊗ piλ2(N) (in the same sense as in Theorem 1.1) converges to a deterministic
measure m1 m2. Moreover, the operation (m1,m2) 7→ (m1 m2) is precisely the
free convolution from the free probability theory. Recently Collins and Sniady [CS2]
showed that the restrictions on ε(N) can be significantly weakened and the results of
Biane [B1] still hold when merely limN→∞ ε(N) ·N = 0.
On the contrast, in our Theorem 1.1, the scaling of the coordinates λi is linear.
Moreover, the result also becomes conceptually different, the operation (m1,m2) 7→
m1 ⊗m2 is not the free convolution.
One could ask whether there are any a priori reasons to distinguish the scaling
regime of Theorem 1.1 (when λi(N) grows linearly in N) from those considered earlier
by Biane [B1], and Collins–Sniady [CS2]. We give several such reasons below.
In Section 1.3 we put our results as well as those of [B1], [CS1] into a context of
random matrix theory. This shows the key difference between Theorem 1.1 (and its
generalizations) and theorems of [B1], [CS2], and, to a certain extent, explains why
one should expect the direct relation to the free probability for the latter, but should
not for the former.
In Section 3.2 we relate our results to the study of uniformly random lozenge tilings
of polygonal domains. For these polygons the linear dependence of λi(N) on N trans-
forms into the natural assumption of boundedness of the ratios of side lengths as
N →∞, which links our theorems to the limit shape theorems for tilings of planar do-
mains by Cohn–Kenyon–Propp [CKP], Kenyon–Okounkov–Sheffield [KOS], Kenyon–
Okounkov [KO]. On the other hand, when λi(N) grow superlinerly, the domains
become degenerate and this connection to a large extent disappears.
Further, let us note that in many problems of the asymptotic representation theory
there exists a certain symmetry between horizontal coordinate (which typically corre-
sponds to the rows of the involved Young diagrams) and vertical coordinate (similarly
corresponding to columns), cf. [VK2], [VK3], [KOO], [OO], [OO2]. Our limit regime
preserves this symmetry: Indeed, in the graphical illustration of the left panel of Fig-
ure 1 we scale both vertical and horizontal coordinates by N (and see a continuous
profile in the limit). On the other hand in the regime of [B1], [CS2] the vertical and
horizontal scalings differ from each other.
Finally, our limit regime is intimately related to the character theory for the infinite–
dimensional unitary group U(∞) and recent limit shape theorems of [BBO], we elab-
orate on this connection in more detail in Section 3.3.
From another direction, in [B2] Biane studied the asymptotics of the decomposi-
tions for restrictions and products of irreducible representations of symmetric groups
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S(n) as n → ∞. Recall that irreducible representations of S(n) are parameterized
by Young diagrams with n boxes; the paper [B2] concentrates on “balanced” Young
diagrams, whose rows and columns grow as c
√
n, which are again opposed to “thin”
Young diagrams appearing in the Vershik–Kerov theory. Biane proves the limit shape
theorems similar to our Theorem 1.1 for the operations on irreducible representations
on S(n) and also finds a connection to the free probability.
It is well-known that in many aspects the asymptotic representation theory for S(n)
and for classical Lie groups are parallel. Moreover, recently Borodin and Olshanski
[BO2] showed how the asymptotic representation theory corresponding to the infinite-
dimensional unitary group U(∞) can be degenerated into the one for S(∞). From
this point of view, our theorems can be viewed as the lifting of the results of Biane
[B2] from the level of symmetric groups S(n) up to the level of classical Lie groups
U(N), SO(N), Sp(2N). In particular, an important role in [B2] is played by the so-
called Kerov transition measure of the Young diagram and we will show that its exact
analogue for classical groups is given by the Perelemov–Popov measures. More details
on the limit transition to S(n) are provided in Section 3.1.
1.3. Free convolution and semiclassical limit. The aim of this section is to put
our results and those of [B1], [CS2] in the context of random matrix theory and free
probability.
The notion of the free convolution was originally defined by Voiculescu [Vo2] in the
setting of operator algebras. However, one can explain this notion using only certain
generating functions. First, recall that the usual notion of the convolution of measures
is nicely related to characteristic functions. Namely, if φ1(z) is the characteristic
function of a probability measure m1, i.e. φ1(z) =
∫
R exp(ix · z)m1(dx), and φ2(z)
is the characteristic function of a probability measure m2, then the characteristic
function of the convolution of m1 and m2 is the product φ1(z)φ2(z). Equivalently,
in the probabilistic language we say that the characteristic function of the sum of
independent random variables is the product of the characteristic functions. Another
way to state the same thing is that when the measures are convoluted, logarithms of
their characteristic functions are added.
The free convolution can be defined in the same way with logarithm of the charac-
teristic function replaced by the so–called Voiculescu R–transform of the measure (we
recall the definition of this notion in (2.5))
Definition 1.2 (Voiculescu, [Vo2], [Vo3]). The free convolution is a unique operation
on probability measures (m1,m2) 7→ m1 m2, which agrees with the addition of R–
transforms:
Rm1(z) +Rm2(z) = Rm1m2(z).
Quantized free convolution (m1,m2) 7→m1 ⊗m2 appearing in Theorem 1.1 can be
also defined along these lines. Theorem 2.9 below claims that one gets the quantized
free convolution by replacing all the instances of R–function Rm(z) in Definition 1.2
with
(1.5) Rquantm (z) = Rm(z) +
1
z
− 1
1− e−z = Rm(z)−Ru[0,1](z),
where u[0, 1] is the uniform measure on the interval [0, 1]. Note, however, that in
Theorem 1.1 only the measures which have bounded by 1 density with respect to
the Lebesgue measure appear and the definition of the quantized free convolution is
restricted only to this class of measures.
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Free convolution naturally appears in the study of random Hermitian matrices. Let
A be a N ×N Hermitian matrix with eigenvalues {ai}Ni=1. The empirical measure of
A is the discrete probability measure on R with atoms of weight 1
N
at points ai (cf.
(1.1), (1.4)).
Theorem 1.3 (Voiculescu, [Vo4]). For each N = 1, 2, . . . take two sets of reals
a(N) = {ai(N)}Ni=1 and b(N) = {bi(N)}Ni=1. Let A(N) be the uniformly random N×N
Hermitian matrix with eigenvalues a(N) and let B(N) be the uniformly random N×N
Hermitian matrix with eigenvalues b(N) such that A(N) and B(N) are independent.
Suppose that as N → ∞ the empirical measures of A(N) and B(N) weakly converge
to probability measures m1 and m2, respectively. Then the random empirical measure
of the sum A(N) + B(N) converges to a deterministic measure m1 m2 which is the
free convolution of m1 and m2.
A link between Theorem 1.3 and decomposition of tensor products of representations
of unitary group is provided by the semiclassical limit well-known in the representation
theory, cf. [STS], [He], [GS], and also [Ki2] and references therein. Let us describe this
limit in the language of Fourier transforms (or characteristic functions). For a set of
reals a1 > a2 > · · · > aN let X (a1, . . . , aN) denote the set of all N × N Hermitian
matrices with eigenvalues a1, . . . , aN . The Fourier transform of the uniform measure
on X (a1, . . . , aN) can be computed using the Harish–Chandra formula [HC1], [HC2]
(sometimes known also as Itzykson–Zuber [IZ] formula in physics literature):
(1.6)
∫
A∈X (a1,...,aN )
exp(Trace(AB))dA =
deti,j=1,...,N
(
exp(aibj)
)
∏
i<j(ai − aj)
∏
i<j(bi − bj)
∏
i<j
(j − i),
where B is a Hermitian matrix with eigenvalues b1 > b2 > · · · > bN .
An analogue of the Fourier transform for the representations of U(N) is their char-
acters, which are given by the following formula.
Proposition 1.4 (Weyl, [W]). The value of the character of irreducible representation
piλ corresponding to signature λ = (λ1 ≥ · · · ≥ λN) on a unitary matrix u ∈ U(N)
with eigenvalues u1, . . . , uN is given by the rational Schur function:
(1.7) Trace(piλ(u)) = sλ(u1, . . . , uN) =
deti,j=1,...,N
(
u
λj+N−j
i
)
∏
1≤i<j≤N(ui − uj)
.
Observe that under the change of variables ui = exp(bi), i = 1, . . . , N , formulas (1.6)
and (1.7) look very similar. (This is a manifestation of a more general phenomena, cf.
[Ki2].) However, when we do this change, the denominators become different. Let us
note that on the level of heuristics, the difference between the free convolution and its
quantized version can be traced back to this difference in denominators. The product∏
i<j(ui−uj) in the definition of Schur functions can be written as detNi,j=1(uN−ji ) and
the appearance of the set {N − j}Nj=1 in the last formula predicts the appearance of
the uniform measure on [0, 1] in (1.5). We are grateful to Philippe Biane and Grigori
Olshanski for this observation.
Comparing (1.7) with (1.6) one immediately arrives at the limit relation between
them.
Proposition 1.5. Fix N and let δ > 0 be an auxiliary small parameter. Fix two
sequences of reals a1 > · · · > aN and b1 > · · · > bN . Set
λi = baiδ−1c, xi = exp(δbi), i = 1, . . . , N.
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Then
lim
δ→0
sλ(x1, . . . , xN)sλ(1, . . . , 1︸ ︷︷ ︸
N
)
 = ∫
A∈X (a1,...,aN )
exp(Trace(AB))dA,
where B is a Hermitian matrix with eigenvalues b1 > b2 > · · · > bN .
Remark. The denominator sλ(1, . . . , 1︸ ︷︷ ︸
N
) coincides with the dimension of piλ and can
be computed by the Weyl’s dimension formula (see e.g. [Zh])
(1.8) sλ(1, . . . , 1︸ ︷︷ ︸
N
) =
∏
1≤i<j≤N
λi − i− λj + j
j − i .
Now observe that in the limit transition of Proposition 1.5 the tensor product of
representations becomes the sum of independent Hermitian matrices. Indeed, the
character of the former is the product of characters and the characteristic function
(Fourier transform) of the latter is the product of characteristic functions.
This observation to some extent explains the appearance of the free convolution in
the results of Biane [B1] and Collins–Sniady [CS2]: when ε(N) in (1.4) decays faster
than a linear function, irreducible representations of U(N) degenerate into measures
on Hermitian matrices; the latter are intrinsically linked to the free convolution, thus,
also the former in this limit regime. Of course, a great amount of work is required to
turn this observation into a rigorous argument, and the proofs in [B1], [CS2] are very
delicate and non-trivial.
On the other hand, we observe that in the limit regime of Theorem 1.1 the degener-
ation to random matrices does not happen which is reflected in the new notion of the
quantized free convolution replacing the free convolution of random matrices.
One could predict from the above discussion that there should be a limit transition,
which transforms the quantized free convolution into the (conventional) free convo-
lution. This is indeed true and can be seen from the following asymptotic relation
between the Voiculescu R–transform Rm(z) and its quantized version R
quant
m (z):
lim
L→+∞
Rquantm∗L
(
z
L
)
L
= Rm(z),
where m∗L is a probability measure whose value on a measurable set A is defined via
(m ∗ L)(A) = m (A/L) , A ⊂ R, L > 0.
As a final remark of this section, let us note that the methods of the present article
are different from those of [B1], [CS2]. However, it is plausible that our methods can
be used to give another proof of most of the results of these articles.
1.4. Perelomov–Popov measures. In the previous section we were arguing that
when λi(N) grow linearly with N there is no direct connection between the asymptotics
of the measures (1.1) and free probability. However, this connection can be restored
if we change the measure which corresponds to a signature.
The “correct” definition of the measure comes from the work of Perelomov and
Popov [PP] on the centers of universal enveloping algebras of classical Lie groups. In
our Introduction (in order to keep it short) we present their construction only for the
unitary groups, but parallel stories exist in [PP] for orthogonal and symplectic groups
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as well. In Section 2.2 we present the results for the corresponding measures for all
classical groups.
Let U(glN) denote the complexified universal enveloping algebra of U(N). This
algebra is spanned by generators Eij (Eij as an element of the Lie algebra glN can be
identified with the N × N matrix whose single non-zero matrix element is 1 at the
intersection of the ith row and the jth column) subject to the relations
[Eij, Ekl] = δ
k
jEil − δliEkj.
Let E(N) ∈ U(glN) ⊗ MatN×N denote the following N × N matrix, whose matrix
elements belong to U(glN):
E(N) =

E11 E12 . . . E1N
E21
. . . E2N
...
...
EN1 EN2 . . . ENN

Let Z(glN) denote the center of U(glN) and recall that each element of Z(glN) acts in
an irreducible representation of U(N) (thus, also of U(glN)) as a scalar operator.
Theorem 1.6 (Perelomov–Popov, [PP]). For p = 0, 1, 2, . . . consider the element
Xp = Trace (E
p) =
N∑
i1,...,ip=1
Ei1i2Ei2i3 · · ·Eipi1 ∈ U(glN).
Then Xp ∈ Z(glN). Moreover, in the irreducible representation parameterized by λ =
(λ1 ≥ · · · ≥ λN) the element Xp acts as scalar Cp[λ]
(1.9) Cp[λ] =
N∑
i=1
(∏
j 6=i
(λi − i)− (λj − j)− 1
(λi − i)− (λj − j)
)
(λi +N − i)p .
After their discovery, the elements Xp and matrix E have been used in a number
of contexts: in addition to being a nice and useful family of generators (“higher order
Casimir operators”) of the centers of the universal enveloping algebras of the classical
Lie groups, they play an important role in the study of the so-called characteristic
identities (cf. [Gou] and references therein) and in the study of Yangians (cf. [MNO],
[Mo]). They were also to a certain extent already used in the context of the asymptotic
representation theory of symmetric and unitary groups in [B1], [B2], [CS2].
For us the elements Xp serve as a motivation to define for a signature λ a probability
measure mPP [λ] on R, whose moments would be described by the right-hand side of
(1.9). Embedding into the definition the rescaling which will be useful in N → ∞
limit, we arrive at the following formula for the Perelomov–Popov measure
(1.10) mPP [λ] =
1
N
N∑
i=1
(∏
j 6=i
(λi − i)− (λj − j)− 1
(λi − i)− (λj − j)
)
δ
(
λi +N − i
N
)
.
From the probabilistic point of view, the definition of the measure mPP [λ] might
look mysterious. Moreover, while the counting measures are related to the combina-
torics of lozenge tilings (see Section 3.2 for the details), we do not yet know any good
combinatorial or probabilistic interpretations for the Perelomov–Popov measures. But,
from the other side, we prove that these measures are much closer than the counting
ones related to the free probability: An analogue of Theorem 1.1 holds for measures
mPP [λ] with quantized free convolution replaced by the conventional free convolution.
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Theorem 1.7. Suppose that λ1(N), λ2(N) ∈ Û(N), N = 1, 2, . . . , are 2 sequences of
signatures which satisfy a technical assumption of Definition 2.5 and such that
lim
N→∞
mPP [λ
i(N)] = mi, (weak convergence), i = 1, 2.
Let pi(N) = piλ
1(N) ⊗ piλ2(N). Then as N →∞ random measures mPP [ρpi(N)] converge
in the sense of moments, in probability to a deterministic measure m1 m2 which is
the free convolution of m1 and m2.
Theorem 1.7 leads us to conjecture that the images of matrices E in different repre-
sentations are asymptotically free, since this would agree with their sum being asymp-
totically related to the free convolution (see [VDN], [NS] for the details on the freeness).
Let us give more definitions to state a conjecture.
Let us take two signatures λ1(N), λ2(N) ∈ Û(N), recall that piλ1(N) and piλ2(N) are
the corresponding representations and let Vλ1(N), Vλ2(N) denote the spaces of these
representations. Consider the complex algebra
A(N) = End(Vλ1(N))⊗ End(Vλ2(N))⊗MatN×N
equipped with the usual normalized trace
TraceVλ1(N) ⊗ TraceVλ2(N) ⊗ TraceN
dim(Vλ1(N)) · dim(Vλ2(N)) ·N .
A(N) can be viewed as a non-commutative probability space, cf. [NS]. Further define
the element E(λ1(N)) ∈ A(N) by replacing Eij, i, j = 1, . . . , N in the definition
of E(N) by piλ
1(N)(Eij) ⊗ Id, where Id is the identical operator. Similarly define
E(λ2(N)) ∈ A(N) by replacing Eij by Id⊗ piλ2(N)(Eij).
Conjecture 1.8. Suppose that λ1(N), λ2(N) ∈ Û(N), N = 1, 2, . . . , are 2 sequences
of signatures which satisfy a technical assumption of Definition 2.5 and such that
lim
N→∞
mPP [λ
i(N)] = mi, i = 1, 2.
Then as N →∞ the elements 1
N
E(λ1(N)) and 1
N
E(λ2(N)) of non-commutative prob-
ability spaces A(N) become asymptotically free.
We refer to [NS, Lecture 5] for the definition of the asymptotical freeness.
Note that in the superlinear limit regime discussed in Section 1.3 an analogue of
Conjecture 1.8 was proved by Biane [B1].
1.5. Markov–Krein correspondence. It is natural to ask about the exact relation-
ship between the free convolution and its quantized version that we study in the present
article. An asymptotic relation was explained in Section 1.3, and a non-asymptotic
one is provided by the following theorem.
Theorem 1.9. For every probability measure ρ on R which has compact support,
is absolutely continuous with respect to the Lebesgue measure, and has bounded by 1
density, there exists a probability measure Q(ρ) with compact support on R, such that
exp
(
−
∞∑
k=0
skz
k+1
)
= 1−
∞∑
k=0
ckz
k+1,
where sk and ck are the moments of ρ and Q(ρ), respectively, i.e.
sk =
∫
R
xkρ(dx), ck =
∫
R
xkQ(ρ)(dx), k = 0, 1, 2, . . . .
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The operation Q intertwines the free convolution and its quantized version, i.e. for any
two ρ1, ρ2, as above, we have
Q(ρ1)Q(ρ2) = Q(ρ1 ⊗ ρ2).
The non-trivial part of Theorem 1.9 is the existence of the map Q(·), while the
intertwining property is a simple corollary of the definitions of functions Rm(z) and
Rquantm (z). One way to prove the existence of Q(ρ) (see Theorem 5.3) is through the
limit transition in the formulas of [PP], [P], [P2] linking the moments of counting
measures m[λ] with those of Perelomov–Popov measures mPP [λ].
The operation ρ 7→ Q(ρ) is a close relative of the Markov–Krein correspondence. In
the context of the asymptotic representation theory of symmetric groups this corre-
spondence was introduced and studied by Kerov (see [K4, Chapter IV]), but its origins
go back to the Hausdorff moment problem and Markov moment problem (a recent re-
view can be found in [DF]). The former asks about necessary and sufficient conditions
for a sequence {ak}k=0,1,... to be a sequence of moments of a measure. And the latter
asks about the necessary and sufficient conditions for a sequence {bk}k=0,1,... to be a
sequence of moments of a measure, which is absolutely continuous with respect to the
Lebesgue measure and whose density is bounded by 1. The relation between these two
problems is explained in the following theorem.
Theorem 1.10 (Ahiezer–Krein [AK], Krein–Nudelman [KN]). Let ρ be a finite mea-
sure with compact support on R, which is absolutely continuous with respect to the
Lebesgue measure and whose density is bounded by 1. Then there exists a finite mea-
sure MK(ρ) with compact support on R such that
(1.11) exp
( ∞∑
k=0
bkz
k+1
)
= 1 +
∞∑
k=0
akz
k+1,
where {ak}k=0,1,... and {bk}k=0,1,... are the moments of MK(ρ) and ρ, respectively.
Moreover, MK(·) is a bijection, i.e. for any finite measure ν there exists a unique
ρ such that MK(ρ) = ν.
Comparing Theorems 1.9 and 1.10 one immediately sees that
(1.12) Q(ρ) =
(
(−)∗ ◦MK ◦ (−)∗)(ρ),
where (−)∗ is the reflection of a measure with respect to the origin, i.e. for any mea-
surable A
(−)∗(ρ)(A) = ρ(−A), A ⊂ R,
The formula (1.12) reduces Q(·) to MK(·). In particular, this gives another way to
prove Theorem 1.9. In addition it shows that the correspondence ρ 7→ Q(ρ) is bijective.
We should note that although Theorem 1.9 formally reduces the quantized free con-
volution to the conventional free convolution, it still makes sense to distinguish these
two operations because due to complexity of (1.11), the Markov–Krein correspondence
MK(·) is a very non-trivial and highly non-linear operation on measures (see, however,
[K4, Chapter IV, Section 4] where an elegant probabilistic algorithm for sampling from
MK(ρ) is proposed).
1.6. Our methods. There are three main ingredients in the proofs of the results of
the present article.
The first one is the method of analysis of the measures appearing in the decomposi-
tion of representations into irreducible components using the application of relatively
LIE GROUPS AND QUANTIZED FREE CONVOLUTION 11
simple differential operators to the characters of these representations. One way to
view the operators we use is that they are radial parts of the differential operators in
the centers of universal enveloping algebras for classical Lie groups. One very impor-
tant feature that we observe here is that for the asymptotic analysis we need only the
values of characters and their derivatives with all but finitely many variables set to 1.
The second ingredient is the asymptotic expansion for the characters of classical
Lie groups as the rank of the group goes to infinity obtained by one of the authors
and Panova in [GP] (and which is a generalization of earlier results of Guionnet and
Maida [GM] on matrix integrals). In particular, for symplectic and orhtogonal groups
we use an interesting finite N relation between their normalized characters and those
for U(N) (see Propositions 7.2-7.4).
Finally, our analysis of Perelomov–Popov measures also uses the formulas of [PP],
[P], [P2] relating the moments of these measures to the moments of counting measures.
1.7. Acknowledgements. We would like to thank Alexei Borodin and Grigori Ol-
shanski for many valuable discussions. A. B. was partially supported by Simons
Foundation-IUM scholarship, by “Dynasty” foundation, by Moebius Foundation for
Young Scientists and by the RFBR grant 13-01-12449. V. G. was partially supported
by the RFBR-CNRS grant 11-01-93105.
2. Setup and results
2.1. Preliminaries. Let G(N) be one of the classical real Lie groups of rank N , i.e.
G(N) is either unitary group U(N) or orthogonal group SO(2N), or orthogonal group
SO(2N+1), or symplectic group Sp(2N). These groups correspond to the root systems
A, D, B and C, respectively, and we will use both groups and root systems in our
notations. Thus, the letter G should be also understood as either A, B, C or D.
Irreducible representations of G(N) are parameterized by their highest weights,
which are signatures, i.e. N–tuples of integers λ1 ≥ λ2 ≥ · · · ≥ λN . When G(N) =
Sp(2N) or SO(2N + 1), one should also assume λN ≥ 0; when G(N) = SO(2N), last
coordinate λN can be negative, but λN−1 ≥ |λN |, see e.g. [Zh], [FH]. Let Ĝ(N) denote
the set of signatures parameterizing irreducible representations of G(N) and let piλ,
λ ∈ Ĝ(N) denote the irreducible representation corresponding to λ.
It is convenient for us to encode signatures by probability measures on R. We will
use two different sets of measures.
Definition 2.1. The counting measure mG[λ] corresponding to a signature λ = (λ1 ≥
λ2 ≥ · · · ≥ λN) is defined through
mA[λ] =
1
N
N∑
i=1
δ
(
λi +N − i
N
)
for the unitary groups and for G = B,C,D we set
mG[λ] =
1
2N
N∑
i=1
(
δ
(
λi + 2N − i
2N
)
+ δ
(
i− λi
2N
))
.
Remark. In principle, we could have kept the same definition of the counting measure
for all root systems. However, our current definition is consistent with the lozenge
tilings interpretations of Section 3.2. Also this definition makes the statement of
Theorem 2.9 independent of the root system.
12 ALEXEY BUFETOV AND VADIM GORIN
The definition of the Perelomov–Popov measure mGPP [λ] is a bit more delicate. For
a signature λ let λ(i+) (λ(i−)), i = 1, . . . , N denote the sequence of integers obtained
from λ by increasing (decreasing) the ith coordinate by 1. Note that λ(i±) might
be not a signature. Let dim(λ), λ ∈ Ĝ(N) denote the dimension of the irreducible
representation piλ and let dim(λ(i±)) be the dimension of piλ
(i±)
if λ(i±) is a signature,
and 0 otherwise.
Definition 2.2. The Perelomov–Popov measure mGPP [λ] corresponding to λ ∈ Ĝ(N)
is defined through
mAPP [λ] =
1
N
N∑
i=1
dim(λ(i−))
dim(λ)
δ
(
λi +N − i
N
)
,
mBPP [λ] =
1
2N + 1
[
N∑
i=1
(
dim(λ(−i))
dim(λ)
δ
(
λi + 2N − i
2N + 1
)
+
dim(λ(+i))
dim(λ)
δ
(
i− 1− λi
2N + 1
))
+ δ
(
N
2N + 1
)]
,
mCPP [λ] =
1
2N
N∑
i=1
(
dim(λ(−i))
dim(λ)
δ
(
λi + 2N + 1− i
2N
)
+
dim(λ(+i))
dim(λ)
δ
(
i− 1− λi
2N
))
,
mDPP [λ] =
1
2N
N∑
i=1
(
dim(λ(−i))
dim(λ)
δ
(
λi + 2N − 1− i
2N
)
+
dim(λ(+i))
dim(λ)
δ
(
i− 1− λi
2N
))
.
Remark. Using the Weyl dimension formula the constants in the definition of the
Perelomov–Popov measure can be computed. The result for different groups is similar.
For instance,
(2.1) mAPP [λ] =
1
N
N∑
i=1
(∏
j 6=i
(λi − i)− (λj − j)− 1
(λi − i)− (λj − j)
)
δ
(
λi +N − i
N
)
.
Definition 2.2 is motivated by the work of Perelomov and Popov [PP] on the center
of the universal enveloping algebra of semisimple Lie groups. They produced a dis-
tinguished set of elements CGp , p = 1, 2, . . . which generate the center of the universal
enveloping algebra of G. These elements were further used by several authors, see e.g.
[MNO], [Mo], [Gou], [B1], [B2], [CS2]. Since each CGp belongs to the center of the uni-
versal enveloping algebra, it acts as a constant CGp [λ] in an irreducible representation
parameterized by λ. The relation between CGp [λ] and the measures µ
G
PP [λ] is explained
in the following theorem.
Theorem 2.3 ([PP, Eq. 71]). For G being either unitary, orthogonal or symplectic
group, we have
CGp [λ] = (Nˆ)
p+1
∫
R
xpmGPP [λ](dx),
where Nˆ = N for the unitary group U(N), Nˆ = 2N for Sp(2N) and SO(2N), Nˆ =
2N + 1 for SO(2N + 1).
In particular, the definitions of [PP] imply that CG0 is just an identical operator
in each representation and, thus, mGPP [λ] is a probability measure. This can be also
checked independently.
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Proposition 2.4. For any signature λ ∈ Ĝ(N), both mG[λ] and mGPP [λ] are probability
measures on R.
Proof. For mG[λ] this is immediate. For mAPP [λ] note that
N∑
i=1
∏
j 6=i
(λi − i)− (λj − j)− 1
(λi − i)− (λj − j) =
1
V(λ)
N∑
i=1
Ti(V(λ)),
where V(λ) =
∏
i<j((λi − i) − (λj − j)) and Ti is the operator which decreases λi
by 1. Moreover,
∑N
i=1 Ti(V(λ)) is a skew-symmetric polynomial in λi − i of degree
N(N − 1)/2, therefore, it is proportional to V(λ). Comparing the leading terms, we
get
∑N
i=1 Ti(V(λ)) = NV(λ). The proof for m
B
PP [λ], m
C
PP [λ], m
D
PP [λ] is similar. 
2.2. Main results. In this section we state the main results which yield that random
measures corresponding to restrictions and tensor products of representations of G(N)
are asymptotically deterministic, thus showing a form of the Law of Large Numbers.
The proofs are given in Sections 5-7.
In our asymptotic results we are going to make the following technical assumption
on the behavior of signatures λ(N) as N becomes large. It is plausible that this
assumption can be weakened, but we do not address this question in the present
article.
Definition 2.5. A sequence of signatures λ(N) ∈ Ĝ(N) is called regular, if there
exists a piecewise–continuous function f(t) and a constant C such that
(2.2) lim
N→∞
1
N
∑
j=1...,N
∣∣∣∣λj(N)N − f(j/N)
∣∣∣∣ = 0
and
(2.3)
∣∣∣∣λj(N)N − f(j/N)
∣∣∣∣ < C, j = 1, . . . , N, N = 1, 2, . . . .
Remark. Informally, the condition (2.2) means that scaled by N coordinates of
λ(N) approach a limit profile f . The restriction that f(t) is piecewise–continuous is
reasonable, since f(t) is a limit of monotonous functions and, thus, is monotonous
(therefore, we only exclude the case of countably many points of discontinuity for f).
We use condition (2.3) since it guarantees that all the measures which we assign to
signatures and their limits have (uniformly) compact supports — thus, these measures
are uniquely defined by their moments.
Lemma 2.6. Suppose that λ(N) ∈ Ĝ(N), N = 1, 2, . . . is a regular sequence. Then
the measures mG[λ(N)] and mGPP [λ(N)] converge as N →∞ (weakly and in the sense
of moments) to probability measures with compact support.
Proof. For measures mG[λ(N)] this is immediate from the definitions. For measures
mGPP [λ(N)] this follows from Theorem 5.3 below. 
Let λ1, . . . , λk be elements of Ĝ(N) and let piλ
1
, . . . , piλ
k
be the corresponding irre-
ducible representations of G(N). For µ ∈ Ĝ(N) set
P λ
1,...,λk(µ) =
cλ
1,...,λk
µ dim
G(µ)
dimG(λ1) · · · dimG(λk) ,
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where dimG stays for the dimension of the corresponding irreducible representation and
cλ
1,...,λk
µ is multiplicity of pi
µ in the (Kronecker) tensor product piλ
1⊗· · ·⊗piλk . In other
words, P (µ) is relative dimension of the isotypic component µ in the tensor product.
Since P λ
1,...,λk(µ) ≥ 0 and ∑µ P λ1,...,λk(µ) = 1, these numbers define a probability
measure on Ĝ(N) which we denote ρλ
1⊗···⊗λk .
In a similar way, let λ ∈ Ĝ(N) and 0 < α < 1. For µ ∈ Ĝ(bαNc) define
Pα,λ(µ) =
cλµ dim
G(µ)
dimG(λ)
,
where cλµ is multiplicity of pi
µ in the restriction of piλ on G(bαNc) ⊂ G(N) (embedded
as the subgroup fixing last basis vectors). The numbers Pα,λ(µ) define a probability
measure on Ĝ(bαNc) which we denote ρα,λ.
Recall that each element λ ∈ Ĝ(N) defines a probability measure mG[λ] on R.
Thus, if λ is random and distributed according to ρ, then mG[λ] becomes a random
probability measure on R. Somewhat abusing the notations we denote this random
measure through mG[ρ]. We similarly define mGPP [ρ].
Theorem 2.7 (Law of Large Numbers for counting measures). Suppose that
λ1(N), . . . , λk(N) ∈ Ĝ(N), N = 1, 2, . . . , are k regular sequences of signatures such
that
lim
N→∞
mG[λi(N)] = mi, i = 1, . . . , k.
Then as N →∞
• Random measures mG[ρλ1(N)⊗···⊗λk(N)] converge in the sense of moments, in
probability to a deterministic measure which we denote m1 ⊗m2 ⊗ · · · ⊗mk.
• Random measures mG[ρα,λ1(N)] converge in the sense of moments, in probability
to a deterministic measure which we denote pr⊗α (m
1).
Theorem 2.8 (Law of Large Numbers for Perelomov–Popov measures). Suppose that
λ1(N), . . . , λk(N) ∈ Ĝ(N), N = 1, 2, . . . , are k regular sequences of signatures, such
that
lim
N→∞
mGPP [λ
i(N)] = miPP , i = 1, . . . , k.
Then as N →∞
• Random measures mGPP [ρλ1(N)⊗···⊗λk(N)] converge in the sense of moments, in
probability to a deterministic measure which we denote m1PPm2PP· · ·mkPP .
• Random measures mGPP [ρα,λ1(N)] converge in the sense of moments, in proba-
bility to a deterministic measure which we denote prα (m
1
PP ).
Remark 1. By the convergence “in the sense of moments, in probability” we mean
that for each n = 0, 1, 2, . . . the nth moment of the random measure converges in
probability to the nth moment of the deterministic limit measure. In our setting, this
implies also weak convergence in probability.
Remark 2. For simplicity we formulate the statements for the restrictions to G(M) ⊂
G(N), but one can readily produce similar results for the restrictions to G(M)×G(N−
M) ⊂ G(N).
The operations on the measures which appear in Theorems 2.7 and 2.8 are best
described using certain generating functions.
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Given a probability measure m with compact support set
Sm(z) = z +M1(m)z
2 + z3M2(m) + . . .
to be the generating function of the moments of m: Mk(m) =
∫
R x
km(dx). Define
S
(−1)
m (z) to be the inverse series to Sm(z), i.e. such that
S(−1)m
(
Sm(z)
)
= Sm
(
S(−1)m (z)
)
= z.
Further, set
(2.4) Rquantm (z) =
1
S
(−1)
m (z)
− 1
1− e−z .
(2.5) Rm(z) =
1
S
(−1)
m (z)
− 1
z
.
Note that Rquantm (z) and Rm(z) are power series in z. The function Rm(z) is well-
known in the free probability theory under the name of Voiculescu R–transform, cf.
[VDN], [NS]. Immediately from the definitions we have the following relation between
our functions:
Rquantm (z) = Rm(z) +
1
z
− 1
1− e−z = Rm(z)−Ru[0,1](z),
where u[0, 1] is the uniform measure on the interval [0, 1].
Theorem 2.9. In the notations of Theorems 2.7, 2.8 we have
(2.6) Rquant
m1⊗m2⊗···⊗mk(z) = R
quant
m1 (z) + · · ·+Rquantmk (z),
(2.7) Rquant
pr⊗α (m)
(z) =
1
α
Rquantm (z),
(2.8) Rm1m2···mk(z) = Rm1(z) + · · ·+Rmk(z),
(2.9) Rprα (m)(z) =
1
α
Rm(z).
In particular, Theorem 2.9 implies that the operations (m1, . . . ,mk)→m1· · ·mk
and m→ prα (m) are free convolution and free projection (or free compression with a
free projector), respectively, cf. [VDN], [NS].
3. Corollaries, connections and reformulations
The aim of this section is to link Theorems 2.7, 2.8, 2.9 to three topics: asymp-
totics of operations on irreducible representations of symmetric groups, random lozenge
tilings, characters of the infinite–dimensional unitary group U(∞).
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3.1. Symmetric groups. As the reader might have noticed in Section 1.2, the sto-
ries for symmetric and unitary groups are parallel. Moreover, recently Borodin and
Olshanski [BO2] explained how the asymptotic representation theory corresponding
to the infinite-dimensional unitary group U(∞) can be degenerated into the one for
S(∞). Thus, it comes as no surprise that there exists a limit transition from the con-
structions of Section 2 into the objects related to symmetric group that we will now
describe.
Recall that irreducible representations of S(n) are parameterized by partitions of n
(equivalently, Young diagrams with n boxes). We need one particular way to associate
a probability measure on R to a Young diagram λ, which is known as Kerov’s transition
measure [K1], [K4]. Its definition might look more complicated than the ones we had
for the unitary group, but it turns out to be very useful in various contexts, cf. [K4,
Chapter IV], [B2], [O], [Bu]. We rotate the Young diagram as shown in Figure 2 and
set xi, i = 1, . . . , k to be the the horizontal coordinates of its local minima (inner
corners) and yi, i = 1, . . . , k − 1 to be the coordinates of its local maxima (outer
corners).
x1 = −3
x2 = −1
x3 = 1
x4 = 4
y1 = −2
y2 = 0
y3 = 3
Figure 2. Young diagram with 7 boxes and 4 rows (3, 2, 1, 1), minima
at points −3,−1, 1, 4 and maxima at points −2, 0, 3.
Definition 3.1 (Kerov). Transition measure mKerov[λ] of Young diagram λ is defined
as
mKerov[λ] =
∑
i
∏
j(xi − yj)∏
j 6=i(xi − xj)
δ(xi).
Remark. The name for the measure comes from its relation to the Plancherel growth
model, see [K4, Chapter IV].
The relation between Perelomov–Popov measure and Kerov transition measure is
explained in the following statement, in which mAPP [λ] stays for the pusforward of the
Perelomov–Popov measure under the map x 7→ Nx (in other words, we remove the
denominator N in delta-functions in (2.1).)
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Proposition 3.2. Take a Young diagram λ with non-zero rows λ1 ≥ λ2 ≥ · · · ≥ λk >
0. For N ≥ k define a signature λ(N) ∈ Û(N) through
λ(N) = (0, . . . , 0︸ ︷︷ ︸
N−k
,−λk,−λk−1, . . . ,−λ1).
Then
lim
N→∞
mAPP [λ(N)] = mKerov[λ].
Proof. Straightforward computation. In implicit form this statement can be also found
in [B2, Proposition 7.2]. 
In his study of the operations on irreducible representations of symmetric groups,
Biane [B2] was investigating the behavior of Kerov transition measures as n→∞. In
particular, for the outer products of the representations of S(n) he obtained an exact
analogue of our Theorem 1.7, which also involves the free convolution. Proposition 3.2
and the well-known fact that the decomposition into irreducible components of outer
products of representations of S(n) and of (Kronecker) tensor products of representa-
tions of U(N) are essentially governed by the same Littlewood–Richardson coefficients,
shows a relation between two results, however, formally, neither is implied by another.
3.2. Restrictions and lozenge tilings. The developments of this section are based
on the remarkable connection between the Gelfand–Tsetlin bases in irreducible repre-
sentations and the enumeration of lozenge tilings of planar domains, cf. [CLP, Section
2] and also [BG2], [BP].
Consider a strip of width N drawn on the regular triangular lattice, whose left
boundary is vertical line x = 0 and right boundary is vertical line x = N with N
triangles with vertical coordinates µ1 > µ2 > · · · > µN sticking out of it, as shown in
Figure 3. Note that if we write µi = λi +N − i, then λ is a signature of size N ; let us
assume that λN = 0. We are interested in tilings of this domain (strip) with rhombi
(“lozenges”) of 3 types, where each rhombus is a union of 2 elementary triangles. In
Figure 3 we color one of the type of lozenges (“horizontal”) in blue and other two
types are kept white. Due to combinatorial constraints the tilings of such domain are
in bijection with tilings of a polygonal domain, as shown on the right panel of Figure 3.
In particular, there are finitely many such tilings, let Υλ denote the uniformly random
tiling of the domain encoded by a signature λ.
There was a great interest in random lozenge tilings of planar domains and their
asymptotic properties as the size of the domain goes to infinity in the last 15 years,
with many fascinating results, see e.g. [CKP], [OR], [PS], [KOS], [KO], [Ke], [BF],
[BG], [BGR], [Pe1], [GP], [Mk] and many others.
In particular, the following limit shape theorem is a particular case of a more general
statement of Cohn–Kenyon–Propp [CKP], Kenyon–Okounkov–Sheffield [KOS]. For a
point (x0, y0) in the strip of Figure 3 on (x, y)–plane, define the value of the height
function H(x0, y0) as the number of horizontal lozenges, which intersect the line x = x0
and which are below (x0, y0), i.e. whose vertical coordinate is less than y0.
Proposition 3.3 ([CKP], [KOS]). Suppose that λ(N) ∈ Û(N), N = 1, 2, . . . , is a
sequence of signatures which satisfies a technical assumption of Definition 2.5, and let
HN(x, y) be the random height function of uniformly random tiling Υλ(N). Then as
N →∞ for any 0 < x < 1 and any y ∈ R the normalized height function 1
N
H(Nx,Ny)
converges to a deterministic limit function, which can be found as a solution of a
certain variational problem.
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N = 6
λ6 = 0
λ5 + 1
λ2 + 4
λ4 + 2
λ3 + 3
λ1 + 5
N = 6
Figure 3. Domain encoded by signature 4 ≥ 2 ≥ 2 ≥ 2 ≥ 0 ≥ 0 (left
panel, vertical coordinates of lozenges are counted from the red dot-
ted line) and a lozenge tiling of corresponding polygonal domain (right
panel).
In order to link Proposition 3.3 and Theorem 2.7 observe that for M = 1, . . . , N
every tiling of the strip of Figure 3 has exactly M horizontal lozenges at vertical line
x = M . Coordinates of these lozenges can be encoded by a signature from Û(M).
Proposition 3.4. Take two integers 0 < M < N and let λ ∈ Û(N). Let µ ∈ Û(M)
be the random signature which encodes the positions of horizontal lozenges on vertical
line x = M in uniformly random lozenge tiling Υλ. Then the distribution of µ is given
by the measure ρpi of (1.3) , where pi is the restriction of irreducible representation piλ
of U(N) to the subgroup U(M) ⊂ U(N).
Proof. This is a reformulation of the well–known branching rule for the restrictions
of representations of U(N), see [Zh], [FH]. The statement is also explained in [BK],
[GP], [BP]. 
Proposition 3.4 yields, in particular, that the height function of Proposition 3.3 as a
function of y with fixed x = bαNc is precisely the (scaled) distribution function of the
measure ρα,λ(N) of Theorem 2.7. This gives a direct relation between the convergence
of height functions in Proposition 3.3 and convergence of measures in Theorem 2.7.
The difference here is that the limit in Proposition 3.3 is described as a solution to a
certain (complicated) variational problem, while the limit in Theorem 2.7 is given in
2.9 through its generating function.
For example, the concentration theorem for the restrictions of irreducible represen-
tations with rectangular signatures (βN, ...βN︸ ︷︷ ︸
γN
, 0, ...0︸ ︷︷ ︸
(1−γ)N
) corresponds to the limit shape
theorem for the lozenge tilings of hexagons or, equivalently, for boxed plane partitions.
In this case the variational problem admits an explicit solution and the formulas for
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the limit shape are known, see [CLP], [G]. On the other hand, our Theorem 2.7 gives
an alternative derivation for the limit shape theorem and Theorem 2.9 links it to the
free projections.
N = 7, group Sp(6)
y = 0
N = 7, group SO(8)
y = 0
Figure 4. Symmetric lozenge tilings, corresponding to representations
of symplectic group (left panel) and orthogonal group (right panel).
The restrictions of representations of symplectic and orthogonal groups are related
to the lozenge tilings which are symmetric with respect to the line y = 0, see Figure 4.
Put it otherwise, for each M = 1, 2, . . . , N the coordinates of M horizontal lozenges
on the vertical line x = N should be symmetric around zero. When M is even, there
is a unique way to prescribe what does it mean for a collection of M numbers to be
symmetric. However, when M is odd, there are two ways to do this: we have to
specify what’s happening with the middle number (i.e. with the M+1
2
th). We could
either say that this number should be zero, as in the left panel of Figure 4, or we could
say that all the collection except for the middle number is symmetric (and there are
no restrictions on this number) as in the right panel of Figure 4. We call the former
strongly symmetric tilings and the latter weakly symmetric tilings.
Similarly to the identification of Figure 3, we identify signature λ1 ≥ λ2 ≥ · · · ≥
λN ≥ 0 labeling irreducible representation of Sp(2N) with a strictly symmetric col-
lection of 2N + 1 horizontal lozenges (the signature itself encodes the positive coor-
dinates of lozenges). We further identify signature λ1 ≥ λ2 ≥ · · · ≥ λN ≥ 0 labeling
irreducible representation of SO(2N + 1) with a weakly symmetric collection of 2N
horizontal lozenges and signature λ1 ≥ λ2 ≥ · · · ≥ λN labeling irreducible represen-
tation of SO(2N) with a weakly symmetric collection of 2N − 1 horizontal lozenges
(λN , which might be negative, corresponds to the middle Nth lozenge).
Proposition 3.5. In the same sense as in Proposition 3.4 the restrictions of repre-
sentations of Sp(2N) to Sp(2M) ⊂ Sp(2N) (0 < M < N) correspond to the hor-
izontal lozenges on the line x = 2M + 1 of uniformly random strongly symmetric
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tilings of domain of width 2N + 1. The restrictions of representations of SO(N) to
SO(M) ⊂ SO(N) (1 < M < N) correspond to the horizontal lozenges on the line
x = M + 1 of uniformly random weakly symmetric tilings of domain of width N + 1.
Proof. This is again a reformulation of the classical branching rules for the represen-
tations of Sp(2N) and SO(N). There are various formulations of the branching rules,
the required form for the symplectic group is best explained in [Ki] and for the orthog-
onal groups the lozenge tilings interpretation equivalent to weakly symmetric tilings
is described in [BK2]. 
Now a combination of Propositions 3.4, 3.5 with Theorem 2.9 gives the following
new statement in the spirit of Proposition 3.3.
Proposition 3.6. Suppose that λ(N) ∈ Û(N), N > 0, is a sequence of signatures
which satisfies a technical assumption of Definition 2.5, and also such that λ(N) is
strictly (weakly) symmetric. Let HN(x, y) be the random height function of uniformly
random tiling Υλ(N) and let H˜N(x, y) be the random height function of uniformly ran-
dom weakly (strictly) symmetric tiling of the same domain. Then as N → ∞ for
any 0 < x < 1 and any y ∈ R the normalized height functions 1
N
H(Nx,Ny) and
1
N
H˜(Nx,Ny) converge to the same deterministic limit function.
As before, the limit function can be described either in terms of the variational
problem or through the procedure of Theorem 2.9.
3.3. U(∞) and infinite divisibility. In the previous section we were discussing the
law of large numbers (i.e. limit shape theorems) for the restrictions of representations
of U(N), SO(N), Sp(2N). One can study similar problems with N = ∞, i.e. study
restrictions of representations and characters of infinite–dimensional groups.
The most well-known example arising from such restrictions is the Plancherel mea-
sure for the symmetric groups S(n), which describes the decomposition of biregu-
lar representation of the infinite symmetric group S(∞) into irreducible components.
The law of large numbers for the Plancherel measure is the celebrated Logan–Shepp–
Vershik–Kerov limit shape theorem [LS], [VK1]. Similar limit theorems exist for other
representations of S(∞), see [GGK].
Analogues of the Plancherel measure for groups U(∞) and SO(∞) and their asymp-
totics were studied only much later by Borodin and Kuan [BK], [BK2]. In a recent
article [BBO] Borodin, Olshanski and one of the authors obtained the limit shape the-
orem for the restrictions of a rich family of characters (representations) of U(∞). In
the spirit of Theorem 2.7, the limit shapes of [BBO] can be interpreted as probability
measures on R. We are especially interested in these measures because of their special
property: they are infinitely–divisible with respect to the quantized free convolution.
Let us describe this property in more detail.
Consider four finite (not necessarily probability) measures A+, A−, B+, B− on
R≥0 with compact supports and such that the supports of B± are subsets of [0, b±],
respectively, with b+ + b− ≤ 1. Set
MA+(z) = M1(A+) +M2(A+)z +M2(A+)z2 + . . . ,
where Mk(A
+) is the kth moment of the measure A+, and similarly for A−, B+,
B−. Take also two reals γ+, γ− ≥ 0. Let C denote the sextuple of parameters
(A+,A−,B+,B−, γ+, γ−).
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Proposition 3.7. There exists a unique probability measure M(C) on R such that its
R–transform is given by:
RquantM(C)(u) = RM(C)(u) +
1
u
− 1
1− e−u
= euγ+−e−uγ−+euMB+(1−eu)+euMA+(eu−1)−e−uMB−(1−e−u)−e−uMA−(e−u−1).
Moreover, M(C) is infinitely–divisible with respect to the quantized free-convolution,
i.e. for each n = 1, 2, . . . there exists a probability measure Mn such that
M(C) =Mn ⊗ · · · ⊗Mn︸ ︷︷ ︸
n factors
.
Proof. The existence of the measure is proved in [BBO], see Theorem 3.2 and equations
(3.3)-(3.5) there (note that any measure can be approximated by discrete ones). The
infinite divisibility is immediate, since we can choose Mn = M(C/n) corresponding
to the sextuple C/n = (A+/n,A−/n,B+/n,B−/n, γ+/n, γ−/n). 
We close this section by the remark that for the (conventional) convolution the clas-
sification of all infinitely–divisible measures is given by the classical Levy-Khintchine
formula and for the free convolution the classification theorem was proved in [Vo3],
[BV]. The list of Proposition 3.7 does not exhaust the class of infinitely–divisible
measures with respect to the quantized free convolution (there is an example of an
infinitely–divisible measure outside this list) and it would be interesting to complete
the classification. We believe that the measures of Proposition 3.7 should play the role
of (Free) Compound Poisson distributions in this classification.
4. Characters, differential operators, and asymptotics
Our approach to the study of the asymptotic decompositions of irreducible represen-
tations of G(N) as N →∞ is based on the knowledge of the asymptotics of normalized
logarithms of their characters. We will also employ certain differential operators which
we present in this section.
4.1. Characters of irreducible representations. Let χ
G(N)
λ denote the character
of the irreducible representation of G(N) parameterized by λ ∈ Ĝ(N). We identify
χ
G(N)
λ with a symmetric Laurent polynomial χ
G(N)
λ (u1, . . . , uN). For G(N) = U(N),
ui’s stand for the eigenvalues of a unitary matrix. WhenG(N) 6= U(N), the eigenvalues
of an element G(N) form pairs z1, z
−1
1 ; z2, z
−1
2 ,. . . and we choose ui to be one element
from ith pair (the characters are invariant under ui → u−1i , so it does not matter,
which one we choose). We have (see e.g. [FH, Section 24.2]):
(4.1) χ
U(N)
λ (u1, . . . , uN) =
det
[
u
λj+N−j
i
]
det
[
uN−ji
] = det
[
u
λj+N−j
i
]
∏
i<j
(ui − uj) ,
(4.2) χ
SO(2N+1)
λ (u1, . . . , uN) =
det
[
u
λj+N+1/2−j
i − u−(λj+N+1/2−j)i
]
N∏
i=1
(u
1/2
i − u−1/2i )
∏
i<j
(ui + u
−1
i − (uj + u−1j ))
,
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(4.3) χ
Sp(2N)
λ (u1, . . . , uN) =
det
[
u
λj+N+1−j
i − u−(λj+N+1−j)i
]
N∏
i=1
(ui − u−1i )
∏
i<j
(ui + u
−1
i − (uj + u−1j ))
,
(4.4)
χ
SO(2N)
λ (u1, . . . , uN) =
det
[
u
λj+N−j
i + u
−(λj+N−j)
i
]
+ det
[
u
λj+N−j
i − u−(λj+N−j)i
]
∏
i<j
(ui + u
−1
i − (uj + u−1j ))
.
4.2. Asymptotic expansions of characters. Recall that Rm(z) is the Voiculescu
R-transform, which was defined in Section 2.2. Integrating Rm(z) termwise, set
(4.5) Hm(u) =
∫ ln(u)
0
Rm(t)dt+ ln
(
ln(u)
u− 1
)
,
which should be understood as a power series in (u− 1).
Lemma 4.1. If m is a measure with compact support, then Hm(u) as a power series
in (u− 1) is uniformly convergent in an open neighborhood of 1.
Proof. Immediately follows from the definitions. 
Theorem 4.2. Suppose that λ(N) ∈ Ĝ(N), N = 1, 2, . . . is a regular sequence of
signatures, such that
lim
N→∞
mG[λ(N)] = m.
Then for any k = 1, 2, . . . we have
(4.6) lim
N→∞
1
Nˆ
ln
(
χ
G(N)
λ(N) (u1, . . . , uk, 1
N−k)
χ
G(N)
λ(N) (1
N)
)
= Hm(u1) + · · ·+Hm(uk),
where the convergence is uniform over an open (complex) neighborhood of (1, . . . , 1),
Nˆ = N for the unitary group and Nˆ = 2N for the symplectic and orthogonal groups.
Remark. 1M here and below means the sequence of M ones (1, . . . , 1︸ ︷︷ ︸
M
).
Pointwise identity (4.6) for the unitary groups and real ui first appeared in [GM]. In
[GP] it was extended to complex ui and other classical Lie groups. Note that neither of
the papers contain the statement about uniformity. However, the techniques of [GP]
readily imply this uniformity and we fill in all the details in the Appendix.
4.3. Differential operators. Let V G(N)(u1, . . . , uN) denote the denominator in for-
mulas (4.1)–(4.4). In particular, V U(N) =
∏
i<j(ui − uj). Introduce a differential
operator acting on symmetric functions in variables u1, . . . , uN :
(4.7) DG(N)k =
1
V G(N)
◦
(
N∑
i=1
(
ui
∂
∂ui
)k)
◦ V G(N),
where V G(N) in the last formula is understood as an operator of multiplication by
V G(N).
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Proposition 4.3. The characters χ
G(N)
λ (u1, . . . , uN), λ ∈ Ĝ(N) are eigenfunctions of
DG(N)k for all k = 0, 1, . . . if G(N) = U(N) and for even k = 0, 2, 4, . . . if G(N) 6=
U(N). The corresponding eigenvalues are
DG(N)k χG(N)λ (u1, . . . , uN) =
N∑
i=1
(µi)
kχ
G(N)
λ (u1, . . . , uN),
where (depending on the group G(N)) µi = λi + N − i for U(N) and SO(2N), µi =
λi +N − i+ 1/2 for SO(2N + 1) and µi = λi + (N + 1)− i for Sp(2N).
Remark. In our limit regime λi grow linearly as N →∞, thus, the difference between
the definitions of µi for different groups becomes negligible.
Proof of Proposition 4.3. Immediate from Weyl characters formulas (4.1)–(4.4). 
We also need another family of differential operators in the study of Perelomov–
Popov measure, which are defined as follows.
For U(N) set
DPP,U(N)k =
1
V U(N)
◦
(
N∑
i=1
∂
∂ui
(
ui
∂
∂ui
)k−1)
◦ V U(N).
For other series (G(N) 6= U(N)) set
(4.8) DPP,G(N)2k =
1
V G(N)
◦
(
N∑
i=1
(ui + ui
−1)
(
ui
∂
∂ui
)2k)
◦ V G(N),
and
(4.9) DPP,G(N)2k+1 =
1
V G(N)
◦
(
N∑
i=1
(ui
−1 − ui)
(
ui
∂
∂ui
)2k+1)
◦ V G(N).
Let us now explain the interplay between differential operators and moments of
random measures m[ρ].
Let ρ be a probability measure on Ĝ(N).
Definition 4.4. A character generating function SG(N)ρ (u1, . . . , uN) is a symmetric
Laurent power series in (u1, . . . , uN) given by
SG(N)ρ (u1, . . . , uN) =
∑
λ∈Ĝ(N)
ρ(λ)
χ
G(N)
λ (u1, . . . , uN)
χ
G(N)
λ (1
N)
.
In what follows we always assume that the measure ρ is such that this (in principle,
formal) sum is uniformly convergent in an open neighborhood of (1, . . . , 1). Note that
we always have SG(N)ρ (1, . . . , 1) = 1. In all our examples ρ is such that the sum in
Definition 4.4 is, actually, finite.
Proposition 4.5. Let ρ be a probability measure on Û(N) whose character generating
function is well-defined in an open neighborhood of (1, . . . , 1). Then for k = 1, 2, . . .
the following formula for the expectations of moments of random measures mA[ρ] and
mAPP [ρ] holds:
(4.10) E
(∫
R
xkmA[ρ](dx)
)m
=
1
Nm(k+1)
(
DU(N)k
)m
SU(N)ρ (u1, . . . , uN)
∣∣∣
u1=···=uN=1
,
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(4.11) E
(∫
R
xkmAPP [ρ](dx)
)
=
1
Nm(k+1)
(
DU(N),PPk
)
SU(N)ρ (u1, . . . , uN)
∣∣∣
u1=···=uN=1
.
Proof. For the counting measures we have
E
(∫
R
xkmA[ρ](dx)
)m
=
∑
λ∈Ĝ(N)
ρ(λ)
(
1
N
N∑
i=1
(
λi +N − i
N
)k)m
.
On the other hand, expanding SU(N)ρ (u1, . . . , uN) into the sum of characters and ap-
plying
(
DU(N)k
)m
using Proposition 4.3 we arrive at the same expression, which proves
(4.10). For the Perelomov–Popov measures note that
DU(N),PPk χU(N)λ (u1, . . . , uN) =
N∑
i=1
(µi)
kχ
U(N)
λ(i−) (u1, . . . , uN),
and use the same argument. 
To state an analogue of Proposition 4.5 for root systems B,C,D it is convenient to
slightly redefine the measures corresponding to the signatures as follows:
m̂B[λ] =
1
2N
N∑
i=1
(
δ
(
λi +N − i+ 1/2
2N
)
+ δ
(
i− 1/2− λi −N
2N
))
,
m̂C [λ] =
1
2N
N∑
i=1
(
δ
(
λi +N + 1− i
2N
)
+ δ
(
i− 1− λi −N
2N
))
,
m̂D[λ] =
1
2N
N∑
i=1
(
δ
(
λi +N − i
2N
)
+ δ
(
i− λi −N
2N
))
.
Note that when N is large the above measures (up to a small error) differ from the
measures mB,C,D[λ] by a shift by 1/2. On the other hand, the advantage of the
measures m̂B,C,D[λ] is that they are symmetric with respect to the origin, thus, to
study their asymptotics it is enough to consider only even moments. For the latter we
have:
Proposition 4.6. Let ρ be a probability measure on Ĝ(N), G(N) 6= U(N) whose
character generating function is well-defined in an open neighborhood of (1, . . . , 1),
then for k = 1, 2, . . . the following formula holds for the expectations of even moments
of random measures m̂G[ρ]:
(4.12)
E
(∫
R
x2km̂G[ρ](dx)
)m
=
1
22mkNm(2k+1)
(
DG(N)2k
)m
SG(N)ρ (u1, . . . , uN)
∣∣∣
u1=···=uN=1
.
Proof. Same argument as in Proposition 4.5. 
Finally, the moments of the Perelomov–Popov measures mGPP [λ] for root systems
B, C and D can be extracted using the operators (4.8), (4.9). We leave the exact
statement to an interested reader.
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5. Asymptotics of random measures
In this section we explain how the knowledge of the asymptotics of the logarithms
of characters can be used to establish asymptotic results for various measures related
to these characters.
Let ρ(N) be a sequence of measures such that for each N = 1, 2, . . . , ρ(N) is a
probability measure on Ĝ(N).
Theorem 5.1. Suppose that ρ(N) is such that for every k
lim
N→∞
1
N
ln(SU(N)ρ(N) (u1, . . . , uk, 1N−k)) = Q(u1) + · · ·+Q(uk),
where Q is an analytic function in a neighborhood of 1 and the convergence is uniform
in an open (complex) neighborhood of (1, . . . , 1). Then random measures mA[ρ(N)]
converge as N →∞ in probability, in the sense of moments to a deterministic measure
m on R, whose moments are given by
(5.1)
∫
R
xkm(dx) =
k∑
`=0
k!
`!(`+ 1)!(k − `)!
∂`
∂u`
(
ukQ′(u)k−l
)∣∣∣∣∣
u=1
.
Theorem 5.2. Suppose that for G(N) 6= U(N), ρ(N) is such that for every k
lim
N→∞
1
N
ln(SG(N)ρ(N) (u1, . . . , uk, 1N−k)) = Q(u1) + · · ·+Q(uk),
where Q is an analytic function in a neighborhood of 1 and the convergence is uniform
in an open (complex) neighborhood of (1, . . . , 1). Then random measures m̂G[ρ(N)]
converge as N →∞ in probability, in the sense of moments to a deterministic measure
m on R, whose odd moments are zero, while even moments are given by
(5.2)
∫
R
x2km(dx) = 2−2k
2k∑
`=0
(2k)!
`!(`+ 1)!(2k − `)!
∂`
∂z`
(
(z2 − 1)kQ̂′(z)2k−l
)∣∣∣∣∣
z=1
,
where Q̂(z) is defined through
Q̂
(
u+ u−1
2
)
= Q(u).
Remark 1. Theorem 5.1 is inspired by the results of the paper [BBO], which was in
preparation when this project started. In particular, Theorem 5.1 can be used to get
an alternative proof of the limit shape theorem for the decompositions of restrictions
of the characters of U(∞), cf. [BBO, Theorem 3.2]. Our techniques are different
from those of [BBO]: the latter used differential operators on the group, while we use
differential operators on the eigenvalues. One advantage of our approach is that it is
generalized to symplectic and orthogonal groups with relatively small modifications;
on the other hand, as far as the authors know, the group approach is not yet developed
in this direction.
Remark 2. Note that characters for root systems B,C and for root systems D when
at least one of the variables is set to 1, are polynomials in ui + u
−1
i . This guarantees
that an analytic Q̂ in Theorem 5.2 exists.
Remark 3. The key part in Theorems 5.1, 5.2 is that the moments of the limit
measures m are uniquely defined by Q(u); the exact form of this dependence is less
important.
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Remark 4. Note that in Theorem 5.2 we deal with measures m̂G[ρ(N)]. However,
since asymptotically as N → ∞ they differ from mG[ρ(N)] by the deterministic shift
by 1/2, the convergence to deterministic limits holds also for mG[ρ(N)].
In the proof of Theorems 5.1, 5.2 we will use the operators DG(N)k . Although, one
can study the Perelomov–Popov measures using the operators DG(N),PPk , we will use
another (simpler) way to access them relying on the following statement.
Theorem 5.3. Suppose that ρ(N) is such that random measures mG[ρ(N)] converge
as N → ∞ in probability, in the sense of moments to a deterministic measure m on
R. Then random measures mGPP [ρ(N)] also converge as N →∞ in probability, in the
sense of moments to a deterministic measure mPP on R. Moreover, if we set
sk =
∫
R
xkm(dx), ck =
∫
R
xkmPP (dx), k = 0, 1, 2, . . .
then
1−
∞∑
k=0
ckz
k+1 = exp
(
−
∞∑
k=0
skz
k+1
)
.
Note that this is Theorem 5.3 which serves as a motivation for the definition of the
map ρ 7→ Q(ρ) of Theorem 1.9. In the rest of this section we prove the above three
theorems and also Theorem 1.9.
5.1. Two lemmas. The following technical lemmas will be crucial for our analysis.
Lemma 5.4. Take n > 0, let I(n) be the set of all pairs 1 ≤ a < b ≤ n and suppose
that P ⊂ I(n). Let f(z1, . . . , zn) be an analytic function in a neighborhood of (1, . . . , 1),
and set
fP (z1, . . . , zn) = Sym
(
f(z1, . . . , zn)∏
(a,b)∈P (za − zb)
)
=
1
n!
∑
σ∈S(n)
f(zσ(1), . . . , zσ(n))∏
(a,b)∈P (zσ(a) − zσ(b))
.
Then fP is also an analytic function in a (perhaps, smaller) neighborhood of (1, . . . , 1).
Further, if f t(z1, . . . , zn), t = 1, 2, . . . is a sequence of analytic functions converging to
0 uniformly in a neighborhood of (1, . . . , 1), then so is the sequence f tP (z1, . . . , zn).
Proof. We will shift the variables zi = 1 + xi and argue in terms of xi. First, suppose
that f is a monomial, f = xk11 · · ·xknn , then we have
fP (x1, . . . , xn)
∏
i<j
(xi − xj) = 1
n!
∑
σ∈S(n)
(−1)σ
(xk1σ(1), . . . , x
kn
σ(n))
∏
i<j(xσ(i) − xσ(j))∏
(a,b)∈P (xσ(a) − xσ(b))
=
1
n!
∑
σ∈S(n)
(−1)σxk1σ(1) · · ·xknσ(n)
∏
(a,b)∈I(n)\P
(xσ(a) − xσ(b)),
where (−1)σ is ±1 depending on whether a permutation σ is even or odd. This
expansion shows that fP (x1, . . . , xn)
∏
i<j(xi − xj) is a skew–symmetric polynomial
in x1, . . . , xn, thus, it is divisible by
∏
i<j(xi − xj) and fP (x1, . . . , xn) is a symmetric
polynomial in x1, . . . , xn (in particular, it is analytic in any neighborhood of (0, . . . , 0)).
Further, observe that n!fP (x1, . . . , xN)
∏
i<j(xi−xj) is a (signed) sum of at most n!
elementary skew-symmetric polynomials
(5.3)
∑
σ∈S(n)
(−1)σxm1σ(1) · · ·xmnσ(n),
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and |mi − ki| ≤ n. When we divide the alternating sum (5.3) by
∏
i<j(xi − xj) we
arrive at Schur polynomial sλ(x1, . . . , xn). (Here mi = λi + n − i.). Now we can
expand Schur polynomials into monomials using the combinatorial formula (see e.g.
[M, Chapter I]) for them. The total degree for each monomial in this expansion is
m1 + · · ·+mn, the coefficients are non-negative integers, and the weighted number of
terms is sλ(1
n), which simplifies to a polynomial in λi, using (1.8). We conclude that
for f = xk11 · · · xknn , we have
(5.4) fP =
∑
p1≥0,...,pn≥0
dk1,...,knp1,...,pnx
p1
1 · · ·xpnn ,
where coefficients dk1,...,knp1,...,pn vanish unless |
∑
i ki −
∑
i pi| ≤ n2 and
(5.5)
∑
p1≥0,...,pn≥0
|dk1,...,knp1,...,pn | ≤ g(k1, . . . , kn),
where g is a certain polynomial in k1, . . . , kn.
Now let f be an analytic function in the neighborhood of (0, . . . , 0), i.e.
(5.6) f =
∑
k1≥0,...,kn≥0
ck1,...,knx
k1
1 · · ·xknn .
The convergence of (5.6) implies that for some R > 0,
(5.7)
∑
k1≥0,...,kn≥0
ck1,...,knR
k1+···+kn <∞.
Plugging (5.4) into (5.6) we get the expansion
(5.8) fP =
∑
k1≥0,...,kn≥0
cPk1,...,knx
k1
1 · · ·xknn .
But now estimate (5.5) together with (5.7) yields that for any 0 < ε < R,∑
k1≥0,...,kn≥0
|cPk1,...,kn|(R− ε)k1+···+kn <∞.
Hence, fP is analytic in a neighborhood of (0, . . . , 0).
Further, if f t is a sequence of functions converging to 0 then for some R > 0 the
sums as in (5.7) converge to 0 as n→∞. We again conclude using (5.5) that similar
sums for f tP , as in (5.8), also converge to 0 (perhaps, for smaller R) and, thus f
t
P
uniformly converges to 0 in a neighborhood of (0, . . . , 0). 
We also need the value of fP for one particular choice of f and P .
Lemma 5.5. Take n > 0 and a function g(z) analytic in a neighborhood of 1. Then
(5.9) lim
zi→1
(
g(z1)
(z1 − z2)(z1 − z3) · · · (z1 − zn) +
g(z2)
(z2 − z1)(z2 − z3) · · · (z2 − zn)
+ · · ·+ g(zn)
(zn − z1)(zn − z3) · · · (zn − zn−1)
)
=
∂n−1
∂zn−1
(
g(z)
(n− 1)!
)∣∣∣∣∣
z=1
.
Proof. The proof of Lemma 5.4 shows that the sum under the limit in (5.9) is analytic
in xi. Therefore, it is continuous near the point (1, . . . , 1) and we can approximate
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this point from any direction. Let zi = 1 + ε(i − 1) with ε → 0. Expanding g(z) in
Taylor series, we get
(5.10) ε1−n
n∑
i=1
(−1)n−i g(1) + ε(i− 1)g
′(1) + ε
2(i−1)2
2!
g′′(1) + . . .
(i− 1)!(n− i)!
=
ε1−ng(1)
(n− 1)!
n−1∑
j=0
j0
(
n− 1
j
)
(−1)n−1−j + ε
2−ng′(1)
(n− 1)!2!
n−1∑
j=0
j1
(
n− 1
j
)
(−1)n−1−j
+ · · ·+ g
(n−1)(1)
(n− 1)!(n− 1)!
n−1∑
j=0
jn−1
(
n− 1
j
)
(−1)n−1−j + o(ε)
Differentiating k times expression (1 − z)n−1 with k = 0, . . . , n − 2 and substituting
z = 1 one proves that for any polynomial h of degree at most n− 2,
(5.11)
n−1∑
j=0
h(j)
(
n− 1
j
)
(−1)n−1−j = 0.
Moreover, using (5.11) we also get
n−1∑
j=0
jn−1
(
n− 1
j
)
(−1)n−1−j =
n−1∑
j=0
j(j− 1) · · · (j−n+ 2)
(
n− 1
j
)
(−1)n−1−j = (n− 1)!.
Therefore, (5.10) transforms into
g(n−1)(1)
(n− 1)! + o(ε). 
5.2. Proof of Theorem 5.1. First, write
(5.12) SG(N)ρ(N) (u1, . . . , uN) = exp
(
N∑
i=1
NQ(ui)
)
TN(u1, . . . , uN).
Since SG(N)ρ(N) (1N) = 1, the definition of Q implies that Q(1) = 0, TN(1, . . . , 1) = 1 and
(5.13) lim
N→∞
1
N
ln(TN(u1, . . . , uk, 1
N−k)) = 0
for any k and uniformly over an open neighborhood of (1k). Since (5.13) involves
uniformly converging analytic functions, we can differentiate it. The outcome is
that each partial derivative (of arbitrary order) of TN(u1, . . . , uk, 1
N−k) divided by
NTN(u1, . . . , uk, 1
N−k) tends to zero uniformly in a certain neighborhood of (1k).
We want to use Proposition 4.5 to obtain the asymptotics of the moments of
mA[λ(N)]. The formula (4.10) can be alternatively written as
E
(∫
R
xkmA[ρ(N)](dx)
)m
=
1
Nm(k+1)
lim
u1,...,uN→1
(
DU(N)k
)m
SU(N)ρ(N) (u1, . . . , uN)
SU(N)ρ(N) (u1, . . . , uN)
.
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Using (4.7), (5.12) and the Leibnitz rule we can write
(
DU(N)k
)m
SG(N)ρ(N) (u1, . . . , uN)
as a huge linear combination of the terms of the following kind:
(5.14)
(
ug1 · · ·ugγ
) ·( ∂∂ut1 · · · ∂∂utτ ∏i<j(ui − uj)∏
i<j(ui − uj)
)
×
(
∂
∂ua1
· · · ∂
∂uaα
exp
(
N∑
i=1
NQ(ui)
))
·
(
∂
∂ub1
· · · ∂
∂ubβ
TN(u1, . . . , uN)
)
,
where γ ≤ mk and α+β+ τ ≤ mk. We can further expand the second factor in (5.14)
and get the terms
(5.15)
(
ug1 · · ·ugγ
) ·
 ∏
(a,b)∈P
1
ua − ub

×
(
∂
∂ua1
· · · ∂
∂uaα
exp
(
N∑
i=1
NQ(ui)
))
·
(
∂
∂ub1
· · · ∂
∂ubβ
TN(u1, . . . , uN)
)
,
where P ⊂ I(N) and I(N) = {(a, b) | 1 ≤ a < b ≤ N}. The symmetry of the
operator
(
DG(N)k
)m
implies that together with each term of the kind (5.15) all the
terms obtained by permuting the variables ui, i = 1, . . . , N are also present. Let
us call the support of the term (5.15) the union of the sets {g1, . . . gγ}, {b1, . . . , bβ},
{a1, . . . , aα} and projections of P on the first and second coordinates. Further, two
terms of the kind (5.15) are said to be of the same combinatorial type if one of them
can be obtained from another by permuting the variables ui and, perhaps, sign change.
Note that for fixed m and k, the set of possible combinatorial types do not depend on
N as long as N is large enough (as compared to m and k).
Let us consider the sum of all terms of a fixed combinatorial type and support in
the expansion of
(
DU(N)k
)m
SU(N)ρ(N) (u1, . . . , uN), divide it by SU(N)ρ(N) (u1, . . . , uN) and send
ui → 1. Observe that we can set ui = 1 for all i outside the support before summation
and, thus, we can further use the asymptotic estimate for T and its derivatives. After
we take all the derivatives we get the sum of the form appearing in Lemma 5.4. Note
that in each derivation of the exponent in (5.15) a multiple of N pops out. Now
Lemma 5.4 yields that as ui → 1 the sum asymptotically behaves as Nα · C(N),
where C(N) depends on the combinatorial type, but not on the support. Further
limN→∞C(N) = C 6= 0 if β = 0, otherwise limN→∞C(N)/N = 0.
Further, we want to sum over all possible supports. Since each support contributes
the same terms, this boils down to the multiplication by
(
N
S
)
, where S is the number
of elements in the support. We conclude that the total sum of all terms with given
combinatorial type is asymptotically
(5.16) NS+αC ′(N),
Further limN→∞C ′(N) = C ′ 6= 0 if β = 0, otherwise limN→∞C ′(N)/N = 0.
We need to understand for which combinatorial types the power in (5.16) is maximal.
Clearly, we should maximize α and number of elements in the support. First observe
that all the elements of {g1, . . . gγ} should be either in {b1, . . . , bβ}, or {a1, . . . , aα}, or
one of the projections of P — therefore, these elements are irrelevant in our count.
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Further note that α+β+ τ ≤ mk, and also the number of the elements in the union
of the sets {b1, . . . , bβ}, {a1, . . . , aα} is at most m. On the other hand, the number
of elements in the support might be bigger because of the projections of P , namely,
each of the τ elements ti could have produced a pair in P which would increase the
support by 1. Now we conclude that if β > 0, then S + α ≤ m(k + 1) − 1 and
NS+αC ′(N) = o(Nm(k+1)). Thus, the leading terms are those when α + τ = mk and
S + α = m(k + 1). In particular, this means that the function TN is irrelevant for
the leading term and we can even replace it by 1: Indeed, since TN is symmetric, it is
irrelevant for it whether we first symmetrize, then set ui = 1 or in the opposite order.
Next, we apply the above analysis for m = 1 and m = 2 cases. First, set m = 1.
Then the above arguments show that the leading term of the asymptotics is the same
as the leading term of
1∏
i<j(ui − uj)
N∑
i=1
uki
∂k
∂uki
[exp(N(Q(u1) + · · ·+Q(uN)))]
∏
i<j
(ui − uj)
∣∣∣
ui=1, i=1,...,N
.
And the latter has the same leading term as
k∑
`=0
N∑
i=1
Nk−`
(
k
`
)
uki
∂`
∂u`i
∏
i<j(ui − uj)∏
i<j(ui − uj)
Q′(ui)k−`
∣∣∣∣∣
ui=1, i=1,...,N
.
Replacing the summation over all supports by one prescribed, we transform the last
expression into
(5.17)
k∑
`=0
Nk−`N(N − 1) · · · (N − `)
`+ 1
(
k
`
) `+1∑
i=1
ukiQ
′(ui)k−`∏
j 6=i(ui − uj)
∣∣∣∣∣
ui=1, i=1,...,N
.
Applying Lemma 5.4 we conclude that the asymptotics of (5.17) is
(5.18) Nk+1
k∑
`=0
k!
(k − `)!`!(`+ 1)!
∂`
∂u`
(ukQ′(u)k−`)
∣∣∣
u=1
.
Dividing by Nk+1 we conclude that the limit expectation of the sequence of random
measures m[ρ(N)] has the same moments as prescribed by Theorem 5.1.
It remains to prove that the moments of random measures m[ρ(N)], indeed, con-
centrate and become deterministic as N →∞. This would follow from
(5.19) lim
N→∞
E
((∫
xkm[ρ(N)](dx)
)2)
= lim
N→∞
(
E
(∫
xkm[ρ(N)](dx)
))2
.
We already know that the right–hand side of (5.19) is the limit of
(5.20) k∑
`=0
N∑
i=1
N−`−1
(
k
`
) ∑
M⊂{1,...,N}:|M |=`,i/∈M
1∏
j∈M(ui − uj)
ukiQ
′(ui)k−`
2∣∣∣∣∣
ui=1, i=1,...,N
.
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On the other hand, using out asymptotic analysis with m = 2, we get a very similar
expression for the leading term of the left–hand side of (5.19), i.e.
(5.21)
k∑
`=0
k∑
`′=0
N∑
i=1
N∑
i′=1
N−`
′−`−2
(
k
`
)(
k
`′
) ∑
M,M ′⊂{1,...,N}:|M |=`,i/∈M,|M ′|=`′,i′ /∈M ′,M∩M ′=∅
1∏
j∈M(ui − uj)
1∏
j′∈M ′(ui′ − uj′)
ukiQ
′(ui)k−`uki′Q
′(ui′)k−`
∣∣∣∣∣
ui=1, i=1,...,N
.
In fact, the only difference between (5.20) and (5.21) is the condition |M | ∩ |M ′| = ∅
in the second one. However, we know that to understand the leading asymptotics we
need to take only the terms whose support is maximal both in (5.20) and (5.21) and in
such terms the condition |M | ∩ |M ′| = ∅ will be satisfied automatically in both sums.
This finishes the proof of Theorem 5.1.
5.3. Proof of Theorem 5.2. The general plan of the proof here is the same as for
Theorem 5.1, i.e. we want to apply Proposition 4.6 and then expand the result into a
sum using Leibnitz rule. The key difference is that we would like to make a change of
variables zi =
ui+u
−1
i
2
in operators DG(N)k for G(N) 6= U(N). In order to do this, we
note the following identity for G(N) = SO(2N)
(5.22)
(
u
∂
∂u
)2
f
(
u+ u−1
2
)
= u
∂
∂u
(
u− u−1
2
)
f ′
(
u+ u−1
2
)
=
u+ u−1
2
f ′
(
u+ u−1
2
)
+
((
u+ u−1
2
)2
− 1
)
f ′′
(
u+ u−1
2
)
=
(
z
∂
∂z
+ (z2 − 1) ∂
2
∂z2
)
f(z)
∣∣
z=u+u
−1
2
.
And for α ∈ R,
(5.23)
1
uα − u−α
(
u
∂
∂u
)2(
(uα − u−α)f
(
u+ u−1
2
))
=
u
uα − u−α
∂
∂u
(
α(uα + u−α)f
(
u+ u−1
2
)
+
(
u− u−1
2
(uα − u−α)
)
f ′
(
u+ u−1
2
))
= α2f
(
u+ u−1
2
)
+
(
α
(u− u−1)(uα + u−α)
(uα − u−α) +
u+ u−1
2
)
f ′
(
u+ u−1
2
)
+
((
u+ u−1
2
)2
− 1
)
f ′′
(
u+ u−1
2
)
.
Note that when α = 1 or α = 1/2, which are the cases we need for G(N) = Sp(2N)
and G(N) = SO(2N + 1), respectively, the term
α
(u− u−1)(uα + u−α)
(uα − u−α)
becomes a function of u+ u−1. Therefore, (5.23) transforms into(
α2 + cα(z)
∂
∂z
+ (z2 − 1) ∂
2
∂z2
)
f(z)
∣∣
z=u+u
−1
2
.
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Now we can use exactly the same argument as in the proof of Theorem 5.1, but in
variables z = u+u
−1
2
. Note that in the proof of Theorem 5.1 we saw that each derivation
brings another factor of N to the asymptotics, thus, for the leading asymptotics only
“maximal” number of derivatives is relevant. In other words, in formulas (5.22), (5.23)
only the terms with second derivatives matter, i.e. Proposition 4.6 yields that for
G 6= U(N)
(5.24) E
(∫
R
x2km̂G[ρ(N)](dx)
)m
∼ 1
22mkNm(2k+1)
(
N∑
i=1
(
(z2i − 1)
∂2
∂z2i
)k)m(
SG(N)ρ(N) (u1, . . . , uN)
∣∣∣
zi=
u+u−1
2
)∣∣∣∣∣
zi=1,i=1,...,N
.
Here and below by A ∼ B we mean limN→∞A/B = 1.
Next, note that characters are polynomials in ui + u
−1
i for systems B,C and for
system D when at least one of the arguments is 1 (and, as we showed in the proof
of Theorem 5.1, we need only the values at such points). Therefore, in (5.24) we can
replace (
SG(N)ρ(N) (u1, . . . , uN)
∣∣∣
zi=
u+u−1
2
)
by an analytic function ŜG(N)ρ(N) (z1, . . . , zN) such that
lim
N→∞
1
N
ln(ŜG(N)ρ(N) (z1, . . . , zk, 1N−k)) = Q̂(z1) + · · ·+ Q̂(zk),
and
Q̂
(
u+ u−1
2
)
= Q(u).
Now the argument of Theorem 5.1 leading to the concentration for the moments
and formula for the limit (5.18) can be repeated. This yields the concentration for
the moments in series B,C,D and the following formula for the moments of the limit
measure:
(5.25)
∫
R
x2kmG(dx) = 2−2k
2k∑
`=0
(2k)!
`!(`+ 1)!(2k − `)!
∂`
∂z`
(
(z2 − 1)kQ̂′(z)2k−l
)∣∣∣∣∣
z=1
.
5.4. Proof of Theorem 5.3 and Theorem 1.9. Theorem 5.3 is an immediate corol-
lary of the following result, which, in turn, follows from the results of Section 4 of [PP]
and [P], [P2].
Proposition 5.6 ([PP], [P], [P2]). For each G = A,B,C,D and each k = 1, 2, . . .
there exist `(k,G) multivariate polynomials P1,. . . , P`(k,G) and `(k,G) functions
f1(N), · · · , f`(k,G)(N) such that for any λ ∈ Ĝ(N) with the notations
sk[λ] =
∫
R
xkmG[λ](dx), ck[λ] =
∫
R
xkmGPP [λ](dx), k = 0, 1, 2, . . .
we have
(5.26) ck[λ] =
`(k,G)∑
i=1
fi(N)Pi(s1[λ], s2[λ], . . . , sk[λ]).
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The functions fi(N) have limits as N →∞ such that (5.26) asymptotically turns into
(5.27) 1−
∞∑
k=0
ckz
k+1 = exp
(
−
∞∑
k=0
skz
k+1
)
.
In fact, [PP, Theorem 3] and [P2, Eq. 2.11–2.12] contain explicit formulas for the
polynomials Pi and functions fi from which the limit transition to (5.27) is immediate.
Let us now turn to Theorem 1.9. Observe, that the existence of Q(ρ) can be deduced
from Theorem 5.3. Indeed, any probability measure ρ with compact support and
bounded by 1 density can be approximated as N → ∞ limit of mA[λ(N)] with a
suitable λ(N) ∈ Û(N), then the limit of mAPP [λ(N)] gives Q(ρ). The intertwining
property of Theorem 1.9 is a simple corollary of Theorem 2.9, which we will prove
below.
6. Concentration phenomena
In this section we prove the main results announced in Section 2.2.
6.1. Consistency check. First, we would like to check that Theorem 4.2 and Theo-
rem 5.1 agree with each other.
Lemma 6.1. Let m be a probability measure on R with compact support, then its
moments Mk(m) can be computed through
(6.1) Mk(m) =
k∑
`=0
k!
`!(`+ 1)!(k − `)!
∂`
∂uk
(
uk
(
∂Hm(u)
∂u
)k−l)∣∣∣∣∣
u=1
.
Remark. For measures which can be obtained as weak limits of m[λ(N)] with regular
sequence λ(N) this is an immediate combination of Theorem 4.2 and Theorem 5.1.
However, only measures with density with respect to the Lebesgue measure at most 1
can be obtained in such a way.
Proof of Lemma 6.1. Using integral representation for the derivative (i.e. Cauchy for-
mula) (6.1) can be transformed into
(6.2) Mk(m) =
1
2pii
∮
1
k∑
l=0
1
l + 1
(
k
l
)
zkH ′m(z)
k−l
(z − 1)l+1 dz
=
1
2pii
∮
1
zkH ′m(z)
k+1
k + 1
k∑
l=−1
(
k + 1
l + 1
)
1
H ′m(z)l+1(z − 1)l+1
dz
=
1
2pii
∮
1
zkH ′m(z)
k+1
k + 1
(
1 +
1
H ′m(z)(z − 1)
)k+1
dz
=
1
2(k + 1)pii
∮
1
dz
z
(
zH ′m(z) +
z
z − 1
)k+1
,
where the integration goes over a small positively oriented contour around 1. On the
other hand, the definition of Hm(z) yields
x
xexH ′m(ex) +
xex
ex−1
=
1
Rm(x) +
1
x
= (Sm(z))
(−1),
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where (·)(−1) is the functional inversion and Sm(z) is the moment generating function:
Sm(z) = z +M1(m)z
2 +M2(m)z
3 + . . . .
Now using Lagrange inversion theorem (in the form of Lagrange–Bu¨rmann formula,
see e.g. [S, Section 5.4]), we get
(6.3) Mk(m) = [z
k+1](S(z)) =
1
k + 1
[wk]
(
wewH ′m(e
w) +
wew
ew − 1
)k+1
=
1
2(k + 1)pii
∮
0
(
ewH ′m(e
w) +
ew
ew − 1
)k+1
dw,
where the integration goes over a small contour around 0. It remains to observe that
the change of variables w = ln(z) transforms (6.3) into (6.2). 
For other root systems we need the following statement:
Lemma 6.2. Let m be a probability measure on R symmetric with respect to the origin
and with compact support. Then its even moments M2k(m) can be computed through
(6.4) M2k(m) = 2
−2k
2k∑
`=0
(2k)!
`!(`+ 1)!(2k − `)!
∂`
∂z`
(
(z2 − 1)kĤ ′(z)2k−l
)∣∣∣∣∣
z=1
.
where
(6.5) Ĥ
(
x+ x−1
2
)
= 2Hm(x) + ln(x).
Proof. By the same argument as in Lemma 6.1 we transform (6.4) into
(6.6) M2k(m) =
2−2k
2(2k + 1)pii
∮
1
(z2 − 1)k
(
Ĥ ′(z) +
1
z − 1
)2k+1
dz.
Thus, changing the variables z = (x + x−1)/2 in (6.6), we get (additional factor of 2
appears because the contour is doubled)
(6.7) M2k(m)
=
2−2k
4(2k + 1)pii
∮
1
(
x− x−1
2
)2k+1(
4x
x− x−1 (Hm)
′(x) +
2
x− x−1 +
2
x+ x−1 − 2
)2k+1
dx
x
=
2−2k
2(2k + 1)pii
∮
1
(
2x(Hm)
′(x) +
2x
x− 1
)2k+1
dx
x
Further, Hm(z) satisfies
x
xex(Hm)′(ex) + xe
x
ex−1
=
1
Rm(x) +
1
x
= (Sm(z))
(−1),
where (·)(−1) is the functional inversion and Sm(z) is the moment generating function:
Sm(z) = z +M1(m)z
2 +M2(m)z
3 + . . . .
Therefore,
(6.8) M2k(m) = [z
2k+1](S(z)) =
1
2k + 1
[w2k]
(
wew(Hm)
′(ew) +
wew
ew − 1
)2k+1
=
1
(2k + 1)pii
∮
0
(
ew(Hm)
′(ew) +
ew
ew − 1
)2k+1
dw,
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change of variables x = ew transforms (6.7) into (6.8). 
6.2. Proof of Theorems 2.7, 2.8, 2.9. Note that our definitions and the fact that
the character of a tensor product is the product of the characters of factors, imply
that the character–generating function of measure ρλ
1(N)⊗···⊗λk(N) is
(6.9) SG(N)
ρλ
1(N)⊗···⊗λk(N)(u1, . . . , uN) =
k∏
i=1
χ
G(N)
λi(N)
(u1, . . . , uN)
χ
G(N)
λi(N)
(1N)
.
Similarly, the character generating function for ρα,λ
1(N) is
(6.10) SG(N)
ρα,λ
1(N)
(u1, . . . , ubαNc) =
χ
G(N)
λ1(N)
(
u1, . . . , ubαNc, 1N−bαNc
)
χ
G(N)
λ1(N)(1
N)
.
Now we can apply Theorem 4.2 together with Theorems 5.1 and 5.2. They yield
that the moments of random measures mU(N)[ρλ
1(N)⊗···⊗λk(N)], mU(N)[ρα,λ
1(N)] and
m̂G(N)[ρλ
1(N)⊗···⊗λk(N)], m̂G(N)[ρα,λ
1(N)] converge (in probability) to deterministic num-
bers. Since we are dealing with measures with compact support here (as follows
from the Littlewood–Richardson rule, the measures corresponding to tensor products
in our settings have a finite support), the moments uniquely define the correspond-
ing measures. Thus, the above random measures converge in the sense of moments
(in probability) to deterministic ones. Further, the measures m̂G(N)[ρλ
1(N)⊗···⊗λk(N)],
m̂G(N)[ρα,λ
1(N)] and mG(N)[ρλ
1(N)⊗···⊗λk(N)], mG(N)[ρα,λ
1(N)] asymptotically differ by the
shift by 1/2. Therefore, the latter measures also converge in the sense of moments.
This proves Theorem 2.7. Now applying Theorem 5.3 we conclude that the Perelomov–
Popov measures also converge, which proves Theorem 2.8.
Moreover, for G(N) = U(N) (6.9), (6.10) yields for every m = 1, 2, . . .
lim
N→∞
1
N
ln
(
SG(N)
ρλ
1(N)⊗···⊗λk(N)(u1, . . . , um, 1
N−m)
)
=
k∑
i=1
lim
N→∞
1
N
ln
(
χ
G(N)
λi(N)
(u1, . . . , um, 1
N−m)
χ
G(N)
λi(N)
(1N)
)
,
lim
N→∞
1
bαNc ln
(
SG(bαNc)
ρα,λ
1(N)
(u1, . . . , um, 1
bαNc−m)
)
=
1
α
lim
N→∞
1
N
ln
(
SG(N)
ρλ
1(N)
(u1, . . . , um, 1
N−m)
)
.
Hence, comparing (6.1) with (5.1) and (4.6), and noting that function HAm(u) uniquely
defines the moments of m and, hence, the measure m, we conclude that
(6.11) Hm1⊗···⊗mk(u) = Hm1(u) + · · ·+Hmk(u).
and
(6.12) Hpr⊗α (m)(u) =
1
α
Hm(u).
For G(N) 6= U(N) we similarly compare (6.4) with (5.2) and (4.6). Observing that
the asymptotic shift of measure by 1/2 by which Theorem 4.2 and Theorem 5.2 dif-
fer, translates precisely in the additional term ln(x) in (6.5), we again conclude that
identities (6.11), (6.12) hold.
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Since
Rquantm (z) =
(
u
∂Hm(u)
∂u
)∣∣∣∣∣
u=ez
,
the identities (6.11) and (6.12) imply (2.6) and (2.7), respectively.
For the Perelomov–Popov measures, observe that the identity between moment
generating functions in Theorem 5.3 is equivalent to the following identity between
Voiculescu R–transforms
Rm(z) = RmPP (1− e−z) +
1
1− e−z −
1
z
.
Thus, (2.6) and (2.7) imply that
(6.13) Rm1···mk(1− e−z) = Rm1(1− e−z) + · · ·+Rmk(1− e−z),
and
(6.14) Rprα (m)(1− e−z) =
1
α
Rm(1− e−z).
Changing the variables u = 1 − e−z we arrive at (2.8) and (2.9) which finishes the
proof of Theorem 2.9.
7. Appendix: Asymptotics of characters
The aim of this appendix is to provide the necessary details for the proof of Theorem
4.2. The proof goes in two steps. The first one is to study the k = 1 case and in the
second step we reduce general k to k = 1 using approximate multiplicativity of the
characters found in [GP].
Proposition 7.1. Suppose that λ(N) ∈ Û(N) is a regular sequence of signatures, such
that
lim
N→∞
mA[λ(N)] = m.
Then we have
(7.1) lim
N→∞
1
N
ln
(
χ
U(N)
λ(N) (x, 1
N−1)
χ
U(N)
λ(N) (1
N)
)
= Hm(x),
where the convergence is uniform over an open complex neighborhood of 1.
Proof. This statement for real x and without uniformity estimate first appeared in
[GM], see Theorem 1.2 and explanation on the relation to Schur polynomials at the
end of Section 1.1 there. A closely related statement, which corresponds to β = 1
(“orthogonal”) matrix integrals, as opposed to (7.1) corresponding to β = 2 (“uni-
tary”) matrix integrals, for complex x is [GM, Theorem 1.4]. An alternative approach
based on contour integral representation for Schur polynomials was suggested in [GP]
and (7.1) (again, without uniformity estimate) is a corollary of the results of [GP], see
Proposition 4.1 and remark at the end of Section 4.2 there. The uniformity, probably,
can be proved both by methods of [GM] or [GP]. Let us fill in the required details
for the latter approach. We should check that remainders in [GP, Proposition 4.1] are
uniformly small.
First, we should bound ln(Q(w, λ, f)) in [GP, Lemma 4.4]. This logarithm is
(7.2)
(
N∑
j=1
ln
(
w − λj(N) +N − j
N
))
−N
∫ 1
0
ln(w − f(t)− 1 + t)dt,
LIE GROUPS AND QUANTIZED FREE CONVOLUTION 37
where w is a large enough complex number (the exact set where w varies depends
on x). Clearly, when λ(N) is regular, the bound of [GP] claiming that (7.2) is o(N)
becomes uniform over large complex w.
Second, we should make sure that the logarithm of [GP, (4.12)] divided by N tends
to 0 uniformly over large complex w0. But again this immediately follows from the
definitions of δ˜, and u there. 
An analogue of Proposition 7.1 for the root systems B, C and D is obtained through
Propositions 7.2–7.4 which reduce normalized characters of symplectic and orthogonal
groups to the normalized characters of unitary groups. We still do not know any
conceptual representation–theoretic explanation for these reductions and it would be
very interesting to find one.
Recall that characters of unitary group U(N) are identified with Schur polynomials
sλ(u1, . . . , uN) and the following integral representation for them was found in [GP,
Theorem 1.1]:
(7.3)
sλ(x, 1
N−1)
sλ(1N)
=
(N − 1)!
2pii(x− 1)N−1
∮
xzdz∏N
i=1(z − (λi +N − i))
.
Proposition 7.2. For any signature λ ∈ Ŝp(2N) we have
(7.4)
χ
Sp(2N)
λ (x, 1
N−1)
χ
Sp(2N)
λ (1
N)
=
2
x+ 1
sν(x, 1
2N−1)
sν(12N)
,
where ν ∈ Û(2N) is (λ1 + 1, . . . , λN + 1,−λN , . . . ,−λ1).
Proof. This is [GP, Proposition 3.19]. 
Proposition 7.3. For any signature λ ∈ ŜO(2N + 1) we have
(7.5)
χ
SO(2N+1)
λ (x, 1
N−1)
χ
SO(2N+1)
λ (1
N)
=
sν(x, 1
2N−1)
sν(12N)
,
where ν ∈ Û(2N) is (λ1, . . . , λN ,−λN , . . . ,−λ1).
Proof. Following the method of [GP, Section 3] one proves the following integral for-
mula for characters of SO(2N + 1), which can be also found in [HJ, Section 2.1].
(7.6)
χ
SO(2N+1)
λ (x, 1
N−1)
χ
SO(2N+1)
λ (1
N)
=
(2N − 1)!
2pii((x1/2 − x−1/2))2N−1
∮
(xz − x−z)dz∏n
i=1(z
2 − (λi +N − i+ 1/2)2) ,
where the integration goes around the poles at λi + N − i + 1/2, i = 1, . . . , N . We
claim that (7.6) is the same as
(7.7)
(2N − 1)!
2pii((x1/2 − x−1/2))2N−1
∮
(xz)dz∏n
i=1(z − (λi +N − i+ 1/2))(z + (λi +N − i+ 1/2))
,
with integration going around all poles of the integrand. Indeed, to prove this just
expand both (7.6) and (7.7) as sums of residues. Further, shifting z by N − 1/2, we
arrive at
(2N − 1)!
2pii((x− 1))2N−1
∮
(xz)dz
N∏
i=1
(
z − (λi + 2N − i)
) 2N∏
i=N+1
(
z − (−λ2N+1−i + (2N − i))
) ,
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which is the integral formula (7.3) for sν(x,1
2N−1)
sν(12N )
. 
Proposition 7.4. Take N > 1 and a signature λ ∈ ŜO(2N). If λN = 0, then we have
(7.8)
χ
SO(2N)
λ (x, 1
N−1)
χ
SO(2N)
λ (1
N)
=
sν(x, 1
2N−2)
sν(12N−1)
,
where ν ∈ Û(2N − 1) is (λ1, . . . , λN−1, 0,−λN−1, . . . ,−λ1). If λN 6= 0,
(7.9)
χ
SO(2N)
λ (x, 1
N−1)
χ
SO(2N)
λ (1
N)
=
(
1 + (1− x−1)x
∂
∂x
−N
2N − 1
)
sν(x, 1
2N−1)
sν(12N)
,
where ν ∈ Û(2N) is (λ1, . . . , λN−1, |λN |, 1− |λN |, 1− λN−1, . . . , 1− λ1).
Proof. First, note that in the Weyl formula (4.4) for the character of SO(2N), the
second term vanishes when at least one of ui is 1, which is our case. The first term
does not change under the transformation λN → −λN and, thus, we assume λN ≥ 0.
Following the approach of [GP, Section 3] we write
(7.10)
det
[
u
λj+N−j
i + u
−(λj+N−j)
i
]N
i,j=1∏
i<j
(ui + u
−1
i − (uj + u−1j ))
=
N∑
j=1
(−1)j−1 u
λj+N−j
1 + u
−(λj+N−j)
1∏N
i=2(u1 + u
−1
1 − (uj + u−1j ))
· det
[
M (i)
]∏
1<α<β≤N
(uα + u−1α − (uβ + u−1β ))
,
where M (i) is the submatrix of
[
u
λj+N−j
i + u
−(λj+N−j)
i
]
obtained by crossing out the
ith row and column. Now we substitute u1 = x, u2 = u3 = · · · = uN = 1 in the right
side (7.10) and divide by the result of the substitution u1 = u2 = · · · = uN = 1. We get
(essentially we are using Weyl’s dimension formula for the dimension of representation
of SO(2N)):
(7.11)
χ
SO(2N)
λ (x, 1
N−1)
χ
SO(2N)
λ (1
N)
=
∏N−2
i=0 ((N − 1)2 − i2)∏N
i=2(x+ x
−1 − 2)
N∑
j=1
xλj+N−j + x−(λj+N−j)∏
i 6=j((λj +N − j)2 − (λi +N − i)2)
When λN 6= 0, we transform the last sum into a contour integral∏N−2
i=0 ((N − 1)2 − i2)
2pii(x+ x−1 − 2)N−1
∮
2z(xz + x−z)∏N
i=1(z
2 − (λi +N − i)2)
dz,
with the integration contour enclosing the singularities at λi + N − i, i = 1, . . . , N .
Equivalently,
(2N − 2)!
2pii(x+ x−1 − 2)N−1
∮
zxz∏N
i=1(z
2 − (λi +N − i)2)
dz,
with the integration contour enclosing all singularities. Shifting z by N we arrive at
(2N − 1)!(1− x−1)
2pii(2N − 1)(x− 1)2N−1
∮
(z −N)xzdz∏N
i=1(z − (λi + 2N − i))
∏2N
i=N+1(z − (−λ2N+1−i + 1 + 2N − i))
,
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Using (7.3) the last expression is readily identified with
(1− x−1)
2N − 1
(
(x− 1)1−2N ◦ (x ∂
∂x
) ◦ (x− 1)2N−1 −N
)(
sν(x, 1
2N−1)
sν(12N)
)
,
which is (7.9). On the other hand, if λN = 0, then (7.11) is
(2N − 2)!
2pii(x+ x−1 − 2)N−1
∮
xz
z
∏N−1
i=1 (z
2 − (λi +N − i)2)
dz,
with the integration contour enclosing all singularities. Shifting z by N − 1 we arrive
at
(2N − 2)!
(x− 1)2N−2
∮
xzdz(∏N−1
i=1 (z − (λi + 2N − i))
)
(z −N)
(∏2N−1
i=N+1(z − (−λ2N−i + 2N − i))
) ,
which is the integral representation (7.3) for sν(x,1
2N−2)
sν(12N−1) . 
The above propositions imply the following.
Corollary 7.5. Suppose that λ(N) ∈ Ĝ(N) is a regular sequence of signatures, such
that
lim
N→∞
mG[λ(N)] = m.
Then we have
(7.12) lim
N→∞
1
Nˆ
ln
(
χ
G(N)
λ(N) (x, 1
N−1)
χ
G(N)
λ(N) (1
N)
)
= Hm(x),
where the convergence is uniform over an open complex neighborhood of 1. Nˆ = N for
unitary group U(N) and Nˆ = 2N for orthogonal and symplectic groups.
Proof. For G(N) = U(N) this is Proposition 7.1. For G(N) = Sp(2N) we use Propo-
sition 7.2. Since the 1
N
ln( 2
x+1
) vanishes as N → ∞, the result again follows from
Proposition 7.1. Similarly for odd orthogonal group SO(2N + 1) and λN = 0 case
for even orthogonal group SO(2N) we use Propositions 7.3, 7.4, 7.1. Finally, for even
orthogonal group SO(2N) and λN 6= 0, using Proposition 7.4 and
sν(N)(x, 1
2N−1)
sν(N)(12N)
= e2NHm(x)TN(x),
with
(7.13) lim
N→∞
1
N
ln(TN(x)) = 0,
we get
(7.14)
χ
G(N)
λ(N) (x, 1
N−1)
χ
G(N)
λ(N) (1
N)
=
(
1 + (1− x−1)x
∂
∂x
−N
2N − 1
)(
e2NHm(x)TN(x)
)
=
(
1 + (1− x−1)2NxH
′
m(x) + xT
′
N(x)/TN(x)−N
2N − 1
)(
e2NHm(x)TN(x)
)
Note that since (7.13) involves uniformly converging analytic functions, we can differ-
entiate it, which yields that limN→∞ 1NT
′
N(x)TN(x) = 0 and, thus, the term involving
T ′N(x) is negligible in (7.14). Now taking logarithm of (7.14) and dividing by 2N , we
get Hm(x), as desired. 
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The reduction of general k to k = 1 is given in the following statement.
Proposition 7.6. Suppose that λ(N) ∈ Ĝ(N) is a sequence of signatures such that
(7.15) lim
N→∞
1
N
ln
(
χ
G(N)
λ(N) (x, 1
N−1)
χ
G(N)
λ(N) (1
N)
)
= Q(x),
where the convergence is uniform over a compact set M ⊂ C, then for any k ≥ 1
(7.16) lim
N→∞
1
N
ln
(
χ
G(N)
λ(N) (u1, . . . , uk, 1
N−k)
χ
G(N)
λ(N) (1
N)
)
= Q(u1) + · · ·+Q(uk),
where the convergence is uniform over Mk ⊂ C.
Proof. For unitary groups this is [GP, Corollary 3.11] (see also [GM, Theorem 1.7] and
[CS1, Theorem 2] for related statements in the case of real ui.) For symplectic and
orthogonal groups (and even for more general multivariate Jacobi polynomials) this is
proved in the same way as [GP, Corollary 3.11] using the formulas of [GP, Theorem
3.17] and [GP, Theorem 3.21]. 
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