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Abstract This paper examines the uncertainty in the
change in the heat content in the ocean component of a
general circulation model. We describe the design and
implementation of our statistical methodology. Using an
ensemble of model runs and an emulator, we produce an
estimate of the full probability distribution function (PDF)
for the change in upper ocean heat in an Atmosphere/
Ocean General Circulation Model, the Community Climate
System Model v. 3, across a multi-dimensional input space.
We show how the emulator of the GCM’s heat content
change and hence, the PDF, can be validated and how
implausible outcomes from the emulator can be identified
when compared to observational estimates of the metric. In
addition, the paper describes how the emulator outcomes
and related uncertainty information might inform estimates
of the same metric from a multi-model Coupled Model
Intercomparison Project phase 3 ensemble. We illustrate
how to (1) construct an ensemble based on experiment
design methods, (2) construct and evaluate an emulator for
a particular metric of a complex model, (3) validate the
emulator using observational estimates and explore the
input space with respect to implausible outcomes and (4)
contribute to the understanding of uncertainties within a
multi-model ensemble. Finally, we estimate the most likely
value for heat content change and its uncertainty for the
model, with respect to both observations and the uncer-
tainty in the value for the input parameters.
Keywords GCM  Ocean  Emulators  CMIP3 
Multi-model  Uncertainty
1 Introduction
The uncertainties within a climate model come from
many sources. Figure 1 shows a schematic of where the
uncertainties in a model’s outcome can come from. In
this paper, we will specifically address how the uncer-
tainties within the process parameter space of the ocean
component influence the outcomes of a specific ocean
related metric. The metric we choose to examine in this
paper is the annual change in the heat content of the
upper ocean.
The contributions to the uncertainty come from struc-
tural definitions, parameter values, forcing (boundary), and
initial conditions. As a first step, this paper addresses only
the uncertainty in ocean heat content change within the
ocean component of a climate model (i.e. relatively low
resolution models). This path, which leaves out influences
from the interactions with the atmosphere, was chosen
because (1) it limited the computation time required to run
the GCM ensemble and (2) it provided a limited, but
comprehensive, example for testing the methodology. In
this problem, we have reduced the uncertainties shown in
Fig. 1 to only those due to the parameter space of the ocean
and ice models. The initial conditions, surface forcing
(atmospheric parameters), and structure of the simulator
(ocean/ice components of CCSM3.0) are the same for all
the runs. This means, that for this experiment, the uncer-
tainty associated with these aspects is unknowable.
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The uncertainties associated with modeling the change in
heat content by the ocean are important to our under-
standing of the robustness of the estimates of the future
temperature of the Earth. The degree to which the ocean
takes up or releases heat affects the Earth’s surface tem-
perature (e.g. Sun and Hansen 2003). A recent coupled
atmosphere/ocean modeling study, Meehl et al. (2011),
suggests that during periods when the atmosphere appears
not to be warming, the deep ocean is taking up the heat to
balance the energy within the climate system. Studies also
show (e.g. Vo¨lker et al. 2003) that CO2 uptake by the
ocean is also linked in complicated ways to the ocean’s
temperature. Gordon and Jones (1973) estimated that the
partial pressure of CO2 (pCO2) increases by 4 % for a 1 C
increase in temperature. This relationship is not constant,
but is complicated by the productivity of a region (Lefe´vre
and Taylor 2002). In this paper, we use an ocean model to
estimate the ocean heat content change over the period
1960–1996 and its associated uncertainty and compare the
outcomes with observations.
In an atmosphere/ocean general circulation model
(AOGCM), the ocean component’s ability to take up heat is
partly dependent upon how the mixing of heat and salt is
handled and how heat is transported between the low lat-
itudes (where heat is taken up by the ocean) and high lat-
itudes (where heat is given up by the ocean). The processes
involved make use of several parameters and the values of
the parameters have their own uncertainties. Hansen et al.
(1985) and Wigley and Schlesinger (1985) explored, early
on, the important role of the ocean in moderating global
temperatures and associated uncertainties in mixing
parameters. More recent efforts to understand and improve
ocean mixing schemes include Large et al. (1994) and
Huang et al. (2002). Brierley et al. (2010) examined the
ocean heat content in a small coupled AOGCM ensemble.
Each ensemble member varied one of several ocean mixing
parameters one at a time. In their conclusions, they state
that the ocean parameter perturbations have little impact on
large scale climate metrics. However, their ensemble is
small and the temperature difference across the ensemble is
on the order of only ±0.2. Further, no interactions
between parameters were examined.
The goals of this research are to (1) describe and
understand how varying the parameter settings modifies a
simulator’s outcomes, (2) create an ensemble of simula-
tions and quantify its realism for the metric of ocean heat
content change, (3) determine the important processes
influencing the outcomes, and (4) assess how outcomes
from external models fit within the distribution space of our
large ensemble. The paper, through its use of a Gaussian
process emulator, illustrates how robust estimates of a
metric’s uncertainty can help in understanding the complex
non-linearities and interactions within general circulation
models. Figure 2 lays out the flow of the paper and how the
distinct components of our experiment for examining
uncertainty in such a model relate to one another. The top
box on the left gives examples of prior distributions for a
set of inputs. We use samples from these distributions as
inputs to create a set of GCM ensemble members which are
used to create an emulator to represent an extended set of
outcomes (second box on the left). From the emulator, we
can create a distribution for a given outcome, given a set of
inputs. The distribution (third box on left) represents pos-
sible outcomes over the input space. It is a distribution that
would be comparable to a Monte Carlo distribution if the
computational time was available to run the simulator
5,000 times or more. We use our information about the
distribution of the outcomes with respect to a set of inputs
to inform us several things. These are (1) the realism of the
outcomes compared to observations and other models and
(2) the importance of a parameter to an outcome (box on
the right).
Fig. 1 Contributions to
uncertainty in a climate model.
The gray components are the
focus of this paper
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1.2 Distributions and uncertainty
Comparing one or a small number of runs of a hind cast
model’s output to observations gives some estimate of the
quality of the model, however it does not give a robust
quantification of the models uncertainty. Input values can
reasonably vary while still giving a realistic representation
of the ocean. Processor parameter values for a model can
be, for example, the value of a process parameter, initial
conditions, or the boundary conditions. Thus, we would
like to know how such a variation affects a model’s out-
come and can we make a statement regarding the uncer-
tainty attached to an outcome.
If we are to understand the uncertainty in some outcome
produced by a complex model, we need to understand what
the distribution is for all possible outcomes across some input
space. We can do this in a variety of ways. We could run a
small number (*10) of simulations varying some of the
parameters of the input space and then examine the small and
limited distribution of outcomes as compared to observa-
tions. This however, would not give us a distribution over the
multi-dimensional input space that we would like to under-
stand. Second, we could use Monte Carlo methods to sample
from the uncertainty distributions of the model inputs, run
the model at these input values and produce the uncertainty
distribution of our chosen metric. However, the computa-
tional expense of running our model makes this very difficult
as we would need many thousands of runs. In essence, this is
what Brierley et al. (2010) did using a a vast network of
volunteers on home PC’s. We can, however, create an
ensemble of order 100 runs and use the runs to build a sta-
tistical model for the outcome of interest at any value of the
inputs. Such an approximation is know as an emulator.
Emulators are fast to run so it is possible to use the emulator
in a Monte Carlo calculation that would be impossible with
the full model. Thus, we can use the emulator machinery to
create the distribution. The emulator allows us to explore the
change in heat content that results from changing parameter
values in a simulator over a broad parameter space.
2 Experiment design and methodology
The design of the experiment is first described. We, then,
provide a brief description of the GCM simulator that is used
to create our GCM ensemble of outcomes for our metric:
annual ocean heat content change in the top 700 m. We then
give some background information to what we mean by an
emulator and how it is validated prior to using it.
2.1 Experiment description
The experiment consisted of three parts. First, an ensemble of
GCM simulations was created. We will refer to the ensemble
Fig. 2 A schematic of the
layout of the paper and how the
different sections relate to one
another where x is a parameter,
F(x) represents the simulator,
f(x) is the emulator, v is the
variance of the outcomes, and
Y represents the outcomes. See
the text for further information
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of simulations as CSM3-L. Each simulation has a different set
of values for process parameters, x, used in the model
(Table 1). The parameter settings were specifically designed to
sample interactions across the multi-dimension space and are
referred to as the experiment’s design points, D. Second, a set
of ocean heat content outcomes, Y, were diagnosed from the
simulations. Lastly, these outcomes, Y, were used to create a
statistical emulator, f(x), that can be used to explore the
uncertainty in outcomes across the full parameter space. This
allows us to understand the uncertainty of the metric of interest
using the resulting probability distribution function (PDF).
2.2 The GCM simulator
We use the ocean and ice components of an Atmosphere/
Ocean General Circulation Models (AOGCM), the Com-
munity Climate System Model, version 3.0 (CCSM3)
(Collins et al. 2006) as the simulator. The atmosphere and
land components are inactive, with the surface forcing for the
ocean/ice system provided by an atmospheric reanalysis
product (see next paragraph). The CCSM3 ocean component
model is the Parallel Ocean Program (POP) Model, a z-level
model (Smith and Gent 2002) based on the early efforts of
Bryan (1969a, b). The prognostic variables include velocity,
potential temperature, salinity, and sea surface height. The
resolution of the ocean component is a nominal 3, somewhat
finer at the equator, and 25 levels in the vertical. The grid is
variable in latitude and longitude with the north pole located
in Greenland. Details can be found in Yeager et al. (2006).
Some of the variability that occurs on scales smaller than the
model’s resolution (eddy scales and smaller) is parameterized
using the Gent and McWilliams (1990) scheme. The
dynamics of the mixed layer for the model use the K-profile
parameterization (KPP) (Large et al. 1994). The dynamics of
the ice uses complex elastic-viscous-plastic (EVP) rheology
of Hunke and Dukowicz (1997). The EVP method explicitly
solves for the ice stress tensor. The thermodynamics use
a variations of Bitz and Lipscomb (1999) (Briegleb et al.
2002). This code accounts for much of the physical processes
within the ice, including the melting of internal brine regions
and conserves energy.
We forced the ocean/ice system with products derived
from the NCEP re-analysis, specifically, NCEP COREV2
(Large and Yeager 2009). The model runs were initialized
from a previous run with default parameter settings, spun-up
for 200 years. We ran each simulation for a period of
100 years, cycling twice through the daily varying NCEP
forcing fields, because the atmospheric forcing (heat flux,
freshwater flux, and wind stress) is a 50-year data set
(1950–1999, i.e. the last 50 years correspond to these years).
Monthly fields of the full prognostic state were saved,
allowing for the creation of any number of diagnostic quan-
tities or metrics to be analyzed. The simulations exhibit
characteristic drift throughout the water column for the first
30–40 years. In the latter part of each simulation, there is still
some model drift, but only at depths greater than about
1,000 m. In this study, we evaluated the upper portion of the
water column and for only the last 40 years of the simula-
tions. During the last 40 or so years, the drift in the upper
layers cannot be separated from the interannual variability.
The metric we examined for this paper is the average
annual change in heat content, DQ (see Appendix for
symbol definitions), in the upper ocean, 0–700 m, to be
consistent with observed estimates. Four separate quanti-
ties were examined: the heat content change of the North
Atlantic, the North Pacific, the Southern Ocean, and the
total global heat content. For each year, the annual heat























where cp is the specific heat, q0 is an average density, T is
the potential temperature at a given time, s and grid cell
(i, j) and s represents months, 1–12. A 36-year time series
Table 1 Parameter setting
Parameter Description (see references) Units Minimum value Maximum value
KPP-back Background diffusivity term for KPP scheme cm2/s 0.05 5.
KPP-depth Depth scale for varying kappa with depth cm 0.5e5 2.5e5
GM-bolus Diffusion coefficient for bolus term cm2/s 1e5 6e7
GM-slope Mean isopycnal slope None 0.01 0.4
H-anis-vconst Anisotrophic viscosity cm2/s 1e6 1e8
Convect-diff Diffusivity term for convection cm2/s 1e5 1e6
Convect-visc Viscosity term for convection cm2/s 1.e5 1e6
Albicev Albedo for ice None 0.4 0.8
Albsnow Albedo for snow None 0.75 0.95
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was used (N is the number of years). The period of time is
defined by (1) the time period our simulations exhibit no
drift in the upper ocean and (2) the overlap with our
observational data set (1960–1996). We further define DQ
as the average annual change (DQ ¼PNn¼1 DQ=N), in
essence, a measure of heat uptake in the global context, in
the model over this period.
2.3 Design of simulator ensemble
We ran the simulation 100 times, varying a set of nine
parameters (the inputs) listed in Table 1 along with the mini-
mum and maximum values of the sampling ranges. These
parameters were chosen because they influence the solution of
the simulator. A parameter may or may not be important for
this analysis and that is discussed in Sect. 4.3 but could be
important for other outcomes not evaluated in this paper (e.g.
volume transports). Because this ensemble can be used to
explore any number of metrics, a broad set of initial parameters
were varied. We would expect that the parameters related to
mixing (e.g. KPP diffusivity and the KPP depth terms) should
be important in the uptake of heat within the model.
Several sampling strategies have been suggested for the
design of such an experiment, such as the Latin hypercubes
(McKay et al. 1979) or Sobol sequences (Sobol 1967).
Such strategies allow for a minimum number of runs while
testing interactions across the parameter space. We chose
to use Sobol sequences in this experiment that discretize
space using a base 2 system with some reordering of the
resulting sequence. It is a pseudo-random process. An
extended explanation describing Sobol sequences can be
found in Challenor (2011).
We conducted a two-stage experiment. An initial set of
10 simulations was created to explore the validity of our
range in parameter values. The final experiment was
designed to result in an ensemble of 100.91 of the simu-
lations ran to completion. The initial examination of these
completed simulations follows in Sect. 3.
2.4 Brief description of emulators
We use a statistical emulator to expand our limited set of
outcomes over the full range of input values (in this case,
process parameters are the inputs). A brief overview of
what we mean by an emulator is described here, with the
details given in Sect. 2.5. Emulators have been used in a
variety of geophysical problems and examples of their use
are described in Higdon et al. (2004), Williams et al.
(2006), Sanso´ et al (2008), Sanso´ and Forest (2009); Hall
et al. (2011). We develop the emulator using the assump-
tion that the relationship between the model inputs and
outputs are fairly smooth, but non-linear.
We denote the simulator outputs as Y = F(x), where x is
a vector of input values (the parameter values in this case)
of length q. By making a relatively few runs (n), compared
to what is needed for a Monte Carlo analysis, of the sim-
ulator with a carefully designed set of input values, a set of
known outputs, Y, is produced. The outputs and inputs (e.g.
parameter settings, see Sect. 2.3) are then used to create an
emulator, f(x).
Formally,
FðxÞ  f ðxÞ ¼ m0ðxÞ þ GðxÞ; ð2Þ
where m0(x) is some mean process function and G(x) is a
Gaussian process to capture the information that deviates
from the mean. Details are in the following section.
The emulator reflects the true values of Y at the loca-
tions where the simulator was run, i.e. the design points D.
At other points, we expect the distribution of f(x) should
give an expected value for F(x) and an associated uncer-
tainty that represents a plausible value for an outcome, Y,
given its input vector x. The probability distribution should
be a realistic view of the uncertainty in the simulator,
neither under nor overconfident.
A Gaussian process (GP) is used to determine f(x) under
the assumption that the uncertainty in the emulator can be
described with such a process. A GP can be understood as a
generalization of a Gaussian distribution over an infinite
vector space. Just as a Gaussian distribution has a mean and
variance, a GP has a mean function and a covariance
function. It does not mean that either the distributions of
the inputs or the outcomes are Gaussian. Normally the
function F is smooth and continuous over its input space,
although anything known about the outcome can be
incorporated into the emulator by how the mean function is
defined. This can include strong nonlinearities and dis-
continuities. With such a model, the uncertainty in the
outcome, Y, at some vector location, x, is easily obtainable.
2.5 Gaussian emulator details
Equation 2 defined an emulator in a broad sense and fol-
lowing, now we provide the details for interested readers.
We note that in the discussion of the emulator itself, we use
the word parameter to refer to quantities intrinsic to the
emulator. These parameters are not related to the ‘‘process
parameters’’ that are used as inputs in our specific
implementation.
We use a Bayesian framework to evaluate our problem.
We first define a prior for the Gaussian process. The gen-
eral form of our prior mean function is given by:
m0ðxÞ ¼ hðxÞTb; ð3Þ
where h(x)T is a vector of q regression functions and b is a
vector of q parameters. A great deal of statistical modeling
Uncertainty in modeled upper ocean
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can be done to decide on the form of the prior. For our
experiment however, the mean prior function is represented
by a simple linear function (although more complex
functions can be considered):
hðxÞT ¼ 1 xð Þ: ð4Þ
Before we can determine the posterior mean we need to
specify the prior on the Gaussian process. The joint
distribution of any two points, (x1,x2), is Normal with the
mean given by equation 3 and the covariance by
voðx1; x2Þ ¼ r2vðx1; x2Þ: ð5Þ
where v(x1,x2) is a correlation function. For our applica-
tion, we use two different, but related, correlation func-
tions. The first is a Gaussian correlation function:
eððx1x2Þ
T
Bðx1x2ÞÞ. B is a matrix of smoothing parameters
set to be diagonal. This gives a very smooth emulator, i.e.
all derivatives exist.


















where xj,i is the ith parameter for a given location j, bii is
the smoothing parameter in that dimension, q is the number
of parameters, and Km is a modified Bessel function (with
its arguments following in the brackets) and C is the
Gamma function. We set m to equal to 3/2. This gives much
less smooth realizations of our Gaussian process, only the
first two derivatives exist. Each matrix entry, bii, is a





correlation length scales, the off-diagonal values equal to 0.
For details on Gaussian processes, see Rasmussen and
Williams (2006).
Since these methods are Bayesian, they can incorporate
expert knowledge (prior knowledge) to define prior distri-
butions of b; r2, and B. If we wished to include such prior
information, it would be gathered from experts with
knowledge of the simulator of interest (O’Hagan et al.
2006). For our test problem, we assume we do not have any
prior knowledge of how the simulator behaves and use a
linear prior and a Gaussian covariance function with non-
informative priors for mo and r
2. This has the advantage
that the posterior of the parameters b and r2 can be derived
analytically (Oakley and O’Hagan 2004).
B is estimated by maximizing the marginal likelihood;
i.e. we estimate the length scales ð1= ffiffiffiffiffibiip sÞ by determining
their most probable values, given the model output. This is
not a fully Bayesian analysis. For a true Bayesian analysis,
B would also be allocated a prior and a method such as
Markov Chain Monte Carlo would be used to generate the
posterior distributions. In using maximum likelihood, we
underestimate the uncertainty but it is believed that this is
small and full Bayesian analysis is rarely done in problems
such as these Bayarri et al. (2007).
To restate, we form the posterior distribution by com-
bining the prior mean function with the results of the
simulation runs (Y) in the realization of the emulator. The
regression functions associated with the vector b are used
to determine the prior form, f (x), initially, and the
Gaussian process model determines the systematic varia-
tion of the outcome around the values of Y, and thus,
defining the posterior mean function. To clarify, the pos-
terior mean function, mðxÞ is not equal to the prior mean
function mo(x). Rather, it is a combination of the mo(x),
the prior covariance function: vo(x1,x2), and the model
output Y.
The formal expression for the posterior mean is defined
as:
mðxÞ ¼ hðxÞT b^þ tðxÞT A1ðY  Hb^Þ; ð7Þ
where b^ ¼ ðHT A1HÞ1HT A1Y; A is a n 9 n covariance
matrix between the design points D and t is the n 9 1
vector of covariances between the input x and D. H (n 9 q)
is the matrix of the prior mean function evaluated at the
design points D. The first term on the right hand side,
hðxÞT b^, is determined from the linear prior mean with
respect to the outputs Y, and is simply a regression func-
tion. The first term is modified by the relationships between
the different simulator outcomes, Y, and our new point, x
(second term). Note that we have set up the problem so that
the emulator estimates are equal to the model output Y at
the corresponding input locations. As we move away from
where we have run the model the second term goes to zero
and the emulator reverts to the form of the prior.
We can also calculate a posterior covariance term:
vðx1; x2Þ ¼ r^2½vðx1; x2Þ  tðx1ÞT A1tðx2Þ
þ ðhðx1ÞT  tðx1ÞT A1HÞ
 ðHTA1HÞ1ðhðx2ÞT  tðx2ÞT A1HÞT ;
ð8Þ
where r^2 ¼ ðn  q  2Þ1ðY  Hb^ÞT A1ðY  Hb^Þ. This
posterior covariance term gives us information about the
difference in form between the mean posterior and the
mean prior function. The first term within the brackets on
the right side of the equation, v(x1,x2), is the correlation
function dependent upon the different inputs. The second
term, t(x1)
T A-1t(x2), is due to correlation of Y at an input
location and its associated predicted emulator outcome
with the training set. The third term, (h(x1)
T - t(x1)
T A-1
H) *(HTA-1 H)-1 (h(x2)
T - t(x2)
T A-1 H)T, is a covari-
ance quantity related to the residuals from the mean pos-
terior function, the regression function.
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For further details on the GP emulators see Oakley and
O’Hagan (2004) or the Managing Uncertainty in Complex
Models (MUCM) website at mucm.ac.uk. The advantage
of using an emulator is that it is very quick to evaluate and
can be used instead of the expensive full simulator for
inference. A simple, illustrative, but very non-linear
example of a simulator/emulator system is described in
Tokmakian et al. (2012)
2.6 Emulator validation
Our emulator should not be thought of as a single output
value for a given input, but rather, it is a distribution for Y
at the input location x, and these Ys are correlated for the
xs that are close. It should also be noted that there is no
such thing as the emulator for a particular simulator. We
can and do build many emulators. The important thing is
whether the emulator we build is good enough for its
purpose. We must determine whether our emulator is
giving a reasonable posterior distribution for a location.
(Note, a location is defined as multi-dimensional across
the input space, x.) Ideally, we divide the simulation
outcomes (Y) ensemble into two sets, a set to use to
create the emulator, Yemul, and a set for validation, Yval.
We set the number of outcomes for validation, nval, to 10.
We build the emulator and then use it to create a set of
predicted outcomes f(xval) with an associated variance, v
,
at the input locations, xval that are associated with the
outcome validation set: Yval. We then use the Mahalan-
obis distance (Bastos and O’Hagan 2009) diagnostic,
DMD, to determine the validity of our emulator.
DMD evaluates how far the emulator estimates at our
validation input locations are from our true outcomes. It is
defined as:
DMD ¼ ½Yval  f ðxvalÞT vðxval; xvalÞÞ1½Yval  f ðxvalÞ;
ð9Þ
where xval is the input vector associated with Yval. This
diagnostic assumes that the simulator is a smooth function
of the inputs. When DMD is extreme (i.e. much greater or
much smaller than the number of points in the validation
set), then the emulator solution should be examined closely
to identify regions that may need to be sampled further.
Because the DMD diagnostic has a v2 distribution, we can
define our acceptable range (40–60 %) of DMD values
using a v2 distribution for 10 degrees of freedom. This
means that if the computed DMD value is between 8.29 and
10.47, we can consider the emulator outcomes as valid
(within statistical uncertainty) for a given set of inputs.
This diagnostic can be thought of as a multivariate root
mean square difference quantity scaled by the variance at a
location.
A through evaluation of the emulator is performed by
rotating through the ensemble of simulator outcomes: Y,
choosing a different set of Y values for Yval and Yemul. For
example, if there are 100 simulator outcomes, one can
create 90 emulators using a different set of 90 simulator
outcomes for each one. One should be confident that an
emulator is robust if (1) the DMD value is reasonable and
(2) the emulator is similar to other emulators with
acceptable DMD values developed using Yemul sampled
from the same Y ensemble. We apply this validation
methodology in the Sect. 4.1.1
If we cannot produce a separate data set (for example
where we build the emulator with all available model runs)
we can also validate using cross-validation. In this case we
leave out each simulator run in turn and build an emulator
without it. This emulator is used to predict the left out point
and we count the number of predicted points where the true
value is outside two standard deviations of the emulator
uncertainty (Rougier et al. 2009). This is not as good as the
above method but can be used where we need to use all
available runs to create the emulator (Bastos and O’Hagan
2009) .
3 CCSM3-L ensemble examination
We ran the simulator, the GCM, at a broad set of input
points (see Sect. 2.3). Some of these input locations pro-
duced highly unrealistic outcomes. The simulations need to
be plausible, i.e. within the boundaries of observational
estimates, before they can be included the ensemble that
will be used to train the emulator. Our initial set of simu-
lations resulted in 91 stable simulations out of the full 100.
To determine which ones should be included in our
ensemble, we examined the average vertical distribution of
temperature over the last 36 years (years 60 through 96,
corresponding to 1960–1996) of the simulation to further
quantify which simulations were sensible to include in the
development of the emulators. This is a gross measure, a
pre-screening step, to initially determine any highly inac-
curate simulations.
Figure 3 shows the plots for temperature versus depth
for each of the 91 simulations averaged over the globe. In
addition, we show regional averages for the North Pacific,
the North Atlantic, and the Southern Ocean. The black
lines are the outcomes of the model and the red with the
gray fill represents the distribution (mean and variance) of
temperatures from the Levitus (Locarnini et al. 2006) data
set. Overall, the model outcomes are warmer at depth than
the observed mean with a small variance between the dif-
ferent outcomes. At depths less than 1,000 m, the model
outcomes in the Atlantic (Fig. 3a) are distributed about the
mean of the Levitus data. The outcomes for the North
Uncertainty in modeled upper ocean
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Pacific (Fig. 3b) are generally warmer than the Levitus
mean with the outcomes for the globe (Fig. 3d) biased high
because of the domination of the North Pacific basin. In the
Southern Ocean, Fig. 3c, the simulator outcomes are dif-
ferent than the observed distribution. The difference partly
comes from the paucity of observational data in the
Southern Ocean, especially at the higher latitudes.
Figure 3a–d show how the temperature profiles vary
given the different parameter values. A large number of the
profiles, however, are similar. Five of the outcomes show
distinctly different behavior for the temperature in the
Southern Ocean with depth compared to the other 86 out-
comes (Fig. 3c). While none of the simulations match
observations, these five runs are very unrealistic relative
vertical profiles. We are choosing to eliminate these five
outcomes from our ensemble because they vary too greatly
from the mean of the others. This can be thought of as a
pre-calibration step (Edwards et al. 2011). This results in a
revised figure (Fig. 4 for the top 1,000 m) for the mean
global temperature and the 3 regions. The top 1,000 m
highlights the top portion of the water, the portion of the
water column over which the analysis is done. We limited
our analysis of the heat content to the top 700 m. This was
chosen so as to be consistent with previous analysis using
observations (e.g. Levitus data set). The vertical distribu-
tions of temperatures were averaged for the last 36 years of
the simulation for this figure. The variance of the mean
across ensemble members (the ensemble variance) of the
temperature over depth are at least an order of magnitude
greater than the variance within the individual ensemble
member below about 100 m. In the surface layers (100 m
or less), the ensemble variance is much less than the var-
iance within a given member for the three regions, the
North Atlantic, the North Pacific, and the Southern Ocean
because the same surface forcing has been used for all the
simulations.
4 The CCSM3-L distributions for DQ
We now have an ensemble of reasonable simulations (see
Sect. 3) From this set, we computed DQ for each simulation
(see equation 1) that results in n = 86 outcomes for Y. We
use this set of outcomes, Y, (the ‘‘design’’ ensemble) and
our knowledge about the inputs x, along with the emulator
machinery (Sects. 2.4, 2.5), to create a probability distri-
bution function (PDF) for DQ over a broad range of input
values. This is the posterior PDF for DQ given the inputs.
This is equivalent to the Monte Carlo sample of the distri-
bution of DQ that would result if we could run the simulator
at all 5,000 input locations, and hence gives a reasonable
estimate of the output distribution. We used a Normal dis-
tribution for the inputs across the range of values listed in
Table 1. We treated each input as independent of the others.
Because the emulator is fast to run, we can use simple
Monte Carlo methods to create a sample size of 5,000. For
the global estimate of DQ, the mean distribution is shown in
Fig. 5a as the heavy black line. Figure 5b–d show the dis-
tributions of DQ for three regional areas, the North Atlantic,
the North Pacific, and the Southern Ocean.
4.1 The global distribution of DQ and its validation
The PDF for the global distribution of DQ is described
along with validating the emulator that produced it.
4.1.1 Evaluating the quality of the emulator
Before we use the distribution to make statements about the
probability of any given DQ associated with a given input
vector x, we want to validate how well our emulator per-
forms and that our PDF is reasonable over the full input
space. Rather than simply split our data into two sets, a
Fig. 3 Average vertical temperature profiles from the 91 CCSM3-L simulations in black. The gray area denotes the mean ± standard deviation
for the profile from the Levitus data set. a North Atlantic b North Pacific, c Southern Ocean, and d Globe
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training set and a validation set, we used a form of boot-
strap and randomly split our 86 outcomes, Y, into a training
set (76 members) and a ten member validation set. We
repeated this a number of times (60), with each test using a
different set of Yemul and Yval. Each emulator was created
using the same values for the length scales of the inputs
(B in the correlation function) and a Mate´rn correlation
function is used for v(x1,x2) (see details in Sect. 2.5. This
resulted in twenty validating, emulators that satisfy our
success criteria using the DMD diagnostic (see Sect. 2.6)
To illustrate how the validating emulators are similar to
the emulator that uses all 86 outcomes, we compared their
Fig. 4 Same as Fig. 3 except with removal of unacceptable simulations. Only the top 1,000 m are shown. a North Atlantic b North Pacific,
c Southern Ocean, and d Globe
Fig. 5 DQ distributions for the
globe and 3 regions. The gray
curves are distributions from
validation tests and the black
curves are the final distributions
using all 86 simulator (GCM)
outcomes. a Global PDF
b North Atlantic c North Pacific
d Southern Ocean
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probability distributions to the distribution when using all
86 outcomes. In Fig. 5a, each gray curve is the mean
probability distribution for the 20 validating emulators.
These distributions are created by drawing input vector
values x from a Normal distribution with a mean of 0.5 and
a variance of 0.13, then using the input values to estimate
f(xval). As stated before, the black line is the distribution
curve for the emulator created using all 86 outcomes.
Comparing the black distribution to all the gray distribu-
tions in Fig. 5a, we conclude that our final emulator that
uses all 86 points is validated as a reasonable representa-
tion of the true distribution.
We also performed an evaluation that left out only one
point in the creation of the emulator (‘‘leave one out’’ diag-
nostic) (Rougier et al. 2009) . We used the point left out as a
validation point. After running through all 86 locations, 92 %
of the left-out locations validated the emulator as a good
emulator. We used a diagnostic that scaled the difference
between the emulated value and the simulated value nor-
malized by the emulator standard deviation.
4.1.2 The global distribution
Now that we have validated the emulator, we examine the
distribution created using the final (black line Fig. 5a) emu-
lator. If it was a linear relationship between the inputs (i.e. the
process parameters) and heat content, the distribution would
be Normal. Examination of the distribution in Fig. 5a shows
that the relationship is non-linear. The distribution is skewed.
The tail on the left hand side is longer than on the right. For a
skew distribution such as this, the mode is larger than the
median and the median is larger than the mean. Thus it is more
likely that the errors arising from our uncertainty on the inputs
will underestimate the true value. The most likely or maxi-
mum a posterior (MAP) value of the mean annual change in
heat content across reasonable values for the process
parameters for this model is 2.18 9 1021 Joules/yr (J/yr). The
distribution has a 2r width of 1.54 9 1021 J/yr across the
range of input values. The estimates for DQ are summarized
in Table 2, columns 2 and 3.) In other words, given the same
surface forcing applied to the simulation and the same initial
conditions, DQ can vary substantially depending upon what
the input values are set to. In Sect. 4.3, we examine which
parameters are influencing the outcomes.
4.2 Regional distributions of DQ and their uncertainties
To understand how regional distributions for DQ may
differ from the global result, we also examined outcomes in
three areas: the North Atlantic, the North Pacific, and the
Southern Ocean. We created a set of emulators for each
region following the same steps as for the global ensemble.
Figure 5b shows the distributions as applied to the
outcomes in the North Atlantic. The Mate´rn correlation
function is used (see Sect. 2.5). The black curve used all 86
GCM outcomes to create an emulator for this distribution.
The gray curves are the validation distributions (11 in all).
Again, the black and gray curves are similar, thus vali-
dating the black distribution as being reasonable. 88 % of
the second (‘‘leave on out’’) diagnostic values were valid.
The MAP outcome for DQ is 1.98 9 1020 J/yr and its 2r
distribution width is 1.20 9 1020 J/yr.
The emulator for DQ over the North Pacific used a Gaussian
correlation function rather than the Mate´rn correlation func-
tion. We used this function because it produced an emulator
that had a higher number of validated distributions that satis-
fied our DMD criteria. From tests with our data, using a Mate´rn
function results in a slightly narrower distribution than when
using a Gaussian function. Again, the gray curves (14 in
number) in Fig. 5c show the distributions from the validation
tests and the black curve is the distribution using all 86 out-
comes and we found 92 % of the second diagnostic values
were valid. We have less confidence in our final distribution
(black curve) than we have in the Global and North Atlantic
distributions. This is because of the spread amongst the gray
validation curves for the North Pacific is larger than the given
spread shown for the other two. The MAP value is 1.03 9 1020
J/yr and the width of the distribution is 3.92 9 1020 J/yr (2r),
indicating a larger variance in the outcome from the model in
the North Pacific than in the other regions.
For the Southern Ocean, we, again, use the Mate´rn
correlation function. The distribution curves are shown in
Fig. 5d, with the gray curves from the validation tests (12)
and the black curve as the final PDF for DQ in the Southern
Ocean. We found 93 % of the second diagnostic values
were valid. The MAP value is 0.93 9 1020 J/yr with a 2r
distribution width of 0.94 9 1020 J/yr.
Comparing the MAP values for heat content change (DQ)
(see Table 2) for the three regions, the North Atlantic has the
largest value and the Southern Ocean the smallest. However,
the largest uncertainty or variance is in the North Pacific.
When the estimates are scaled by the area of the basin
(DQ=m2), the North Atlantic is several orders of magnitude
larger than in the North Pacific, indicating its importance for
the change in heat content. While most of the regions show a
dominance of warming for all the outcomes, in the North
Pacific, there are a number of outcomes that show a cooling
(*15 %). In the Southern Ocean, the relative warming is
small as compared to the other regions.
4.3 Parameter influence on the outcomes
The marginal relationship between DQ and three of our
input parameters (KPP diffusivity, Isopycnal slope, and the
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GM diffusion term) are shown in Fig. 6a–d, illustrating the
influence each parameter has on the model outcomes as a
result of its input setting. We show the two most important
parameters (KPP and GM diffusivities) influencing the DQ
outcomes as well as one parameter that is relatively
insignificant, the isopycnal slope parameter. We show the
response curves for four areas: a), the North Atlantic (b),
the North Pacific (c) and the Southern Ocean (d). The
values are normalized between the minimum and maxi-
mum given in Table 3 to show relative importance on the
outcome. The curves are the expected posterior mean
outcome (m from the emulator integrated over the other
parameters, see Sect. 2.5)
In general, the response functions for the globe, the
North Atlantic, and the North Pacific are similar. All
generally show a linear response function (with the North
Pacific slightly non-linear) in the same direction for the
GM diffusion parameter. The KPP diffusivity term shows a
low value for a low input setting rising and somewhat
flattening for the higher input settings. The North Pacific
shows a smoother function for this dominant parameter. In
the Southern Ocean, the KPP diffusivity term behaves in a
very non-linear way. This may indicate that in the Southern
Ocean the vertical mixing is somewhat balancing the hor-
izontal mixing because the outcomes between 0.2 and 0.7
of the normalized parameter settings are out of phase,
though the end-points are not.
The plots in Fig. 6 also give us information to identify
the simulations that are extreme. For example, in the global
case, the simulations which use a parameter setting for KPP
diffusivity that is less than 0.2 (normalized) give us results
that are on the low end of the distribution. If we were to
extend our experiment for this model, we would sample the
space for the KPP diffusivity such that additional simula-
tions could be run for the area between 0.5 and 1 to reduce
the uncertainty in this part of the input space. However, it is
not appropriate to extend the experiment with further runs
because the model (CCSM3), as it is used in climate
applications, has had modifications and the computer time
would not be well spent to do such further simulations. We
can, however, use what we find here in exploring the input
space of more advanced models.
We also note that the uncertainty estimates (denoted by
the dashed lines in Fig. 6a–d) associated with each
parameter are not the same. In the global example, the
uncertainty of the outcome that relates to the second
parameter, the isopycnal slope, is about one third the
uncertainty associated with the other two parameters (GM
diffusion and KPP diffusivity). The North Pacific has a
larger uncertainty than the response curves in the North
Atlantic or the Southern Ocean, which is consistent with
our PDFs shown in Fig. 5.
4.4 Summary
We have shown how a distribution for DQ over a repre-
sentative input space for a set of input process parameters
can be created without running a full set of Monte Carlo
simulations. We have determined what the most likely
value for DQ is for our simulator over this input space.
However, this doesn’t fully tell us what we want to know.
We would also like to know how the global distribution
relates to observed estimates of DQ and their uncertainty.
Can we reduce the uncertainty on this metric in our sim-
ulator by understanding how the model’s distribution of
DQ relates to observations? We explore this question in the
next section.
5 Comparison of global DQ distribution
with observational data
In the previous sections, we showed that our simulator
gives outcomes that are sensible (Sect. 3). We also showed
an analysis that validated our emulator (Sect. 4.1.1). In
other words, the emulator is a realistic representation of the
distribution of our simulator’s DQ values. Next, we want to
use observations to determine what inputs give implausible
outcomes. Like a significance test, we never accept that a
set of inputs is plausible because future data may rule them
out. However, once we have shown that a set of inputs
gives an implausible outcome, they will remain implausi-
ble even as we collect more data.
5.1 Global observational estimates of DQ
There are four time series of estimates of the heat content in
the ocean based on observations: (A) Levitus et al. (2009),













MAP 2r MAP 2r MAP 2r
Globe 2.18 1.56 2.42 1.13 2.15 1.35
N. Atlantic 0.20 0.12 0.21 0.10 0.20 0.12
N. Pacific 0.10 0.39 0.12 0.37 0.07 0.30
S. Ocean 0.09 0.09 0.08 0.07 0.05 0.07
a Based on PDF representing initial distribution—implausible loca-
tions found in distribution
b Based on PDF from a revised emulator using locations not within
the implausible region
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(B) Palmer et al. (2010), (C) Ishii and Kimoto (2009), and (D)
Domingues et al (2008). They are not independent; rather the
estimation methods and some of the data are different. For
each time series, we estimated the annual global mean DQ.
The estimates are: 1.69 9 1021 J/yr (A), 5.21 9 1021 J/yr
(B), 1.43 9 1021 J/yr (C), and 2.29 9 1021 J/yr (D), respec-
tively, with a mean value of 2.66 9 1021 J/yr over the four
estimates. We use the same period of time (1960–1996) as for
the other simulator outcomes.
5.2 Defining implausibility
Using the variance and an observational representative
value such as the mean of the four estimates, we can
determine a measure of implausibility (Imp
2 ) (Vernon et al.
2010) for our emulator outcomes against an observational
quantity that we have some confidence in Imp
2 is defined as:
I2mp ¼
ðYobs  f ðxÞÞ2
ðvðxÞ þ r2obs þ r2discÞ
; ð10Þ
where Yobs is an observational estimate of the metric of
interest; f(x) is the expectation of the emulator at location
x; vðxÞ is the variance of f(x), the emulator uncertainty;
robs
2 is the variance of the observation; and rdisc
2 is a
discrepancy term. v is integral to the emulator as a mea-
sure of its uncertainty at each location. A value of
Imp
2 greater than 4 (i.e. two standard deviations) implies that
the outcome generated from an emulator is implausible and
the input vector, x used to generate those outcomes is
unreasonable when compared to observations A–D. We use
2 standard deviations as our criteria. This is equivalent to a
95 % interval if the implausibility score had a Normal
distribution. Vernon et al. (2010) use a more conservative
3 standard deviation criterion. A large discrepancy implies
that we have little confidence in our model’s solution and a
zero discrepancy is the perfect model assumption such that
is made in most assimilation methods. Our observational
variance is much larger than any estimated discrepancy and
therefore assuming a perfect model (rdisc
2 = 0) is reason-
able for this example.
5.3 Determining implausible input space locations
We calculated the implausibility scores for each of our
global emulator outcomes of DQ (5,000) using three dif-
ferent guesses as to what the real observational value is, a
low value, a high value, and an average value. The three
curves (fitted histograms) of the implausibility scores are
shown in Fig. 7. Each emulator outcome, f(x), as given in
Fig. 6 Parameter sensitivity
plots for the four areas: a globe,
b North Atlantic, c North
Pacific, and d Southern Ocean.
The three most important
parameters are shown. The lines
represent the integrated
sensitivity over all other
parameters. The black line
represents the KPP diffusivity
parameter, the red line
represents the isopycnal slope,
and the blue line is the GM
diffusivity. The x-axis is
normalized. See Table 1 for the
limits for each parameter. The
y-axis is an anomaly value of
the DQ value
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Sect. 4.1, is compared to the observed estimate to create the
curves. Each curve uses a different value for the observed
mean to illustrate how the model’s outcome distribution
can be evaluated. Our first example (dash-dot curve) uses
the mean observational value of 2.66 9 1021 J/yr as the
observed estimate for DQ. Less than 1 % of the outcomes
are implausible, meaning that the emulator is mostly con-
sistent with the observation and its variance. As a second
case, we make an assumption that the correct observed DQ
value is equal to the high observational estimate of
5.21 9 1021 J/yr. About 27 % of the outcomes are
implausible as shown by the solid black curve in Fig. 7
(values [ 4 are defined as implausible). If we use the low
end of our observational estimates of DQ; 1:43  1021 J/yr
for the truth, then there are almost no implausible outcomes
with respect to the observation (dashed curve).
It should be evident because of the uncertainty in the
observational values, we do not have enough information
to refine our input space and reduce the uncertainty in the
model. The exception is when the ’’true’’ observed DQ is
the maximum of our four estimates. Then the evidence
from the emulator outcomes suggests that the model dis-
tribution underestimates DQ 27 % of the time. We, next,
illustrate how this information can be used to better define
our input space and parameter settings.
Let’s assume that 5.21 9 1021 J/yr is the best estimate
from the data for DQ. (Note, we are not making the claim
that this is true, only as a way to illustrate the use of
implausibility to reduce the input space.) We visualize
implausibility across the input space in Fig. 8. Because a 7-
dimensional space of the ocean parameters is impossible to
visualize and we will examine it in 2-d increments. We need
to sample the input space adequately across all dimensions
to understand how the parameter settings affect the out-
comes. We use a Latin Hypercube sampling (similar to a
uniform sampling but more efficient) of the input ranges to
create a set of 30,000 inputs to the emulator. This set is large
enough so that we are not assuming any given structure for
the uncertainty of our inputs. The figure shows the fraction
of outcomes that are ‘‘not implausible’’ by varying two
inputs and looking through the other five dimensions
(number of Imp
2 \ 4)/(total number of points within a 0.02
bin). At the high end (pink), the input space has not been
ruled out as unreasonable, while at the low end (light blue),
the input values are implausible because they produce
unrealistic outcomes for DQ. The parameters represented in
the plots in the lower right area of the figure have little
influence on the outcomes, while the first 3 parameters show
the greatest influence. The first term related to KPP diffu-
sivity has the strongest effect. There is a clear non-linear
Table 3 CMIP3 20c3m models
a 2r is the mean of all models
when only one simulation exists
for a model. See Sect. 6.3
Model No. Resolution (# of grid pts)
long/lat




CCSM3 2 384 9 320 40 2.55 0.04
MIROC3.2hrs 1 320 9 320 47 4.54 0.24a
MIROC3.2mr 3 256 9 192 43 1.60 0.41
GISS-EH 5 360 9 180 Hybrid level/isopycnal 0.59 0.28
GISS-AOM 2 90 9 60 16 5.23 0.20
GISS-ER 9 72 9 46 Hybrid level/isopycnal 1.58 0.40
MPI-OM 3 360 9 180 40 1.73 0.20
CSIRO-Mk3.0 3 192 9 189 31 1.07 0.44
CSIRO-Mk3.5 3 192 9 189 31 4.79 0.10
BCCR 1 360 9 180 35 2.56 0.24a
CGCM3.1 (T47) 5 192 9 96 29 6.67 0.10
CGCM3.1 (T63) 1 256 9 192 29 6.56 0.24a
GFDL-CM 2 360 9 200 29 1.56 0.10
MRI 5 144 9 111 23 3.63 0.24
UKMO-HADCM3a 2 288 9 144 20 2.66 0.30
UKMO-
HADGEM1
1 360 9 216 40 1.57 0.24a
CNRM-CM3 1 180 9 170 31 2.31 0.24a
FGOALS-g1.0 3 360 9 170 33 7.42 0.26
IPSL-CM4 1 180 9 170 31 4.58 0.24a
INGV-SXG 1 360 9 180 33 1.73 0.24a
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interaction between two parameters (GM bolus term and the
KPP background diffusivity term), as seen in the box
located in the top row, second colored column.
We, again, estimated PDFs for DQ in Fig. 9, however,
now we only used the input space determined to be not
implausible. We are making the assumption that if a portion
of the input space is invalid for the globe result, it is invalid
for any region also. In this case, we are not attempting to
determine spatially varying parameter input space. We used
a uniform distribution as a prior for the inputs. The distri-
butions that exclude the outcomes that fall within the
implausible region denoted by the light blue area in Fig. 8
are shown as the black curves for the four areas. The gray
curves are the PDFs for the outcomes over all the input
space (same as the black curves in Fig. 5. The MAPs for DQ
in the four areas are listed in the second set in Table 2
(columns four and five). In all cases, except for the Southern
Ocean, the tail on the left of the distribution that exists in the
gray curves is removed (the cooler extremes). The MAP
values, except for the Southern Ocean, have increased as
expected with a lower uncertainty. For the globe, the
uncertainty has decreased substantially. This is expected.
We can look at the DQ PDF in a third way. If we create
a new emulator which uses only those design points, Y, that
have inputs, x, within the ‘‘not implausible‘‘ region, we
produced PDFs that are shown as the dotted curves in
Fig. 9. The MAPs associated with these distributions are
listed as the third set in Table 2 (columns 6 and 7). For the
globe, the MAP decreases slightly (2.18 9 1021 J/yr versus
2.15 9 1021 J/yr), and there is a small reduction in the
uncertainty. The three regions show the same pattern for
the MAP of DQ (N. Pacific and N. Atlantic increases,
Southern Ocean decreases) as before. Having described
this third set of distributions, we prefer the method in the
previous paragraph when we need to refine the PDF to
remove implausible outcomes. Both, however, add insight
to understanding the outcomes of a GCM, given a reduced
input space. First, it is the North Atlantic that is mostly
responsible for the change in the global distribution and the
implausible simulations result in a slightly cooler Southern
Ocean, unlike the global picture.
6 Implausible outcomes in a multi-model ensemble
We now have information about how a model’s parameter
space influences the outcomes for DQ. We can use this
information to ask the question: do DQ values from other,
similar, simulators fall with the distribution space of our
simulator. This is a new and quantitative method to use to
understand relationships between and among members of a
multi-model ensemble.
There is an extensive set of model simulations of the
20th century available for evaluation: the World Climate
Research Programme’s (WCRP’s) Coupled Model Inter-
comparison Project phase 3 (CMIP3) multi-model dataset
(Meehl et al. 2007). This set, and subsets of it, have been
used in various multi-model comparisons and evaluations
(e.g. Cai et al. 2010; Furrer et al. 2007). We show how a
subset of CMIP3, the 20th century simulations, can be
placed in the context of our CCSM3-L experiment to
determine whether or not any specific model outcomes can
be used in a multi-model analysis to help guide whether a
CMIP3 model should be part of a multi-model ensemble.
6.1 Evaluating a multi-model ensemble
Table 3 lists the set of models we are using, the number of
ensemble members for each model (e.g. for GISS-ER—
nine runs were made), the resolution in grid points, the
vertical resolution, the average DQ for each unique model
ensemble and the associated standard deviation, r. The
mean DQ across the full set of models is 3.09 9 1021 J/yr,
with a standard deviation of 2.18 9 1021 J/yr. The mean
and its variance are on the order of the mean and variance
of the four estimates made from observations A–D. As
such, one might be tempted to use the full set of CMIP3
ensemble members. We will show, however, that given
uncertainties, it would be beneficial to evaluate each model
against an ensemble such as this one with quantified
uncertainties associated with it.
With any multi-model comparison there are a set of
assumptions made. A summary of practices can be found in
Fig. 7 Distributions of the Imp
2 scores for the three examples
described in the text. The dash-dot curve uses the value of
2.66 9 1021 J/yr for the observed value, the solid line curve uses
the value of 5.21 9 1021 J/yr, and the dashed curve uses the value of
1.43 9 1021 J/yr. The gray line denotes the value of 4 where any
point greater would be implausible
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Knutti et al. (2010). One can assume that each member is
sampled from a distribution that is centered on the truth (an
observed quantity), i.e. the expected value of all the models
is the truth. Knutti et al. (2010) refer to this as ‘centered on
the truth’. An alternative method assumes that each
ensemble member can be exchanged with other members
or with the observation. In other words, the observation and
each ensemble member are random draws from some dis-
tribution with the ‘‘truth’’ unknown. Knutti et al. (2010)
refer to this as ‘exchangeable’. Weights may also be
included in a multi-model comparison rather than treating
each model equally, but determining the weights requires
some ‘‘expert’’ knowledge and/or guesses as to the veracity
of the model. In this use of the multi-model ensemble, we
use our CCSM3-L ensemble to determine implausible
members as compared to observations A–D. We then
quantify the implausibility (or consistency) of the CMIP3
ensemble members as compared to the CCSM3-L
ensemble.
We make the following assumptions in our analysis. We
assum that the feedback of heat to the atmosphere from the
ocean is small compared to heat uptake by ocean. Our
CCSM3-L ensemble is not a coupled run and to show this
application we must make this assumption. In addition, the
outcomes from the two coupled CMIP3-CCSM3 members
are consistent with the outcomes from the CCSM3-L
ensemble, even though the simulators have different reso-
lutions. All the runs are 20th century runs, so the atmo-
spheric forcing of the ocean should be similar to a hindcast
simulation forced by a 20th century atmosphere (NCEP
Fig. 8 Maps of the fraction of valid Imp
2 values at normalized input locations for seven parameters. The x and y axes labels are denoted by the text
in the boxes along the diagonal. The color range is between 0 and 1, with pink equal to 1 and light blue equal to 0
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product). With any multi-model analysis, there is no
assumption that parameter settings and model structure are
the same. We do not assume this either; rather we do
assume that a CMIP3 model that should be included in any
analysis should fall within our parameter space.
6.2 Defining implausibility with respect to a multi-
model ensemble
Rather than simply comparing the CMIP3 ensemble to the
data which would give us a single measure of how well
each one compared to the observation, we used our
CCSM3-L experiment to make the comparison. This
allows us (1) to see the spread of the ‘‘not implausible’’
CCSM3-L models compared to the data but also (2) the
spread of ‘‘not implausible’’ values compared to the CMIP3
ensemble. Ideally, we would have a full perturbed param-
eter ensemble for each of the CMIP3 runs, but, in the
absence of that, we use the combination to get an idea of
which CMIP3 runs are implausible, given the assumption
that each model will have a similar spread for its own
perturbed parameter experiment. This gives more infor-
mation about the CMIP3 models’ DQ than a simple com-
parison with the data under our assumptions. The analysis
compared the Imp
2 values from the emulator outcomes (the
black PDF in Fig. 5) as cinoared to observations A–D (see
Sect. 5.3) with a similar set of Imp
*2 scores calculated
between each multi-model’s DQ outcome (Table 3) and
our emulator outcomes. We are comparing Eq. 3’s out-
comes to a similar calculation: I2mp for each multi-model
outcome (Ycmip) with each value of the CCSM3-L emula-
tor. Thus, the comparison illustrates where there is overlap
between the not implausible emulator outcomes and the
CMIP outcomes. We define
I2mp ¼
ðf ðxÞ  YcmipÞ2
ðv þ r2cmip þ r2discÞ
; ð11Þ
where Ycmip is the individual CMIP3 outcome for our
metric.
6.3 Implausibility between CCSM3-L outcomes
and CMIP3 outcomes and observations





Ycmip/Ncmip, (the mean of all the
simulation outcomes Y, plus all the CMIP3 outcomes,
Ncmip = 54, n = 86). rdisc
2 is set to 0 and rcmip
2 is set to the
average variance over all the models (the CMIP3 ensemble
plus the CCSM3-L ensemble) (see Table 3). Virtually all
the outcomes, from the CCSM3-L ensemble and the
CMIP3 simulations, fall within the ’not implausible’ space.
Therefore, these broad assumptions do not inform us about
any uncertainties in this set of models. We reject these
assumptions and look at two further examples.
Fig. 9 DQ distributions for the
globe and 3 regions. The gray
curves are the original
distributions (see Fig. 5, black
curves) and the black curves are
the revised distributions having
removed the implausible
outcomes from the emulator.
The dashed curves result from
the creation of a new emulator
using only a set of Y design
points that are within the ‘‘not
implausible’’ regions (‘‘revised
distribution’’). a Global PDF,
with the observational estimate
marked with the dot above the
x axis with the dashed line
indicating the 2 standard
deviation endpoints b North
Atlantic c North Pacific
d Southern Ocean
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For the first example, we use the assumption of
exchangeability of the models by setting the discrepancy
term (rdisc
2 ) to 0 and the rcmip
2 term to the average variance
over all the CMIP models (see Table 3, column 6) and the
Ycmip to the CMIP3 model value. Figure 10a shows the
results, where we show the resulting PDFs for the CCSM3-
L emulator outcomes and each CMIP3 model simulation.
The comparison results in two of the CMIP3 models (9
simulations; denoted be gray dashed lines) having more
than 5 % of the Imp
*2 scores greater than 4. This suggests that
these CMIP3 simulations and the full CCSM3-L ensemble
are inconsistent with each other. And as a consequence,
these CMIP3 simulations are inconsistent with observa-
tions A–D. Theses CMIP3 models are simply those with
the highest DQ values. While it may seem trivial to say that
any multi-model analysis should exclude models with
extreme values, this analysis provides a quantitative
method for determining these thresholds. In contrast to the
threshold set at the high end, all the CMIP3 models with
low DQ values have Imp
*2 that are consistent (Imp
*2 \ 4) with
the CCSM3-L ensemble.
The second example makes fewer assumptions. In this
case, we set the rdisc
2 = (Ycmip - Yobs)
2, that is, the square
of the bias between a CMIP3 member and the observed
value. The rcmip
2 is set as the variance of the individual
model when multiple runs were made or to the average of
all the CMIP3 models when only one run was made (see
Table 3). Five models are now determined to be incon-
sistent: MIROC-hrs, GISS-AOM (1 of 2), CSIRO-MK3.5,
MRI, and IPSL-CM4 (covering 11 simulations). Thus we
are not making the assumption of ‘exchangeability’ as we
allow different discrepancies and variances for each of the
models. The implausibility plot is given in Fig. 10b. The
inconsistent comparisons are denoted by the dashed gray
lines. This information can then be used to exclude models
in a multi-model analysis. Using Table 3 as a guide, it is
not apparent why these models result in more implausible
I2mp values than the other models. Resolution, both hori-
zontal and vertical, do not show any pattern that would
distinguish these models from the others. The mixing
schemes of these models are different, but also do not
characterize the inconsistency, as compared to the other
members of the CMIP3 ensemble. It is a combination of
the size of the bias and a model’s own variance that
determines the implausibility score. The CCSM3-L emu-
lator (sample size: 5,000, Fig. 5a) has an 83 % probability
that its outcome is less than the CMIP3 ensemble. There-
fore, in the case we describe here, the CCSM3-L ensemble
is taking up less heat than our CMIP3 ensemble. What is
needed is more information about the internal structural
variability (e.g. how a model’s vertical discretization
affects the outcomes) of these models.
6.4 An estimate for simulated DQ and its uncertainty





Using the second example from Sect. 6.3 as a measure for
including a model in a multi-model analysis, the average
mean for DQð\DQcmip [ , excluding 11 simulations) for
the adjusted ensemble CMIP3 models is 2.79 9 1021 J/yr.
We use the word ‘‘adjusted’’ to mean the CMIP3 ensemble
minus the members that were determined to be implausible
given the observations A–D. The standard deviation
Fig. 10 PDFs of implausibility scores for multi-model comparisons.
The x-axis (Imp
2 ) are the scores. The black curve is the CCSM3-L
ensemble emulator scores as calculated in Fig. 7 (dashed-dot line).
The solid and dashed gray lines in a represent the ’exchangeable
assumption’ with rdisc
2 set 0 and the CMIP3 rcmip
2 set to the average
variance over all the CMIP3 models, and using Ychip (Eq. 10). b A
similar comparison to (a) but with fewer assumptions with rdisc
2 set to
the squared bias between the observations A–D and the model and the
CMIP3 rcmip
2 set to the variance of an individual CMIP3 model. In
both, the gray dashed lines represent the models where over 5 % of
the Imp
2 scores are implausible, while the gray solid lines are the
resulting PDFS that have less than 5 % implausible scores. See Sect.
6.3 for further information
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(rstructural) of the CMIP3 adjusted ensemble is 2.32 9 10
21
J/yr, which we will call the structural uncertainty, because
it describes the spread across the members of the CMIP3
ensemble. From our CCSM-L ensemble, we assign a
parameter uncertainty (rparameter) of 1.27 9 10
21 J/yr.
From our analysis, the DQ range we would expect from
these models due to both structural differences and
uncertainty in parameter input values is between -2.50 9
1021 J/yr and 8.08 9 1021 J/yr.
7 Conclusions
This paper shows how large ensembles can be useful to
quantify some of the uncertainties in components of com-
plex AOGCMs. We have shown how to (1) construct an
ensemble based on design experiment methods, (2) con-
struct and evaluate an emulator for a particular metric of a
complex model, (3) validate the emulator using observa-
tional estimates and explore the input space with respect to
implausible outcomes and (4) contribute to the under-
standing of uncertainties with a multi-model ensemble.
Further, we have quantified the uncertainty in possible
outcomes for DQ in terms of a set of inputs, the process
parameters. We determined that the most important
parameters are the KPP background diffusivity and the GM
isopycnal slope. These two parameters interact in a non-
linear manner. A third parameter associated with the GM
bolus velocity term is also important, but to a lesser degree.
These interactions between the parameters are illustrated
when we examine the model’s outcomes as compared to
observations A–D. Such a comparison allows us to refine
the input space by ruling out parameter values that lead to
implausible outcomes (see Fig. 8). Last, by assuming that a
member of a multi-model ensemble has a similar uncer-
tainty in DQ as related to its input space, we gave several
examples of how a multi-model ensemble can be evaluated
in light of this uncertainty.
There are several things that might be considered to
reduce the uncertainty in our set of simulations. The first is
to determine a robust observational estimate of ocean heat
content over time and its derived quantity: DQ. This
requires that such a quantity also includes a robust measure
of variance. Second, an additional set of simulations/
emulator ensembles based on a different simulator could be
included. This would test our assumptions about consis-
tency of one simulator/emulator outcomes verse that of
another. A third option might be to do a similarly designed
experiment at a higher resolution of the same or closely
related simulator. Because simulators are advancing faster
than is practical for this research to stay current, we need to
develop methods of relating one set of large ensembles to
another set that is similar, but contains enhancements either
in its structure or or has an expanded parameter space and
may well have a much smaller (order 10) number of
ensemble members. A possible approach to a set of hier-
archical models is described in Kennedy and O’Hagan
(2001) where they model the difference between the sim-
pler and more complex model as a GP rather than emu-
lating each separately. While it might be useful to continue
to explore a refined parameter space for this particular
simulator, it should be noted that it is not appropriate
because modifications to the CCSM ocean model have
occurred and the computer time would not be well spent.
We can, however, use what we have found in this paper to
begin exploring the input space of more advanced models.
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Appendix
Symbol Units Definition





2 Variance related to observations
rcmip





rstructural Structural standard deviation
rparameter Parameter standard deviation
s Month Model month
m Matern covariance shape parameter—set to
3/2
vð; Þ Correlation function
A n x n covariance matrix between D locations
B Smoothing parameters (matrix)
b Components of B
cp J/(kg
oK) Specific heat
D Matrix of all locations 9 (design points)
(n 9 q)
DMD Mahalanobis distance
dz m Model layer depth





dx m Zonal width of model grid cell
dy m Meridional width of model grid cell
f ðÞ Emulator function
FðÞ Simulator function
GðÞ Gaussian
H Matrix of regression functions (h) at D
hðÞ Regression function
Imp
*2 Implausibility score for cmip comparisons
Imp
2 Implausibility score
KmðÞ Modified Bessel function
moðÞ Prior mean process function
mðÞ Posterior mean process function
Ncmip Number of CMIP simulations
n Number of simulator runs at D locations
DQ J Yearly heat content change
DQ J/yr Mean of DQ
q Length of input vector—the number of process
parameters
T oK Temperature of model layer
t Vector of covariances between a new point
and D0ðn  1Þvoð; Þa
vð; Þ Posterior covariance
x Generic input parameter vector, length q
xval Input parameter vector associated with
validation location
Y Generic simulator outcome
Y Ensemble of simulator outcomes (vector)
Yval Simulator outcome for validation
Yobs Outcome related to observations
Ychip Outcome related to cmip models
Yemul Simulator outcome to use to create emulator
a Prior covariance
Scalar: roman; Vector, Matrix: bold roman
Bold indicates a vector of these values
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