The paper is devoted to the numerical solution of an elastoplastic constitutive initial value problems containing the Mohr-Coulomb yield criterion, a nonassociative plastic flow rule and a nonlinear isotropic hardening. The plastic flow rule is formulated in a subdifferential form to keep just one plastic multiplier. It is shown that such a formulation is suitable also for numerical purposes. Namely, it leads to simplification of the implicit return-mapping scheme and the consistent tangent operator. This paper is a free continuation of 1503.03605 available in arXiv.
Introduction
The paper deal with a solution scheme for an elastoplastic constitutive initial value problem containing the Mohr-Coulomb yield criterion, a nonassociative plastic flow rule and a nonlinear isotropic hardening. Following an approach introduced in [1, Section 8], we discretize the problem by the implicit Euler method and solve it by the elastic predictor / plastic corrector method. The plastic correction is usually called the (implicit) return-mapping scheme. Since the Mohr-Coulomb yield surface is nonsmooth, this return-mapping scheme is very complicated. In particular, one must guess whether the unknown stress tensor lies on the smooth portion, on the so-called left or right edge or at the apex of the yield surface. Efficient decision strategy is not known for this model up to now.
In [2] , there was suggested a new idea how to simplify implicit return mapping schemes for some elastoplastic models defined by the Haigh-Westergaard coordinates, namely for Drucker-Prager or Jirasek-Grassl models. The idea is based on a subdifferential formulation of plastic flow rules. Such an approach keep just one plastic multiplier and one need not modify a definition of the plastic flow rule at singular points. The aim of this paper is to show that such an idea can also be used for the Mohr-Coulomb model. We straightforwardly simplify the return-mapping scheme and even derivation of the consistent tangent operator.
The rest of the paper is organized as follows. In Section 2, the Mohr-Coulomb constitutive initial value problem is summarized. Moreover, the subdifferential of the plastic potential is introduced. Its form is crucial for next derivation. Section 3 is devoted to derivation of the improved implicit returnmapping scheme. In, Section 4, the stress-strain operator is summarized based on the result from the previous section. Further, a new form of the consistent tangent is introduced. Its construction is much more simpler in comparision to [1] .
Within this paper, second order tensors, matrices and vectors are denoted by bold letters. Further, the fourth order tensors are denoted by capital blackboard letters, e.g., D e or I dev . The symbol ⊗ means the tensor product [1] . We also use the following notation: R + := {z ∈ R; z ≥ 0} and R 3×3 sym for the space of symmetric, second order tensors.
The Mohr-Coulomb constitutive initial value problem
We consider the elastoplastic problem containing the Mohr-Coulomb criterion, a nonassociative plastic flow rule and a nonlinear isotropic hardening. Within a thermodynamical framework with internal variables, we introduce the corresponding constitutive initial value problem, see [1] .
1. Additive decomposition of the infinitesimal strain tensor ε on elastic ε e and plastic ε p parts:
2. Linear isotropic elastic law between the stress and the elastic strain:
where K, G > 0 denotes the bulk, and shear moduli, respectively. Further, I is the identity second order tensor and I dev is the fourth order deviatoric projection tensor, i.e.
3. Non-linear isotropic hardening:
Hereε p ≥ 0 denote an isotropic (scalar) hardening variable, κ ≥ 0 is the corresponding thermodynamical force and H : R → R is an nondecreasing, continuous and piecewise smooth function satisfying H(0) = 0. Usually, H is a piecewise linear function.
Mohr-Coulomb yield function:
Here, c 0 > 0, φ ∈ [0, π/2] denote the initial cohesion, and the friction angle, respectively. Further,
where σ i and e i , i = 1, 2, 3, denote the eigenvalues (principal stresses), and the eigenvectors of σ, respectively. It holds that f andf are convex on R 3×3 sym × R + , and R 3 × R + , respectively. Moreover, f is an isotropic function with respect to the stress variable sincê
From now on, we will assume the following ordering of the principle stresses:
Here ψ ∈ [0, π/2] denotes the dilatancy angle. The function g is also convex and isotropic.
6. Nonassociative plastic flow ruleε p ∈γ∂g(σ), (2.9) whereγ ≥ 0 is a multiplier and ∂g(σ) denotes the subdifferential of g at σ. It is well-known that
i.e. if σ i is not a multiple eigenvalue of σ. Therefore,
For multiple eigenvalues, the derivative ∂g ∂σ does not exist. We distinguish three cases.
Let σ 1 = σ 2 > σ 3 . Then the double of the eigenvectors (e 1 , e 2 ) of σ can be arbitrary chosen from the set
where Orth denotes the set of all orthogonal matrices in 3D. Define
2 ) ∈ E 3 : n = (1 + sin ψ)(λ 1 e 1 ⊗ e 1 + λ 2 e 2 ⊗ e 2 ) − (1 − sin ψ)e 3 ⊗ e 3 }. (2.12) Let σ 1 > σ 2 = σ 3 . Then the double of the eigenvectors (e 2 , e 3 ) of σ can be arbitrary chosen from the set
Then the triple of the eigenvectors (e 1 , e 2 , e 3 ) of σ can be arbitrary chosen from the set Orth. Define
(2.14)
7. Associative hardening law:ε
Then the elastoplastic constitutive initial value problem has the form: Given the history of the strain tensor ε = ε(t), t ∈ [0, t max ], and the initial values
Find the generalized stress (σ(t), κ(t)) and the generalized strain (ε p (t),ε p (t)) such that (2.1)-(2.5), (2.9) and (2.15)-(2.16) hold for each instant t ∈ [0, t max ].
Incremental constitutive problem and its solution
Consider the following partition of the time interval:
Since we will work only with a fixed step k, we omit the index k and write σ :
for the sake of simplicity. To introduce the implicit Euler discretization of the problem, we define the following trial variables:ε p,tr :=ε
) and σ tr := D e : ε e,tr . Then the discrete elastoplastic constitutive problem for the k-step reads as follows: Given σ tr andε p,tr . Find σ,ε p and △γ satisfying:
Notice that if problem (3.1)-(3.3) has a solution then the remaining input parameter for the next step has the form ε
e : σ(t k ). We solve problem (3.1)-(3.3) standardly using the elastic predictor -plastic corrector method. Elastic predictor. First, we verify whether the trial generalized stress (σ tr ,ε p,tr ) is admissible:
If this inequality holds then we set
It is readily seen that the triplet (σ,ε p , △γ) solves (3.1)-(3.3). Plastic corrector. Let (3.4) do not hold assume that system (3.1)-(3.3) has a solution (σ,ε p , △γ). Then, clearly, △γ > 0 and (3.3) reduces on the equation
with respect to the prescribed ordering σ 1 ≥ σ 2 ≥ σ 3 of the principal stresses.
As follows from (2.11)-(2.14), one can find common eigenvectors e 1 , e 2 and e 3 for the tensors σ and n. If we denote n 1 , n 2 and n 3 as the eigenvalues of n then the spectral decompositions of n and D e : n read as follows:
using the identity
Further from (3.1) and (3.7), it follows that e 1 , e 2 and e 3 are also the eigenvectors of σ tr . Therefore, one can write
where σ tr i is the eigenvalue of σ tr corresponding to e i , i = 1, 2, 3. Consequently, (3.1) yields
Remark 3.1. The eigenvalues of σ tr are known. However, momentally it is not clear which of them corresponds to the unknown eigenvector e i , i = 1, 2, 3. We only know that these eigenvectors are related to the prescribed ordering σ 1 ≥ σ 2 ≥ σ 3 . In the below text we will show that it is possible to choose n ∈ ∂g(σ) such that (3.9) is satisfied for the ordering σ To specify n i , i = 1, 2, 3, in (3.9) using (2.11)-(2.14) it is necessary to distinguish the above mentioned four different cases.
Return to the smooth portion. Let σ 1 > σ 2 > σ 3 . Then n 1 = 1 + sin ψ, n 2 = 0, n 3 = −(1 − sin ψ). After substitution to (3.9) we obtain
From (3.10)-(3.12) one can derive that σ tr 1 > σ tr 2 > σ tr 3 and 0 < △γ < min{γ 1,1 , γ 1,2 }, where
Define the admissible set of multipliers for this case:
Return to the left edge. Let σ 1 = σ 2 > σ 3 . Then there exists (λ 1 , λ 2 ) ∈ Λ 2 such that n 1 = (1 + sin ψ)λ 1 , n 2 = (1 + sin ψ)λ 2 , n 3 = −(1 − sin ψ) as follows from (2.12). Since λ 1 + λ 2 = 1, we have n 1 + n 2 = 1 + sin ψ and thus n 1 + n 2 + n 3 = 2 sin ψ. After substitution to (3.9), we obtain
14)
15)
and consequently, we choose n ∈ ∂g(σ) satisfying λ 1 ≥ λ 2 .
1 Then (3.14)-(3.17) implies γ 1,1 ≤ △γ < γ 2 < γ 1,2 where γ 1,1 , γ 1,2 are the same as in (3.
Return to the right edge. Let σ 1 > σ 2 = σ 3 . Then there exists (λ 2 , λ 3 ) ∈ Λ 2 such that n 1 = 1 + sin ψ, n 2 = −(1 − sin ψ)λ 2 , n 3 = −(1 − sin ψ)λ 3 as follows from (2.13). Since λ 2 + λ 3 = 1, we have n 2 + n 3 = −(1 − sin ψ) and thus n 1 + n 2 + n 3 = 2 sin ψ. After substitution to (3.9), we obtain
20)
and consequently, we choose n ∈ ∂g(σ) satisfying λ 2 ≤ λ 3 .
2 Then (3.19)-(3.22) implies γ 1,2 ≤ △γ < γ 3 < γ 1,1 where γ 1,1 , γ 1,2 are the same as in (3.13) and
Return to the apex.
as follows from (2.14). Since λ 1 + λ 2 + λ 3 = 1 andλ 1 +λ 2 +λ 3 = 1 we have n 1 + n 2 + n 3 = 2 sin ψ. After substitution to (3.9) we obtain and consequently, we choose n ∈ ∂g(σ) satisfying n 1 ≥ n 2 ≥ n 3 . Then (3.24)-(3.27) implies △γ ≥ max{γ 2 , γ 3 } where γ 2 , γ 3 are the same as in (3.18), (3.23), respectively. Define the admissible set of multipliers for this case:
It was shown that one can use the ordering σ 
Therefore the sets C 1 , C 2 , C 3 , C 4 satisfies
and one can join the cases C 1 , C 2 and C 4 as follows:
where (.) + denotes a positive part of a function. After substitution (3.29), (3.31) and (3.2) into (3.6) we find that △γ > 0 satisfies 0 = q(△γ) where
It is readily seen that the function q is continuous on R + . Let us denote q i := q| C i as the restriction of q on C i , i = 1, 2, 4. It holds
From (3.33)-(3.35), it is readily seen that the function q is decreasing and unbounded from below on R + . Moreover
by the assumption. Therefore the unknown multiplier △γ is a unique solution to the equation q(γ) = 0. Similarly if γ 1,2 ≤ γ 1,1 then γ 1,2 ≤ γ 2 ≤ γ 3 ≤ γ 1,1 and one can join the cases C 1 , C 3 and C 4 as follows:
where (.) + denotes a positive part of a function. After substitution (3.36), (3.38) and (3.2) into (3.6) we find that △γ > 0 satisfies 0 =q(△γ) wherê
It is readily seen that the functionq is continuous on R + . Notice that q 1 =q| C 1 and q 4 =q| C 4 . Let us denote q 3 :=q| C 3 . It holds
From (3.33), (3.35) and (3.40), it is readily seen that the functionq is decreasing and unbounded from below on R + . Moreoverq
by the assumption. Therefore the unknown multiplier △γ is a unique solution to the equation q(γ) = 0. Finally, we summarize possible numerical realization of the plastic corrector based on the introduced results. Let
be the spectral decomposition of σ tr . Then
where the unknown principle stresses σ 1 ≥ σ 2 ≥ σ 3 can be found by the above described way. We distinguish four different cases:
1. Let min{γ 1,1 , γ 1,2 } > 0 and q 1 (min{γ 1,1 , γ 1,2 }) < 0. Then △γ ∈ C 1 and can be found as a solution of the nonlinear equation q 1 (△γ) = 0. After finding △γ we determine σ 1 , σ 2 , σ 3 using (3.10), (3.11), and (3.12), respectively. Notice that this case can happen only if σ
where E tr i , i = 1, 2, 3, are the eigenprojections of σ tr , see [1] . Consequently
2. Let 0 < γ 1,1 < γ 2 , q 2 (γ 1,1 ) ≥ 0 and q 2 (γ 2 ) < 0. Then △γ ∈ C 2 and can be found as a solution of the nonlinear equation q 2 (△γ) = 0. After finding △γ we determine σ 1 = σ 2 and σ 3 using (3.17), and (3.16), respectively. Notice that this case can happen only if σ 3. Let 0 < γ 1,2 < γ 3 , q 3 (γ 1,2 ) ≥ 0 and q 3 (γ 3 ) < 0. Then △γ ∈ C 3 and can be found as a solution of the nonlinear equation q 3 (△γ) = 0. After finding △γ we determine σ 1 and σ 2 = σ 3 using (3.19), and (3.22), respectively. Notice that this case can happen only if σ 4. Let 0 < max{γ 2 , γ 3 } and q 4 (max{γ 2 , γ 3 }) ≥ 0. Then △γ ∈ C 4 and can be found as a solution of the nonlinear equation q 4 (△γ) = 0. After finding △γ we determine σ 1 = σ 2 = σ 3 using (3.27) and write
The hardening variableε p will be determined using (3.2) after finding △γ. Notice that the eigenprojections can be simply constructed if the eigenvalues are known. For finding the eigenvalues of a symmetric tensor, we refer [1, Appendix A].
Stress-strain relation and its derivative
Recall thatε p,tr =ε p (t k−1 ), ε e,tr = ε(t k ) − ε p (t k−1 ) and σ tr = D e : ε e,tr . Consequently, one can define the implicit function T representing the above described stress-strain relation:
It is also useful to find a tangent operator to the stress-strain relation, i.e. the derivative ∂σ/∂ε if it exists. To this end, we use the identity 
Here, 
