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A concept of regularity is introduced for finite semilattices with a length 
function. It is shown that the upper fiber of a regular semilattice carries an 
association scheme, when points are associated according to the length of their 
meet. In this framework, a natural definition of t-design is also proposed. The 
theory applies to triangular- and hypercubic-type association schemes, and to 
their q-analogs. 
1. JNTR~DUCTI~N 
Interesting similarities between triangular-type association schemes 
(= Johnson schemes) and hypercubic-type association schemes 
(= Hamming schemes) have been pointed out by several authors. We 
especially refer to [14, 31. Moreover, for both types, there is a natural 
definition of the q-analogs of these schemes, where q-ary Gaussian 
coefficients replace binomial coefficients (cf. [7]). In all cases it appears that 
the association schemes can be embedded in some semilattices having 
remarkable regularity properties. 
In the present paper, considering a partition (A’,, X1 ,..., X,,,} of a finite 
semilattice into Jibers, we introduce an axiomatic definition of regularity. 
Two points x, y in the upper fiber X, are associated according to the fiber 
which contains their meet xy. It is shown that this yields an association 
scheme on X, . (For example, a Johnson scheme is defined in this way 
from the semilattice formed by all subsets of cardinality < m of a given 
finite set.) Furthermore, the eigenvalues of any such association scheme 
are explicitly obtained as rational functions of the parameters of the 
corresponding semilattice. 
On the other hand, a definition of t-design is introduced, which is a 
generalization of the classical concept for the semilattice of a Johnson 
scheme. It is shown that a t-design is entirely characterized by some 
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linear equations on its inner distribution. This allows one to derive a lower 
bound for the index of a combinatorial t-design by use of the linear- 
programming method [3]. 
Throughout the paper, the whole theory is applied to the Iohnson and 
Hamming schemes, as well as to their q-analogs. In particular, analytical 
expressions are given for the eigenvalues of these schemes, which generalize 
some known formulas [3, 10, 141. 
2. REGULAR SEMILATTICES 
Let X be a partially ordered finite set having the property that (X, <) 
is a semilattice [l]: for any two points x, y E X there is a unique z E X, 
denoted by z = xy, which is the greatest lower bound (= meet) of x 
and y. As usual, we denote by 0 the infimum of X. If we add an extra 
element co to X and define CXJ > X for all x, then we obtain a lattice on 
the set X u {co}. 
A function I: X + N, with Z(0) = 0, is called a Zength on X if, for any 
x E X, y E X u {cc>, with x < y and x not covered by co, there exists 
some u E X with x < u < y and Z(U) = Z(x) + 1. Clearly, a given semi- 
lattice admits at most one length function. Let m be the maximum value of 
Z(x). We define the jibers X0, X1 ,..., X, of the semilattice to be the 
(nonempty) subsets of X given by 
Xi = (x E X; Z(x) = i), i = 0, 1,. . ., m. 
DEFINITION. The semilattice (X, <) is called reguZar if it admits a 
length function which enjoys the following three properties: 
(i) Given y E X, , z E X, with z < y, the number of points u E X, 
such that z < u < y is a constant y(r, s). 
(ii) Given u E X, , the number of points z E X, such that z < u is a 
constant v(r, 3). 
(iii) Given a E X, , y E X, with ay E Xi, the number of pairs 
(b, z) E X, x X, such that b < z, b < y, a < z is a constant ~(j, r, s). 
The numbers p, v, T are the parameters of the regular semilattice. 
Notice that p(r, s) and v(r, s) are well defined and are strictly positive 
whenever 0 < r < s < m, with p(r, r) = v(r, r) = 1. 0n the other hand, 
the parameters rr are only defined when there exists some pair (a, y) 
satisfying the requirement of (iii). 
We point out that the above system of axioms certainly is redundant. 
For instance, it is easily verified that (iii) implies (ii), with v(s,j) = 
~(1; m, s), in the case when all elements of X can be written as the meet xy 
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of some x, y E X, . (In fact, this restrictive assumption would lead to a 
simplification of the whole theory.) For future use, we now give two easy 
consequences of the axioms. 
LEMMA 1. Given a E X, , the number of points z E X, satisfying z 3 a 
is a constant B(r) = 7r(r, r, 0), for all r. 
Proof. Take any point y E X, with y 3 a, that is I(uy) = Z(a) = Y, 
and specialize (iii) to s = 0. 1 
LEMMA 2. Given y E X, , u E X, with u < y, the number ofpoints z E X, 
such that z < y and uz E Xj is a constant #(j, r, s). 
Proof. Counting in two different ways the pairs (x, z) E X, x X, 
satisfying x < u and x < z < y, for a given k with 0 < k < h = min(r, s), 




This yields a system of linear equations in the unknowns #(j, r, s), with 
fixed (r, s). Since its matrix [v(k, j)] clearly is nonsingular, these equations 
uniquely determine the 4’s, independently of y and u. 0 
Before going further into the general theory, we now describe some 
interesting families of regular semilattices. To avoid repetition, we use 
similar notations for finite sets and for finite vector spaces over a field 
GF(q): We write A’ < A for A’ a subset (subspace) of A, dim(A) for the 
cardinality (dimension) of A, and Horn@, B) for the set of mappings 
(homomorphisms) from A into B. For any A’ < A and f E Hom(A, B) 
we write f 1 A’ for the restriction off to A’. 
Frequent use will be made of the q-ary Gaussian coefJicients [r] defined 
as follows (cf., for instance, [7]). Let q be a fixed real number >I. Then, 
for any w  E R and integer k > 0, we set 
Kl=[ ((q”-” - 1)/@-i - l)}. 
For 4 = 1, we take [T] to be the ordinary binomial coefficient (3, which 
is in fact the limit value of [F] for 4 ---f 1. We shall need the well-known 
identities (where 6 stands for the Kronecker symbol): 
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In our applications, 4 will be either 1 (in the context of ‘“sets, subsets 
and functions”) or the order of the base field (for “vector spaces, subspaces 
and homomorphisms”). Then, for integers II., k with 0 < k < n, the 
number [i] counts the subsets (subspaces) A < B with dim(A) = k, 
where B is fixed and dim(B) = n. We now give, without proof, a more 
general combinatorial interpretation of Gaussian coefficients: 
LEMMA 3. Let i, j, k, n be integers, 0 < i < j, k < n. Given A, 3, C 
with A < B < C, dim(A) = i, dim(B) = j, dim(C) = ~1, the number of 
E < C such that E n B = A and dim(E) = k is equal to [::!I q(i-i)(k-i). 
EXAMPLE I. For a given finite set or q-ary vector space V, with 
dim(V) = u > 1, and for a fixed integer 792, with 1 < m < v, let us define 
the set 
X = (E < V; dim(E) < m}. 
Then (X, <) clearly is a semilattice, for the natural ordering relation <. 
It admits the length function given by Z(E) = dim(E). 
THEOREM 4. Any semilattice of Type I is regular. Its parameters are 
given by the formulas 
ProoJ: This is an easy consequence of the definition and of Lemma 3. 
The details will not be given. 1 
EXAMPLE IT. Let F and V be finite sets, or finite-dimensional vector 
spaces over GE(q), with I F j > 2 and dim(V) > 1. Define 
X = ((E,f); E < V,/,f6 Hom(E, F)>. 
Thus, X may be viewed as the set of all (homomorphic) relations in” V x F 
which are left-injective. We make X a semilattice by taking inclusion 
ordering, that is: 
((6 f> < (E’, f’>) if (E < E’ and f’ / E = f). 
The intervals of (X, <) are the same modular geometric lattices as in 
Example I, and the length function on X is given by Z((E, f)) = dim(E). 
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THEOREM 5. Any semilattice of Type II is regular, with parameters 
Proof. This is a bit less easy than the proof of Theorem 4, but the 
reasoning is still based on Lemma 3. Again, the detailed verification of the 
axioms, and of the formulas, is left to the reader. 1 
3. ASSOCIATION SCHEMES 
Throughout the rest of this paper, (X, <) is supposed to be a regular 
semilattice. Our objective in this section will be (i) to show that the upper 
fiber X, carries an association scheme, with a natural definition; (ii) to 
derive explicit formulas for the eigenvalues of this scheme, as rational 
functions of the defining parameters. 
Let e, = m > e, > e, > ... > e, be the distinct values assumed by 
Z(xy) for x, y E X,, . Thus, we have 0 < IZ < m. Then we define the set 
R = (R, , R, ,..., R,} of n + 1 relations R,, on X, as 
R,C = ((x, y) E X,*; I(xy) = ek>. 
By definition, each Rrc is symmetric, R, is the diagonal relation, and R is a 
partition of XVL2. To prove that (Xm , R) is an association scheme with n 
classes [2] we shall use matrix techniques. (Cf., especially, [3].) 
For finite nonempty sets Y, 2, let lR(Y, 2) denote the set of all matrices 
over R having Y and 2 as row and column labeling sets, respectively. The 
adjacency matrix D, E W(X, , XV,J of the graph (X, , Rk) is defined as usual: 
Ddx, Y) = 1, if (x, Y> E Rk , 
z= 0, otherwise, 
for x and y varying through Xm . Next, for 0 < i, k < m, we define the 
Riema& matrix Ai,l, E R(Xd , X,) by taking 
Ai,dx, Y) = 1, if x =G y, 
= 0, otherwise, 
for x E Xi , y E X, . For convenience, we shall write Ai = Ai,m . Notice 
that the first axiom for a regular semilattice can be given the matrix form 
A,EAI, = ,4,k> Ai > 0 < i < k < m. (4) 
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Let & = <D, , D, ,..., D,) denote the (n + l)-dimensional real vector 
space generated by the D,‘s. On the other hand, let Ci = AiT& E R(X, , X,) 
for i = 0, l,..., m. 
LEMMA 6. The matrices C, , Cl ,..., C, generate d, with 
G = t 44 ekl Dk , t = 0, 1,. . ,, m. (5) 
k=O 
Proof. The (x, y)-entry in both members of (5) is the number of points 
z E X, such that z < x and z < y hold. So the system (5) indeed is satisfied. 
On the other hand, its matrix [v(t, e&)1 has rank n + 1 (since the rows of 
indices t = e, ,..., e,, form a triangular matrix with unit diagonal). Hence, 
the lemma is proved. 1 
THEOREM 7. The system (X, , R) is an association scheme. 
Proof. According to the Bose-Mesner criterion [2], this :is equivalent 
to the fact that & is a multiplicative algebra. Here we shall establish the 
matrix relation 
which, in view of Lemma 6, will lead to the desired conclusion. By 
definition, for any x, y E X, , the (x, y)-entry of C,C, is the number of 
triples (a, b, z) E X, x X, x X, such that a < xz and b < yz hold. 
Defining ek = Z(xy) we shall count those triples with a fixed value of 
j = &ay): There are #(j, r, ek) choices for a < x (cf. Lemma 2) and, for 
each such a, there are z(j, r, s) admissible pairs (b, z) with b < yz, a < z. 
Hence, (6) is proved, which implies the assertion. 
We shall denote by [v’(i, k); 0 < i, k < n] the inverse of the matrix 
[v(i, k)], which is upper-triangular with unit diagonal. In passing, we 
mention that, for i < k, we have ~‘(i, k) = v(i, k) M(x, y), where 44(x, y) 
is the value of the Moebius function M of any interval [x, y] such that 
x E Xi , y E X, . (See the inversion formula (3) and Examples I and 11.) 
Using (1) we can express the numbers # as 
W, r, 4 = C 44 e> v’(i 0 pL(t, r>. 
Substituting this into (6) we obtain, by use of (5), an identity which will 
be very useful in the sequel, namely: 
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We shall need a particular basis of the so-called Bose-Mesneu algebra ~1, 
consisting of certain matrices C, . Let (pO = O,p, ,...,pJ be the (n + l)- 
tuple uniquely defined as follows: ps is the smallest integer, with 
0 < ps < n, such that CD0 , CB1 ,..., CPS are linearly independent in do2’. 
(According to (5) this simply means that the rows of indices t = p0 ,...,ps 
of the matrix [u(t, e,J] are linearly independent.) Then we shall write 
E, = CPS and call (E, , EI ,..., Es) the Riemann basis of &. 
LEMMA 8. For any Y = O,..., n, the vector space sf,. = (EO , E1 ,..., ET> 
constitutes an ideal of the Bose-Mesner algebra &. 
Brooj’. Replacing Y by pr and s by ps in (7) we readily deduce, by 
definition of the Riemann basis, that E,E, is a linear combination of 
Eo , J-G ,...> E, . This clearly yields the result of the lemma. 1 
By use of (7) we can give an explicit formula for the rth component of 
E,.E, in the Riemann basis: Defining the ideals S& as in Lemma 8, with 
JK, = {O>, we obtain 
Next, we shall use the basis (J, , J1 ,..., Jn) of irreducibZe idempotents [14] 
of z?‘, with j X, [ J,, = E,, (- all-one matrix). According to Lemma 8, it 
is possible to choose the numberin, u of this basis so as to have dS = 
<J, ,.,., J,), that is, 
for some well-defined real numbers p(i, s), with p(s, s) f 0. (These are the 
eigenvalues of E, and, therefore, they are > 0.) By use of the orthogonality 
relations JiJI, = 8i,kJlc we readily obtain 
E,E, = p(r, 4 E, (mod J&), o<r<s; (10) 
the details are left to the reader. Identification between (8) and (10) yields 
an explicit formula for the p’s: 
dr, s> = C u’(j, PA 4L pT 2ps>. (11) 
In several applications (cf. [3]) it is useful to know explicitly the 
eigenvalues of the adjacency matrices Dk , i.e., the real numbers P&(u) 
uniquely defined from the relations 
m 
Drc = 2 P&) J, , 
r=o 
k = 0, l,..., n. WI 
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THEOREM 9. The eigenvalues PB(r) are rational integers; they are 
obtained from the parameters v, rr as the unique solution to the linear 
equations 
go ‘(-Ps 3 e7J Pk(r) = p(r, s), (13) 
for r, s = 0, l,..., n, where p(r, s) is given by (11) when r < s and is taken 
to be zero when r > s. 
Proof. Identifying (9) and (5) with t = pS , we obtain 
go da, , 4 Dk = $ p(r, S) J, . 
Substituting (12) into this we arrive at the desired formula (13). Since 
[~(p, , ek)] is a nonsingular matrix, (13) uniquely determines the Pk(r), 
as rational numbers. Now, because it is an eigenvalue of an integer matrix, 
Pit(r) cannot be rational unless it is integer. This completes the proof. 1 
We shall now apply Theorems 7 and 9 to calculate the eigenvalues of the 
association scheme (X, , 8) for the regular semilattices of Types I and II 
defined in the preceding section. 
EXAMPLE I. Clearly, the number of classes is n = min(nz, v - m} and 
we have ek = m - k for k = 0, I,..., IL On the other hand, it is easily 
verified that pS = s holds. The following result contains a generalization 
of a formula first discovered by Ogasawara [lo] and by Yamamoto, Fujii, 
and Hamada [14] in the case q = 1, where (X,n , R) reduces to a triangular- 
type association scheme; cf. also [3], where it is called a Johnson scheme. 
THEOREM 10. The eigenvalues of an association scheme of Type I are 
given by the formula 
pk(r) = 5 (-l)"-j [; z;] [" 7 'I[" - n ; j  - '1 q~j+C?. (14) 
j=O 
ProoJ: With the values of v and 7~ given in Theorem 4, we derive, 
for (1 l), the expression 
p(r,s)= [nz~r][v-s~r]q~(m-s)~ 
m-s v-m-r (15) 
This can be done by the use of (2) and (3); for more details, we refer to [4]. 
In the case n = m, i.e., m < v/2, the solution of (13) is easily deduced 
from (15), by the inversion formula (3): we obtain the desired formula (14). 
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In fact, it turns out that this is also valid in case m > v/2, essentially 
because the association schemes with triples (4, ZI, m) and (q, v, v - m) are 
isomorphic. i 
EXAMPLE II. Here, the number of classes is n = m in case of sets 
(q = 1) and n = min{m, m’> with m’ = dim(F) in case of vector spaces 
over GF(q). Then we have ek = m - k and pS = s for all k, s < n. When 
q = 1, it is easily seen that (Xnz , R) is equivalent to a hypercubic-type 
association scheme [14], also called Hamming scheme by coding theorists 
[3]. In the less classical case of vector spaces, (X7, , R) may be viewed as 
the association scheme on the set Hom(V, F), where two homomorphisms 
are associated according to the rank of their difference. Indeed, let 
x = (V, f) and y = (V, g) E X, . The condition (x, y) E RI, , i.e., Z(.xy) = 
ek = m - k, means thatf - g has nullity m - k, that is, rank(f - g) = k. 
THEOREM 11. Let c = max(i F 1, 4”“). The eigenvalues of an association 
scheme of Type II are given by the formula 
pk(r) = 2 (-1)7+i [Z -3 [” i ‘1 ,j,!“i’). 
j=O 
(16) 
Proof. First we calculate (1 I), with pS = s. Using the identities (2) 
and (3) and the expressions of Theorem 5 for v and 7~, we easily obtain 
Then, in case n = m, it follows from (3) that the expression (16) with 
c = / F 1 is the solution of (13). In fact, this result is also true in case 
n = ni, with c = qm; essentially, because the association schemes with 
triples (q, m, m’) and (q, m’, m) are isomorphic. 0 
Remark. The functions PA(r) formally defined from (16) for 
k = 0, l,..., n, where c and q are any fixed real numbers with q 3 1 and 
c > qn-l have their own interest. It is readily verified that Plc(r) is a 
polynomial of degree k with respect to the variable c(r) = [;‘I. We 
suggest the name of generalized Krawtchouk polynomial, the limit case 
q = 1 corresponding to the classical definition (cf., for instance, [12]). 
In general, it can be shown that PO(r), PI(r),..., P,(r) form the class of 
orthogonal polynomials, of the variable c(r), over the values r = 0, I,..., n, 
with respect to the weight function w given by 
w(r) = P,(O) = [ F] (c - l)(c - q) ‘.. (c - q’-l). 
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Finally, let us point out that certain generalized Krawtchouk polynomials 
occur in the theory of the association schemes of alternating bilinear 
forms [5]. Unfortunately, it seems that the “natural” semilattices (similar 
to Example II) in which these schemes should be embedded are not regular 
in the sense of the present paper. Perhaps this is an indication of how the 
axioms of regularity could be modified. 
4. A GENERALIZATION OF ~-DESIGNS 
The subject of this section is a natural extension of the concept of 
t-design [9] to any regular semilattice. We first give a lemma about the 
Riemann basis of the Bose-Mesner algebra. Let t H s(t) be ,the mapping 
from the set {O ,..., m} onto (0 ,..., n} defined as follows. s(t) is the largest 
integer s such that ps < t holds. (In our examples, s(t) = t for t < IZ and 
s(t) = IZ for t > n.) Thus, for s = s(t), we have (C, ,..., C,) = d8 . 
LEMMA 12. Let 01 be any uector in R(X,). For given t = 0, l,..., rn, the 
conditions (& = 0) and (E,cz = 0 for all r < s(t)) are equivalent. 
Proof. For s = s(t), suppose E,ol = 0, that is, C,a = 0 with k = ps . 
Since Ci, = A,*& , we have ARn = 0. Using (1) we deduce Aicr = 0, 
hence Cia = 0, for all i < k, because p(i, k) is not zero. Now, by defi- 
nition, t is less than psfl , This means that C1 is a linear combination of 
co , Cl ,..., C,, . So we deduce Ctol = 0, and we have shown that the second 
condition implies the first. The proof of the converse result is similar and 
will not be given. 1 
DEFINITION. Let /3 be any nonzero vector in Lw(X,). Given an integer t, 
with 0 < t < m, suppose that, for a point z E X, , the number 
(17) 
is a constant X (independent of z in XJ. Then /I will be called a t-design 
of index X. When ,6 E N(&J holds, then /3(x) can be interpreted as the 
number of occurrences of x in some collection of points; this will be called 
the combinatorial case. 
Counting the sum C (h(z)* , z E X,> in two different ways, for a t-design /3, 
we obtain X I X, 1 = (/3’~) ~(t, m), where y is the all-one vector. Observing 
that y itself is a t-design, of index B(t) (cf. Lemma l), we deduce 
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Remark. Let i < t. It turns out that any t-design of index X is an 
i-design of index M(i)/O(t). This result will appear as an indirect conse- 
quence of Theorem 13. Here we only wish to emphasize some arithmetic 
conditions for t-designs in the combinatorial case, namely, M(i) = 0 
(mod e(t)), for all i = 0, l,..., t. 
The inner distribution of a nonzero vector /3 is the (n + I)-tuple 
(4 > 4 ,.I*, an) of real numbers a, given by 
(,@,@ ak = c {I@> p(Y); 6, V> E Rk), (19) 
where the relations Rk are defined as in Section 3. The normalization has 
been chosen so as to give a, = 1. It also yields 
a, + a, + *a* + a, = (PTy)“/(PTP>. (20) 
In the combinatorial case, the right member of (20) is < pry, with equality 
if and only if p(x) E (0, 1) holds for all x. When this is so, ,8 is called simple; 
it can be viewed as the characteristic vector of some subset of X,,, . 
As in Section 3, let P,(O), P,(l) ,..., P&z) denote the eigenvalues of the 
adjacency matrix D, . Then vk = P,(O) is the valency of Rk . As shown by 
the author in the general context of association schemes [3], the inner 
distribution of any /3 satisfies 
(21) 
In fact, this can be easily proved by use of the well-known inversion 
formula on eigenvalues [14], which we now recall for future use. Let pr 
be the rth multiplicity of the Bose-Mesner algebra, i.e., pLr = rank(J,). 
Then the inverse of the system (12) is 
/ xrn 1 J, = /b i v,lpk(r) Dk 2 
k=O 
r = 0, l,..., n. (22) 
THEOREM 13. A vector ,8 forms a t-design if and only if its inner distri- 
bution satisfies equality in (21) for all r with 1 ,( r < s(t). 
Proof. (i) We first observe that the t-design property can be expressed 
by means of the Riemann matrix A, in the form 
A~(PWY) - r(P’r)> = 0. (23) 
Indeed, for z E X, , the component (A@)(z) is equal to X(z), by definition. 
Now p is a t-design if and only if X(z) is a constant, its value X being given 
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by (18). On the other hand, we have (&y)(z) = e(t). So, (23) indeed is a 
criterion for t-designs. 
(ii) Let 01 = &7y) - y(pTy) E 5X(X,). Then (23) is equivalent to 
Cta = 0, that is, by Lemma 12, to the system E,a! = 0 for r = 0, l,..., s(t). 
Since the vector spaces (J, ,..., J,.j and (E, ,..., ET> coincide, for all I’, and 
since the J?‘s are nonnegative definite, the above system is equivalent to 
GJp = 0 for P < s(t). Using J,y = a,,,~ we can write this as 
WYWJG) = (P-Y>” %,o > 0 < r < s(t). (24) 
(iii) The definition (19) can be given the form (p’,@ a, = p’D,$. 
Hence we easily obtain, by use of (22), 
for all r. (Notice that this implies (21), because the right member clearly 
is nonnegative.) Consequently, (24) is equivalent to 
G-5) 
Thus, we have shown that (25) is a necessary and sufficient condition for p 
to be a t-design. 1 
From Theorem 13 we can derive a lower bound to the index h of 
combinatorial t-designs with a given t > 1. The idea is the following 
(cf. [3]). We want to minimize the function g = a, + a, + ..’ + a, of the 
rational variables ak 3 0, with a0 = 1, subject to the additional con- 
ditions (21) and (25). Let g* denote the minimum value of g for this linear- 
programming problem. Then, because the inner distribution of any 
combinatorial t-design satisfies the conditions, we deduce from (18) and 
(20) the linear-programming bound 1 X, / A > g*B(t). Notice that, in case 
of equality, the design must be simple. 
Remark. Let /3 be a t-design with s(t) = n. Then it readily follows 
from Theorem 13 that /? in fact is an m-design. This case is trivial: p must 
be a multiple of the all-one vector y. 
EXAMPLE I. Our concept of combinatorial t-design in regular semi- 
lattices of Type I with 4 = 1 clearly is equivalent to the classical notion 
(cf. [9]). The generalization to 4 = prime power is quite natural; it has 
been independently proposed by Cameron [private communication]. It 
seems impossible to obtain general explicit expressions for the linear- 
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programming bound. However, it can be shown that this constitutes an 
improvement of the generalized Wilson and Ray-Chaudhuri inequality 
[ 131, namely, 
[;]A 3 [4][:‘], with s < t/2, s < z’ - tn. 
EXAMPLE II. For q = 1, a combinatorial t-design in a regular semi- 
lattice of Type II is equivalent to an orthogonal array of strength t (cf. [I 11). 
Using the recent terminology of Hanani [S], one could also call it a 
transversal t-design. It is known that the minimal index is h = 1 in case 
m < I F /. (For actual constructions, we refer to Goethals [6], among 
others). In fact, it turns out that the linear-programming bound reduces to 
h > 1 if and only if 1 F j > max(t + 1, m - t + l> holds. For the 
remaining cases, no general explicit form of the bound is known, 
When q is a prime power, a combinatorial t-design of index X (Type II) 
may be viewed as a collection of homomorphisms from V to F having 
the following property. For each E < V with dim(E) = t and each 
f~ Hom(E, F), there are exactly h homomorphisms h in the collection 
such that h 1 E = f holds. The question of bounds and constructions is 
much simpler than for q = 1. Indeed, it turns out that the linear- 
programming bound is X > 1 in all cases. Moreover, the inner distribution 
of a combinatorial t-design with X = 1 is entirely determined from the 
numbers m, t, q, j F [. Finally, there actually exist such minimal t-designs, 
for all values of these numbers. Constructions will appear elsewhere. 
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