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Resumen
A lo largo del documento se trataran los aspectos necesarios para el desarrollo
del sistema del brazo robótico, se inicia con un capitulo introductorio, posterior-
mente se despliegan tres capítulos que contienen información técnica y teórica
sobre el procesamiento de imágenes, sistema físico del sistema y desarrollo del
sistema de control, y por ultimo un capitulo de resultados y funcionamiento del
sistema.
Se inicia con el capitulo introductorio del porque se escogió este sistema, la
justiﬁcación, objetivos puntuales, la metodología que se utilizo y cronograma,
en el capitulo siguiente se habla acerca del procesamiento digital de imágenes
donde en este se toma algunos aspectos sobre los modelos de color y se deﬁne el
que se va a usar en el procesamiento, de igual manera se explica como se obtienen
las características de color del objeto y la extracción de la posición relativa de
el en la imagen: dicha información sera entregada en el sistema de control por
medio de una tarjeta de adquisición (en este caso un arduino). Posteriormente
se tratará el tema del sistema físico donde se habla de las propiedades del brazo
robótico, la rotación de cuerpos rígidos, la cinemática y selección de los modelos
de Denavit-Hanterberg, las matrices de rotación o rotación de Givens entre
otros.
Por otro lado en un capitulo se tratará lo que concierne al sistema de control,
cuya ﬁnalidad es obtener un modelo del sistema físico y la aplicación de una
técnica de control para el seguimiento del objeto, el sistema de visión y seg-
mentación de la imagen para que el sistema físico sea capas de seguir el objeto
y mantenerlo en el centro de la imagen, ya los resultados de dichas pruebas se
muestran en otro capitulo. Se espera que el documento sea del agrado del lector
y brinde herramientas tanto técnicas como teóricas para la aplicación de con-
ceptos aquí desarrollados y sentar una base para próximos desarrollos y posibles
extensiones de la función planteada en este proyecto.
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1. Introducción
Durante la historia de la robótica, investigadores han desarrollado una gran
variedad de robots, principalmente utilizados en cuestiones de tareas peligrosas,
monótonas e imposibles para el ser humano. Los robots fueron diseñados y
construidos desde hace varias décadas con el objetivo de prestar servicios a los
seres humanos en tareas repetitivas; En la industria, los robots se emplean para
elaborar trabajos de pintura, soldadura, ensamble de piezas, etc. En el área
espacial, como rescatadores de satélites, recolección de muestras, exploración
de terrenos y para labores de mantenimiento de las estaciones espaciales, la
robótica forma parte de nuestra vida cotidiana. Muchas aplicaciones que hace
décadas se consideraban imposibles de realizar son una realidad.
La robótica se ha encargado de optimizar diferentes tareas en el transcurso
del tiempo, buscando diferentes métodos para solucionar problemas de cualquier
tipo, una de las soluciones para mejorar la eﬁciencia y guiado de los sistemas
robóticos, ha sido la implementacion de sistemas de visión, la visión puede ser
considerado un proceso que permite a una persona obtener una gran cantidad
de información del ambiente, la cual a la vez ayuda a esta a desenvolverse ya sea
en la navegación o bien en la realización de tareas, el que este proceso con todos
sus problemas se intente resolver de forma automática mediante computadoras,
formula una de las áreas de investigación y desarrollo de mayor inversión en
los últimos años. Visión de computador se deﬁne como todo intento enfocado
al desarrollo de algoritmos que traten de lograr que una maquina simule hasta
cierto grado el proceso de visión biológico.
1.1. Deﬁnición del problema
1.1.1. Antecedentes
El origen del procesamiento digital de imágenes puede ser rastreado hasta
principios de la década de los sesenta. Fue en este tiempo cuando la NASA daba
seguimiento al programa de ciencia lunar, en un intento de caracterizar la su-
perﬁcie de la luna para apoyar el posterior programa Apolo. Una vez tomadas
las grabaciones de la superﬁcie lunar, y tras varios intentos fallidos de enviarlas
a la Tierra, el proyecto Ranger 7 logró enviar dichas grabaciones a la tierra y,
una vez aquí, fueron convertidas de su forma analógica a digital. Una vez hecho
esto, fue necesario evaluar las imágenes y eliminar distorsiones geométricas y de
respuesta. Este proceso dio inicio al empleo de computadoras para procesamien-
to de imágenes. Al principio, este procesamiento se llevó a cabo únicamente en
aplicaciones astronómicas.
El decrecimiento en los precios y accesibilidad de sistemas digitales para ob-
tención y manejo de imágenes conlleva capacidades de procesamiento mejores;
aunado a esto, la revolución de las micro computadoras convirtió el procesa-
miento digital de imágenes en parte de la vida cotidiana. A pesar de que el
programa espacial dio inicio a la investigación y desarrollo de procesamiento
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de imágenes, las aplicaciones no se restringen a ello. En la actualidad, el pro-
cesamiento digital de imágenes tiene un extenso campo de aplicación, como:
imágenes espaciales, biomédicas, radiografías industriales, foto-reconocimiento
de imágenes, televisión, visión infrarroja, radar con visión periférica y varias
formas multa-espectrales como mapeo de escenas u objetos en formato bidi-
mensional.
1.1.2. Descripción del problema
Así como lo nombrado anteriormente, nos enfrentamos a un mundo el cual
tiende a optimizar muchos procesos y un sistema robótico sin la función de
visión puede operar correctamente aunque con ciertos inconvenientes. Para ello,
necesitan de un conocimiento total de su espacio de trabajo o de los objetos
a manipular. Si alguna de estas características varia, el robot no es capaz de
trabajar correctamente y es necesario la intervención del hombre para corregir
los errores de posición o fallas de operación, por ejemplo, algunas aplicaciones
en robots industriales para solucionar dicho problema, realizan una serie de
secuencias de posición pre-enseñadas a partir de la geometría de la zona de
trabajo y la localización de los objetos esto comúnmente se lleva a cabo en
robots ensambladores o en funciones de pick-and-place.[1]
En cambio, la visión en sistemas robóticos les aporta una mayor ﬂexibilidad
operacional, proporcionando una respuesta automatizada sobre objetos y am-
bientes variables, logrando así trabajos mas eﬁcientes e inteligentes. Con esto,
ciertas aplicaciones como transporte de objetos (en procesos de manofactura y
automatización), ensamblado a precisión o robots en la medicina, entre otros,
requieren de robots con visión debido 2a la importancia de las tareas que reali-
zan.
1.1.3. Formulación del problema
¾Es posible desarrollar e implementar un sistema capas de seguir objetos en
un brazo robótico de N grados de libertad?
1.2. Justiﬁcación
De los antecedentes y la descripción se pueden sintetizar básicamente dos
aspectos principales del problema:
- Reconocer la problemática y determinar de una manera clara los puntos a
seguir a través del Visual-Servoing 1
- Implementar algoritmos capaces de solucionar dicha problemática.
1Es el tema de investigación sobre el estudio de visión de robots, comúnmente se le conoce
en ingles como Visual Servoing o  Vision-based Robot Control. Este método se reﬁere
principalmente a la utilización de información extraída del sistema de visión para el control
de movimiento del robot. [2]
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De lo anterior podemos deducir que el hombre en su constante ingenio y
motivación por generar nuevas formas de avances y conocimientos, siempre busca
maneras de destacarse, creando sistemas y medios que mejoren su calidad de
vida, en el área de Robótica se encuentran grandes investigaciones relacionadas
con esto, en este proyecto se dará un primer paso a la interacción hombre-
máquina partiendo del punto de reconocimiento de objetos y con la capacidad
de seguirlos, con este proyecto también se busca incrementar dicho conocimiento
en esta línea de investigación, en un futuro su beneﬁcio es aportar diferentes
alternativas de solución para problemas especíﬁcos que involucran la integración
de las áreas de Electrónica, Mecánica y Computación desde un punto de la
robótica.
1.3. Objetivos
1.3.1. Objetivo general
 Implementar el sistema de control de un brazo robótico que sea capaz de
reconocer objetos en movimiento y seguir su trayectoria.
1.3.2. Objetivos especíﬁcos
1. Determinar técnicas de segmentación e identiﬁcación de características en
imágenes.
2. Implementar un sistema de control basado en el modelo de servo control
visual Eye-in-Hand
3. Realizar pruebas de validación basadas en la identiﬁcación y seguimiento
del objeto de prueba.
4. Aplicar los modelos de Denavit-Hanterberg, matrices homogéneas, mode-
los de rotación de Givens y cuaterniones.
5. Implementar el modelo de calibración de cámara de Zhang.
1.4. Diseño metodológico
1.4.1. Estructura de la unidad de análisis
El presente proyecto se articula mediante un enfoque metodológico de tipo
teórico y experimental, conjugando el trabajo con el grupo de investigación
Instrumentación y control (Universidad Tecnológica de Pereira), para diseñar
un sistema con la capacidad de reconocer y seguir imágenes en movimiento.
1. REVISIÓN BIBLIOGRÁFICA
Actividades.
 Búsqueda de textos, artículos, proyectos de grado, revistas y artículos aﬁnes
sobre el tema.
 Seleccionar y organizar la información relevante y que contribuya a la
solución de la problemática.
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2. ESTRUCTURA
Actividades.
 Determinar qué elementos componen la estructura del brazo robótico
3. SELECCIÓN SISTEMA DE POTENCIA
Actividades.
 Calculo de potencia requerida para el movimiento del brazo
 Buscar los posibles proveedores de motores eléctricos de alto torque
 Seleccionar el más adecuado según las necesidades
4. SELECCIÓN SISTEMA DE ALIMENTACIÓN Y CONTROL
Actividades.
 Buscar un sistema de control para la operación del brazo es decir tarjetas
de desarrollo.
 Desarrollar e implementar el algoritmo del sistema de procesamiento digital
de imágenes.
5. VERIFICACIÓN DE LOS SISTEMAS
Actividades.
 Prueba de funcionamiento de la estructura mecánica
 Prueba de funcionamiento del sistema de tratamiento digital de imágenes
 Prueba del sistema de seguimiento de objetos
1.4.2. Criterio de validez
Posterior a la concatenación del sistema de identiﬁcación de patrones y los
actuadores, se realizaran pruebas de funcionamiento iniciales que permitan la
sintonización y correcto funcionamiento del sistema de seguimiento en condicio-
nes controladas.
La identiﬁcación del objeto es competencia neta del procesamiento de imáge-
nes y los resultados estarán fuertemente atados a su robustez, por ende para la
veriﬁcación del sistema se realizaran las pruebas en ambientes controlados don-
de se espera una eﬁciencia superior la 50%, los cuales serán medidos a partir
de los elementos mostrados al sistema con una característica especiﬁca, la cual
también sera identiﬁcada por este, y comprada con la cantidad que el sistema
sea capaz de identiﬁcar y seguir, a consideración del diseño e implementacion,
es un criterio suﬁciente para la validación del funcionamiento del prototipo.
1.5. Conﬁabilidad
La conﬁabilidad esta basada en la relación estrecha entre los componentes
teóricos y las practicas que comprenden el diseño de este sistema, estos han
sido veriﬁcados teórica y prácticamente a lo largo de la formación en el área de
ingeniería Mecatronica en dichos campos.
5
Por lo tanto, estos conceptos usados en dicho desarrollo serán una vez mas
veriﬁcados y documentados a lo largo de la experiencia de la implementacion
del sistema de control para el seguimiento de objetos.
1.6. Esquema temático
El esquema temático estará compuesto por lo estipulado en la base normativa
de presentación de trabajos de grado y capitulado con cuatro puntos críticos de
la implementacion del sistema, los cuales son:
 Implementar los modelos de rotación necesarios para el seguimiento del
objeto a través del brazo robótico
 Algoritmos de identiﬁcación y extracción de características para referencias
de seguimiento
 Concatenación del sistema físico, el sistema de control y los algoritmos de
identiﬁcación
Cada capitulo contendrá información detallada de la experiencia del diseño,
eﬁciencia y conﬁabilidad debido a pruebas y conclusiones del sistema ﬁnal.
1.7. Cronograma
1. Determinar técnicas de segmentación e identiﬁcación de características en
imágenes.
2. Aplicar los modelos de Denavit-Hanterberg, matrices homogéneas, mode-
los de rotación de Givens y cuaterniones.
3. Implementar el modelo de calibración de cámara de Zhang.
4. Implementar un sistema de control basado en el modelo de servo control
visual Eye-in-Hand
5. Realizar pruebas de validación basadas en la identiﬁcación y seguimiento
del objeto de prueba.
Figura 1: Cronograma de actividades
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2. Procesamiento de imágenes
2.1. Introducción
Al mundo de hoy lo rodean una gran variedad de imágenes con formas y colo-
res llenas de información, y en la mayoría de los casos hasta incitan sensaciones
que invitan a los sentidos a explorar nuevas experiencias con la tecnología.
El auge de los ordenadores en las últimas décadas a abierto la puerta para
que la información se globalice y se dé total acceso a todo aquel que lo desee,
además ha permitido que cada persona en la intimidad de su hogar o desde su
sitio de trabajo haga uso de estas nuevas herramientas y las incorpore a su vida
diaria.
Que podría llamar más la atención que un juego de imágenes multicolores de
impecable calidad?, realmente pocos acontecimientos lo superarían; si se tiene
en cuenta que la mayoría de los gustos del ser humano entra por los ojos, se
podría decir que es aquí donde el procesamiento de imágenes juega un papel muy
importante en la demanda de nuevos métodos de tratamiento y mejoramiento
de imágenes.
En la actualidad, la mayoría de los hogares cuentan con la presencia de
ordenadores, están arraigados en la vida diaria hasta el punto de ser el centro
de entretenimiento, estudio y hasta de trabajo, pero cuantas personas se han
preguntado qué sucede dentro de estas fenomenales herramientas que permite
disfrutar de una cantidad de imágenes al mando de un usuario?, la verdad
podrían ser muy pocas y eso es lo que hace que el procesamiento y la generación
de imágenes sean transparentes para la mayoría de los usuarios ﬁnales.
Lo que se busca con el procesamiento de imágenes es realizar mejoras en
las características de brillo y contraste, permitiendo realizar también realce de
bordes y ecualización, o simplemente la extracción de características con el uso
de algoritmos, por medio de los que se busca suprimir aspectos innecesarios o
realizar otros más relevantes, justo como los ﬁltros.
Cada proceso que se quiera realizar a una imagen es un mundo completamen-
te distinto, es decir, tiene su propio campo de estudio y una amplia aplicación,
se pueden identiﬁcar tres procesos básicos:
1. Características de Señal: Tratando una imagen como señal se pueden
extraer características basadas únicamente en los datos numéricos que represen-
ta el color de cada pixel, la ﬁla o la columna de una imagen se comporta como
una cadena de datos igual que una señal, por tanto se puede aplicar cualquier
algoritmo que se desee, estando entre los más comunes la derivación, la apli-
cación de la transformada de Fourier; o analogías espaciales como máscaras de
ﬁltrado en frecuencia, máscaras estadísticas, entre otras; pero especialmente con
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la ecualización y el realce se busca una mejora sustancial en las características
de color en una imagen.
2. Características de Forma: En esta parte se extraen características que
se basan únicamente en la comparación e identiﬁcación de formas de cualquier
tipo, comúnmente se encuentran comparaciones con modelos de guras geomé-
tricas como círculos, triángulos, cuadrados, etc.
3. Características de Color: En esta parte se extraen características que
se basan en el color de un objeto, por tanto el procesamiento está ligado es-
trictamente al manejo de los modelos de color. Debido a que el desarrollo del
prototipo se basa en la identiﬁcación de características de color, este tema se
ampliara a continuación.
2.2. Espacios de color
Los espacios de color son modelos de representación donde cada uno consta
de tres componentes que a su vez, contienen información en valores numéricos
y dependiendo de dichos valores se conforma un color en especial, el cual es
asignado a un pixel. Entre los espacios más comunes se encuentran: RGB, HSV,
YCbCr.
2.2.1. Modelos RGB
Este Modelo de color es el más común y sencillo de asimilar, La componente
R almacena la información de la intensidad de Rojo, la componente G contiene la
información de la intensidad de verde y la componente B contiene la información
de la intensidad de Azul, entendiéndose un Valor de (0) como la ausencia de
dicha componente y (255) como la presencia pura de dicha componente, en la
ﬁgura 2 se muestra el modelo de generación espacial RGB.[3]
Figura 2: Modelo de generación espacial RGB
2.2.2. Modelo HSV O HSB
Este Espacio es un modelo no lineal de generación de color y consta de
tres componentes, H (del inglés Hue, Matiz) el cual contiene la información
del color, S (Del Inglés Saturation - Saturación) contiene información de la
intensidad de color y V ó B (Del Inglés Value or Brightness - Valor o Brillo), es
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la componente que contiene la información sobre el intensidad del brillo, en la
ﬁgura 3 se muestra el modelo de generación espacial HSV.
Figura 3: Modelo de generación espacial HSV
2.2.3. Modelo YCbCR
Este espacio de color es ampliamente usando en vídeo digital. La información
de la luminancia (Iluminación de la imagen) está contenida en la componente
Y, y la información de las crominancias (Colores presentes en la imagen) es
almacenada en las dos componentes restantes. La componente Cb representa la
diferencia entre el color azul y un valor de referencia, y de la misma manera,
la componente Cr representa la diferencia entre el color rojo y un valor de
referencia, en la ﬁgura 4 se muestra el modelo de generación espacial YCbCr.
Figura 4: Modelo de generacion YcbCr
Obsérvese que el modelo YCbCr nace de la rotación del cubo RGB haciendo
coincidir sobre el eje Y la esquina donde se construye el color negro en el punto
de referencia, y la esquina donde se construye el color blanco con el valor máximo
de la componente de luminancia.
2.3. Sistema de procesamiento
En un aparte anterior se comentó a cerca del auge de los sistemas de cómputo
y de las capacidades que estos poseen para generar imágenes de alta calidad e
increíble realismo, por tanto, se podría decir que los ordenadores en la mayoría
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de los casos son sub-utilizados y para la mayoría de usuarios es transparente
la gran capacidad computacional, por tanto es posible aﬁrmar que día a día el
mundo convive de manera inconsciente con el procesamiento de imágenes. Los
dispositivos que realizan dichos procesos deben tener gran capacidad para que
la percepción del ser humano no se vea afectada, y es aquí donde se introduce el
término Tiempo Real, el cual está relacionado con la capacidad de percepción
del sistema de visión humano.
Tentativamente, cualquier plataforma de programación podría ser usada pa-
ra desarrollar un sistema de procesamiento de imágenes, pero se debe de tener
en cuenta un aspecto técnico muy especial, la adquisición de imágenes; esta re-
quiere de una cámara compatible con la plataforma de programación, o al menos
una interfaz que permita realizar dicha acción, por tanto este aspecto es el más
complejo en el desarrollo de un proyecto en este campo y quizá la razón por la
que se usa un tipo de plataforma más que otra.
Ya que el propósito de este proyecto es desarrollar un prototipo, entonces se
requiere que el procesamiento se realice de manera tal que se logre la aplicación,
y que a la vez se maneje una componente pedagógica, con el n de que pueda ser
entendido y posteriormente extendido a nuevos alcances, por esa razón, para el
procesamiento se utilizará la herramienta de cálculo MatLab.2
MatLab cuenta con un Toolbox (Caja de herramientas) especializado en
adquisición de imágenes con el nombre de Imaqtool, con él se puede determinar
los sistemas de adquisición reconocidos y funcionales, es decir, se reconocen
los dispositivos con los que se puede realizar adquisición de imágenes y permite
elaborar una conﬁguración básica y sencilla, por ejemplo; conﬁgurar la resolución
y el modelo de color de adquisición de la cámara.
MatLab trabaja con tres modelos de color nativos desde el dispositivo de
adquisición (o cámara), y son: GrayScale (Escala de grises), RGB (Red - Green
- Blue) y YCbCr (Luminancia Y, Crominancias Cb - Cr ); al utilizar uno de
los modelos nativos no se invierte carga computacional en conversión de modelo
de color, por tanto se ahorra tiempo de procesamiento. Lo anterior restringe la
aplicación al uso de uno de los dos modelos de color restantes. En la ﬁgura 5 se
muestra el entorno gráﬁco del Imaqtool donde se puede observar algunos de sus
controles de conﬁguración.
2.3.1. Determinación del modelo de color
Para el desarrollo del prototipo es necesaria la identiﬁcación de las carac-
terísticas de color de un objeto (Para el caso de este proyecto se considerarán
las características de color de un balón de fútbol), y el espacio de color juega
un papel muy importante en la segmentación, por tanto, es imprescindible de-
terminar el modelo de color a usar en el desarrollo, por lo cual se realizará una
2MatLab es un software herramienta de cálculo propiedad de The MathWorks
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Figura 5: Interfaz gráﬁca de Imaqtool (Toolbox de adquisición de imágenes)
comparación de los dos modelos nativos con los que se adquieren imágenes, y
para ello se implementó un procedimiento para el análisis de imágenes basado
en el estudio de las componentes de color, con los resultados se podrá deter-
minar el modelo más adecuado para el procesamiento y que además facilite la
identiﬁcación y segmentación del objeto.
2.3.2. Análisis de las componentes de color
A la parte inicial del proceso de análisis se denomina Captura de la imagen
y segmentación, en esta parte se requiere una imagen donde se encuentre el ob-
jeto a identiﬁcar, posteriormente se realiza un recorte de la imagen donde solo
se contengan pixeles con las características de color que se desea segmentar, en
la ﬁgura 6 se puede observar que sobre la imagen se realiza el recorte del mismo
elemento en ambos modelos de color, a estos recortes se les extraerá la informa-
ción de las características de color en ambos espacios, y dicha información será
analizada en el siguiente paso.3
El siguiente paso del análisis se denomina Separación de componentes y
análisis estadístico.
3Se debe tener en cuenta que se está realizando la comparación de dos modelos, por tanto
la imagen 6A contiene información coherente para el modelo de color RGB, y la 6B contiene
información coherente para el modelo YCbCr. La visualización de imágenes en MatLab está
por defecto en la representación RBG, debido a eso la imagen 6B se aprecia con colores de
tonalidades extrañas, pero se logra identiﬁcar que se reﬁere a la misma imagen.
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A- -B
Figura 6: Segmentacion del objeto en la imagen (A=RGB B=YCbCR)
Al tener el segmento de imagen que contiene el objeto recortado como se
muestra en la ﬁgura 6, cada recorte se separa en tres variables, pues cada una de
ellas contiene la información de una de las componentes del segmento recortado
en su respectivo modelo, para el caso del espacio RGB, una variable contiene la
información de la intensidad de rojo y a si mismo con las componentes G y B
que contienen la información de la intensidades de verde y azul respectivamente,
y para el caso del espacio YCbCr, una variable contiene la información de la
luminancia Y, y otras dos contiene la información de las crominancias Cb y Cr.
A cada una de las variables por separado se le aplica un análisis estadístico
de los valores encontrados en el segmento, cuyo resultado es el promedio, y
posteriormente se realiza el cálculo de la desviación estándar, generando así un
rango de valores donde se puede inferir que contiene las características de color
del objeto, los siguientes rangos fueron emitidos por el análisis estadístico para
el modelo RGB realizado a la imagen de la ﬁgura 6A.
Rango R [169,3670] [233,4691] [297,5973] > Rango [110,2456]
Rango G [13,8709] [133,4211] [245,1233] > Rango [236,2324]
Rango B [5,3455] [74,9329] [145,3233] > Rango [144,6489]
Cotejando los rangos se puede observar que la dispersión de los datos es muy
grande, por tanto fácilmente se pueden cometer errores de identiﬁcación, cabe
aclarar que los datos en una imagen son del tipo UINT84, por lo que los datos
que puede contener una componente están en el rango de 0 a 255.
Para el caso del modelo de color YCbCr, (Cuyos rangos obtenidos por el
análisis estadístico se muestra a continuación), la componente Y que corresponde
a la luminancia (Información sobre la luz) tiene una dispersión grande por tanto
no brinda información relevante para la identiﬁcación del objeto, por otro lado,
4Unsigned integer 8 bits - Entero sin signo de 8 bits
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se puede observar que la dispersión de los rangos de las crominancias son más
pequeños, lo que advierte que podrían ser más selectivos.
Rango Y [53,2233] [132,6704] [234,1404] >Rango [222,8901]
Rango Cb [54,8767] [80,1347] [105,6497] )>Rango [40,5720]
Rango Cr [169,8283] [156,2782] [206,6787] >Rango [16,8790]
A este punto del análisis de los modelos de color ya se puede presumir que el
modelo YCbCr brinda más facilidades en la segmentación del objeto por medio
de las características de color, el paso a seguir es probar en la propia imagen si
los rangos emitidos por el análisis estadístico a la imagen de la ﬁgura 6B son
válidos para la identiﬁcación.
La prueba nombrada anteriormente se denomina Respuesta del análisis es-
tadístico del segmento. Se buscan dentro de la imagen inicial los pixeles que
cumplan con la información obtenida por el estudio estadístico del segmento,
es aquí donde se observa la identiﬁcación del objeto por sus características de
color.
Figura 7: Segmentación del objeto en RGB
Usando los rangos que fueron resultado del análisis estadístico en el modelo
de color RGB a la imagen original (ﬁgura 7), se puede observar que los rangos
permiten que se segmente el objeto, pero a la vez también reconoce un tramo
de piel, debido a la dispersión puede incurrir en errores de identiﬁcación y por
tanto no realizar la segmentación de manera satisfactoria del objeto.
Realizando la misma acción sobre la imagen en el espacio de color YCbCr,
se obtiene una segmentación mucho más eﬁciente que la que se observó con el
espacio de color RGB (Véase la ﬁgura 7B), razón por la cual se selecciona el
modelo de color YCbCr para realizar la identiﬁcación del objeto en el desarrollo
del prototipo.
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Para observa de una manera más completa la capacidad de selección de cada
espacio de color se puede analizar, entre más intenso sea el color rojo es más
alto el valor y entre más intenso sea el color azul indica un valor bajo, es decir,
255 da un rojo intenso y 0 en azul intenso.
A- -B
Figura 8: Segmentación del objeto en YCbCR
Al realizar un análisis detenido de los mapas de intensidad, se observa que el
objeto no resalta de manera satisfactoria en dos de las componentes del modelo
RGB, atando esto a los rangos obtenidos con el análisis estadístico, en la que
corresponde al color Rojo presenta valores altos en un segmento del objeto lo
cual sugiere que la dispersión obtenida del análisis de esta componente es menor
que en las otras dos.
Realizando el mismo análisis a las componentes del modelo YCbCr, se ob-
serva que el objeto resalta mucho mejor que en el modelo RGB, la componente
Y no contiene información relevante, pero las componentes de las crominancias
brindan datos suﬁcientes para realizar la identiﬁcación de las características de
color, esto sugiere que la dispersión de las crominancias son mucho más peque-
ñas en comparación con el rango de la componente Y (luminancia), por tanto
se puede basar el algoritmo de identiﬁcación en estas dos componente para seg-
mentar el objeto.
2.3.3. Generación del mapa binario
Al recorrer la imagen pixel por pixel y comparar los valores con los rangos
deﬁnidos para el espacio YCbCr, se genera un mapa binario en el que se marca
cada pixel que contiene la característica de color, con la realización de dicha
acción se obtiene la imagen binaria mostrada en la ﬁgura 9A.[4]
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Figura 9: Mapa binario de los pixeles identiﬁcados usando el espacio YCbCr
Al objeto blanco mostrado en la ﬁgura 9A se le denomina objeto binario, y
es a este al que se le extraen algunas características, como tamaño y área, pero
lo más importante es la identiﬁcación del centro del objeto, esta característica
es la piedra angular del algoritmo de identiﬁcación, pues con ella se obtienen los
datos de la posición relativa del objeto en la imagen y pueden ser entregados al
sistema de control.
2.4. Extracción de características del objeto binario
Para la extracción de características nombradas en el aparte anterior, se
requiere del uso de algunas funciones de MatLab especializadas para el proce-
samiento de imágenes, pues con ellas se facilitará la obtención de la posición
relativa del objeto en la imagen, las funciones usadas en el desarrollo del proto-
tipo se nombran a continuación.
2.4.1. Uso de BWLABEL
La función BWLABEL5 es una función de MatLab contenida en el Toolbox
de procesamiento de imágenes a la que se le ingresa una imagen binaria, esta
función entrega una matriz del mismo tamaño de la imagen inicial, pero en ella se
encuentran marcados los objetos binarios detectados (pixeles blancos conectados
con un área determinada) con números, y el segundo dato que entrega la función
es la cantidad de elementos encontrado en la imagen binaria.
Con esta función se identiﬁcan todos los objetos presentes en una imagen,
y entiéndase en este segmento del documento como objeto binario a la nube de
puntos blancos conectados, tal y como se muestra en la ﬁgura 9A, en la que se
encuentra un solo objeto.
5Para mayor información sobre esta función y algunos ejemplos del uso remítase al software
de The MathWorks MatLab y teclee en el WorkSpace (Espacio de trabajo) el siguiente código:
help bwlabel
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2.4.2. Uso de REGIONPROPS
La función REGIONPROPS6 es una función de MatLab contenida en el
Toolbox de procesamiento de imágenes a la cual se le ingresa una imagen con
todos los objetos identiﬁcados, por tanto se usa generalmente después de aplicar
la función BWLABEL.
Esta función permite extraer diversa información de los objetos presentes en
una imagen, para el caso del desarrollo se usa la característica llamada Centroid
con la que se extrae la posición del centro del objeto, dicho dato es entregado
de forma numérica, por tanto permite realizar cualquier acción que se requiera
con dicha información.
En la ﬁgura 9B se muestra con un asterisco de color rojo la posición central
del objeto, dicha información se usó para deﬁnir la posición de la palabra objeto
cerca del centro de la nube de puntos blancos; en el proyecto la posición central
del objeto se entregar al sistema de control a n de mantener al objeto siempre
enfocado en el centro de la imagen.[10]
6Para mayor información sobre las características que se pueden extraer con la función
REGIONPROPS, úsese el comando help en el WorkSpace de MatLab.
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3. Sistema físico
3.1. Introducción
Un brazo manipulador o brazo robótico se puede deﬁnir como el conjunto
de elementos electromecánicos que propician el movimiento de un elemento ter-
minal (gripper o herramienta). La constitución física de la mayor parte de estos
manipuladores guarda cierta similitud con la anatomía de las extremidades su-
periores del cuerpo humano, por lo que, en ocasiones, para hacer referencia a
los distintos elementos que componen al robot, se usan términos como: cintura,
hombro, brazo, codo, muñeca, etc.
Una especiﬁcación general de un brazo robótico comprende: sus grados de
libertad, su conﬁguración y su cinemática directa e inversa. Estas especiﬁcacio-
nes son dadas desde el diseño propio de cada robot y su aplicación. Los brazos
manipuladores están diseñados de modo que se puedan programar para llevar
a cabo un conjunto de tareas, el programa puede consistir en ejecutar tales ta-
reas especiﬁcas de manera repetitiva durante largos periodos de operación. Esto
requiere alto nivel de precisión, el cual puede lograse si se dispone de un cono-
cimiento exacto de conﬁguración física del robot y de la posición y orientación
que el efector ﬁnal adquiere cuando los actuadores del robot posicionan a cada
una de las articulaciones.
Para abordar el tema de una manera adecuada se tiene que tener en cuenta
los siguientes tópicos:
1. Cinemática: Es la parte de la física que estudia el movimiento de los
cuerpos, en Robótica el estudio cinemático se centra en obtener la relación entre
la posición y orientación del movimiento que el robot realice.
2. Grados de libertad: Se deﬁne como la cantidad de movimientos que
puede realizar un robot, con respecto a un motor el cual es el que nos dice el
estado cinemático de dicho robot. El robot está compuesto de varios cuerpos y
estos se unen unos con otros. El número de grados de libertad coincide con el
número de ecuaciones necesarias para describir el movimiento.
3.2. Planteamiento
Un brazo robótico es un tipo de brazo mecánico, normalmente programable,
con funciones parecidas a las de un brazo humano; este puede ser la suma total
del mecanismo o puede ser parte de un robot más complejo.las partes de estos
manipuladores o brazos son inter-conectadas a través de articulaciones que per-
miten, tanto un movimiento rotacional (tales como los de un robot articulado),
como un movimiento translacional o desplazamiento lineal.
La función que debe realizar el sistema mecánico para el desarrollo del pro-
totipo es, en primera medida sostener la cámara y permitir la realización de
cuatro movimientos, por tanto es un sistema con cuatro grados de libertad.
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Tomando como referencia el sistema de coordenadas, el primer movimiento
se realiza sobre el plano X0Y0Z0 en dirección del vector Z0, Donde se genera la
rotación horizontal de la base, el siguiente movimiento del hombro (Ver ﬁgura
10). Sobre el Eje Z1 se genera la rotación vertical de inclinación y elevación, el
siguiente movimiento del codo sobre el Eje Z2 se genera una rotación vertical
igual al Eje Z1, El siguiente movimiento generado sobre el Eje Z3 PITCH y
ﬁnalizando el siguiente movimiento de rotación axial del Eje Z5 ROLL, el mo-
vimiento de rotación intrínseca7 alrededor del eje vertical en este caso la base
se denomina YAW.[5]
Figura 10: Ángulos de rotación en coordenadas
3.2.1. Centro de masas
El centro de masas de un sistema discreto o continuo es el punto geométrico
que dinámicamente se comporta como si en él estuviera aplicada la resultante
de las fuerzas externas al sistema De manera análoga, se puede decir que el
sistema formado por toda la masa concentrada en el centro de masas es un
sistema equivalente al original. La ubicación del centro de masa es un aspecto
muy importante del planeamiento del sistema brazo robótico, pues si se logra
hacer concordar el centro de masa del objeto con el origen de coordenadas
mientras el sistema realiza un movimiento, se minimizan los efectos de torques
adversos debidos al desplazamiento del centro de masa.
La inercia es un concepto asociado a la masa de un objeto, por tanto, se
podría decir que la inercia en un sistema rotacional es análoga a la masa de
un objeto en un sistema traslacional; por tanto la inercia indica la resistencia
del objeto a cambiar su estado de equilibrio, ya sea de reposo o de movimiento
rotacional, por lo tanto dicha inercia debe ser tenida en cuenta al momento de
modelar el sistema y obtener su función de transferencia. Lo que se busca con
la ubicación del centro de las masas es tratar es de minimizar el esfuerzo de los
7Es el movimiento de cambio de orientación de un cuerpo o un sistema de referencia de
forma que una línea (llamada eje de rotación) o un punto permanece ﬁjo.
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motores en la retención para así facilitar el movimiento en cualquier posición en
la que se encuentra la cámara de ﬁlmación.
3.2.2. Efectores
Los efectores son las herramientas o mecanismos que le permiten al robot
interactuar y realizar funciones con su entorno. La interconexión del robot con
su efector ﬁnal es un aspecto importante de la ingeniería del mismo, ya que
debe realizar algunos funciones, tales como proporcionar un soporte físico al
efector durante el ciclo de trabajo, la energía para que efector pueda funcionar,
la señales para poder controlar el efector también se proporcionan a través
de la interconexión, y algunas veces también las señales de realimentación se
transmiten por medio de esta interconexión.
3.2.3. Articulaciones
Las articulaciones permiten que se puedan realizar movimientos de robot.
Para conectar las diversas articulaciones que se puede tener un robot, se utilizan
elementos rígidos llamados uniones. En un brazo robótico, las articulaciones
están diseñadas para permitir que el efector ﬁnal pueda llegar a una posición
deseada dentro de los limites de tamaño del robot y de los movimientos de las
articulaciones. Básicamente, existen dos tipos de articulaciones, las lineales y
las rotatorias.
- Articulación Lineal: Las articulaciones lineales implican un movimiento
deslizante o de las uniones de conexión, algunas veces se hace referencia a la
articulación lineal como articulación prismática.
Figura 11: Articulación lineal
- Articulación giratoria: En las articulaciones giratorias se pueden dis-
tinguir tres tipos. Al primer tipo se le denomina rotacional, en este tipo de
articulación el eje de rotación es perpendicular a los ejes de las dos uniones. El
segundo tipo de articulación giratoria implica un movimiento de torsión entre
las uniones de entrada y salida. El eje de rotación de la articulación giratoria es
una articulación de revolución en a que la unión de entrada es paralela al eje de
rotación y la salida es la perpendicular a dicho eje.
19
Figura 12: Articulación giratoria
3.2.4. Volumen de trabajo
El espacio dentro del cual se mueve el efector ﬁnal; esta determinado por
la conﬁguración del robot[6], el numero de grados de libertad, el tamaño de las
articulaciones y la forma como se combinan estas. Este espacio de trabajo se
puede dividir en dos espacios claramente diferenciales:
-Espacio alcanzable, o volumen que puede ser alcanzado por el efector ﬁnal
por lo menos una orientación
-Espacio de manipulación con destreza, volumen dentro del cual el efector
ﬁnal puede adoptar todas las orientaciones posibles.
Un volumen de trabajo con destreza requiere que el robot cuenten por lo
menos con seis grado de libertad, tres grados para posicionar el efector ﬁnal
en un punto determinado del espacio y tres grados para obtener la orientación
adecuada(en este caso se utilizara solo un grado de libertad para obtener dicha
orientación y los tres para el movimiento del efector ﬁnal).
3.3. Estructura del brazo
Los elementos que conforman el brazo robótico para formar su funcionamien-
to conformado por servo-motores, estructura mecánica y un sistema de control
que permite el movimiento de rotaciones de sus propias articulaciones que la
estructuran y forman un movimiento en los Ejes X,Y y Z, deduciendo así el
movimiento similar al de un Brazo Humano.
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Figura 13: Comparación de un brazo robótico con la de un brazo humano.
Se deseo diseñar el brazo robótico en un software de diseño SolidWorks para
la explicación de su estructura que la conforma.
-Base: La base del brazo robótico permite el equilibrio y el sostenimiento
de toda la estructura mecánica que conforma los movimientos rotatorios. Como
se puede observar (ver Figura 14) la base está estructurada con dos superﬁcies
circulares lo cual están apoyadas por una serie de columnas, en su centro posee
un servo-motor HITEC que permite una rotación.
Figura 14: Base del brazo robótico.
- Cintura: La cintura es una superﬁcie circular que esta unida al Eje del
servo-motor de la Base, esta genera una rotación Horizontal sobre el eje Z0.
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Figura 15: Cintura del brazo robótico.
- Hombro: Esta es una de las articulaciones del brazo robótico más im-
portantes por lo que este genera un mayor torque para poder desplazar casi la
mayoría de la estructura del brazo, esta articulación genera una rotación de des-
plazamiento de profundidad en el eje Z1, dado así es un movimiento importante
para el seguimiento de un objeto cuando se aleja o se acerca el elemento.
Figura 16: Hombro del brazo robótico.
- Codo: Esta articulación esta unida con un Servo-Motor que Permite la
rotación de Elevación, inclinación en el eje Z2 y posee una estructura que permite
el sostenimiento de la cámara.
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Figura 17: Codo del brazo robótico.
- Muñeca: Esta articulación unida con un Servo-motor genera una rotación
vertical de inclinación y elevación en el Eje Z3, igual a la articulación del codo,
permitiendo un movimiento para la cámara.
Figura 18: Muñeca brazo robótico.
A continuación se mostrara el brazo completamente diseñado en SolidWorks
con su estructura mecánica, los servomotores incluidos y su respectiva tarjeta
de adquisición de datos para la manipulación del brazo.
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Figura 19: Brazo Robótico.
3.3.1. Materiales
En la sección anterior se habla sobre la estructura física del brazo robótico
y una explicación sencilla de cada una de sus articulaciones, aquí describire-
mos que componentes se necesitan para lograr el movimiento del brazo y el
seguimiento de objetos.
- Actuadores: Un actuador es un dispositivo capaz de transformar energía
hidráulica, neumática o eléctrica en la activación de un proceso con la ﬁnalidad
de generar un efecto sobre un proceso automatizado. Este recibe la orden de
un regulador o controlador y en función a ella genera la orden para activar un
elemento ﬁnal de control como, por ejemplo, una válvula.
Figura 20: . Servomotor HITEC
24
Para este proyecto se implementaron servomotores HITEC lo cual estos nos
proporciona una buena precisión, posición y velocidad para el manejo del brazo
robótico.
- Tarjeta de adquisición de datos: El Arduino Uno es una placa electró-
nica basada en el microprocesador Atmega328. Cuenta con 14 entradas digitales
pin / salida (de las cuales 6 se puede utilizar como salidas PWM y para este
proyecto solo utilizaremos 4 salidas PWM), 6 entradas analógicas, un 16 MHz
resonador cerámico, una conexión USB, un conector de alimentación, una cabe-
cera ICSP, y un botón de reinicio.
Figura 21: Arduino UNO
El Arduino Uno puede ser alimentado a través de la conexión USB o con
una Fuente de alimentación externa. La fuente de alimentación se selecciona
automáticamente. La tarjeta puede funcionar con un suministro externo de 6 a
20 voltios. Si se proporcionan menos de 7V, sin embargo, el pin de 5V puede
suministrar menos de cinco voltios y la junta puede ser inestable. Para este
proyecto la alimentación de esta placa electrónica se hará por medio USB.
La plataforma Arduino se programa mediante el uso de un lenguaje propio
basado en el popular lenguaje de programación de alto nivel Processing. Sin
embargo, es posible utilizar otros lenguajes de programación y aplicaciones po-
pulares en Arduino. Para este proyecto aplicamos el lenguaje de programación
en C y C++.
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El Arduino Uno tiene una Polyfuse reseteable que protege a los puertos
USB del ordenador de cortocircuitos y sobre-tensiones. Aunque la mayoría de
los ordenadores proporcionan su propia protección interna, el fusible propor-
ciona una capa adicional de protección. Si se aplica más de 500 mA al puerto
USB, el fusible se romperá automáticamente la conexión hasta que se elimina
el cortocircuito o una sobrecarga.
- Cámara: Una cámara web o cámara de red es una pequeña cámara digital
conectada a una computadora la cual puede capturar imágenes y transmitirlas
a través de Internet, ya sea a una página web o a otra u otras computadoras de
forma privada. Las cámaras web necesitan una computadora para transmitir las
imágenes. Sin embargo, existen otras cámaras autónomas que tan sólo necesitan
un punto de acceso a la red informática, bien sea ethernet o inalámbrico. Para
diferenciarlas las cámaras web se las denomina cámaras de red. Para el proyecto
se utilizo una cámara web Logitech HD 720p. (Ver ﬁgura 22). Tiene una reso-
lución de vídeo HD de 1280x720 Pixeles, lo cual nos garantiza una excelente
nitidez en el vídeo, captura fotos con una resolución de 3.0 mega pixeles, posee
un sistema de seguimiento facial y detección por movimiento.
Figura 22: Cámara web Logitech HD 720pa
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4. Arquitectura del sistema de implementación
4.1. Introducción
El posicionamiento del extremo ﬁnal del robot en el espacio tridimensional
requiere de 6 coordenadas: 3 para la posición cartesiana y 3 para coordenadas
para la orientación de la herramienta del trabajo. A la relación que existe en-
tre las coordenadas articulares del robot con las coordenadas cartesianas y la
orientación de la herramienta de trabajo colocada en el efector ﬁnal del brazo
se denomina la cinemática directa.[7]
Como parte de la representación matemática de la cinemática directa de
robots manipuladores se encuentra el uso de transformaciones homogéneas para
representar orientación y translación para el trabajo de dicho brazo, con respecto
al sistema de referencia ﬁjo ubicado generalmente en la base del robot.
En este capitulo se mostrara los parámetros necesarios para implementar
el movimiento del brazo robótico al seguimiento de objetos, partiendo de una
serie de conceptos físicos y matemáticos para lograr dicha implementacion y se
hablara de los tópicos necesarios para la calibración de cámaras.
4.2. Rotación de un cuerpo rígido
El cuerpo rígido es un caso especial de un sistema de partículas. Es un
cuerpo ideal en el cual las partículas que lo componen no modiﬁcan su posición
relativa entre ellas, cualquiera sea la fuerza o torque a la que esté sometido. Es
decir, ninguna fuerza y/o torque que actúe sobre el sólido rígido será capaz
de modiﬁcar la distancia que guarda cada una de las partículas que componen
al sólido con todas las demás. Esta es su característica distintiva.
Un brazo manipulador puede modelarse como un sistema articulado de cuer-
pos rígidos. La localización de cada cuerpo rígido, ligado al manipulador o dentro
de su entorno de trabajo, se describe completamente por su posición y orien-
tación en el espacio. Para representar la relación espacial entre los cuerpos que
componen un manipulador y los objetos con que éste interactúa se deﬁnen ope-
radores matemáticos de posición y orientación.
Se conoce que podemos representar una posición en el espacio empleando un
sistema de coordenadas, siendo comunes el cartesiano y el polar (véase ﬁgura
23).
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Figura 23: Representación de un cuerpo rígido en los planos 2D y 3D
4.2.1. Descripción de una posición
Una vez deﬁnido un sistema de coordenadas inercial de referencia se localiza
cualquier punto respecto de este por medio de un vector de posición de dimensión
3x1. Los componentes numéricos de estos vectores indican la proyección del
vector a lo largo de los ejes principales del sistema de referencia
La posición puede ser representada por las coordenadas de un punto arbitra-
rio en el espacio. Asumiendo un sistema de coordenadas de referencia OXY Z y
un punto arbitrario O′ ﬁjado a un cuerpo rígido, como se muestra en la Figura
24. Entonces la posición de dicho punto respecto del sistema de coordenadas de
referencia está dada por el vector columna.
P =
X0Y0
Z0

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Figura 24: Posición y orientación de un cuerpo rígido
4.2.2. Descripción de la orientación
Para describir la orientación de un cuerpo en el espacio se asignará un sistema
de coordenadas ligado al cuerpo y luego se describirá la relación entre dicho
sistema de coordenadas y el sistema de coordenadas de referencia.
Una manera de describir el sistema de coordenadas ligado al cuerpo, es escri-
biendo los vectores unitarios de sus ejes principales en términos del sistema de
coordenadas de referencia. En otras palabras, proyectando cada vector unitario
del sistema de coordenadas ligado al cuerpo sobre cada uno de los ejes princi-
pales del sistema de referencia, resultando en un vector unitario de dimensión
3x1 para cada eje del sistema de coordenadas ligado al cuerpo. De manera con-
veniente se pueden apilar juntos los tres vectores unitarios resultantes como las
columnas de una matriz de dimensión 3x3.
4.3. Matriz de rotación de Givens
De lo anterior se sabe que un cuerpo puede representarse en una posición en el
espacio en un sistema de planos coordenados y dicha representación matemática
se denomina matriz de rotación porque describe la relación de orientación entre
un sistema de coordenadas relativo a otro (en este caso de referencia), la rotación
es el movimiento en que uno de los puntos se considera ﬁjo. Sí se considera
ﬁjo un punto, el único movimiento posible es aquel en el que cada uno de los
otros puntos se mueve en la superﬁcie de una esfera cuyo radio es la distancia
del punto móvil al punto ﬁjo[13]. Si se consideran dos puntos ﬁjos, el único
movimiento posible es aquel en que todos los puntos con excepción de aquellos
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que se encuentran sobre la línea que une los dos puntos ﬁjos, conocida como eje,
se mueven en circunferencias alrededor de éste.
Suponiendo dos sistemas de coordenadas de orígenes coincidentes, OUVW
y OXYZ, y asumiendo que el sistema OUVW se mueve rotacionalmente con
respecto al sistema de referencia OXYZ. Se deﬁne una matriz de rotación co-
mo un operador que expresa la diferencia de orientación entre el sistema de
coordenadas en movimiento (OUVW) y el sistema de referencia ﬁjo (OXYZ).
Por simplicidad ilustrativa, suponga la presencia de un cuerpo sólido ligado por
uno de sus vértices al sistema OUVW en movimiento es decir, se mueve con el
(Figura 23).
Representando cualquier punto del cuerpo como un vector, p, respecto del
sistema OUVW, se deﬁne entonces la matriz de rotación como aquella que opera
sobre p y transforma sus coordenadas expresadas en el sistema de coordenadas
rotado OUVW en el sistema de coordenadas de referencia OXYZ. Nos interesa
encontrar una matriz que transforme las coordenadas de un punto cualquiera p,
ligado a un sistema de coordenadas en movimiento OUVW, a las coordenadas
expresadas con respecto al sistema de coordenadas de OXYZ, después de que
el sistema de coordenadas OUVW ha sido girado, aplicando estos teoremas
obtenemos las siguientes matrices para cada plano (Figura 25).
Figura 25: Matrices de rotación en los planos X, Y, Z
4.4. Cuaterniones
Los cuaterniones son una extensión de los números reales, similar a la de
los números complejos; Mientras que los números complejos son una extensión
de los reales por la adición de la unidad imaginaria [ i ], tal que i2 = −1,
los cuaterniones son una extensión generada de manera análoga añadiendo las
unidades imaginarias: i, j, k a los números reales tal que i2 = j2 = k2 = −1.
La importancia de los cuaterniones reside en que a través de ellos se pueden
representar rotaciones en tres dimensiones de manera sencilla ya que estos po-
seen un propiedad algebraica muy bien estructura como lo son: la suma, resta,
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multiplicación, y división. Al realizar rotación con cuaterniones pueden adop-
tarse dos perspectivas distintas, una considerando ﬁjos los ejes del marco de
referencia y otra considerando ﬁjo el punto a rotar[11]. Ya que la matemática
de los cuaterniones es un poco extensa mostraremos la matriz de rotación para
los cuaterniones en la ecuación de abajo, así mismo se tendrá en cuenta la im-
plementacion de este matriz para hacer la respectiva translacion y rotación del
brazo robótico.
q =

cos(φ/2)cos(θ/2)cos(ψ/2)+ sen(φ/2)sen(θ/2)sen(ψ/2)
sen(φ/2)cos(θ/2)cos(ψ/2)− cos(φ/2)sen(θ/2)sen(ψ/2)
cos(φ/2)sen(θ/2)cos(ψ/2)+ sen(φ/2)cos(θ/2)sen(ψ/2)
cos(φ/2)cos(θ/2)sen(ψ/2)− sen(φ/2)sen(θ/2)cos(ψ/2)

4.5. Matriz de transformación homogéneas
Una matriz homogénea sirve para transformar un vector expresado en coor-
denadas homogéneas con respecto a un sistema O'UVW, a su expresión en las
coordenadas del sistema de referencia OXYZ. También se puede utilizar para
rotar y girar un vector referido a un sistema de referencia ﬁjo. En general sirve
para expresar la orientación y posición de un sistema de referencia O'UVW con
respecto a otro ﬁjo OXYZ. La matriz T de transformación se suele escribir de
la forma:
T =
[
R3X3 P3X1
F1X3 W1X1
]
=
[
Rotacion Translacio´n
Perspectiva Escalado
]
En robótica la submatriz f1X3 que representa una transformación perspec-
tiva es nula; y la submatriz W1x1que representa un escalado global es la unidad:
T =
[
R3x3 P3x1
0 1
]
=
[
Rotacion Translacio´n
0 1
]
Que representa la orientación y posición de un sistema OUVW rotado y
trasladado con respecto al sistema de referencia OXYZ.
Se ha mencionado que una matriz de transformación homogénea sirve, entre
otras cosas, para representar el giro y la traslación realizados sobre un sistema
de referencia. Esta utilidad cobra aun más importancia cuando se componen las
matrices homogéneas para describir diversos giros y traslaciones consecutivos
sobre un sistema de referencia determinado. De esta forma una transformación
compleja podrá descomponerse en la aplicación consecutiva de transformaciones
simples (giros básicos y traslaciones).[8] Se debe tener en cuenta:
 Si el sistema ﬁjo OXYZ y el sistema transformado O'UVW son coinciden-
tes, la matriz homogénea de transformación será la matriz 4x4 Identidad.
 Si el sistema O'UVW se obtiene mediante rotaciones y traslaciones deﬁni-
das con respecto al sistema ﬁjo OXYZ, la matriz homogénea que representa cada
31
transformación se deberá pre-multiplicar sobre las matrices de transformación
previas.
 Si el sistema O'UVW se obtiene mediante rotaciones y traslaciones deﬁ-
nidas con respecto al sistema móvil, la matriz homogénea que representa cada
transformación se deberá pos-multiplicar sobre las matrices de transformación
previas.
4.6. Modelos de Denavit-Hanterberg
El modelo de Denavit-Hanterberg es una herramienta ampliamente conocida
en el área de ingeniería, ya que ofrece un procedimiento sencillo para obtener el
modelo cinemático directo cuya estructura queda en términos de transformacio-
nes homogéneas. En la metodología Denavit-Hanterberg primero se describirá
la convención para asignar los sistemas de referencia cartesianos asociados a las
articulaciones del robot. La cinemática directa del robot proporciona las coorde-
nadas cartesianas del extremo ﬁnal del robot relativo a un sistema de referencia
cartesiano ﬁjo[8]. Existen varios parámetros fundamentales para representar el
modelo de las rotación y translacion gracias a estos modelos algunos de ellos
son:
1. Numerar cada articulación comenzando por 1 (la correspondiente al primer
grado de libertad) y acabando en N.
2. Establecer el sistema de referencia cartesiano ﬁjo OXYZ cuyo origen es
colocado sobre el sistema de referencia en la base del robot y deﬁnir sus ángulos
entre los ejes.
3. Localizar el eje de cada articulación. Si ésta es rotativa, el eje será su
propio eje de giro. Si es prismática, será el eje a lo largo del cual se produce el
desplazamiento.
4. Reglas para la deﬁnición de los sistemas de coordenadas en base a los
cuales se construirán las matrices de transformación homogéneas (rotación y
translación).
4.7. Cinemática
4.7.1. Cinemática directa
Cinemática es la parte de la física que estudia el movimiento de sistemas
mecánicos, sin tomar en cuenta las fuerzas que se originan dicho movimiento,
al estudio de la cinemática de sistemas Mecatronicos y robots manipuladores
se le denomina cinemática directa, se reﬁere al estudio analítico del movimien-
to del robot con respecto a un sistema de referencia cartesiano ﬁjo (X0,Y0, Z0)
relacionado la dependencia que existe entre las coordenadas articulares o ge-
neralizadas qRn, y los parámetros geométricos (longitudes del i-ésimo eslabón
li), con coordenadas cartesianas[x, y, z]
T
, la cinemática directa nos permite co-
nocer la posición del efector ﬁnal en el espacio a partir de los valores de sus
coordenadas articulares.
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Cinemática directa es una función vectorial FR(li, q) que relaciona las coor-
denadas cartesianas articulares y propiedades geométricas del sistema mecánicoli
con las coordenadas cartesianas [x, y, z]
T
R3del robot y la orientación [θφψ]T R3
de la herramienta colocada en el extremo ﬁnal. es decir FRRnRmtal que:
X
Y
Z
θ
φ
ψ
 = FR(liq)
donde N indica el numero de grados de libertad y la dimensión del vector
de coordenadas articulares q, m es la dimensión conjunta de las coordenadas
cartesianas y la orientación de la herramienta de trabajo, de manera general el
posicionamiento del extremo ﬁnal del robot en el espacio tridimensional (pose)
requiere de 6 coordenadas (m = 6): 3 coordenadas para la posición cartesiana y
3 coordenadas para la orientación del efector ﬁnal[12]. El empleo de la cinemá-
tica directa resulta de utilidad en la planiﬁcación de trayectorias y en el control
cartesiano. El papel fundamental de la cinemática directa, es computar la posi-
ción y orientación del extremo ﬁnal de robot manipulador como una función de
variables articulares, también nos permite conocer la posición del efector ﬁnal
en el espacio a partir de los valores de sus coordenadas articulares. mediante el
método de Denavit-Hanterberg se obtiene la cinemática directa del brazo.
4.7.2. Cinemática inversa
La cinemática inversa determina las coordenadas articulares en función de
la posición ﬁnal del robot. El problema cinemático inverso consiste en encontrar
los valores que debe adoptar las coordenadas articulares del robot para que
su extremo se posicione y oriente según una determinada localización espacial,
existen mas de una solución, se puede despejar de la matriz de transformación
homogénea o se puede obtener usando trigonometría lo adecuado es encontrar
una solución cerrada, es decir encontrar una relación matemática explícita de la
forma:
qk = fk(X,Y, Z, α, β, γ) donde k = 1...n (Grados de libertad)
El problema de la cinemática inversa consiste en hallar los valores que se de-
ben asignar a las variables articulares para posicionar el efector ﬁnal del robot de
modo que su matriz coincida con una matriz de transformación homogénea que
determina un sistema de coordenadas arbitrariamente ubicado en el espacio. El
proceso de hallar los valores de las variables articulares se convierte en resolver
el sistema de ecuación de la matriz dada, para el efecto existen varias técni-
cas algunos son métodos geométricos, otras se resuelven a través de métodos
numéricos y técnicas computaciones iterativas, mostraremos la representación
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que utilizamos en esta implementacion, observemos la ﬁgura 26 donde tenemos
dos articulaciones unidas por eslabones en posiciones distintas arriba y abajo,
analicemos su movimiento en el plano 2D[14].
Figura 26: Conﬁguración de un plano 2D para la cinemática inversa
Las ecuaciones de cinemática directa:
x = l1cosθ1 + l2cos(θ1 + θ2)
y = l1senθ1 + l2sen(θ1 + θ2)
Para la cinemática inversa:
x
2
+ y
2
= l
2
1cos
2
θ1 + l
2
2cos
2
(θ1 + θ2) + 2l1l2cosθ1cos(θ1 + θ2) + l
2
1sen
2
θ1 +
l
2
2sen
2
(θ1 + θ2) + 2l1l2senθ1sen(θ1 + θ2)
x
2
+ y
2
= l
2
1 + l
2
2 + 2l1l2[cosθ1cos(θ1 + θ2) + senθ1sen(θ1 + θ2)]
Utilizaremos las siguientes igualdades:
sen(x± y) = senxcosy ± cosxseny
cos(x± y) = cosxcosy ± senxseny
Por la tanto:
x
2
+ y
2
=
l
2
1 + l
2
2 + 2l1l2[cosθ1(cosθ1cosθ2− senθsenθ2) + senθ1(senθ1cosθ2 + cosθ1senθ2)]
x
2
+ y
2
= l
2
1 + l
2
2 + 2l1l2[cos
2θ1cosθ2 + sen
2
θ2cosθ2]
x
2
+ y
2
= l
2
1 + l
2
2 + 2l1l2cosθ2
Y
cosθ2 =
x2+y
2−l21−l
2
2
2l1l2
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A partir de aquí podemos obtener el angulo utilizado directamente en la
función coseno, pero esta función es muy imprecisa para ángulos pequeños,
la manera adecuada de evitar esta imprecisión es convertir hasta donde mas
podamos la función arco tangente.
cos
2
θ2 + sen
2
θ2 = 1
senθ2 = ±
√
1− cos2θ2
ﬁnalmente obtenemos:
θ2 = arctan(senθ2cosθ2) = arctan(±
√
1− cos2θ2cosθ2) =
arctan(±
√
1− (x2+y
2−l21−l22
2l1l2
)2
x2+y
2−l21−l
2
2
2l1l2
)
Para resolver θ1 reescribimos las ecuaciones no lineales mediante un cambio
de variables de la siguiente manera:
Figura 27: Análisis de la cinemática inversa para θ1
x = l1cosθ1 + l2cos(θ1 + θ2)
y = l1senθ1 + l2sen(θ1 + θ2)
x = k1cosθ1 − k2senθ1
y = k1senθ1 + k2cosθ1
Donde:
k1 = l1 + l2cosθ2;K2 = l2senθ2
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A continuación cambiamos la forma de escribir las constantes k1, k2como lo
muestra la siguiente ﬁgura:
Figura 28: Cambio de constantes para el análisis de la cinemática inversa
r =
√
k
2
1 + k
2
2
γ = arctan(k2k1)
k1 = rcosγ
k2 = rsenγ
Insertamos las transformación anteriores de X e Y y obtenemos:
x = rcosγcosθ1 − rsenγsenθ1
y = rcosγsenθ1 + rsenγcosθ1
Donde:
x
r = cosγcosθ1 − senγcosθ1
y
r = cosγsenθ1 + senγcosθ1
x
r = cos(γ + θ1)
y
r = sen(γ + θ1)
Finalizamos aplicando la función arco tangente:
36
γ + θ1 arctan(
y
r ) = arctan(y, x)
θ1 = arctan(y, x)− arctan(k2, k1)
Donde:
k1 = l1 + l2cosθ2
k2 = l2senθ2
De esta forma podemos seleccionar de manera adecuada el movimiento de
cada uno de las articulaciones del brazo y tener una mayor efectividad en la
rotación de los ángulos.
4.8. Calibración de cámaras
4.8.1. Homografías
Homografías es un concepto en la ciencia matemática de la geometría. Una
homografía es una transformación invertible de un espacio proyectivo a sí mismo
que asigna líneas rectas a rectas. Los sinónimos son colineación, transformación
proyectiva y proyectividad, aunque "colineación" también se utiliza en general.
Formalmente, las transformaciones proyectivas son transformaciones de un
espacio proyectivo. Ellos forman un grupo, el grupo lineal proyectiva. En el caso
de plano euclidiano, que describe los cambios en una proyección en perspecti-
va cuando el punto de vista de los cambios de observación. Transformaciones
proyectivas no conservan tamaños o ángulos pero conservan la incidencia y la
cruz-razón: dos propiedades que son importantes en la geometría proyectiva. En
el caso de la línea proyectiva compleja, también llamada esfera de Riemann, las
homografías se llaman transformaciones de Möbius. Para más espacios descrip-
tivos generales de diferentes dimensiones o sobre diferentes campos - "colinea-
ción" es una noción más general, que incluye tanto las homografías y colineación
automorfas, así como combinaciones de éstos.[15]
Una estructura algebraica es homogénea cuando representa entidades geomé-
tricas en el mundo real mediante la relación de sus elementos. La proyectividad,
es una transformación lineal invertible tal que la colinealidad de los puntos se
preserva, a esta proyectividad se le conoce también como transformación pro-
yectiva planar. Esta transformación está representada por una matriz H de 3x3
y es homogénea, pues al multiplicarla por cualquier 6 = 0 representa la misma
transformación, y de manera general tiene 8 DOF1 y es mas conocida con el
nombre de homografía. El conjunto de todas las matrices no singulares de 3x3
junto con el operador multiplicación matricial gorman el grupo llamado GL(3)
(General Linear), y aun que se sabe que todo grupo de GL(3) se puede usar co-
mo una homografía, si 2 o más matrices que se relaciones solo con un escalar
son la misma clase equivalente, por tanto se forma un nuevo grupo que incluye
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todas esas equivalencias y es llamado PL(3) (Proyective linear). Hacías abajo, el
grupo PL(3) presenta otras subdivisiones basadas en la jerarquía de transforma-
ciones, de manera general se deﬁnirá una transformación homogénea en el sub
grupo PL(3) sin tocar tópicos relacionados con los subgrupos de las jerarquías
de transformaciones. Un punto (x; y) totalmente planar transformado por una
homografía H, se convierte en un punto (x0; y0) con distorsión proyectiva, y de
manera general se modela como a continuación:x′y′
1
 =
x1x2
x3
 =
h!1 h21 h31h12 h22 h32
h13 h23 h33
xy
1

Para x' y y' se obtiene:
x′ = x
′
1
x′3
= h11x+h12y+h13h31x+h32y+h33
y′ = x
′
2
x′3
= h21x+h22y+h23h31x+h32y+h33
De donde se puede extraer un sistema cuadrado considerando que h33 =
1 que permita calcular de manera deterministica una matriz homogénea que
cumpla con las transformaciones.
4.8.2. Aplicación corrección y distorsión proyectiva
En un nivel elemental la geometría es el estudio de puntos y líneas, y sus
relaciones. A lo largo de la historia la geometría ha sido concebida inicialmente
como una disciplina netamente geométrica, en la que las líneas y puntos se es-
tudian sin considerar un sistema de coordenadas. Posteriormente, mediante la
introducción de un sistema de coordenadas cartesiano se logra sacar las ecua-
ciones algebraicas a la geometría. De esta manera, las entidades geométricas
pueden ser descritas como coordenadas y entidades algebraicas. Por medio de
las relaciones algebraicas se obtiene una representación matemática apropiada
para implementar algoritmos y programar métodos computacionales. Mediante
estas transformaciones es posible modelar la distorsión geométrica que le ocurre
a un plano que es visto por una cámara perspectiva. Con estas transformaciones
algunas propiedades se conservan como la colinealidad (líneas rectas son vistas
como líneas rectas) mientras que otras propiedades no (las líneas paralelas por
lo general no son vistas como líneas paralelas).[16]
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Figura 29: Transformación Proyectiva
Como podemos observar en la ﬁgura 29 lo que se trata es llevar la proyección
de un plano desde una vista origen a otra, es decir tomar algunas características
de las dos imágenes y reconstruirlas en un plano distinto. Esto lo podemos
lograr con la matriz transformación que previamente se había analizado en la
subsección anterior, con el concepto de que las líneas paralelas se interceptan
en el inﬁnito, se logra implementar un método que remueve la distorsión afín
transformando la línea de desvanecimiento en la línea al inﬁnito recuperando
las líneas paralelas y obteniendo una imagen ﬁnal de la geometría del plano de
las dos imágenes iniciales.
4.8.3. Métodos de calibración
Después de hablar de los tópicos esenciales para la extracción de característi-
cas de las imágenes para realizar respectivos análisis para la implementacion, nos
encontramos con unos métodos muy puntuales para poder realizar la calibración
de cámaras para este caso vamos a resaltar el método de Zhang y una conﬁgu-
ración que nos permitan hacer un control adecuado para el reconocimiento de
los objetos que se van a seguir con el brazo robótico.
El proceso de calibración de cámara consiste en encontrar los parámetros
intrínsecos y extrinsecos de la cámara, es decir, los parámetros asociados a la
cámara como sensor (Intrínsecos) y los parámetros del modelo de calibración
(Extrinseco)[17]. El modelo general de la transformación de un punto espacial
al plano de una imagen es:
x = Px′
Donde:
P = k[R|t] = kR[I|-C']
K =
α γ u00 β v0
0 0 1

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de igual manera R que representa una rotación, por tanto es un matriz
ortogonal y t una rotación, para mas detalle los parámetros dentro de la matriz
k son:
- α : Es la distancia focal en x.
- β : Es la distancia focal en y.
- γ : Se conoce como el Skew, y es una medida de la deformación del pixel.
- v0, u0 : Son el centro óptico de la cámara o punto principal.
El método de Zhang plantea una solución al problema de la estimación de
la matriz de calibración de cámara, haciéndolo mucho mas ﬂexible. Zhang plan-
tea un patrón planar, lo cual elimina la necesidad directa de una coordenada z
simpliﬁcando el modelo a simplemente un conjunto de estimaciones de homogra-
fías que relaciona el patrón planar con el plano de la imagen, y posteriormente
extrae del juego de homografías una primera aproximación de la matriz de ca-
libración k, para mas detalle ver en [18]. El método de Zhang es mucho mas
versátil pues no requiere de la comparación con un patrón con correspondencias
en 3 dimensiones, lo cual simpliﬁca dar sentido físico a los datos obtenidos por
la optimización.
La calibración de cámara, es necesaria para poder extraer información mé-
trica a partir de imágenes en 2D del mundo 3D . El proceso de calibración de
cámara abre la posibilidad de realizar aplicaciones efectivas en visión, tal co-
mo el reconocimiento, seguimiento y reconstrucción 3D , los cuales se basan
en el conocimiento de la calibración y pose de la cámara. En el caso especíﬁ-
co de los manipuladores articulados con al menos seis grados de libertad, una
de las conﬁguraciones más populares es la llamada cámara brazo, conocida co-
mo Eye-in-Hand en la literatura en inglesa, que se obtiene cuando la cámara
está ubicada en el efector ﬁnal, es decir, en el último eslabón de la cadena
articulada[9], dicha conﬁguración es la que se utilizara en este sistema para el
seguimiento de objetos, como se muestra en la ﬁgura 18.
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5. Sistema de control y pruebas
5.1. Introducción
El ser humano desde que tiene conciencia ha interactuado con su entorno
para lograr que todo lo que lo rodea, incluyendo la naturaleza se comporte de
manera deseada, o simplemente generar condiciones ideales de vida; por tanto se
podría decir que este convive día a día con el control, el cual es un concepto tan
común en la vida diaria que incluso pasa desapercibido para muchos. Se podría
deﬁnir el control como la acción de llevar condiciones aleatorias o naturales
a otras condiciones deseadas o de referencia, es decir, lograr que el entorno o
algún fenómeno se comporte de manera más predecible o deseable. Un concepto
asociado íntimamente al control es la instrumentación, la cual consta de técnicas
con las que se obtiene la percepción de un tipo de energía y posteriormente se
convierte en otro tipo de energía, además de permitir detectar y cuantiﬁcar dicha
acción física que puede ser necesaria para algún proceso. Partiendo de esto, se
podría decir que el ser humano es el sistema de instrumentación y control por
excelencia, utilizando los órganos de los sentidos para darle al cerebro datos
sobre las variables a su alrededor, por ejemplo por medio de la piel se puede
percibir presión y temperatura, con el gusto se puede percibir salinidad, acidez,
entre otras; con el oído se perciben señales sonoras, con el olfato se perciben los
olores; y la vista es el órgano de percepción con el que se regula la mayoría de
los movimientos, por tanto permiten la interacción directa con el entorno.
A medida que se avanzo en el documento se mostraron los elementos teóri-
cos, como los aspectos técnicos de cada unidad y de cada uno de estos se resume
un objetivo importante, el desarrollo del sistema de seguimiento para el brazo
robótico, la idea del sistema se basa en un desarrollo modular, lo que signiﬁca
que cada sistema contiene un objetivo en particular a efectuar, y es tarea de es-
te capítulo, evidencia dichos comportamiento, conﬁrmando el comportamiento
deseado y el papel desempeñado en el desarrollo. Realizar un diseño con con-
cepto modular de un sistema permite minimizar la probabilidad de error en el
desarrollo, facilitando en gran medida la revisión y la corrección de los mismos
en el caso de presentarse, este modelo de diseño permite desde un punto de vista
técnico la simpliﬁcación de la documentación del material asociado al desarrollo.
5.2. Sistema de control
La aplicación del control requiere, en primera medida conocer el modelo del
sistema a controlar, pues a partir de este se modela una nueva dinámica, en
un aspecto mas general, por medio del control se trata de llevar un sistema a
un comportamiento deseado. La identiﬁcación parametrica es una herramienta
atractiva para determinar los parámetros dinámicos de robots manipuladores, el
modelo dinámico de robots manipuladores posee propiedades que permiten ge-
nerar varios esquemas de regresión lineal como los siguientes: modelo dinámico
se le denomina así debido a que emplea la estructura del modelo para expresarlo
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como un regresor lineal vectorial, sin embargo, este modelo requiere medir la
aceleración articular lo que representa una desventaja practica. La estimación
de velocidad puede realizarse mediante técnicas de ﬁltrado lo que da origen al
modelo de regresión dinámico ﬁltrado. Por otro lado existen esquemas de regre-
sión escalares como los modelos de energía, potencia y potencia ﬁltrada; estos
modelos permiten identiﬁcar los mismos parámetros de los esquemas vectoriales
dinámico y dinámico ﬁltrado.
La estimación de parámetros es el método con el que se obtiene la función
de transferencia de una planta únicamente realizando la medida de la entrada
y la salida de esta, y conociendo el orden aproximado del sistema, este método
se puede realizar de dos maneras, uno denominado fuera de línea y consta de
tomar un número determinado de muestras y posteriormente calcular la función
de transferencia, y el más usado es la estimación en línea con la cual se calculan
constantemente los parámetros de la planta y es generalmente implementado en
el control adaptativo, y como su nombre lo indica, se adapta a variaciones de la
planta estimando constantemente el modelo de esta. Este se denomina algoritmo
de proyección, y buscando mejorar la eﬁciencia de la identiﬁcación del mismo se
apoya en una función de minimización de error, para el caso, mínimos cuadrados.
Este método se usa para estimar funciones de transferencia, y para el caso que
se requiera estimar un modelo de estados se recomienda usar estimadores de
Kalman.
Para poder utilizar el método de mínimos cuadrados se requiere que el mo-
delo matemático del sistema a identiﬁcar pueda ser expresado como un regresor
lineal en los parámetros desconocidos. La técnica de mínimos cuadrados permi-
te obtener el valor numérico de los parámetros del sistema sin la necesidad de
desarmar el sistema del brazo. Se requieren de contar con las mediciones u ob-
servaciones de las posiciones y velocidades articulares, así como la señal del par
aplicado para que el sistema pueda moverse en su espacio de trabajo. Para este
caso particular del brazo seguidor de objetos optamos por aplicar el método de
mínimos cuadrados y después concatenar los resultados con el sistema de visión
para el seguimiento de objetos.
De particular relevancia para los esquemas de identiﬁcación parametrica
y control adaptable es expresar el modelo dinámico no lineal del brazo co-
mo el producto de una matriz de regresión compuesta de funciones no linea-
les(dependientes de la posición, velocidad y aceleración articular) y en un vector
de parámetros constantes dependiente de masas, momentos de inercias, distan-
cias a centros de masa y coeﬁcientes de fricción. El método de mínimos cuadra-
dos, es una técnica particularmente simple, en un esquema estándar aproxima
la solución de sistemas sobre determinados, es decir, cuando hay mas variables
incógnitas que ecuaciones. Mínimos cuadrados minimiza la suma de cuadra-
dos de los errores; un error es la diferencia entre un valor observado y el valor
proporcionado por el modelo matemático del brazo[19].
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Linealidad de los parámetros del brazo robótico, consideramos el modelo
matemático que esta expresado como un regresor lineal de la siguiente forma:
y(k) = ψ(k)T θ
Donde y(k) es un vector de mediciones (entradas y salidas) del sistema, ψ(k)
es la matriz de regresión compuesta por observaciones de funciones conocidas
y el vector de parámetros desconocidos esta expresado por θ, el modelo que se
presenta a continuación el algoritmo de mínimos cuadrados para el caso vecto-
rial:
θ(k) = θ(k − 1)+P (k-1)ψ(k)[I + ψ(k − 1)TP (k − 1)ψ(k)]−1e(k)
P (k) = P (k − 1)− P (k − 1)ψ(k)[I + ψ(k)TP (k − 1)ψ(k)]−1ψ(k)TP (k − 1)
e(k) = y(k)− ψ(k)T θ(K − 1)
Donde P (k) es la matriz de covarianza, la cual es una matriz deﬁnida posi-
tiva, e(k) es el error de predicción, θ(k) es el vector de parámetros estimados; θ
es el vector de parámetros reales.
El algoritmo de mínimos cuadrados para el caso escalar tiene la siguiente
forma:
θ(k) = θ(k − 1) + P (k − 1)ψ(k)e(k)
1 + ψ(k − 1)TP (k − 1)ψ(k)
P (k) = P (k − 1) + P (k − 1)ψ(k)ψ(k)
T
P (k − 1)
1 + ψ(k − 1)TP (k − 1)ψ(k)
e(k) = y(k)− 1 + ψ(k)T θ(k − 1)
El algoritmo de mínimos cuadrados puede identiﬁcar los parámetros de cual-
quier modelo matemático lineal, no lineal, dinámico, estático, continuo o dis-
creto, la estructura matemática del modelo debe cumplir con la condición de
linealidad en los parámetros, es decir que se pueda expresado como un regresor
lineal manteniendo la estructura de una matriz de observaciones o mediciones
y un vector de parámetros.
El modelo dinámico del brazo robótico en conﬁguración cartesiana esta for-
mado por la matriz de centros de masas, gravitacional y fenómeno de fricción:
τ1τ2
τ3
 =
θ1 0 00 θ2 0
0 0 θ3
d′1d′2
d′3
+
θ4 0 00 θ5 0
0 0 θ6
d1d2
d3
+
θ7 0 00 θ8 0
0 0 θ9
−d1−d2
−d3
+
θ100
0

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Donde:
θ1 = m1 +m2 +m3
θ2 = m1 +m2
θ3 = m3
θ4 = b1
θ5 = b2
θ6 = b3
θ7 = fc1
θ8 = fc2
θ9 = fc3
θ10 = g(m1 +m2 +m3)
El modelo de regresión para el robot tiene la siguiente estructura:
τ1τ2
τ3
 =
ψ11 ψ12 ψ13 ψ14 ψ15 ψ16 ψ17 ψ18 ψ19 ψ110ψ21 ψ22 ψ23 ψ24 ψ25 ψ26 ψ27 ψ28 ψ29 ψ210
ψ31 ψ32 ψ33 ψ34 ψ35 ψ36 ψ37 ψ38 ψ39 ψ310


θ1
θ2
θ3
θ4
θ5
θ6
θ7
θ8
θ9
θ10

Donde los componentes del vector de regresión están dados por:
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ψ11=d
′
1
ψ12 = 0
ψ13 = 0
ψ14 = d1
ψ15 = 0
ψ16 = 0
ψ17 = −d1
ψ18 = 0
ψ19 = 0
ψ110 = 1
ψ21 = 0
ψ2 = d
′
1
ψ23 = 0
ψ24 = 0
ψ25 = d2
ψ26 = 0
ψ27 = 0
ψ28 = −d2
ψ29 = 0
ψ210 = 0
ψ31 = 0
ψ32 = 0
ψ33 = d
′
3
ψ34 = 0
ψ35 = 0
ψ36 = d3
ψ37 = 0
ψ38 = 0
ψ39 = −d3
ψ310 = 0
En el modelo dinámico del brazo no se ha considera la fricción estática,
que particularmente es muy pequeña para los servomotores. Se nota que dicho
modelo dinámico no tiene el fenómeno de fuerzas centrípetas8, esto se debe a
que en esta conﬁguración solo tiene articulaciones lineales o prismáticas.
5.3. Pruebas
5.3.1. Prueba de procesamiento de imágenes MatLab
En este espacio se mostraran concretamente los resultados del proceso de
identiﬁcación del objeto. El procesamiento de imágenes requiere de un sistema
de alta capacidad computacional, para el desarrollo del prototipo se trabajará
con MatLab, lo cual nos brinda la facilidad para la realización de los algoritmos,
entendimiento de los procesos y escalabilidad de las funciones. La identiﬁcación
de objetos se basa en las características de color, por tanto es relevante el modelo
de color a usar en el proceso, MatLab permite realizar la captura desde un
dispositivo de visión en tres tipos de modelos de color distintos, a estos modelos
se les conoce con el nombre de modelos nativos de adquisición, y la razón por
la que se tienen en cuenta es porque por medio de estos se minimiza la carga
computacional del sistema de procesamiento.
El objeto binario obtenido con el procesamiento de imágenes, es quizá la
piedra angular del desarrollo del algoritmo, pues al ser este un elemento de
pendiente del objeto dentro de la imagen, se le pueden extraer características
entre ellas, la posición relativa del objeto en la cámara. Como se observa en la
ﬁgura 9, se puede usar dicha información para realizar cualquier acción deseada,
para el caso, esta señal es la que se encarga de cerrar el lazo de control y permite
realizar la corrección de la posición del sistema y ubicar el objeto deseado.
Al completar todo el proceso la información que sale del sistema de procesa-
miento de imágenes es entregada al sistema de control por medio de una tarjeta
8Fuerza centrípeta es toda fuerza o componente de fuerza dirigida hacia el centro de cur-
vatura de la trayectoria de una partícula. Así, en el caso del movimiento circular uniforme,
la fuerza centrípeta está dirigida hacia el centro de la trayectoria circular y es necesaria para
producir el cambio de dirección de la velocidad de la partícula.
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de adquisición de datos lo cual se utilizara el Arduino, estas salidas son conec-
tadas al dispositivo que se encargará de calcular las señales de control para los
servo-motores del elemento mecánico.
5.3.2. Pruebas del sistema físico
Como se describió durante el proyecto del capítulo del sistema físico, la
idea principal del sistema es que permita la rotación del dispositivo de visión,
por tanto debe ejecutar cuatro tipos de movimientos, el primero en sentido del
ángulo Z0 (o rotación axial), y los 3 movimientos restantes de los ángulos Z1,
Z2 y Z3 permiten el movimiento de Inclinación y elevación. Con la unión de
dichos movimientos se le da la capacidad al sistema mecánico de moverse con
cuatro grados de libertad, lo cual permite realizar un seguimiento del objeto.
Los Servo-motores que se encargan de la rotación del sistema de visión deberán
ser controlados para permitir que el sistema siga los patrones especiﬁcados.
Como sabemos los servomotores se controlan por modulación de ancho de
pulso (PWM), el cual consiste en generar una onda cuadrada en la que se varía
el tiempo del pulso para lograr el movimiento del servo según se desee, pero
manteniendo el mismo periodo, se observó que era necesario este proceso de
acondicionamiento de los datos, para reducir algunos errores de posición de los
servomotores. El primer paso, fue caracterizar los servomotores debido a errores
de posición angular y al rango de operación que presentaban. Con la ayuda del
sistema de visión, se logró observar los errores en los servomotores, por tanto se
decidió tratar de mejorarlos en base al acondicionamiento de los datos. La prueba
con el sistema de visión consistió en montar un GUI en MatLab (Interfaz gráﬁca
del usuario) como se muestra en la ﬁgura sobre cada servo, para ir observando su
posición real después de enviarle una posición angular deseada, de esta manera
apreciamos que los servos no son totalmente lineales y no tienen un rango total
de operación de 0° a 180°.
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Figura 30: GUI para el control de servo motores.
5.4. Conclusiones
En el procesamiento de imágenes se evidencia la importancia que puede
desempeñar este en la instrumentación de sistemas físicos, concluyendo así que
el procesamiento de imágenes se puede considerar como un es el conjunto de
técnicas que se aplican a las imágenes digitales con el objetivo de facilitar la
búsqueda de información y obteniendo una ventaja de su fácil implementación.
La teoría de control es un campo de la ingeniería, pues por medio de este
se puede lograr que los sistemas funcionen de manera predecible y deseable del
comportamiento de sistemas dinámicos.
Al aplicar la calibración de la cámara en el proyecto se consiguen estimar
los parámetros intrínsecos y extrínsecos de la misma los cuales son necesarios
para realizar la reconstrucción 3D del entorno y situar la cámara en el mismo.
Existen diferentes técnicas para la obtención de los parámetros del modelo lineal
de la cámara. Las técnicas basadas en el conocimiento del escenario tienen un
proceso de calibración más elaborado ya que es necesario confeccionar escena-
rios con medidas más o menos exactas de los puntos de interés para realizar la
calibración. La exactitud de estas medidas hará que la estimación de los pará-
metros de la cámara sea más o menos ajustada. Por otro lado está el método de
Zhang que permite realizar la calibración de la cámara con un desconocimiento
total de la situación de los puntos de interés en escenario. Sin embargo, con
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este método es necesario tomar un mayor número de imágenes del mismo y la
estimación de los parámetros de la cámara es más elaborada. La exactitud de
los resultados con este método es menor.
El uso de las matrices Denavit-Hanterberg proporciona una metodología
estándar para escribir las ecuaciones cinemáticas de un manipulador. Esto es
útil para los manipuladores ya que se utiliza una matriz para representar la
posición y orientación de un solo cuerpo con respecto a otro.
En general, el sistema de seguimiento que se implemento permite enlazar el
conocimiento asociado a diversas áreas para lograr el desarrollo del prototipo
de un sistema de seguimiento de objetos, basado en procesamiento de imágenes
aplicado como herramienta para la toma de imágenes de elementos.
Figura 31: Prueba de adquisición de datos
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Figura 32: Prueba calibración de servo motores
Figura 33: Sistema de implementacion
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Figura 34: Interfaz Pc, Arduino y brazo robótico
Figura 35: Seguimiento y adquisición de datos
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Figura 36: Reconocimiento y seguimiento del objeto
Figura 37: Objeto en seguimiento en MatLab
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5.5. Trabajos futuros y aplicaciones
A lo largo de este documento se ha tratado de manera sencilla y especiﬁca
los tópicos necesarios para la implementacion del seguimiento de objetos con un
brazo robótico, este proyecto ha estado enfocado a la parte de implementacion
de metodologías e investigación en el campo de servo control visual, cinemá-
tica y dinámica de robots manipuladores, esto con el ﬁn de tener una nueva
herramienta de desarrollo en aplicaciones en industrias emergentes.
Una de los sectores muy interesantes para incursionar es el campo de sa-
lud donde el servo control visual tomaría un papel importante en los robots de
asistencia, estos pueden ayudar a las personas con discapacidad y las personas
mayores en la vida cotidiana adecuando cada uno de los parámetros existentes
para tareas especiﬁcas, esto con el ﬁn de mejorar la calidad de vida de ellos en
tareas rutinarias como comer, búsqueda de objetos en un cuarto, etc. Otra de
las aplicaciones seria la industria automotriz donde el ensamble de piezas en au-
tomóviles lo realizan robots manipuladores, los cuales con el control adecuado e
implementacion de visión podría mejorar de una manera notable el rendimientos
de estos.
Existen muchos tipos mas de aplicaciones donde el servo control visual y los
brazos manipuladores jugarían un papel importante en mejorar el rendimiento
y calidad de un sin numero de tareas, la investigación actual en el control de
robots se orienta fundamentalmente a la incorporación de información sensorial
externa que, conjuntamente con la utilización de algoritmos de control, permiten
la realización de tareas en medios parcialmente estructurados. Esto posibilita
ampliar notablemente el campo de aplicación de los sistemas robóticos e in-
corporarlos a ambientes de trabajo naturales o cotidiano, donde la visión nos
provee una información bastante completa del medio de trabajo. El servo control
visual de sistemas robóticos ha despertado mucho interés en estos últimos años
debido a la reducción de costos de las cámaras de visión y de todo el sistema de
procesamiento asociado.
52
Referencias
[1] Anup Kale, Zenon Chaczko, Imre Rudas. Parallel robot vision using ge-
netic algorithm and object centroid. University of technology Sydney. 15
Broadway.
[2] Kragic, D. Christensen, H. I. (2002) Survey on Visual Servoing for manipu-
lation, Centre for Autonomus System, Numerical Analysis and Computer
Science. Citeseerx.
[3] Woods R. González R. and Eddis S. Digital image processing using MatLab.
New Jersey, second edition, 2003.
[4] Pitas , I. , and A. N. Venetsanopoulos . 1992 . Order statistics in digital
image processing. Proceedings of the IEEE 80 : 1893  1921
[5] Martínez A. Gloria M., Jáquez O. Sonia A., Rivera M. José y Sandoval R.
Rafael. Diseño propio y Construcción de un Brazo Robótico de 5 GDL
[6] César Rolando Batz Saquimux, Diseño y construcción de un brazo robótico,
Universidad de San Carlos de Guatemala, Facultad de ingenierías, escuela
de ingenierías en ciencia y sistema.
[7] R. Kelly y V. Sanchez. Control de movimiento de robots manipuladores.
Prentice-Hall, Pearson. 2003
[8] Mark W. Spong and Seth Hutchinson, M. Vidyasagar. Robot modeling
and control Jhon Wiley and Sons, Inc. 2006
[9] German A. Holguin. Mauricio Holguin. Scientia et Technica Año XVI, No
44, Abril de 2010. Universidad Tecnológica de Pereira. ISSN 0122-1701
[10] Rodrigo A. Franco Luna.Diseño de un prototipo de un sistema de segui-
miento de objetos identiﬁcados por medio del procesamiento digital de imá-
genes. Tesis de grado Ingenieria electronica. 2012
[11] KATZ , Victor J. A History of Mathematics: An Introduction , 2nd. Ed.,
pp. 682 686, Adisson Wessley Educational Publishers, Inc., USA, 1998
[12] G. Bastin, G. Campion, B. D'Andr´ea-Novel, Structural properties and
classiﬁcation of kinematic and dynamic models of wheeled mobile robots,
IEEE Transactions on Robotics and Automation, vol. 12, pp. 4762, 1996.
[13] F. Caccavale, P. Chiacchio, Identiﬁcation of dynamic parameters and feed-
forward control for a conventional industrial manipulator, Control Engi-
neering Practice, vol. 2, pp, 1994
[14] G.F. Franklin, J.D. Powell, A. Emami-Naeini, Feedback Control of Dyna-
mic Systems, 5th ed., Prentice-Hall, Lebanon, IN, 2005.
53
[15] O. Faugeras, Q.-T. Luong, and T. Papadopoulo. The Geometry of Multiple
Images: The Laws That Govern the Formation of Multiple Images of a Scene
and Some of Their Applications. The MIT Press, Cambridge MA, London,
2001.
[16] A.G. Bors and I. Pitas. Prediction and tracking of moving objects in image
sequences. IEEE Trans. Image Processing, 9(8):14411445, 2000.
[17] Rodrigo A. Franco Luna. Calibración de cámara: Método de Tsai y Méto-
do de Zhang. Universidad Tecnológica de pereira. Maestría de ingeniería
eléctrica, linea automatica.
[18] Z. Zhang, A ﬂexible new technique for camera calibration, IEEE Tran-
sactions on Pattern Analysis and Machine Intelligence, 22(11):13301334,
2000.
[19] Karl J. Astrom ando Bjorn Wittenmark. computer controlled systems:
theory and desing. Third edition.Prentice hall Inc. 1997.
54
