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Cílem práce je navrhnout a vytvořit program, umožňující autonomní řízení robotického
autíčka Ackermanova typu pomocí kamery, pravděpodobnostních plánovacích algoritmů
a FITkitu. V práci jsou rozebrány teoretické principy zpracování obrazu a klasifikace objektů
v něm, pravděpodobnostního plánování, především algoritmu RRT a principy pulsně šířkové
modulace.
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Object of this thesis is to design and create programs allowing autonomous controlling of
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Thesis discuss theoretical principles of image processing and object recognition, sampling-
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Problematice řízení autonomních mobilních robotů již byla věnována spousta odborných
textů a publikací a byla vyvinuta celá řada postupů a přístupů k řešení tohoto problému.
Při řešení je třeba si položit 3 základní otázky:
• jak robota vybavit informacemi o prostředí,
• jak robota vybavit informací o cíli jeho pohybu,
• jak tohoto cíle dosáhnout.
Cílem této bakalářské práce je vytvořit algoritmy, které robotu podají potřebné odpo-
vědi a tím mu umožní autonomní pohyb. Robotem je v této práci autíčko Ackermanova
typu. Informace o prostoru, ve kterém se pohybuje, bude autíčko získávat ze statické kamery
umístěné mimo jeho tělo a tudíž prostor, ve kterém se auto pohybuje, je omezen záběrem
z kamery. Cíl cesty určí operátor. K plánování pohybu autíčka bude využito pravděpodob-
nostních plánovacích algoritmů, které umožňují nalezení cesty pohybu pro roboty s více
stupni volnosti a s různými omezujícími podmínkami. Pro účely řízení pohybu mechanic-
kých částí autíčka bude vybaveno zařízením FITkit.
V kapitole 2 jsou diskutovány teoretické základy pro zpracování obrazu a sestavení
modelu prostředí. Kapitola 3 seznamuje s pravděpodobnostními algoritmy a hlavně s al-
goritmem RRT, který umožňuje plánování pohybu neholonomického robota, jakým je au-
tíčko s podvozkem Ackermanova typu. Dále poskytuje nutné rovnice pro výpočet pohybu
a polohy autíčka. Kapitola 4 seznamuje s navrženým hardwarovým a softwarovým řešením
daného problému. Poslední 5. kapitola se věnuje implementaci uvedených principů na da-
ném vybavení a také celkové implementaci všech ostatních aspektů problému, jako je např.




Průběh zpracování obrazu a rozpoznávání objektů v něm lze rozdělit do několika základních
kroků. Toto rozdělení není zcela jednoznačné a v různé literatuře lze nalézt různé dělení.
V této práci se však budu držet dělení, které vychází z [15]. Zde je procedura zpracování
obrazu rozdělena do 5 základních kroků:





V následujících odstavcích bude uveden pouze základní popis těchto kroků. Do větší
hloubky budou diskutovány pouze teoretické základy metod, použitých v pozdější imple-
mentaci (sekce 5). Více informací lze nalézt např. v [15], [19] či [20].
2.1 Snímání a digitalizace
Prvním krokem při procesu zpracování obrazu je snímání reálného světa. Vstupní optická
veličina se převádí na elektrický signál, který je spojitý v čase a úrovni. Optickou veličinou
může být jas (běžná kamera - nejčastější případ), rentgenové záření, tepelné záření aj.
V této práci je použita běžná kamera, a tedy dále bude za vstupní veličinu považován
jas. Množství informací obsažených v obraze závisí nejen na kvalitě snímacího zařízení, ale
také na podmínkách snímání. Např. při snímání běžnou kamerou ve tmě mnoho užitečných
informací nezískáme.
Dvojrozměrná spojitá funkce f(i, j) je matematickým modelem obrazu, které se říká ob-
razová funkce. Její argumenty (i, j) jsou souřadnice v rovině. Funkční hodnotou této funkce
je jas (intenzita). Je potřeba si uvědomit, že prostředí, které tvoří obraz, má trojrozměr-
nou (3D) povahu. Funkce f(i, j) je tedy výsledkem perspektivního zobrazení snímaného
reálného 3D světa. Ačkoliv je tím značně redukováno množství informací, je tento fakt ve
většině případů akceptovatelný. Nejinak je tomu i u řešené úlohy.
Digitalizace je proces převodu vstupního spojitého signálu získaného snímáním do dis-
krétního tvaru. Jedná se tedy o převod spojité obrazové funkce f(i, j) na její diskrétní
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ekvivalent. Digitální obraz je získán vzorkováním obrazu do matice MxN bodů a kvantová-
ním do K úrovní jasu. Díky kvantování nabývá jasová funkce v digitalizovaných obrazech
celočíselných hodnot. Výstupem procesu digitalizace je tedy MxN rozměrná matice1 celých
čísel, které vyjadřují úroveň jasu. Jednomu prvku matice se říká pixel (pixel element - ob-
razový element). Z hlediska obrazu je pixel dále nedělitelný, a proto se také často označuje
jako bod. Není–li uvedeno jinak, jsou tyto pojmy v práci zaměnitelné.
2.1.1 Metrické a topologické vlastnosti obrazu
V digitálním obraze lze nalézt různé metrické a topologické vlastnosti. Důležitou vlastností




(i− h)2 + (j − k)2, (2.1)
D4 = |i− h|+ |j − k|, (2.2)
D8 = max{|i− h|, |j − k|}. (2.3)
Rovnice 2.1 je Euklidovská vzdálenost. Nevýhodou této vzdálenosti při použití v di-
gitálních obrazech je skutečnost, že její hodnota může být neceločíselná. To neodpovídá
diskrétní obrazové matici, proto se často uvažuje jiná vzdálenost, např. vzdálenost v měst-
ských blocích (rov. 2.2), či šachovnicová vzdálenost (rov. 2.3).
Do sousedství (nebo–li taky okolí) pixelu (i, j) patří všechny body, které jsou od něj ve
vzdálenosti D4 = 1 nebo D8 = 1 podle toho, zda uvažujeme 4 nebo 8 sousedství. Sousedem
bodu (i, j), je pak bod patřící do jeho sousedství.
Cesta mezi body A1 a An je taková posloupnost obrazových bodu A1, A2, . . . , An, pro
které platí Ai+1 je sousedem bodu Ai.
Oblast je taková množina bodů, že mezi každou dvojicí bodů z této množiny existuje
cesta, patřící celá do této množiny.
Objekt je pak taková oblast, která obvykle odpovídá objektům reálného světa. Často
bývá objektem oblast konstantního jasu.
Hranice oblasti je množina všech bodů oblasti, z nichž každý má alespoň jednoho sou-
seda, který do oblasti nepatří.
Pro popis tvaru objektu se často používá jeho konvexního obalu. Konvexní obal objektu
je taková oblast obsahující objekt, že každé dva body oblasti mohou být spojeny úsečkou,
která celá patří do oblasti. Body uvnitř konvexního obalu, které nepatří objektu, jsou
označovány jako defekty konvexnosti. Konvexní obal pro robotické autíčko je na obrázku
2.1
Mezi další vlastnosti obrazu patří jeho histogram. Ten popisuje četnost výskytů jednot-
livých jasových úrovní v obraze a je obvykle jedinou globální informací, kterou lze z obrazu
snadno získat.
Jako poslední charakteristiku digitálního obrazu ještě zmíním šum. Šum je nežádoucí
porucha obrazu, vzniklá při procesu snímání, při přenosu obrazu nebo při zpracování. Podle
pravděpodobnostních charakteristik výskytu šumu jej můžeme rozdělit do více druhů, bílý
šum, Gaussův šum, impulsní šum aj. Šum je rušivý prvek a je žádoucí jej potlačit. O al-
goritmech, které umožňují se šumu zbavit pojednává odstavec 2.2. Za nežádoucí prvek lze
také označit stíny, které vrhají objekty v prostředí. Stíny vznikají v závislosti na umístění
zdroje světla, a proto k jejich odstranění stačí správně umístit zdroj světla.
1v případě uvažování barev pak více matic
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Obrázek 2.1: a) Záběr autíčka pořízený kamerou, je patrné rozlišení kamery a zachycení
detailů b) konvexní obal pro toto autíčko
2.2 Předzpracování
Úkolem procesu předzpracování je zlepšit vlastnosti obrazu z hlediska dalšího zpracování.
Tyto vlastnosti budou jiné, pokud bude výsledný obraz zpracován člověkem nebo automa-
ticky. Cílem procesu je potlačit šum a odstranit zkreslení, vzniklé při snímání a digitalizaci
obrazu, a dále potlačit nebo zvýraznit jisté rysy obrazu důležité z hlediska dalšího zpraco-
vání. Těmito rysy mohou být například hrany. Vstupem i výstupem procesu předzpracování
jsou matice jasových bodů, které představují digitální obraz.
Je důležité zde zmínit, že v tomto procesu nevzniká žádná nová informace. Informaci
můžeme pouze potlačit nebo zvýraznit, ale informace, která se v obraze před procesem
zpracování nevyskytuje, se v obraze vyskytovat nebude ani po této fázi zpracování.




• metody filtrace a ostření.
Mezi jasové transformace patří např. vyrovnání histogramu, mezi geometrické pak ro-
tace, posun či zvětšení. Popis těchto metod lze nalézt v uvedené literatuře, tato práce
seznámí blíže pouze s metodami filtrace a ostření.
2.2.1 Filtrace a ostření obrazu
Metody filtrace a ostření jsou také nazývány metodami lokálními. Důvodem je, že tyto
metody využívají pro výpočet jasu bodu ve výstupním obraze pouze informací o lokálním
okolí odpovídajícího bodu ve vstupním obraze. Lokálním okolí se rozumí sousedství jisté
vzdálenosti.
Přístup lokálních metod je založen na představě, že se celý vstupní obraz systematicky
prochází (např. po řádcích) a kolem každého bodu je zkoumáno jeho malé okolí. Výsledek
analýzy pak určuje hodnotu tohoto bodu ve výstupním obraze.
Lokální metody můžeme rozdělit do dvou skupin: vyhlazování (filtrace šumu) a hle-
dání hran (gradientní operace, ostření hran), podle toho, jakých výsledků chceme dosáh-
nout.
Cíle obou skupin jsou protichůdné. Zatímco jedna se snaží potlačit náhlé změny obra-
zové funkce, druhá náhlé změny zvýrazňuje. Řešení těchto protichůdných požadavků jsou
nelineární metody, které vyhlazují a přitom ponechávají hrany a detaily v obraze.
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Vyhlazování
Vyhlazování, nebo–li filtrace obrazu, je skupina metod zaměřených na potlačení šumu. Po-
kud existuje více obrazů téže neměnné scény, lze k potlačení šumu využít všech vstupních
obrazů. Účinnou metodou je průměrování pixelů o stejných souřadnicích ve vstupní obra-
zové sekvenci. Pokud je však k dispozici pouze jeden obraz, nezbývá než se spolehnout na
nadbytečnost údajů v obraze a redukovat šum na základě této úvahy.
Obvyklým předpokladem je, že sousední pixely mají převážně tutéž nebo blízkou hod-
notu jasu. Za šum je pak považován ten bod, který má výrazně jinou hodnotu jasu než
body v jeho okolí. Hodnotu jasu v bodě pak lze opravit na základě analýzy hodnot jasu
jeho okolních bodů.
Je třeba zmínit, že zde zmíněné metody filtrace dokáží potlačit pouze mírně zašumělý
obraz. Pokud je obraz zašumělý příliš, je třeba uvažovat o jiném způsobu jeho pořízení.
Pokud je znám způsob vzniku a charakter šumu, pak je možné na základě těchto znalostí
obraz opravit i při výskytu silného šumu.
Metody lokální filtrace jsou lineární nebo nelineární. Lineární metody počítají novou
hodnotu pixelu ve výstupním obraze jako lineární kombinaci hodnot pixelů ze zvoleného
okolí. Pro digitální snímky lze lineární kombinaci vyjádřit jako diskrétní konvoluci. Jednot-
livé filtry se od sebe liší tím, jakou vahou se na výsledné hodnotě pixelu podílejí jednotlivé
okolní body. Tyto váhy jsou dány konvoluční maskou h. Ve většině případů se používá
pravoúhlého okolí bodu o velikosti N , která se volí jako liché přirozené číslo (3,5,7).
Následující konvoluční masky jsou pro okolí rozměru 3x3 pro filtraci obyčejným průměro-




 1 1 11 1 1
1 1 1
 , h = 1
16
 1 2 12 4 2
1 2 1
 , (2.4)
Vedlejším nežádoucím efektem lineární filtrace je bohužel i rozmazání hran v obraze,
které nesou významnou informaci. Řešení tohoto problému tkví v použití nelineárních me-
tod.
Nelineární metody se snaží v analyzovaném okolí najít tu jeho část, do které bod patří
(část o zhruba konstantním jasu). Jen pixely této oblasti se využijí pro výpočet nové hod-
noty jasu. Mezi nelineární metody patří metoda filtrace pomocí mediánu či metoda rotující
masky (obr. 2.2).
Obrázek 2.2: Průměrování s využitím rotační masky o velikosti 3x3. Celkem 9 poloh, 1
uprostřed + 8 na obrázku. Z masek se vybere ta, kde má jas nejmenší rozptyl. Obrázek
převzat z [15]
Zhodnocení filtračních metod lze nalézt v [15]. Práce konstatuje, že velmi zajímavých
výsledků lze dosáhnout filtrací metodou rotační masky, jejíž nesporná výhoda je v tom, že
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hrany nejenom zachovává, ale dokonce zvýrazňuje. Tato metoda je ovšem časově náročná
a proto je třeba její použití zvážit.
Hranová detekce
Neurologické a psychologické výzkumy naznačují, že místa v obraze, kde se razantně mění
funkční hodnota obrazové funkce f(i, j), mají pro člověka zásadní význam na vnímání
obrazu [20]. Tato místa nesou větší množství informace než místa jiná. Z tohoto poznatku
vycházejí metody hranové detekce.
Hrana je vlastnost bodu, která se vypočítá z chování obrazové funkce v okolí tohoto
bodu. Změny spojité funkce lze zjistit derivací této funkce. Obrazová funkce závisí na dvou
proměnných, souřadnicích v obraze. Matematickým nástrojem pro studium změn funkce
dvou proměnných jsou parciální derivace. Změna obrazové funkce je popsána gradientem,
který určuje směr největšího růstu funkce a strmost tohoto růstu (velikost, modul gra-
dientu). Hrana je pak diskrétní aproximací gradientu, tedy vektorem o dvou složkách -
velikosti a směru. Velikost odpovídá modulu gradientu, směr hrany je pak otočen o −pi2
oproti směru gradientu.
Cílem metod hranové detekce je hrany buďto zvýraznit (operací ostření), nebo detekovat
(detekce hranových bodů). Hranové detektory lze rozdělit do dvou skupin, metody využí-
vající první derivaci (Robertsův operátor, Sobelův operátor) a metody využívající druhou
derivaci (Marr-Hildret, Canny). Při použití první derivace je velikost gradientu porovnána
s prahem, který určuje, jedná–li se o hrany či nikoliv. Při použití druhé derivace se za hranu
považuje to místo, kde druhá derivace obrazové funkce prochází nulou.
K výpočtu gradientu lze využít opět diskrétní konvoluce s konvolučním jádrem h. Jed-
notlivé hranové detektory se liší právě použitým konvolučním jádrem a tím, jestli uvažují
směr gradientu či nikoliv. Zhodnocení jednotlivých metod lze nalézt opět v [15].
Cannyho hranový detektor se v jistém smyslu považuje za vyvrcholení snahy o nale-
zení nejlepšího hranového detektoru. Detektor je optimální vzhledem ke třem kritériím:
• detekční kritérium zajišťuje, aby nebyly opomenuty významné hrany,
• lokalizační kritérium se snaží, aby rozdíl mezi skutečnou a naleznou hranou byl mini-
mální,
• požadavek jedné odezvy zajišťuje, aby jedna hrana v obraze byla detekována pouze
jednou.
Odvození Cannyho detektoru je příliš zdlouhavé, proto zde pouze zmíním jeho základní
kroky. Prvním je aplikace konvoluční masky, která spojuje vyhlazení a derivaci. Tato maska
je spojením Gaussova filtru a Sobelova operátoru pro nalezení velikostí gradientů a jejich
směrů. Následuje proces ztenčení hran, jehož principem je výběr lokálních maxim naleze-
ných gradientů. Posledním krokem je prahování s hysterezí. U metody hystereze je využito
dvou prahů, vysokého a nízkého. Hrany, jejichž gradient je větší než vysoký práh jsou po-
važovány za pravé hrany, ty s gradientem nižším než nízký práh pak za nepravé. Hrany
s hodnotou gradientu mezi těmito prahy jsou považovány za pravé pouze v případě, že již
sousedí s jinou pravou hranou. Výsledek aplikace Cannyho hranového detektoru na obrázek
2.1 je patrný z obrázku 2.3.
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Obrázek 2.3: Výsledný obraz po aplikaci Cannyho hranového detektoru na obrázek 2.1
2.3 Segmentace
Segmentace je asi nejtěžším krokem procesu zpracování obrazu. Je to proces vedoucí k na-
lezení objektů v obraze, tedy oddělení objektů od pozadí. Snahou tohoto kroku je rozčlenit
obraz do oblastí, které mají souvislost s objekty reálného světa. Kompletní segmentace
rozčlení obraz do oblastí, které přesně odpovídají objektům reálného světa. Částečná seg-
mentace rozdělí obraz na takové části, které mají určité společné vlastnosti (jas, barvu aj.).
Na data získaná částečnou segmentací je potřeba aplikovat další postupy vyšší úrovně, které
umožní výslednou kompletní segmentaci.
Pro kompletní segmentaci je obecně nezbytná spolupráce s vyšší úrovní zpracování a vy-
užití znalostí řešeného problému. Přesto existují situace, kdy lze dosáhnout kompletní seg-
mentace i bez znalosti sémantiky obrazu. Většinou je ovšem dostačujícím cílem této fáze
segmentace částečná, jejímž přínosem je mimo jiné výrazná redukce objemu zpracovávaných
dat.
Segmentační metody lze rozdělit do skupin podle toho, které vlastnosti obrazu se pro
segmentaci využívají. Globální segmentační metody využívají globálních znalostí obrazu,
reprezentované obvykle histogramem. Metody vycházející z detekce hran a metody orien-
tované na detekci regionů v obraze jsou do jisté míry komplementární. Každá hranice totiž
určuje určitou oblast a každá oblast je ohraničena hranicí. Výsledky těchto metod lze s vý-
hodou kombinovat a získat tak jedinou popisnou strukturu. Za další skupinu lze považovat
metody srovnávání se vzorem a také lze nalézt ještě jiné skupiny.
2.3.1 Prahování
Prahování je základní a nejjednodušší segmentační metoda. Principem metody je procházení
všech obrazových bodů. Ty body, které mají hodnotu větší než určitý zadaný práh T , jsou
považovány za body patřící objektu, ostatní jsou považovány za body pozadí. Tato metoda
přináší kvalitní výsledky v případech, kdy je objekt tvořen podobnými hodnotami jasu.
Volba prahu T je zásadní a často vychází z analýzy histogramu.
Vylepšením metody prostého prahování je metoda adaptivního prahování. Tato metoda
nevyužívá jednoho globálního prahu pro celý obraz, ale pro každou část obrazu používá
jiný práh, zvolený na základě vlastností té které části. Způsoby, jakým zvolit práh a další
variace metody prahování lze nalézt v [20].
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2.3.2 Detekce hran
Segmentační metody založené na informacích o hranách vycházejí z obrazu hran, který
vznikl aplikací některých z výše uvedených hranových operátorů na vstupní obraz. Obraz
hran obsahuje informace pouze o výskytu hran (popř. o směru a velikosti gradientu), proto je
jako samotný výstup procesu segmentace nepoužitelný. Po procesu detekování hran potřeba
spojit tyto hrany do hranic, které odpovídají průběhu skutečných hranic objektů ve scéně.
Cílem je vybrat z množství hran obsažených v hranovém obraze jen takové, které tvoří
hranice skutečných objektů.
Metody detekce hranic se liší jednak způsobem konstrukce hranice z hran, jednak také
tím, kolik apriorních informací je při segmentaci k dispozici. Čím více apriorní informace je
k dispozici, tím lepší výsledky lze od metod očekávat. Při malém množství apriorních in-
formací nemohou metody hodnotit správnost nalezených hranic, a tudíž nemohou provádět
zpětnovazební úpravy segmentačního výsledku.
Největším problémem, kterému tyto metody musí čelit, je výskyt hran v místech, kde
se skutečná hranice nenachází (způsobené např. šumem), či absence hran tam, kde probíhá
skutečná hranice.
2.3.3 Detekce oblastí
Zatímco metody minulého odstavce sloužily k nalezení hranic oblastí a teprve z těchto hranic
byly vytvořeny segmenty značící objekty nebo jejich části, v tomto odstavci jsou uvedeny
metody, které hledají segmenty přímo. Výhodou těchto metod je jejich větší odolnost proti
šumu.
U těchto metod je důležitou vlastností segmentů jejich homogenita. Základní myšlenkou
segmentace narůstáním oblastí je rozčlenit obraz do maximálních souvislých oblastí tak,
aby byly v určitém smyslu homogenní. Kritériem homogenity může být barva, intenzita, či
textura.
Metody spojování oblastí nejdříve obraz rozdělí do velkého množství malých oblastí,
které jsou následně na základě kritéria homogenity spojovány do oblastí větších. Metody
štěpení jsou principiálně opačné, tedy nejdříve je obraz uvažován jako jedna oblast, která
je štěpena na menší části.
Algoritmus Mean-shift segmentace shlukuje pixely do oblastí na základě blízkosti hod-
not jejich jasu a blízkosti jejich pozice. Principem je rozšíření dvojrozměrné matice intenzit
o jeden rozměr. Každý pixel [i, j] ve dvojrozměrné matici má danou intezitu k. Intenzita
je použita jako třetí rozměr a každý bod obrazu je tedy reprezentován jako [i, j, k]. Blízké
pixely o podobné intenzitě, u nichž se předpokládá, že náležejí stejnému objektu, budou v 3
rozměrném prostoru vytvářet shluky. Naopak pixely rozdílného jasu, které spolu v obraze
sousedí, a přesto náleží jiným objektům, budou v tomto prostoru vzdálené. Úloha segmetace
je tedy převedena na úlohu shlukování bodů v n–rozměrném prostoru, kde pro šedotónový
obraz je n = 3, pro barevný pak n = 5 (další 2 kanály jako souřadnice). Výsledek aplikace
Mean-shift segmentace na obraz 2.1 je zřejmý z obrázku 2.4. Je patrné, že pozadí se naroz-
díl od obrázku 2.1 jeví jako jeden celek. Toho lze s výhodou využít a tento celek z obrazu
odstranit a získat tak pouze segmenty, které odpovídají objektům. Výsledek aplikace Can-
nyho hranového detektoru na takto segmentovaný obraz je patrný z obr. 2.4, objekt autíčka
byl oddělen od pozadí.
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Obrázek 2.4: Aplikace algoritmu Mean-shift na obr. 2.1 a následná aplikace Cannyho hra-
nového detektoru.
2.3.4 Houghova transformace
Pokud obraz obsahuje předměty známého tvaru a velikosti, lze úlohu segmentace chápat
jako úlohu nalezení daného tvaru v obraze. Metoda detekce geometrických tvarů se nazývá
Houghova transformace. Typickým případem aplikace Houghovi metody je vyhledávání jed-
noduchých geometrických primitiv, jejichž tvar lze jednoduše analyticky popsat (přímka,
kružnice, elipsa). Původně byla tato metoda navržena pro detekci přímek [20]. V úlohách
segmentace je využitelná pro detekci oblastí, jsou–li známy rovnice hraničních křivek těchto
oblastí. Znalost rovnice je však u složitějších útvarů často nesplnitelnou podmínkou. V ta-
kových případech lze využít metodu zobecněné Houghovy transformace, která využívá ke
své činnosti tzv. R-tabulku.
2.3.5 Matematická morfologie
Matematická morfologie je matematický nástroj použitelný nejenom ve fázi segmentace, ale
také v procesu předzpracování a popisu objektů. Je založena na nelineární algebře a v mnoha
aspektech předstihuje tradiční lineární metody založené na konvoluci. Morfologie úlohu
vyhodnocení obrazu geometrizuje, do středu zájmu se tak dostává samotný tvar objektů
a transformace, které jej zachovávají [19].
Matematická morfologie se často uplatní ve fázi, kdy je k dispozici binární obraz, získaný
předzpracováním a segmentací vstupního obrazu. V tomto obraze jsou objekty reprezento-
vány jako body s hodnotou 1. Uvažujeme–li binární obraz jako bodovou množinu, pak jejími
prvky jsou dvojice celých čísel, které reprezentují souřadnice objektových bodů v obraze
(obr. 2.5). Morfologická transformace je pak dána relací mezi obrazovou bodovou množinou
X a menší bodovou množinou B, které se říká strukturní element. Aplikaci morfologické
transformace na obraz X, si lze představit, jako bychom strukturním elementem B syste-
maticky posouvali po obraze.
Základními morfologickými transformacemi jsou dilatace a eroze. Dilatace sčítá dvě
bodové množiny (rov. 2.5), eroze je pak duální (nikoliv však inverzní) k dilataci (rov. 2.6).
X ⊕B = {d ∈ E2 : d = x+ b, x ∈ X, b ∈ B}, (2.5)
X 	B = {d ∈ E2 : d+ b ∈ X pro ∀b ∈ B} (2.6)
Aplikací dilatace se zaplní malé díry a úzké zálivy, objekt se zvětší. Aplikací eroze se malé
díry zvětší a úzké zálivy rozšíří, objekt se zmenší. Pokud dilatací zvětšený objekt chceme
zmenšit do původních rozměrů, použijeme erozi. Dilatace následovaná erozí, (X ⊕B)	B,
se nazývá uzavření, eroze následovaná dilatací, (X 	B)⊕B, pak otevření. Obrysy objektů
v obraze lze získat odečtením výsledku eroze od původního obrazu, X − (X 	B).
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X = {(0, 1), (1, 1), (2, 1), (2, 2), (3, 0), (4, 0)}
Obrázek 2.5: Příklad binárního obrazu a jeho bodové množiny. Počátek označený přeškrt-
nutím má souřadnice (0, 0).
2.4 Popis objektů
V předešlých krocích procesu zpracování obrazu byly nalezeny souvislé regiony či oblasti,
které se v obraze vyskytují. Nalezení těchto míst ovšem plně nevypovídá o objektech, které
reprezentují. K tomu, aby bylo možné jednotlivé objekty rozpoznat a odlišit od sebe, je
nutné je popsat. Tento krok je velmi důležitý pro porozumění obsahu obrazu. Výstupem je
buďto vektor číselných příznaků, nebo nečíselný syntaktický popis, charakterizující tvarové
i jiné vlastnosti popisované oblasti. V prvním případě hovoříme o kvantitativním přístupu,
ve druhém pak o kvalitativní přístupu. Způsob popisu je třeba zvolit v závislosti na tom,
k čemu bude dále využit. Ve většině případů je popis vstupem klasifikátoru, který rozdělí
objekty do skupin podle jejich popisu.
Popsat exaktně tvar objektu se jeví jako velmi obtížné. Lidé používají výrazů jako
podlouhlý, kulatý, s ostrými rohy aj., a ačkoliv existuje mnoho praktických způsobů popisu
tvaru, neexistuje žádná obecná metodologie použitelná na všechny problémy [20]. Je totiž
velmi těžké určit, jaká vlastnost je u objektu z hlediska jeho popisu důležitá. Metodu popisu
je třeba vybrat na základě řešeného problému tak, aby co nejlépe vystihovala charakter
problému.
Metody popisu lze rozdělit dle různých hledisek:
• Reprezentace vstupní informace: Popis objektů vychází ze znalosti hranic či oblastí,
které objekt reprezentují.
• Schopnost obnovení objektu: Tj., zda je možné zrekonstruovat objekt na základě jeho
popisu či nikoliv.
• Schopnost rozpoznání nekompletního objektu: Tedy zda z popisu nekompletně repre-
zentovaného objektu lze tento objekt rozpoznat či nelze.
• Využití kvantitativního či kvalitativního přístupu.
• Invariantnosti popisu vůči posunutí, otočení či zvětšení objektu.
2.4.1 Popis objektů vycházející s popisu plochy
Objekty v obraze lze popsat na základě vlastností, které má plocha objektu. Vlastnosti,
které jsou z hlediska popisu zajímavé jsou plocha, délka hranice, podlouhlost, kompaktnost,
výstřednost aj. Získání těchto vlastností je poměrně jednoduché, ovšem lze jej použít jen
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na objekty nepříliš složitých tvarů. Složité tvary je třeba rozložit na tvary jednodušší a ty
pak zkoumat samostatně.
K získání těchto kvantitativních charakteristik se používá statistických vlastností ob-
razu zvaných momenty, které lze použít na popis binárních i šedotónových obrazů. Obecný
moment řádu p+ q není invariantní vůči změně měřítka, posunutí, natočení ani vůči šedo-













(i− xc)p(j − yc)qf(i, j), (2.7)








V případě binárních obrazu m00 reprezentuje plochu, kterou objekt zabírá. Požadavek










Invariantnost vůči natočení objektu lze pak zajistit vhodnou volbou souřadné soustavy tak,
aby centrání moment µ11 = 0.
Na základě znalosti momentů lze pak vypočítat geometrické charakteristiky tvaru ob-
jektů, jako jsou
• plocha objektu A = m00,
• těžiště objektu se souřadnicemi (xc, yc) dle rovnice 2.8,
• orientaci objektu θ = 12 arctan 2µ11µ20−µ02 ,
• výstřednost, neboli poměr délek nejdelších na sebe kolmých tětiv, jako ε = (µ20−µ02)2+4µ11m00 ,
• kompaktnost κ = p2m00 , kde p je délka hranice oblasti.
2.5 Klasifikace
Klasifikace je posledním krokem rozpoznávání při přístupu zdola nahoru tak, jak byl zde
prezentován. Na základě dostupného popisu objektů vzešlého z předešlé fáze, jsou objekty
či oblasti klasifikovány do různých tříd. Klasifikace předmětů v obraze spočívá právě v za-
řazování předmětů do tříd.
Metody klasifikace se dělí podle principu činnosti do dvou základních skupin, které
jsou spjaty se způsobem popisu objektů. Jedná se o skupiny příznakového rozpoznávání
a strukturálního rozpoznávání. Příznakové metody vychází z kvantitativního popisu, učení
vlastního klasifikátoru zde může být s využitím trénovací množiny nebo bez ní. Strukturální
metody vychází z kvalitativního popisu, objekty jsou popsány primitivy. Dále je definována
abeceda, jazyk popisu a gramatiky jednotlivých tříd. Vlastní rozpoznání je pak založeno na
principu rozboru slova a kontroly správnosti syntaxe pro jednotlivé třídy [15].
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2.6 Analýza pohybu v obraze
Metody zpracování obrazu doposud popsané, umožní nalézt v obraze objekty a případně
je rozpoznat a klasifikovat do různých tříd. Tento proces ovšem probíhal pouze v jednom
snímku. Pokud ovšem snímáme prostor kamerou, obvykle nás zajímá sekvence po sobě
následujících snímků a změna pozice objektů v takové scéně. Vstupem analýzy pohybu
je tedy sekvence snímků pořízených v po sobě jdoucích časových okamžicích. V obrazové
sekvenci se vyskytují 2 typy objektů: statické a pohybující se.
Je třeba zmínit, že neexistuje žádná metoda komplexní analýzy pohybu, která by byla
aplikovatelná na libovolnou sekvenci snímků. Všechny metody pracují pouze za jistých
omezujících předpokladů [19].
Z hlediska potřeby analyzovat pohyb lze nalézt tři hlavní typy úloh.
1. Detekce pohybu je problémem nejjednodušším. V takovém případě je středem zájmu
pouze informace o tom, zda se ve sledované scéně něco ”hnulo“. Typickým užitím
jsou problémy spojené s hlídáním různých objektů. Tato skupina úloh obvykle pracuje
s neměnnou polohou snímání, tedy s kamerou která je statická.
2. Detekce pohybu a lokalizace pohybujícího se objektu je problémem o něco složitějším.
V tomto případě se do středu zájmu dostává určení pohybujícího se objektu a jeho
případné sledování v průběhu času. Důležitou roli zde může hrát také sledování tra-
jektorie pohybujícího se objektu, případně predikce směru jeho následného pohybu.
U této skupiny metod se předpokládá nejen pohyb objektů ve scéně, ale lze počítat
i s pohybující se kamerou.
3. Třetí skupina metod využívá informace o pohybu k určení trojrozměrných vlastností
objektů s využitím jejich dvojrozměrných projekcí.
2.6.1 Rozdílové metody analýzy pohybu
Jednoduchým způsobem detekce pohybu je zjišťování rozdílů mezi obrazy, snímanými v růz-
ných časových okamžicích stacionární kamerou s konstantním osvětlením. Rozdílový obraz
d získáme ze dvou po sobě následujících binárních snímků f1 a f2 tak, že hodnoty 0 v rozdí-
lovém obraze reprezentují odpovídající si místa obrazů, v nichž nedošlo k významné změně
jasu, hodnoty 1 pak místa, v nichž se jas změnil, tedy
d(i, j) =
0 pro |f1(i, j)− f2(i, j)| ≤ e
1 jinak
kde e je předem určené kladné číslo. Pohyb objektu, který je jasově odlišný od pozadí, bude
tímto způsobem detekován.
Výsledný rozdílový obraz d může nabývat hodnot 1 z několika důvodů:
• f1(i, j) byl pixelem pohybujícího se objektu a f2(i, j) byl pixelem nepohybujícího se
objektu,
• f1(i, j) byl pixelem pohybujícího se objektu a f2(i, j) byl pixelem jiného pohybujícího
se objektu,
• f1(i, j) a f2(i, j) byly pixely téhož pohybujícího se objektu v různých místech,
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• vlivem přítomnosti šumu a různých nepřesností se v rozdílovém obrazu objeví řada
nesprávně detekovaných pixelů s hodnotou 1.
Chyby způsobené šumem je třeba potlačit. Nejjednodušší je neuvažovat oblasti, které
jsou menší než předem stanovená hodnota. To však může způsobit, že nebudou detekovány
pomalé pohyby či pohyby malých objektů. Na druhé straně je však zajištěno, že pixely




Robotem obecně rozumíme mechanické zařízení, které je schopno provádět naprogramované
činnosti. V této práci je robotem robotické autíčko na čtyřech kolech. Pokud se má autíčko
pohybovat, potřebuje znát polohu, kde se nachází (lokalizace) a způsob, jak se dostat na
jiné místo (plánování). Lokalizaci robota ve scéně (obraze) řeší sekce 2. Proces plánování je
řešen právě zde.
Při plánování autonomního pohybu pro robotické autíčko s podvozkem Ackermanova
typu, je třeba si uvědomit problémy s tím spojené. Je evidentní, že automobil se nedokáže
pohybovat volně všemi směry. Při pohybu do strany se nemůže pohybovat po přímce, místo
toho se musí pohybovat po kružnici s nenulovým poloměrem. Tomuto omezení se říká
neholonomické omezení a je třeba jej brát v úvahu při plánování cesty.
Pravděpodobnostní plánovací algoritmy (dále jen PPA) umožňují plánovat pohyb i za
těchto omezujících podmínek. PPA nejsou jediným druhem algoritmů, které umožňují plá-
nování pohybu. Další možné algoritmy lze nalézt v [3]. Ovšem použití právě PPA je pro
plánování s omezujícími podmínkami velmi vhodné.
Cílem PPA je nalézt nekolizní cestu v prostředí s překážkami. Ačkoliv si PPA dokáží
poradit i s pohybujícími se překážkami v prostředí, v této práci jsou překážky uvažovány
jako statické, tzn. jejich poloha se nemění.
Je nutné si uvědomit, že prostor ve kterém se autíčko pohybuje je spojitý. Tento prostor
je tedy nutné diskretizovat. PPA fungují na základě náhodného navzorkování tohoto spo-
jitého prostoru. Ze vzorků PPA vytvoří graf a cesta je následně vyhledána v tomto grafu.
PPA je celá řada, v této práci bude využito algoritmu RRT (3.4). Jiné typy PPA lze nalézt
v [10].
V následujícím textu budou uvedeny základní prostředky pro plánování pohybu za po-
mocí plánovacích algoritmů. Komplexní popis celé problematiky PPA je nad rámec této
práce, lze ho však nalézt v [3] nebo [13]. Notace použitá v této práci odpovídá notaci
použité v [13].
3.1 Pracovní prostředí a jeho geometrie
Pracovním prostředím robota se rozumí fyzický svět, ve kterém se pohybuje. Tento svět
označme jako W. Pracovní prostor W lze reprezentovat jako N–rozměrný euklidovský pro-
stor RN , kde N = 2, 3 podle toho, jestli je prostor dvojrozměrný nebo trojrozměrný.
Je patrné, že svět kolem nás je trojrozměrný, tudíž i svět ve kterém se robot pohybuje
je trojrozměrný. Při snímání prostoru statickou kamerou ovšem získáme pouze 2D svět. Pro
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zjednodušení problému bude tedy i pracovní prostředí robota považováno za 2D svět. Při
řešení daného problému je toto zjednodušení přípustné a není nikterak omezující. Odsud
dále bude tedy pracovní prostor W považován za W = R2.
V pracovním prostředí se vyskytují 2 typy objektů: překážky a robot. Nechť O ⊂ W
značí množinu všech bodů ve W okupovaných překážkami O. Tyto objekty je nutné repre-
zentovat takovým způsobem, který má silnou vyjadřovací schopnost a zároveň je výpočetně
nenáročný. Způsoby reprezentace objektů jsou diskutovány v [13]. Nejčastější reprezentace
ve 2D prostředí je reprezentace pomocí konvexních polygonů. Robot je vyjádřen obdobně,
tedy A ⊂ W. Rozdíl je v tom, že robot se v prostředí může pohybovat a proto je nutné
definovat i transformace jeho geometrické reprezentace.
Potřeba zavést reprezentaci objektů geometrickými primitivy vyplívá z potřeby deteko-
vat, zda robot koliduje s překážkami či nikoliv. Funkci
D :W → {true, false} (3.1)
označme jako detektor kolizí, která vrací true v případě, kdy A ∩O = 0, jinak vrací false.
Jak již bylo zmíněno, robot se v prostředí může pohybovat a tudíž je potřeba definovat
jeho transformace. Geometrická transformace robota je funkce h : A → W, která mapuje
každý bod z A doW [13]. Pokud h(a) pro nějaké a ∈ A označuje bod vW, který je obsazen
a, pak
h(A) = {h(a) ∈ W|a ∈ A}, (3.2)
indikuje všechny body ve W obsazené robotem.
Předtím, než je A transformován do W, není uvažován jako součást W. Teprve trans-
formace h umístí robota doW. Proto označme souřadný systém prostoruW a jeho počátek
jako výřez prostoru1. Souřadný systém je uvažován jako kartézsky souřadný systém. Trans-
formace ve 2D prostředí lze rozdělit do dvou skupin: posunutí a rotace2.
Posunutí robota A je vyjádřeno dvěmi parametry xt, yt, jako vektor q = (xt, yt). Potom
funkce h je definována jako
h(x, y) = (x+ xt, y + yt). (3.3)
Pokud je geometrie robota vyjádřena jeho hranicemi, pak posunutí robota znamená po-
sunutí všech jeho hraničních bodů. Každý hraniční bod (xi, yi) je nahrazen bodem (xi +
xt, yi + yt).
Rotace robota, vyjádřeného hranicemi, o úhel θ ∈ [0, 2pi) je nahrazení každého hraničního
bodu (xi, yi) bodem (xi cos θ− yi sin θ, xi sin θ+ yi cos θ). V tomto případě se jedná o rotaci
kolem počátku prostoru W.
Kombinací rotace o úhel θ s posunutím xt, yt je možné získat umístění robota kdekoliv






xi cos θ − yi sin θ + xt
xi sin θ + yi cos θ + yt
)
(3.4)
1tento výřez je vlastně definován záběrem z kamery
2existují i jiné transformace, které lze provádět s geometrickými primitivy ve 2D prostředí, jako např.
zkosení, ty ale nejsou pro účely plánováni potřebné
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 xi cos θ − yi sin θ + xtxi sin θ + yi cos θ + yt
1
 (3.5)
Novou polohu A v prostoru W lze tedy získat součinem bodu (x, y) ∈ A s homogenní
transformační maticí
T =
 cos θ − sin θ xtsin θ cos θ yt
0 0 1
 , (3.6)
která reprezentuje rotaci následovanou posunutím.
Aby bylo možné matematicky popsat pozici a orientaci robota v pracovním prostoru, byl
zaveden pojem konfigurační prostor C. S tímto prostorem seznamuje následující kapitola.
3.2 Konfigurační prostor
Konfigurační prostor je množina všech možných transformací robota v prostoru. Myšlen-
kou konfiguračního prostoru (C–space), označovaného jako C, je možnost reprezentovat
složitou geometrii robota jedním bodem (obrázek 3.1). Tento bod nazýváme konfiguací
[3].
,.
Obrázek 3.1: Pracovní prostor (vlevo) převedený na konfigurační prostor(vpravo). Konfigu-
rační prostor je promítnut do 2D roviny (převzato z [11])
Konfigurace q jednoznačně určuje pozici celého robota 3 A veW. Konfiguraci reprezen-
tujeme jako m rozměrný vektor parametrů, jehož složky jednoznačně určují pozici a ori-
entaci robota v pracovním prostoru. Každý z těchto parametrů se nazývá konfigurační
proměnná. Rozměr vektoru a tím i počet parametrů nazýváme stupněm volnosti robota.
Robot s m stupni volnosti je tedy jednoznačně definován m rozměrným vektorem. Oblast
prostoruW, kterou zabírá robot A když se nachází v konfiguraci q je označována jako A(q).






Hlavn´ı osa robota A
A W
Vedlejˇs´ı osa robota APocˇa´tek W
Obrázek 3.2: Jednoduchý model auta z vyznačenou hlavní a vedlejší osou.
Ne všechny konfigurace systému jsou však přípustné. Volný konfigurační prostor Cfree ⊆
C, je množina všech takových konfigurací, v nichž robot nekoliduje s překážkami (a tedy
v nichž funkční hodnota funkce 3.1 je true):
Cfree = {q ∈ C|A(q) ∩ O = 0} (3.7)
Protikladem Cfree je kolizní konfigurační prostor Cobst, který je definován jako prostor
všech takových konfigurací, ve kterých dochází ke kolizi robota s překážkou:
Cobst = {q ∈ C|A(q) ∩ O 6= 0} (3.8)
Aby mohlo být plánování úspěšné, musí startovní qinit a cílová pozice qgoal robota ná-
ležet volnému konfiguračnímu prostoru. Problém hledání cesty se tedy redukuje na problém
hledání přípustné křivky v Cfree.
Nyní uvažujme robotické autíčko, pohybující se ve 2D pracovním prostoru, jak je zná-
zorněno na obrázku 3.2. Pozice robota ve 2D prostoru je vyjádřena jeho rotační a translační
složkou (viz. 3.1). Umístění celého robota můžeme plně vyjádřit 3 parametry. Konfigurační
vektor je tedy
q = (x, y, θ) (3.9)
kde x a y jsou souřadnice referenčního bodu na A, θ je pak úhel natočení. Tyto parametry
značí rotační a translační složku vztaženou k počátku prostoru W. Konfigurační prostor je
tedy 3 dimenzionální.
3.2.1 Metrika konfiguračního prostoru
Všechny PPA potřebují pro svou činnost funkci, která měří vzdálenost mezi dvěmi konfi-
guracemi v C. Vzdálenost dvou bodů v prostoru je určena tzv. metrikou prostoru.
Funkce ρ(q1, q2) musí splňovat jisté podmínky, aby mohla být vzdálenostní funkcí pro-
storu C:
1. Podmínka nenegativity: ρ(q1, q2) ≥ 0
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2. Podmínka totožnosti: ρ(q1, q2) = 0 když a jenom když q1 = q2
3. Podmínka symetrie: ρ(q1, q2) = ρ(q2, q1)
4. Podmínka trojúhelníkové nerovnosti: ρ(q1, q2) + ρ(q2, q3) ≥ ρ(q1, q3)
Funkční hodnotu funkce ρ(q1, q2), tedy vzdálenost konfigurací q1 a q2, označme jako d.
3.3 Plánování pohybu neholonomického robota
Při plánování pohybu robota je třeba počítat se dvěmi typy omezení, s kterými se robot
může potkat. Prvním typem jsou omezení globální, omezující robota v dosažení těch kon-
figurací, které kolidují s překážkami. Druhým typem jsou omezení lokální, které omezují
robota ve způsobu, jakým může přejít mezi dvěmi konfiguracemi.
Při plánování s lokálními omezujícími podmínkami existují v zásadě 2 přístupy. První
přístup je přístup dvoufázový :
1. Je nalezena cesta, která ignoruje lokální omezující podmínky (uvažuje pouze globální
omezující podmínky).
2. Nalezená cesta je transformována tak, aby splňovala lokální omezující podmínky.
Ačkoliv se dvoufázový přístup ukázal být velice úspěšným, přesto zde můžeme pozorovat
řadu problémů [2]:
• Nalezená holonomická cesta z fáze 1, nemusí být převoditelná na cestu, která akceptuje
lokální omezující podmínky.
• Výsledná cesta může být zbytečně energeticky náročná, např. může obsahovat ostré
zatáčky, ve kterých musí auto zpomalit.
S těmito problémy se vypořádá přístup druhý, tzv. přímé plánování. Algoritmy přímého
plánování, jejichž zástupcem je i algoritmus RRT (3.4), nedělí problém do dvou fází, ale
počítají s lokálními omezeními po celou dobu.
Způsob jak přejít mezi dvěmi konfiguracemi určuje stavová přechodová rovnice
dq
dt
= f(q, u). (3.10)
Tato rovnice je funkcí dvou parametrů – q a u. q určuje konfiguraci, ve které se robot nachází,
a tedy q ∈ Cfree. u je pak akce nebo vstup, který může ovlivnit konfiguraci robota. Touto
akcí je např. natočení kol, rychlost apod. Množinu všech akcí u, které je možné aplikovat na
konfigurace, označme jako U . Stavem systému x označme kompozici konfigurace robota q,
v nichž se právě nachází s akcí u, kterou právě vykonává [2]. Množinu všech stavů, kterých
robot může nabývat pak označíme jako stavový prostor X .
Akci systému u popisujeme vektorem přípustných hodnot. Každá hodnota tohoto vek-
toru značí jednu podakci. Velikost vektoru u označme jako nu. Počet konfiguračních pro-
měnných, a tedy velikost vektoru q označme jako nq. Velikost vektoru, který popisuje stav
x je pak
n = nq + nu.
Jednotlivé složky vektoru x nazvěme stavovými proměnnými. Tyto proměnné tedy zahrnují
konfigurační proměnné a pohybové (akční) proměnné.
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Dále uvažujme robotické autíčko, tak jak je znázorněno na obrázku 3.3. Konfigurace
tohoto robota byla popsána v odstavci 3.2. Auto může vykonávat jenom dva typy akcí.
Jízdu (i stání) a zatáčení. Jízdu budeme určovat rychlostí us, která může nabývat hodnot
−1, 0 nebo 1m podle toho jestli auto couvá, stojí, nebo se pohybuje dopředu. Zatáčení
budeme určovat úhlem uφ, který značí natočení předních kol vůči středové ose auta. Jelikož
při zatáčení nemůže auto opisovat kružnici nulového poloměru, je uφ omezeno na |uφ| ≤
φmax < pi/2. Pro natočení proti směru hodinových ručiček nechť je uφ = −φmax. Pro
natočení ve směru hodinových ručiček je uφ = φmax. Při uφ = 0 jsou kola vodorovná











Obrázek 3.3: Zatáčení robotického autíčka s omezujícími podmínkami.
Nyní tedy vyjádřeme přechodovou rovnici, která uvažuje zmíněné omezení auta. Odvo-
zení této rovnice lze nalézt v [13].
dx
dt
= us cos θ
dy
dt







kde L značí vzdálenost mezi přední a zadní osou kol. Tyto rovnice popisují auto s náhonem
zadních kol.
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Pro nalezení optimální cesty mezi dvěmi konfiguracemi lze využít Reeds-Shepp křivek
[22]. Reeds-Shepp křivky mají za výsledek cesty, složené z oblouků a přímek. Tedy z případů
kdy robot jede rovně, nebo se pohybuje do strany s úhlem natočení kol po celou dobu
konstantním. Slabinou těchto cest je to, že profil výsledných křivek není spojitý. Aby bylo
možné cestu přesně následovat, musí auto zastavit a změnit úhel natočení kol na každém
přechodu přímka → oblouk (oblouk → přímka).
Způsobem, jak toto omezení vyřešit je použití Continuous–Curvature křivek namísto
Reeds-Shepp křivek. Jakým způsobem získat CC křivky místo RS křivek se zabývá [4]. Aby
bylo možné použít CC křivek, je třeba přidat robotovi jeden stupeň volnosti – úhel natočení




= us cos θ
dy
dt










Značení zůstává stejné jako u rovnice 3.11. Akční proměnná us značící rychlost auta zůstává,
místo akční proměnné uφ, značící úhel natočení, je však zavedena nová akční proměnná,
uw, která nese význam rychlosti natáčení předních kol. Místo vektoru u = (us, uφ) je tedy
novým akčním vektorem vektor unew = (us, uw).
Na fyzického robota působí určité fyzikální síly (např. odstředivá síla při zatáčení).
Aby bylo možné tyto síly zanedbat, je nutné aby se auto pohybovalo pomalu. Pokud tyto
síly zanedbat nelze, je nutné s nimi počítat při vytváření přechodové rovnice, tak jak je
uvedeno v [2]. V této práci je dynamika auta zanedbána, tudíž auto se může pohybovat
pouze pomalu, aby měla vypočítaná cesta smysl.
3.4 RRT–Rapidly - Exploring Random Trees
Plánování pohybu metodou RRT bylo poprvé představeno v [12]. Metoda byla navržena pro
plánování pohybu robotů, které podléhají jak globálním (vyvstávající z překážek) tak lokál-
ním (kinetické a dynamické) omezujícím podmínkám. Jedná se o metodu jednodotazovou,
tedy nevytváří graf celého prostoru ale pouze strom, který spojuje výchozí a cílovou pozici.
Myšlenkou této metody je expanze stromu z výchozí pozice směrem do neprozkoumaného
prostoru k náhodně vygenerované konfiguraci z konfiguračního prostoru. Metoda pracuje
v konfiguračním prostoru C.
Pro použití metody RRT je třeba definovat [14]
1. Konfigurační prostor C.
2. Počáteční a cílovou konfiguraci qinit ∈ C, qgoal ∈ C.
3. Detektor kolizí, tak jak je uveden v 3.1.
4. Množinu U , která definuje akce nebo vstupy, které mohou ovlivnit konfiguraci robota.
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5. Inkrementální simulátor, který počítá jakou konfiguraci q ∈ C bude mít robot po čase
∆t, během kterého provádí akci u ∈ U . Obvykle se jedná o numerickou integraci
stavové přechodové rovnice 3.10.
6. Metriku, která určuje vzdálenost mezi dvěmi konfiguracemi q1 ∈ C a q2 ∈ C.
Základní RRT konstrukční algoritmus, tak jak je popsán v [14], uvádí algoritmus 3.4.
Tento základní algoritmus iteruje po předem zadaný počet iterací a v každém kroku je
RRT strom rozšířen přidáním nového vrcholu, který konverguje k náhodně vybrané konfi-
guraci (funkce BUILD).
Algoritmus 3.4.1 Základní konstrukční algoritmus RRT
function BUILD(qinit, n);
1: T.init(qinit);
2: for i = 1 to n do
3: qrand ← RANDOM CONF();
4: EXTEND(T , qrand)
5: end for
6: return T
function EXTEND(T , q);
1: qnear ← NEAREST NEIGHBOR(q, T );
2: if NEW CONF(q, qnear, qnew, unew) then
3: T .add vertex(qnew);
4: T .add edge(qnear, qnew, unew);






Expanzi stromu zajišťuje funkce EXTEND, ilustrovaná na obrázku 3.4. Ta vybere uzel
qnear obsažený ve stromu, který je nejblíže ke konfiguraci qrand. Výběr zajišťuje funkce
NEAREST NEIGHBOR, která pro určení nejbližšího využije metriky. Následně je proveden
pokus o expanzi stromu směrem ke konfiguraci qrand. Funkce NEW CONF představující
inkrementální simulátor, provede pohyb aplikací akce u ∈ U na konfiguraci qnear po nějaký
časový inkrement ∆t. Akce u se vybere náhodně, nebo se projde množina všech možných
akcí a aplikuje se ta, která vede ke konfiguraci nejblíže qrand(opět podle metriky). Funkce
NEW CONF používá detektor kolizí, který určí zda nová konfigurace (a všechny mezilehlé)
náleží do Cfree. Pokud se expanze stromu povede, qnew obsahuje novou konfiguraci a náleží
Cfree. Akce nutná pro její dosažení z qnear je uložena do unew. qnew je následně uložena do
stromu jako nový vrchol, spojený se stávajícím vrcholem qnear hranou, která je ohodnocena
akcí unew. Algoritmus EXTEND vrací následující hodnoty [16]:
• Reached - bylo dosaženo qrand, nový vrchol qnew = qrand byl vložen do stromu. Vrchol
může být i v jisté tolerované vzdálenosti od qrand.
• Advanced - nový vrchol qnew 6= qrand byl vložen do stromu
• Trapped - nepodařilo se nalézt novou konfiguraci qnew ∈ Cfree
Základní algoritmus RRT může být použit jako kompletní plánovač. V praxi se ovšem zá-
kladního algoritmu příliš nepoužívá, jelikož příliš pomalu konverguje směrem k cíli, protože
se strom rozrůstá na všechny strany stejně. K praktické implementaci tedy byly navrženy
různé rozšíření základního algoritmu.
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Obrázek 3.4: Princip činnosti funkce EXTEND.
RRT–GoalBias je vyplepšní, které spočívá v úpravě funkce RANDOM CONF. Místo
toho, aby vracela pokaždé náhodnou4 konfiguraci, je s určitou pravděpodobností vrácena
konfigurace qgoal, tudíž proběhne expanze stromu ve směru k qgoal. Zde je potřeba vhodně
zvolit míru pravděpodobnosti, jinak hrozí uváznutí algoritmu v lokálním minimu. Jako
vhodná hodnota se uvádí 0, 05 [14].
RRT–GoalZoom spočívá opět v úpravě funkce RANDOM CONF. Náhodná konfigurace
qrand není určována z celého konfiguračního prostoru, ale pouze z určité oblasti okolo qgoal.
Na začátku je tato oblast velká (třeba celý prostor) a jak strom konverguje k cíli, tato oblast
se zmenšuje (zaostřuje). Stále ovšem hrozí uváznutí v lokálním minimu. Obecně se jeví
jako vhodné nahradit funkci RANDOM CONF funkcí, která generuje náhodné konfigurace
s nerovnoměrnou hustotou pravděpodobnosti, rostoucí směrem k cíli.
Vylepšení CONNECT je způsob, kterým lze dosáhnout výrazně rychlejší konvergence
stromu k cíli. Spočívá v nahrazení funkce EXTEND funkcí CONNECT tak, jak je uvedeno
v algoritmu 3.4. Princip tedy spočívá v opakování funkce EXTEND, dokud není dosaženo
q nebo se nenarazí na překážku.
Algoritmus 3.4.2 Funkce CONNECT nahrazující funkci EXTEND
function CONNECT(T , q);
1: repeat
2: S ← EXTEND(T ,q);
3: until not(S = Advanced)
4: return S;
Dvoustromový RRT plánovač je vylepšením, které místo jednoho stromu používá dva
stromy, první ukotvený v qinit a druhý v qgoal. Cesta je nalezena, když se stromy spojí.
Algoritmus 3.4 ukazuje použití dvou stromů. Tento algoritmus vlastně nahrazuje funkci
BUILD RRT ze základního plánovače.
4pojmem náhodná se myslí pseudonáhodná
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Algoritmus 3.4.3 Dvoustromový RRT–ExtExt plánovač
function RRT BIDIRECTIONAL(qinit,qgoal, n);
1: Ti.init(qinit); Tg.init(qgoal);
2: for i = 1 to n do
3: qrand ← RANDOM STATE()
4: if not (EXTEND(Ti, qrand) = Trapped) then
5: if (EXTEND(Tg, qnew) = Reached) then
6: return PATH(Ti, Tg);
7: SWAP(Ti, Tg);
8: return Failure;
Dvoustromový přístup roděluje výpočet na dvě části: 1) prohledání konfiguračního pro-
storu, 2) pokus o napojení stromů. V každé iteraci je jeden strom expandován a je učiněn
pokus o připojení druhého stromu k nově přidanému uzlu qnew. Poté jsou role stromů pro-
hozeny. Algoritmus 3.4 je ukázkou RRT–ExtExt dvoustromového přístupu, kde první Ext
značí použití funkce EXTEND na řádku 4 a druhé Ext značí použití funkce EXTEND na
řádku 5. Jak bylo uvedeno výše, funkci EXTEND lze nahradit funckí CONNECT a proto je
možné vytvořit variace tohoto algoritmu (RRT–ExtCon, RRT–ConCon). V [14] se uvádí, že
pro plánování s neholonomickými omezujícímí podmínkami se jako nejlepší osvědšil způsob
RRT–ExtExt, pro plánování bez těchto omezení pak RRT–ExtCon. Dvoustromový přístup
ovšem při použití s neholonomickými roboty trpí problémem napojení stromů, nemusí totiž




Tato kapitola rozebírá návrh řešení daného problému. V první části je návrh hardwarových
částí problému, tedy řešení fyzického zapojení robota a jeho propojení se zařízením FIT-
kit, dále pak propojení robota s počítačem, který plánuje jeho pohyb a zpracovává obraz.
V druhé části je pak návrh softwarového vybavení, tedy návrh algoritmů pro zpracování
obrazu vycházející ze znalosti snímané scény, návrh algoritmů pro plánování pohybu vychá-
zejících ze znalostí vlastnosti auta a konečně návrh řešení ovládání motorů a komunikace.
4.1 Návrh hardwarového zapojení
Některé hardwarové vybavení je dáno již ze zadání práce. Robotické autíčko od firmy HPI
Racing [9], zobrazené na obrázku 4.1, slouží jako základ robota. FITkit pak slouží jako
ovládací zařízení tohoto základu.
Auto je ovládáno dvěma motory - servomotorem pro ovládání předních směrových kol
a sériovým elektrickým motorem pro ovládání pohonu. Pro řízení sériového motoru je ve
vybavení autíčka také modul ESC, díky kterému je možné ovládat sériový motor stejným
způsobem jako klasické servo. Odpadá tedy nutnost vytvoření dodatečného obvodu (např.
H-můstku), který by umožňoval ovládat sériový motor PWM pulsy (viz. 4.1.2).
Pro komunikaci je auto vybaveno modulem pro dálkové ovládání, tento ovšem využit
není. Místo něj je využito pro ovládání FITkitu a technologie bluetooth (viz. 4.1.1).
Obrázek 4.1: RC auto HPI Racing E10 Toyota Trueno Drift s krytem a bez krytu
4.1.1 FITkit
Zařízení FITkit [5] slouží jako platforma pro realizaci navržených softwarových a hardwa-
rových projektů na Fakultě Informačních Technologií Vysokého Učení Technického v Brně.
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Tato platforma obsahuje mikrokontroler MSP430 od firmy Texas Instruments, programova-
telné hradlové pole FPGA od firmy Xilinx, řadu periferií jako je LCD displej či klávesnice
a také řadu konektorů pro připojení dalších periferií. Díky reprogramovatelnému hradlo-
vému poli FPGA je možné pro různé účely využít různého ”naprogramovaného“ hardwaru.
FITkit tedy umožňuje realizovat ovládání pohybu mechanických částí robota (kol) po-
mocí principů popsaných v odstavci 4.1.2. Dále umožňuje zajištění komunikace mezi autem
a PC, které určuje, jakým způsobem se má auto pohybovat.
Ke komunikaci je využito dvojice zařízení HandyPort HPS-120 od firmy HandyWave
Co., Ltd. [7]. Zařízení využívají standardu bluetooth pro komunikaci mezi sebou a sériového
rozhraní RS-232 pro komunikaci se zařízením, ke kterému jsou připojeny.
Tímto portem je FITkit vybaven a tedy je použití modulů možné. Port RS-232 na
FITkitu ovšem není připojen přímo k mikrokontroléru, který ovládá serva, ale v cestě stojí
FPGA. Proto je potřeba implementovat systém přerušení směrem od FPGA k MCU. V této
práci je využito FITkitu verze 1.2 [6], u které je potřeba pro zavedení mechanismu přerušení
spojit piny JP9(26) a JP10(5) 4.6.
Na opačné straně, tj. na straně PC je modul připojen také přes port RS-232 1. Po
připojení a navázání spojení (probíhá automaticky) se zařízení chová jako křížený sériový
kabel, a tudíž není potřeba instalace žádného speciálního softwaru. Zařízení není třeba
ani nastavovat, pokud je tovární nastavení vyhovující, v opačném případě je možné využít
některého terminálového programu (např. Hyperterminál) pro jeho přenastavení. Způsobem
nastavení komunikačních modulů se zabývá [8]
Obrázek 4.2: Bluetooth modul HPS-120 [7]
4.1.2 Ovládání serv
Klasickým přístupem k ovládaní elektrických motorků a serv je využití techniky, zvané
pulsně šířková modulace (angl. pulse-width modulation - PWM). PWM je signál s kon-
stantní periodou a s proměnnou střídou. Změnou poměru doby trvání napěťového pulsu ku
periodě (tj. změnou střídy) se mění střední hodnota napětí, jehož velikost určuje natočení
serva nebo rychlost otáčení motoru. Pulsy jsou generovány na straně ovládacího zařízení(zde
FITkit) a přijímány zařízením ovládaným(zde motory) [21].
Běžné modelářské serva jsou ovládány 1-2ms dlouhými impulsy s frekvencí 50Hz (pe-
rioda 20ms). Šířka pulsu určuje stupeň natočení serva. V klidové poloze setrvá servo při
pulsech širokých 1,5ms. Změnou šířky pulsu na jednu (k 1ms) či na druhou (k 2ms) stranu
1většina dnešních PC tímto portem již vybavena není, je nutno použít propojovacího konektoru RS-232
→ USB
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Obrázek 4.3: Princip pulsně šířkové modulace [21]
je servo natočeno o odpovídající stupeň. Krajní natočení serva pak odpovídá mezním hod-
notám šířky pulsů. U sériového motoru ovládaného PWM pulsy přes modul ESC pak šířky
pulsů určují nikoliv natočení, ale rychlost a směr otáčení motoru. Konkrétní šířky pulsů,
stejně tak jako periodu signálu je potřeba vyčíst z dokumentace ke každému servu. Ve
většině případů však narazíme na výše uvedené hodnoty.
ESC (electric speed control) je elektronický obvod jehož účelem je ovládání rychlosti
a směru otáčení elektromotorů. Díky vybavení auta modulem ESC je možné ovládat oba
motory stejným způsobem a to jako klasické servo.
Z každého takového serva vede třížilový kabel. Barvy tří kabelů bývají většinou označeny
černou, červenou a bílou barvou. Černá barva slouží pro připojení na zem (GND), červený
pro napájení serva, většinou v rozmení 5-6V a bílý slouží pro připojení ovládání.
Obrázek 4.4: ESC, elektromotor a servo použité v autě
4.1.3 Kamera
Pro získání obrazu prostředí je nutné zajistit připojení kamery. Ta je připojena k PC pomocí
USB portu. Jedná se o klasickou webovou kameru (Microsoft LifeCam VX-1000 [17]), která
se pro tyto účely jeví jako dostačující. V obraze se sice objevuje poměrně výrazný šum, ale
při dobrých světelných podmínkách je možné se za pomoci algoritmů uvedených v kapitole
2 šumu zbavit.
Kameru je potřeba umístit pokud možno tak, aby snímala prostor přímo zvrchu a tedy
nedocházelo ke zkreslení obrazu v důsledku špatného úhlu naklonění. Použitá kamera dovo-
luje snímání obrazu v rozlišení 640x480 obrazových bodů rychlostí 30 snímků za sekundu.
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Při použitém rozlišení jsou v obraze stále patrné detaily a přitom je možné v rozumném
čase obraz zpracovat.
4.1.4 Napájení
Pro fungování FITkitu a také motorů robota je nutné jej vybavit napájením. Robot je
poháněn dvojicí baterií o napětí 9V. Jedna je vyhrazena pro samotné motory, kvůli jejich
velkému odběru, druhá pak pro ovládací elektroniku. Veškerá ovládací elektronika pracuje
na 5V. Mikrokontrolér na FITkitu sice pracuje na 3,3V, ale FITkit je již vybaven převodníky
úrovní, tzn. že po připojení napětí 5V bude do mikrokontroléru dodáváno 3,3V. Je tedy
třeba vytvořit převodník úrovní z 9V napětí na 5V. Pro tyto účely byl využit stabilizátor
napětí 7805. Schéma zapojení stabilizátoru je patrné z obrázku 4.5. VI je vstupní napětí
9V a VO je výstupní napětí 5V.
L78XX
VOVI
CO = 0.1µFCI = 0.33µF
Obrázek 4.5: Schéma zapojení 5V stabilizátoru napětí 7805.
Nápajet je třeba také komunikační moduly. Na straně PC je tento problém vyřešen při-
pojením do USB portu pomocí dodaného konektoru. Na straně FITkitu je potřeba zapojení
modulu na výstup stabilizátoru.
4.1.5 Shrnutí
Kvůli velikost bluetooth modulů je nutné použít pouze podvozek auta bez krytu. Na tento
podvozek je umístěn FITkit s připojeným HPS-120 modulem a dále také dvojice baterií.
Jedna baterie je dodána s autíčkem, proto není potřeba její připojení řešit. Ovšem spojení
druhé baterie s převodníkem úrovní a následně s FITkitem a komunikačním modulem je
potřeba realizovat např. nepájivým kontaktním polem.
Piny, které jsou na FITkitu vyvedeny je potřeba za pomoci kabelů připojit do tohoto
nepájivého pole a dále pak k servům. Využití konektorů na FITkitu je shrnuto v tabulce
a obrázku 4.6.
Schematické znázornění komunikace mezi jednotlivými částmi vybavení je na obrázku
4.7
4.2 Návrh programů
Tato část návrhu se věnuje softwarovému řešení problému. Zde je evidentní rozdělení pro-
blému na dvě části:
• návrh aplikačního programu pro PC,
• návrh ovládacího programu pro FITkit.
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Číslo pinu JP9 Funkce Port MCU Barva
26 Přerušení z FPGA P1.7
29 PWM pohon P1.2
30 PWM zatáčení P1.3
39 Napájení +5V
40 GND
Obrázek 4.6: Schéma využití konektorů JP9 na FITkitu a tabulka shrnující zapojení. Pod-










Obrázek 4.7: Schematické zapojení komunikace. Šipky znázorňují směr komunikace.
4.2.1 Program pro PC
Uživatele zajímá převážně aplikační program pro PC, který bude zobrazovat záběr z kamery
a umožňovat zadávání a vypočítání cesty, stejně tak jako její případné vykonání autíčkem.
Aplikace kromě plánování se skutečným autíčkem bude umožňovat i virtuální plánování,
tedy bez možnosti vykonání cesty robotickým autíčkem. Dále bude možné vytvářet překážky
v prostoru, ve kterém se autíčko pohybuje. Tedy pro reálného robota bude možno vytvořit
virtuální překážky, které tento bude považovat za reálné, tudíž se jim ve výsledné cestě
vyhne stejně tak, jako by na jejich místě skutečně stály reálné překážky.
Vzhled výsledného programu musí být jednoduchý, jeho ovládání pak intuitivní. Uživatel
potřebuje v podstatě pouze plochu, do které bude moci zadávat cíl (a v případě virtuálního
plánování také start) cesty. Na této ploše je zároveň vhodné zobrazení výsledného řešení
a záběru z kamery.
Virtuální plánování bude probíhat ve třech krocích:
1. nastavení výchozí polohy auta,
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2. nastavení cílové polohy auta,
3. spuštění plánovače a zobrazení výsledků.
Plánování pro robotické autíčko pak probíhá také ve třech krocích:
1. nastavení cílové pozice (výchozí získána z obrazu),
2. spuštění plánovače a zobrazení výsledků plánování,
3. pohyb robota po výsledné cestě.
Jednotlivé kroky jsou volitelné, ovšem bez zadání výchozí a cílové pozice nebude možné
spustit plánování, stejně tak jako bez naplánovaní cesty nebude možné vykonat pohyb
autíčka po této cestě.
Je vhodné umožnit uživateli změnu nastavení plánovacího algoritmu a autíčka pro vir-
tuální plánování. Pro skutečné plánování však bude možnost změny vyloučena, všechny
potřebné znalosti o autíčku jsou totiž dány apriorně.
Řešení problému bude uvažovat pouze statické překážky, které zůstávají v obraze stálé
jak ve fázi plánování, tak ve fázi vykonávání pohybu. Je tedy nutné zajistit dodržení tohoto
předpokladu, tedy při plánování pohybu pro skutečné autíčko je třeba sledovat, zda se
v prostoru nezměnilo rozložení překážek. V tomto případě bude uživatel vyzván k reakci
na tento problém, tedy zda si přeje nové rozložení překážek uvažovat či nikoliv.
4.2.2 Program pro FITkit
FITkit má za úkol ovládat elektroniku autíčka, tedy řídit serva. Dále musí program umožňo-
vat komunikaci s počítačem. Komunikace bude probíhat jednoduchým způsobem, na zá-
kladě jednoho doručeného bytu se určí a vykoná pohyb. Díky této jednoduchosti je možné
autíčko ovládat i bez použití aplikačního programu např. přes hyperterminál.
Příchozí byte bude určovat změnu natočení serv vůči aktuální pozici. Hodnota bytu
je zvolena tak, aby bylo možné ovládání klávesnicí počítače. Testování komunikace bude
spočívat pouze v poslání příchozího bytu zpět odesílateli. Komunikační byty a jejich funkce
je shrnuta v tabulce 4.1.
Příchozí byte Funkce
’i’ zrychlení směrem dopředu
’k’ zrychlení směrem dozadu
’j’ zatočení směrem doleva
’l’ zatočení směrem doprava
’o’ zastavení pohybů
’t’ test komunikace




Tato část bakalářské práce se věnuje popisu implementace algoritmů a principů, uvedených
v předchozích částech. Problém implementace je rozdělen do 5 hlavních modulů - modul
pro FITkit, modul zpracování obrazu, modul plánování cesty, modul komunikace a modul
grafického uživatelského rozhraní ovládacího programu.
Implementačním jazykem je C/C++. Ke zpracování obrazu je využito knihovny OpenCv
[1], pro implementaci programu pro FITkit pak knihovny libfitkit. Celá PC aplikace je
vystavěna nad knihovnonou Qt. Tato knihovna slouží především pro vytváření grafického
uživatelského rozhraní, avšak poskytuje také prostředky pro multiplatformní tvorbu vláken
a procesů. Krom toho dále poskytuje základní grafické primitiva, které lze využít jak při
snímání obrazu tak při plánování.
5.1 Kód pro FITkit
Kód pro FITkit je napsán v jazyce C. Využívá knihovny libfitkit, která je dostupná na
fakultě k jednodušší práci se zařízením. Kód je rozdělen do dvou částí, zdrojový soubor
pwm.c a hlavičkový soubor pwm.h obsahují implementaci funkcí pro ovládání motorů.
Zdrojový soubor main.c pak obsahuje obsluhu komunikace s PC a hlavní programovou
smyčku.
Protože komunikační modul je připojen k MCU přes FPGA, je potřeba pro zajištění
komunikace implementovat kód ve VHDL pro FPGA. Na displeji FITkitu jsou vypisovány
stavové informace o právě probíhající funkci robota, tato schopnost potřebuje také im-
plementaci VHDL entity. Kód pro VHDL je použit ze vzorových projektů poskytnutých
k zařízení FITkit, je obsažen ve zdrojových souborech top level.vhd a clk sync.vhd.
Serva se ovládají technikou PWM pulsů generovaných z MCU. Pro jejich generování je
využito časovače TIMER A v MCU FITkitu, který čítá nahoru v režimu compare s výstup-
ním módem reset/set. Tento časovač poskytuje tři registry a je tedy vyhovující, jelikož je
potřeba ovládat pouze dva motory. Hodnota střídy pro servo pohonu je uložena v registru
TACCR1, pro zatáčení pak v TACCR2. Konstantní hodnota periody, je uložena v registru
TACCR0.
V takto nastaveném časovači je signál na výstupních pinech nastaven do logické jedničky
v případě, že čítač dosáhne hodnoty uložené v TACCR0. Na log. 0 jsou pak jednotlivé piny,
odpovídající registrům TACCR1 a TACCR2, nastaveny při dosažení hodnoty v nich uložené.
Pohyb robota je tedy řízen nastavením patřičné hodnoty do registrů TACCR1 a TACCR2.
Jako zdroj hodinového signálu je vybrán SMCLK o frekvenci 7.3728MHz s přednastavenou
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předděličkou na hodnotu 8. Perioda čítače je tedy 1.085µs. Pro takto nastavený čítač jsou
dle [18] hodnoty registrů tyto:
Hodnota Čas [ms] Hodnota v registru
Minimum 1 921
Střed 1,5 1 381
Maximun 2 1 842
Perioda 20 18 432
Tabulka 5.1: Hodnoty registrů časovače TIMER A pro ovládání serv.
Jelikož jsou hodnoty v registrech navyšovány konstantním přírůstkem vždy po obdržení
příkazu, je třeba vhodně zvolit tento přírůstek. Na základě nutnosti splnění určitých předpo-
kladů, jsou tyto přírůstky experimentálně zvoleny takto: hodnota 100 pro registr TACCR1
(pohon), hodnota 50 pro registr TACCR2. Důvodem volby těchto hodnot jsou potřeby plá-
nování. Nutností pro plánování pohybu je, aby se auto pohybovalo pomalu, nejnižšší možná
hodnota, při které se auto začne pohybovat je právě při navýšení střední hodnoty o pří-
růstek 100. Tedy ovládacímu programu stačí zaslat jeden příkaz pro zrychlení vpřed/vzad.
Hodnota 50 pak odpovídá navržené rychlosti natáčení předních kol tak, jak je uvažována
v implementaci algoritmů pro plánování.
5.2 Modul zpracování obrazu
Zpracování obrazu je postaveno na knihovně OpenCv. Ta poskytuje funkcionalitu jak pro
snímání kamerou, tak taky pro zpracování obrazu.
Třída, která reprezentuje práci s kamerou je nazvána Camera, její implementaci lze na-
lézt v souborech camera.h a camera.cpp. Tato třída reprezentuje vlákno, ve kterém běží
snímání kamery. K tomuto účelu je využito funkce Opencv cvQueryFrame(), která získá
obraz z kamery. Kamera musí být předem inicializována voláním funkce cvCreateCamera-
Capture(), a musí být nastaveny porametry snímání funkcí cvSetCaptureProperty(). Veš-
kerou tuto funkcionalitu, kterou poskytuje OpenCv zastřešuje právě třída Camera. Díky
tomu je práce s OpenCv abstrahována. Třída Camera také obsahuje metodu, která detekuje
pohyb v obraze. Ta využívá rozdílu dvou po sobě jdoucích snímků a analýzy histogramu
výsledného obrazu. Pokud je výskyt bílých pixelů (tedy pohybových) větší než 2% všech
pixelů, je to detekováno jako pohyb.
Další třídou, která zpracovává záběr z kamery, je VideoAnalyzer. Její implementace
je v souborech videoanalyzer.h a videoanalyzer.cpp Tato má za úkol ze sekvence po
sobě jdoucích snímků vytvořit model scény, tedy nalézt ve scéně překážky a samotné auto,
určit jeho orientaci a parametry (rozvor náprav apod.). Opět ke své činnosti využívá funkcí
OpenCv pro předzpracování, segmentaci a dalších. Na základě testů se záběry scény se jako
vhodná metoda pro detekci hranic objektů ukázalo použití filtrace mediánem, následované
mean-shift algoritmem a Cannyho hranovým detektorem. V takto zjištěných hranicích se
ovšem často vyskytovali mezery, které způsobovali nekvalitní výsledky tvarů objektů. Proto
je na binární hranový obraz aplikována morfologická operace dilatace následovaná uzavře-
ním, díky čemuž se zaplní malé mezery a je tak dosaženo celistvosti hranic.
Auto v obraze je ze všech objektů rozpoznáno určením výstřednosti a kulatosti jeho
tvaru. K tomuto účelu je nejdříve z množiny vzorových obrazů obsahujících auto vytvořena
databáze, s kterou je pak každý objekt porovnán. Směr natočení autíčka je pak určen podle
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konvexní obálky. Nejhlubší bod defektu konvexní obálky je totiž na pravé straně autíčka
(pokud jsou hranice korektně detekovány), tvoří jej modul HPS-120. Tento bod se vždy
musí nacházet na pravé straně auta, tudíž při porovnání s těžištěm auta lze vždy nalézt
úhel natočení. Toto je zobrazeno na obrázku 5.1.
Obrázek 5.1: K určení úhlu je využito konvexní obálky a nejhlubšího ”defektního“ bodu.
Červený bod značí toto místo, žlutý je pak těžiště auta. Červeně je dále zobrazen konvexní
obal, žlutě hranice auta.
5.3 Modul plánování cesty
Pro plánování bylo vytvořeno několik algoritmů, které jsou všechny určitou obdobou al-
goritmu RRT. Implementaci lze nalézt v souborech planner.h a planner.cpp. Základní
implementace algoritmu RRT řeší problém tak, jak bylo popsáno v 3.4. Na výběr je však
více algoritmů, které dosahují lepších výsledků, než tento základní.
Jako varianta jednostromového přístupu je implementováno rozšíření goal–zoom. Tedy
tzv. zaměřování na cíl. Dvoustromový přístup pak funguje metodou extend–extend, která
využívá rozšíření goal–bias. Tato implementace byla popsána v 3.4. Pro plánování se sku-
tečným autíčkem je použita metoda goal–zoom, nevznikají u ní totiž problémy s napojením
stromu. Autíčko v tomto bodě často není schopno překonat nepřesnosti, tudíž je dvoustro-
mová metoda nevhodná. Výhoda dvoustromové metody však spočívá v rychlosti, s kterou
metoda konverguje k cíli, tedy k nalezení řešení.
Pro účely plánování byly vytvořeny třídy, které reprezentují geometrická primitiva
a umožňují testování kolizí. Tato implementace se nachází v souborech geomprimitives.h
a geomprimitives.cpp. Ačkoliv je možné při kreslení překážek vytvořit i překážky kom-
plexních tvarů, nejsou tyto vhodné pro detekci kolizí. Podporovány jsou pouze konvexní
a konkávní překážky, jejichž hrany se nekříží.
5.4 Komunikační modul
Pro komunikaci je třeba implementovat ovládání seriového portu. Předpokladem je připo-
jení komunikačního modulu jako portu ”COM1”. Nastavení rychlostí komunikace je dáno
především nastavením FITkitu, aplikační program musí tedy dodržet nastavení stejné. Ko-
munikace probíhá rychlostí 115200 Baudů s lichou paritou a jedním stop bitem. Implemen-
tace je v souborech communication.h a communication.cpp.
Jelikož při implementaci je třeba využít systémových volání, které umožní vytvoření
a používání sériového portu, je tato závislá na použitém operačním systému. Cílovým OS
pro běh aplikace je OS Windows.
34
5.5 Požadavky na PC
Z důvodů závislosti programu na systémových voláních, které jsou nutné pro komunikaci ze
sériovým portem, je aplikační program schopný běhu pouze v operačním systému Windows.
Při potřebě portovat program na jiný OS je třeba změnit komunikační modul. Ostatní části




Cílem práce bylo vytvoření programu, který umožní autonomní nalezení cesty a její projetí
robotickému autíčku. Vytyčeného cíle dosaženo nebylo, splněny byly jen jednotlivé kroky
k němu vedoucí.
Autíčko je schopno vytvořit si mapu prostředí, ve kterém se pohybuje, a v tomto pro-
středí svůj pohyb naplánovat. Také detekuje změny prostředí a reaguje na ně novým pláno-
váním své cesty. Ovšem takto vytvořenou cestu již není schopno projet. Ačkoliv komunikace
i ovládání jsou funkční a je tedy možné autíčko ovládat přes PC, např. pomocí terminálového
programu, vytvořená aplikace nedokáže autíčko úspěšně navést po cestě k cíli. Důvodem
je to, že při zasílání vypočítaných pohybů autíčku nebyla uvažována časová rezerva mezi
zasíláním jednotlivých instrukcí. Autíčko obdrží instrukce pohybu ihned po sobě a ne až
v době, kdy se nachází na pozici, kdy by skutečně mělo obdržet novou instrukci.
Konečný program tedy funguje plně pouze pro virtuální plánování, tedy bez možnosti
následného vykonání pohybu. Z toho důvodu jej lze vzhledem k vytyčenému cíli považovat
za nekompletní, a tedy dalším postupem nutným pro jeho dokončení je vytvoření algoritmů,
které vykonají pohyb robotického autíčka na základě zpětné vazby z obrazu.
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Obrázek A.1: Panel pro kreslení překážek
Zadávání pozic Pro zadávání pozic je třeba mít aktivní mód . Výchozí pozice auta
se zadává levým tlačítkem myši, cílová pak pravým tlačítkem. Pozice bude umístěna na
místo kliku, změnu natočení pozice lze zajistit kolečkem myši (za stálého držení tlačítka).
Kreslení překážek Obdélníkové překážky se zadávají levým tlačítkem myši a tažením
při aktivním . Místo kliku označuje levý horní roh překážky, místo puštění tlačítka pak
pravý dolní roh.
Polygonální překážky se zadávájí opět levým tlačítkem myši, tentokrát při aktivním .
Každý klik určuje nový bod přímky, která tvoří hranu překážky. Nejmenší možný počet kliků
jsou tři, tedy zadání trojúhelníkové překážky. Ukončení zadávání překážky a její přidání do
mapy prostoru se provede pravým tlačítkem.
Vymazání jedné překážky se provádí klikem na překážku při aktivním módu . Vy-
mazání všech překážek se provede klikem na tlačítko .
Obrázek A.2: Panel pro plánování
Spuštění plánování Spuštění procesu plánování cesty se provede stiskem tlačítka Run
planning. Pro úspěšné spuštění je potřeba mít zadanou výchozí a cílovou pozici.
Kontaktování autíčka Kontaktování reálného autíčka se provede po stisku tlačítka Real
planning. Po úspěšně navázaném spojení je na kreslící ploše vidět záběr z kamery. Po




Přiložené CD obsahuje následující složky:
• bin - v této složce se nachází spustitelná verze aplikačního programu a knihovny
potřebné pro její běh. Dále se zde nachází databáze vzorových obrázků auta, která je
využita pro klasifikaci - složka dtb.
• manual - obsahuje manual k modulům HPS-120 a dále parametry, které musí mít
moduly nastaveny pro správné fungování.
• src - složka obsahující zdrojové kódy. Jsou zde dva podadresáře:
– FITkit - obsahuje zdrojové kódy programu pro FITkit.
– PC aplikace - obsahuje zdrojové kódy pro aplikační program.
• technicka zprava - adresář obsahující tuto práci ve formátu pdf a dále zdrojové
kódy v LATEXu pro opětovné sestavení zprávy.
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