INTRODUCTION

I.
UEUEING theory is the mathematical study of queues with wide applications in real life [1] while network calculus studies the negative effects of buffers in data networks [2] . These two research topics are usually carried out independently although their relations are sometimes discussed [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] .
Consider a single-server queueing system with an infinite queue size and first-in first-out (FIFO) queue discipline, shown in Fig. 1 . Waiting times in queue and of two successive n th and (n+1) st customers are related by Lindley's equation [11] : 
where is the service time of the n th customer and is the interarrival time between the n th and (n+1) st customer arrivals. Lindley's equation is an important general relation in queueing theory because it holds without any requirement on interarrival times or service times, and is commonly used to describe G/G/1 1 queueing models. If the service times , , … are independent and identically distributed (IID) random variable (RVs) identical to a RV V and if the interarrival
The authors are with the Electronic and Electrical Engineering Department, University College London, London, the U.K. 1 In this paper, we use Kendall's notation to describe queuing systems. Symbols are listed in Table I . 
Eq. (2) describes a GI/GI/1 queueing model and is the focus of this paper. Now let us consider a system model of network calculus, shown in Fig. 2 . Assume packet sizes are infinitely divisible. The model consists of a source, a buffer with infinite buffer size and a work-conserving server (a server that is never idle when there is a packet to send). Over a time interval 0, , denote 1) by the amount of bits generated by the source, 2) by the amount of bits that the server is capable of transmitting and 3) by * the amount of bits left the system. Let , and , . The backlog size at time t and * can be expressed as [10] ( ) ( ) ( )
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The min !"!# $ , % operation in (4) is called the min-plus convolution developed by [12] , [13] . The min-plus convolution together with the max-plus convolution play a central role in network calculus [2] , [10] . When the network calculus system model is discrete time (e.g., digital systems), (3) can be derived based on a variant of Lindley's equation [10] 
If the arrivals 0, 1 , 1, 2 , 2, 3 … in (5) are IID RVs identical to a RV A and if the services S 0, 1 , S 1, 2 , S 2, 3 … in (5) are IID RVs identical to a RV S, then (5) can be written as
The first important observation is that (6) is of the form (2). Lindley in [11] proved that for (2), if interarrival times and service times are IID RVs with finite expectations, and if the mean service time is less than the mean arrival interval, then the distribution functions of and tend to a unique limiting distribution function. Let denote the RV of waiting time in queue (in steady state) and Q denote the RV of backlog size (in steady state). We can claim that Claim 1: Any method to find the distribution function of in (2) can also find the distribution function of Q in (6) .
In queueing theory, Lindley suggested that (2) can be solved by the Wiener-Hopf method [11] . Based on the Wiener-Hopf method, Smith proposed a method to find an exact solution when the Laplace transforms and of service time's probability density function (PDF) and interarrival time's PDF [15] .
In this paper, we first formulate a new boundary condition based on Lindley's work in [11] . Secondly, we consider a special type of Lindley's equation, i.e., the equation 1 0 only has finite negative real roots. Thirdly, we integrate Harris's work with the new boundary condition and develop a new method to solve the above type of Lindley's equation. The new method is shown to be simple and can be computerized.
For queueing theory, we use this method to derive the exact waiting-time distributions of the classic M/M/1, M/H 2 /1 and M/E 2 /1 queueing models, and for the first time find the exact D/M/1 waiting-time distribution (the D/M/1 mean stationary waiting time in queue was derived in [16] ).
For network calculus, we focus on two well-known mathematical models, namely the effective bandwidth model [17] , [18] , [19] and its dual, the effective capacity model [20] . Both models were developed based on the large deviation theory and are commonly used to approximate the distribution function of backlog size in data networks. Because of Claim 1, we use two basic examples to compare our method with these two models:
1) arrivals are IID exponential RVs and services are fixed to a constant value; 2) arrivals are fixed to a constant value and services are IID exponential RVs. We observe that for the first example, 1) the distribution function of Q can be found exactly by our method and partially by the effective bandwidth model; 2) the first step that our method and the effective bandwidth model take are identical so the effective bandwidth model can be considered as part of our method; for the second example, 1) neither our method or the effective capacity model is able to find the exact distribution function of Q; 2) the effective capacity model is only an approximation model. The remainder of this paper is organized as follows: our new method is developed in Section II. In Section III, we demonstrate the use of our method by deriving the exact waiting-time distributions of M/M/1, M/H 2 /1, M/E 2 /1 and D/M/1 queueing models. The M/D/1 queueing model in this section is a counter example, in which our method is inapplicable. In Section IV, we discuss the relations between our method and two mathematical models in network calculus (the effective bandwidth model and the effective capacity model). Section V summarizes the work and contributions of this paper.
METHOD TO SOLVE LINDLEY'S EQUATION II.
*+, $0, -% Write P(•) to denote the probability of an event (•). We start with a basic probability relation between and developed by Lindley [11] :
In the steady state, the distribution functions of and must be identical to the distribution function of :
Eqs. (7) and (8) lead to a new probability relation:
Let represent the cumulative distribution function (CDF) of :
It is possible that costumers have zero waiting time in queue, and hence in general will have a discontinuity at the origin and has a discrete probability mass at zero. The PDF 
where 0 1 2 is an auxiliary function with
Because of (12), we can consider as an auxiliary RV. Eq. (9) can be further expanded based on a standard result from the conditional probability and (13):
After manipulation of (14), we have
Eq. (15) is the new boundary condition that shall satisfy. Denote 1) by 0 3 the PDF of service time; 2) by the two-sided Laplace transforms of the PDF 0 3 :
3) by 0 : the PDF of interarrival time; 4) by the two-sided Laplace transforms of the PDF 0 :
evaluated at :
Harris's work in [15] is summarized below: Lemma 2: If 1) and are both rational functions. This means that is of the form
and is of the form
where ; 3 , ; : , < 3 and < : are all polynomials, and 2) the degree of < 3 is n, then = , = , … = are n roots of the equation
with negative real parts and is of the form
In Lemma 2, / , / , … / in (19) are coefficients to be found. If ; :
and ; 3 are real constants, Smith's method can determine / , / , … / [14] . In the next Theorem, we will show that if = , = , … = are all negative real roots, then / , / , … / can be determined by adopting the new boundary condition (15) :
Suppose that the conditions of Lemma 2 hold and = , = , … = are all negative real numbers. Define
where ⋅ : denotes matrix transpose; 2) n auxiliary RVs: the PDF of the i th RV B C is ( ) ( )
where Δ C is a non-negative arbitrary value, 4) an > ? > matrix P:
is given by
For a proof of Theorem 3, see Appendix I. For convenience, we let Δ C I 1 in this paper.
QUEUEING THEORY: WAITING-TIME DISTRIBUTIONS III. 
By using the new method in
The denominator of is a polynomial of degree one. If J L K, then (23) has one negative real root
In the case of one root, we define 1) a 1 ? 1 vector @; 2) one auxiliary RV B ; 3) a 1 ? 1 vector C; 4) a 1 ? 1 matrix P; 5) a 1? 1 matrix D.
The entry
The PDF of the auxiliary RV B is
To compute the entry F , , we need to know the complementary cumulative distribution function (CCDF) of the sum of B and V. Since the sum of two exponential RVs with rates J and J has a hypoexponential distribution. The CCDF of (B + ) is
The matrix D is computed from (21) as
According to (22) , we have ( ) The PDF of V is a hyperexponential distribution (or a mixture of two exponential distributions):
( ) 2  exp  1 1  2 2  3 5  3 25  exp  5 25
The PDF of T is an exponential distribution:
( )
The Laplace transforms ( ) and (− ) are ( ) 
The denominator of ( ) is a polynomial of degree two and (28) has two negative real roots: = ≈ −0.18 and = ≈ −0.015. Therefore, the conditions of Theorem 3 are true. In the case of two roots, we define 1) a 2 × 1 vector @ ; 2) two auxiliary RVs B and B ; 3) a 1 × 2 vector C; 4) a 2 × 2 matrix P; 5) a 2 × 2 matrix D.
The 
The CCDF of the sum of B and V is ( ) 
According to (22) , we have ( ) ( ) ( )
The denominator of ( ) is a polynomial of degree two and (30) has two negative real roots: = ≈ −4.39 and = ≈ −0.41. Therefore, the conditions of Theorem 3 are true. In the case of two roots, we copy the procedure in Example 2 and have 1) a 2 × 1 vector @ as ( )
2) a 1 × 2 vector C as
3) a 2 × 2 matrix D as 0.8905 0.0477 0.6197 0.0804
According to (22) , we have ( ) [21] ). Throughout the above demonstration, our method is shown to be simple and straightforward, and thus this method can be computerized. It worth noting that since the ( )s and (− )s in Examples 1 and 3 are reciprocals of polynomials, their ( )s can also be obtained by Smith's method. However, the ( ) in Example 2 is not the case so Smith's method cannot be applied. The conventional method (pp. 288−290 in [21] ) to solve Example 2 is shown to be much complicated than our method. 
B. D/M/1 Waiting-Time Distribution
The PDF of V is an exponential distribution:
The Laplace transform ( ) is ( ) Here, the constant interarrival time is the primary difficulty because when T equals c with probability "1", the PDF of T is a Dirac delta function: 
Eq. (34) is valid because its right-hand side 1) is infinite at c:
2) satisfies the identity
Let us choose an arbitrary k. The PDF of T is an Erlang type-k distribution:
Now we can verify that both ( ) and (− ) are rational functions. By letting
The denominator of ( ) is a polynomial of degree one, then based on Lemma 2, (35) shall have one root = with negative real parts. When k in (35) goes to infinity, the right-hand side of (35) approaches to exp (− D) and (35) becomes
If the root = satisfies (36), it must be the real number. In the case of one root, we copy the procedure in Example 1 and have the ( ) as ( ) Fig . 3 shows a curve of actual and a curve of solution using the above parameter setting. We can see that these two curves completely overlap with each other.
The mean stationary waiting time in queue can be derived from (38): 
Eqs. (40) and (41) are the exact steps in [16] to find the D/M/1 mean . In this example, is not a rational function but is. We again use Lemma 4 to circumvent this problem. By choosing an arbitrary k, the becomes
C. M/D/1 Waiting-Time Distribution
Letting
It is tempting to increase k in (44) to infinity and have
However, the denominator of is a polynomial of degree k, then based on Lemma 2, (44) will have k roots with negative real parts (e.g., in Example 3, (30) has two roots). If we let k goes to infinity, then (44) will have infinite number of roots. Clearly, our method is inapplicable in this instance. In fact, the of the M/D/1 queueing model has already been solved [22] : MODEL AND THE EFFECTIVE CAPACITY MODEL Our method and the effective bandwidth model are compared in Section IV-A, followed by a comparison to the effective capacity model in Section IV-B.
A. Effective Bandwidth Model
Consider a network calculus system model with a constant service c bits/slot. Lindley's equation (5) is written as
Define 1) the asymptotic log-moment generating function Λ [ \ of as
2) the effective bandwidth ] [ \ as
If 1) the arrival process $ 1, , ^1% is stationary, 2) Λ [ (\) exists and is differentiable for all \ ∈ (0, ∞), and 3) there is a unique QoS exponent \ * > 0 that satisfies
then based on the large deviation theory, the backlog size process { ( ), ≥ 1} converges in distribution to a RV Q that satisfies (p. 291 in [23] ) ( )
where B is a backlog bound. The CCDF of backlog size can be approximated by (51):
We now use the effective bandwidth model to approximate the CCDF of Q in the example below: Example 6: The arrivals (0, 1), (1, 2), (2, 3) … are IID exponential RVs identical to a single RV A with a mean arrival rate 1/J bits/slot. The services (0, 1), (1, 2), (2, 3) … are fixed to c bits/slot.
Lindley's equation of Example 6 is
The PDF of arrival A is ( ) ( )
If there a unique QoS exponent u * > 0 that satisfies
then the CCDF of Q is approximated by (52).
From the above example, we observe that (53) is of the form (32) so 1) Example 6 is essentially identical to Example 4 and 2) the CCDF of backlog size in Example 6 can be exactly obtained by our method or taking the same steps in Example 4. Because the MGF b [ (−\) is the two-sided Laplace transform of 0 [ (,), if J in (58) equals K in (36) and if \ * satisfies (58), then −\ * will automatically satisfy (36). In other words, the effective bandwidth model can also be considered as part of our method.
B. Effective Capacity Model
Consider a network calculus system model fed by a constant source data rate c bits/slot. Lindley's equation (5) is written as
Define 1) the asymptotic log-moment generating function 
then based on the large deviation theory, the backlog process { ( ), ≥ 1} converges in distribution to a RV Q that satisfies [20] ( )
The CCDF of backlog size can be approximated by (63):
Let us use the effective capacity model to approximate the CCDF of Q in the example below:
The arrivals (0, 1), (1, 2) , (2, 3) … are fixed to c bits/slot. The services (0, 1), (1, 2), (2, 3) … are IID exponential RVs identical to a single RV S with a mean service rate 1/K bits/slot.
Lindley's equation of Example 7 is
The PDF of service S is ( ) ( ) 
If there a unique QoS exponent \ * > 0 that satisfies 3) (64) is an approximated CCDF of backlog size so the effective capacity model can be considered as an approximation model 2 . Fig. 4 shows actual, approximated and solution CCDFs of backlog size when slot time is 1ms, c = 75 Kbps and 1/K = 100 Kbps (this parameter setting is used in [20] ). The approximated and solution e a f s in this scenario are calculated from (64) and (67). We can see that the curves of actual and solution e a f s completely overlap with each other while the curves of actual and approximated e a f s have noticeable differences.
CONCLUSION
V.
By realizing that Lindley's equation exists in queueing theory and network calculus, this paper presents a new method to solve one type of Lindley's equation for these two research branches. Specifically, the equation 1 0 only has finite negative real roots, where and are the Laplace transforms of service time's PDF and interarrival time's PDF (evaluated at ).
For queueing theory, we use this method to derive the exact M/M/1, M/H 2 /1 and M/E 2 /1 waiting-time distributions, and for the first time find the exact D/M/1 waiting-time distribution.
For network calculus, we use two examples to compare our method with the effective bandwidth model and the effective capacity model, respectively. We observe that the distribution function of backlog size in the first example can be obtained exactly by our method and partially by the effective bandwidth model; however, such a distribution function in the second example cannot be obtained by our method but can be approximated by the effective capacity model.
Queueing theory and network calculus are mostly studied as two independent research branches. We hope this work would raise a possibility of unifying them. ...
Eq. (68) is written as ( ) ( )
If we assume that = , = , … = are all negative real numbers (the condition of Theorem 3), then we can use (68), (11) and (13) to express the PDF of ( ) ( ) ( ) ( ) 
In order to determine each entry of K in (72), we have to find N linear equations and it is the time for the boundary condition (15) . For convenience, we reproduce this condition here: 
Replacing t in (80) with Δ , Δ , Δ … Δ generates n equations: 
