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Abstract. We study the bispecial factors in the S-adic system associ-6
ated with the Brun Multidimensional Continued Fraction algorithm.7
1 Introduction8
Sturmian sequences [MH40] are infinite sequences on a binary alphabet in which9
appears exaclty n + 1 distinct finite subsequences of consecutive n letters for10
each n ∈ N. It is known that the symbolic dynamical system associated to a11
sturmian sequence (with the shift transformation) is minimal and is measure-12
theoretically isomorphic to an irrational rotation on the unit circle T1. The13
result was extended to higher dimensions when Rauzy proved in [Rau82] that14
the symbolic dynamical system associated to the fixed point of the Tribonacci15
substitution σ : 1 7→ 12, 2 7→ 13, 3 7→ 1, which has p(n) = 2n+1 factors of length16
n, is measure-theoretically isomorphic to an irrational translation on the torus17
T2. Proving that Rauzy’s result hold in a more general setting is still an open18
question known as the Pisot conjecture [ABB+14] in the case of all Pisot uni-19
modular substitutions. However substitutive dynamical systems obtained from20
the iteration of one substitution is quite limited (frequencies of letters must be21
algebraic) and do not form a satisfactory generalization to larger alphabets of22
sturmian systems (achieving all irrational frequencies of letters).23
A generalization of the Pisot conjecture was proposed in [BST14] in the case24
of S-adic symbolic dynamical systems, where the letter S refers to substitutions.25
These shift spaces are obtained by iterating different substitutions, generalizing26
the substitutive case where a single substitution is iterated. Like it is the case27
for sturmian words, the sequence of substitutions is obtained from the continued28
fractions algorithm or some multidimensional version of it [Bre81,Sch00]. They29
proved using results from [BBJS15,AD15,DHS13] that S-adic shifts based on30
Brun’s Multidimensional Continued Fraction Algorithm [Bru58] are measurably31
conjugate to a translation on the torus T2. They also proved that these shifts32
provide a natural coding of almost all rotations on T2 providing a reverent33
generalization of sturmian systems to a three-letter alphabet.34
One statement about Brun S-adic systems has remained unproved: the factor35
complexity. As mentionned in [BST14], it is believed that Brun S-adic system36
has a linear factor complexity and this is the subject of this contribution. In this37
work, we initiate a study of bispecial factors in the Brun S-adic systems pushing38
further methods already used in [CN10,Klo12] and also in [BL15] where it was39
proved that 2n+ 1 ≤ p(n) ≤ 3n+ 1 for Arnoux-Rauzy-Poincaré S-adic system.40
In the Brun system, it appears that left extensions of length 1 are not enough to41
study the evolution of bispecial factors. Also, some neutral bispecial factors can42
split into a pair of strong and weak bispecial factors which can later on merge43
again into a neutral bispecial factor. These phenomenon are not possible in the44
case of the Arnoux-Rauzy-Poincaré algorithm and these are reasons why the45
factor complexity for the Brun S-adic system has shown to be harder to prove.46
2 Brun’s algorithm47
Brun’s algorithm [Bru58] is a Multidimensional Continued Fraction Algorithm48
[Bre81,Sch00] which substracts the second largest entry to the largest entry of49
a nonnegative vector in Rd+. In the most often used version of Brun’s algorithm,50
the entries are sorted after each iteration. Keeping the entries sorted has the51
advantage of reducing the number of branches of the algorithm at each step52
but the disadvantage of losing the symmetry between them. In this work, we53
prefer to keep the symmetry and present below the unsorted version of Brun’s54
algorithm which has 6 branches when d = 3. On Λ = R3+, the unsorted Brun’s55
algorithm is the map F (x1, x2, x3) = (x′1, x′2, x′3) defined by56
x′pi1 = xpi1, x
′
pi2 = xpi2, x
′
pi3 = xpi3 − xpi2
where pi ∈ S3 is the permutation of {1, 2, 3} such that xpi1 < xpi2 < xpi3. Equiva-57
lently, the map F on Λ can be defined as a linear application F (x) =M(x)−1x58
with M(x) =Mpi if and only if x ∈ Λpi where59
Λpi = {(x1, x2, x3) ∈ Λ | xpi1 < xpi2 < xpi3}
defines a partition of the positive cone Λ = ∪pi∈S3Λpi up to a set of Lebesgue60
measure zero and Mpi are the following elementary matrices:61
M123 =
 1 0 00 1 0
0 1 1
, M132 =
 1 0 00 1 1
0 0 1
, M213 =




 1 0 10 1 0
0 0 1
, M312 =
 1 0 01 1 0
0 0 1
, M321 =
 1 1 00 1 0
0 0 1
.
The algorithm F defines a cocycle Mn : Λ→ SL(d,Z)62
M0(x) = I and Mn(x) =M(x)M(Fx) · · ·M(Fn−1x).
with the cocycle property Mm+n(x) = Mm(x)Mn(Fm(x)). Since Brun’s algo-63
rithm is strongly convergent almost everywhere when d = 3 [Lag93] (also when64
d = 4 [Sch01]), the columns of Mn(x) are good rational approximations of x.65
Indeed, an MCF algorithm is strongly convergent at x ∈ Λ with ‖x‖ = 1 if for66
all i with 1 ≤ i ≤ d, we have67
lim
n→∞Mn(x)ei − ‖Mn(x)ei‖x = 0.
3 Brun S-adic system68
3.1 S-adic words69
Let S be a set of substitutions. A word w ∈ AN is said to be S-adic if there is70
a sequence (σn : A∗n+1 → A∗n)n∈N ∈ SN and a sequence of letters (an ∈ An)n∈N71
such that A0 = A and72
w = lim
n→+∞σ0σ1 · · ·σn(an+1).
For all k ∈ N we define the S-adic word73
w(k) = lim
n→+∞σkσk+1 · · ·σk+n(ak+n+1).
In our setting we will consider the alphabet A = {1, 2, 3} and we usually use the74
set {i, j, k} to represent A.75
A directive sequence of substitutions (σn : A∗n+1 → A∗n)n∈N is primitive if76
for all r ∈ N, there exists s ≥ r such that for all a ∈ Ar and all b ∈ As+1,77
the letter a occurs in σr · · ·σs(b). Primitiveness of a directive sequence of sub-78
stitutions is equivalent to the uniform recurrence of the associated S-adic word79
(see [Dur03,Ler12]).80
Proposition 1. A word w is uniformly recurrent if and only if it has a primitive81
S-adic representation for some (possibly infinite) set S.82
3.2 Brun substitutions and Brun words83
For every totally irrational x ∈ Λ, the Brun’s algorithm F defines an S-adic84
infinite word85
lim
n→∞σ(x)σ(Fx) · · ·σ(F
n−1x)(1)
called Brun word whose letter frequencies exist and are proportional to x where86
σ(x) = βjk if and only if x ∈ Λijk where βjk : i 7→ i, j 7→ jk, k 7→ k is a87
substitution, called Brun substitution that is prolongable on every letter. Note88
that the incidence matrix of βjk is Mijk for all ijk ∈ S3.89
One can see that the allowed product of two consecutive Brun substitution90
is restricted among the possibilities. One can show that after each βij only three91
of the six substitutions are allowed in the Brun S-adic system:92
{σ(x)σ(Fx) | x ∈ Λ} = {βijβij , βijβji, βijβki | ijk ∈ S3}.
The Brun language is:
LB = {σ(x)σ(Fx) · · ·σ(Fn−1x) | x ∈ Λ, n ∈ N}
= S∗B \ S∗B {βijβik, βijβjk, βijβkj | ijk ∈ S3} S∗B.
It is a regular language accepted by the automaton represented in Figure 1 where93
the label of an edge is βij whenever the edge goes to the state ij.94
12 31 23
21 13 32
Fig. 1. The Brun language LB is regular.
Definition 1 (Brun word). A word w ∈ AN is a Brun word if it is an SB-95
adic word whose directive sequence (σn)n∈N ∈ SNB satisfies the following two96
conditions:97
1. for all n ∈ N, σ0σ1 · · ·σn ∈ LB;98
2. for all i ∈ A, there are infinitely many integers n ∈ N such that σn ∈99
{βij , βik}.100
Proposition 2. If s = (σn)n∈N ∈ SNB is the directive sequence of a Brun word101
w, then (σn)n∈N is primitive. In particular, w is uniformly recurrent.102
3.3 Relations with Arnoux-Rauzy and Poincaré substitutions103
The Brun substitutions share some relations with other well-known substitu-104
tions. For all {i, j, k} = A, we let αi denote the Arnoux-Rauzy substitution105
[AR91] and piij denote the Poincaré substitution [BL15]:106
αi : i 7→ i, j 7→ ji, k 7→ ki, piij : i 7→ ij, j 7→ j, k 7→ kij.
These are products of Brun substitutions. More precisely, for all ijk ∈ S3, we107
have:108
piij = βijβki, and αi = βjiβki = βkiβji.
Note that a Poincaré substitution can appear as a product of two consecutive109
Brun substitutions in the Brun S-adic system, but not an Arnoux-Rauzy one.110
We let SB, SA and SP respectively denote the set of Brun substitutions, Arnoux-111
Rauzy substitutions and Poincaré substitutions:112
SB = {βij | ijk ∈ S3}, SA = {α1, α2, α3}, SP = {piij | ijk ∈ S3}.
Now we show that Poincaré substitutions appear infinitely often as products of113
two consecutive Brun substitutions.114
Lemma 1. Let w be a Brun word with directive sequence (σn)n∈N ∈ SNB . There115
exist infinitely many integers m ∈ N such that σmσm+1 ∈ SP . Moreover, if116
σm = βij, then the smallest integer ` ≥ m such that σ`σ`+1 ∈ SP satisfies117
σ`σ`+1 ∈ {piij , piji}. Finally, if σ`σ`+1 = piij, then (σn)n≥` ∈ Lij with118
Lij = piijβjkSNB ∪ piij{βik, βki}∗{piik, piki}SNB . (1)
3.4 Other substitutions used for Brun’s algorithm in the litterature119
In Jolivet’s thesis or also in [BBJS15], they proposed the following substitutions120
for Brun’s algorithm in its sorted version. Note that it was in the purpose of121
generating discrete plane. Therefore, their incidence matrix is dual to the matrix122
associated with the execution of the sorted Brun algorithm:123
1 7→ 1, 2 7→ 2, 3 7→ 32, 1 7→ 1, 2 7→ 3, 3 7→ 23, 1 7→ 2, 2 7→ 3, 3 7→ 13.
In [DHS13], they use the reversal of the above three substitutions for the sorted124
version of Brun’s algorithm and they propose the six Brun substitutions:125
γij : j 7→ ij, i 7→ i, k 7→ k, for each ijk ∈ S3,
with a language of allowed words of length two: {γijγij , γijγji, γijγjk | ijk ∈ S3}.126
More recently, in [BST14], they present the Brun’s algorithm in its sorted version127
using the following substitutions:128
1 7→ 1, 2 7→ 23, 3 7→ 3, 1 7→ 1, 2 7→ 3, 3 7→ 23, 1 7→ 3, 2 7→ 1, 3 7→ 23.
One observe that any S-adic word obtained by the above substitutions of sorted129
Brun algorithm can be obtained as a Brun word with the unsorted algorithm.130
4 Bispecial factors under Brun substitutions131
In this section we define the extension type of a word. We also describe the132
extensions of a word under the application of a Brun substitution.133
4.1 Special factors and extension type134
Let w be a (infinite) word over A. We let Fac(w) denote the set of factors of w,135
i.e.,136
Fac(w) = {u ∈ A∗ | ∃i ∈ N : wi · · ·wi+|u|−1 = u}.
Let u ∈ Fac(w) and ` ∈ N. The `-to-one extension set of u is the set137
E`(u,w) = {(a, b) | a ∈ A`, b ∈ A, aub ∈ Fac(w)}. We represent such a set138
by a tabular of the form139
E`(u,w) =





where a symbol × in position (vi, j)means that (vi, j) belongs to E`(u,w). When140
the context is clear we omit the information on w and simply write E`(u). In141
this paper we will only work with ` ∈ {1, 2}.142
Two extension sets E`(u) and E`(v) are said to be equivalent if one can be143
obtained from the other by a permutation of the alphabet. The equivalent class144
of an extension set is called an extension type.145
Given an extension set E`(u,w), we consider the sets of left extensions146
E−` (u,w) = pi1(E`(u,w)) (resp. right extensions E
+
` (u,w) = pi2(E`(u,w))),147
where pi1 (resp. pi2) represents the projection on the first (resp. second) compo-148
nent. We assume that the reader is familiar with the notion of left, right and149
bispecial words. For definitions, see [BR10, Chap. 4].150
4.2 Antecedents, extended images and their extension types151
The next lemma allows to define the antecedents of a word under βij . It directly152
follows from the fact that the set {ij, j, k} forms a prefix code.153
Lemma 2 (Synchronization lemma). Let i, j, k such that {i, j, k} = A. Con-154
sider a word u ∈ A∗ and let w be a factor of βij(u).155
(i) If w is empty or belongs to {i, k}A∗, there exists a unique word v ∈ A∗ and156
a unique s ∈ {ε, i} such that w = βij(v) ·s. We say that v is the antecedent157
of w under βij.158
(ii) if w ∈ jA∗, there is a unique word v ∈ A∗ and a unique s ∈ {ε, i} such that159
w = j ·βij(v) ·s = βij(jv) ·s. We say that v and jv are the two antecedents160
of w under βij.161
Definition 2. Suppose that v is an antecedent of w under σ according to Lemma 2.162
In this case, we say that w is an extended image of v. In particular, if w is a163
left special (resp. right special, bispecial) factor in σ(u), then we say that it is a164
left special (resp. right special, bispecial) extended image of v under σ.165
The next lemma provides the link between the extensions of a word and those166
of its extended images.167
Lemma 3 (Brun - Extensions). Let i, j, k such that {i, j, k} = A. Let u ∈ A∗168
and v be a factor of u. We assume that for all (a, b) ∈ E1(v), there exists a letter169
e such that eavb is also a factor of u. The extensions of v in u are related to the170
extensions of βij(v) and jβij(v) considered as factors of βij(u):171
(i, b) ∈ E1(v) ⇐⇒ (j, b) ∈ E1(βij(v)) and (i, b) ∈ E1(jβij(v)),
(ij, b) or (jj, b) ∈ E2(v) ⇐⇒ (j, b) ∈ E1(βij(v)) and (j, b) ∈ E1(jβij(v)),
(kj, b) ∈ E2(v) ⇐⇒ (j, b) ∈ E1(βij(v)) and (k, b) ∈ E1(jβij(v)),
(k, b) ∈ E1(v) ⇐⇒ (k, b) ∈ E1(βij(v)),
v = jv′ with {(j, b), (i, b)} ⊆ E1(v′) ⇐⇒ (i, b) ∈ E1(βij(v)).
Lemma 4 (Extended images). Consider the same hypothesis as in Lemma 3.172
1. If v is a right special factor of u, then βij(v) is a right special factor of173
βij(u).174
2. If v is a left special factor of u, then v has at least one left special extended175
image in βij(u).176
3. If v is bispecial factor of u such that βij(v) is not a left special factor of177
βij(u), then jβij(v) is a right special factor of βij(u).178
Corollary 1. If v is a bispecial factor of u, then it has one or two bispecial179
extended images under βij in βij(u); they are βij(v) or j · βij(v).180
Lemma 5 (Antecedents). Let i, j, k such that {i, j, k} = A. Consider a word181
u ∈ A∗ and w a bispecial factor of βij(u). Then at least one antecedent of w under182
βij is a bispecial factor of u. We call such an antecedent a bispecial antecedent183
of w.184
5 Bispecial words in the Brun system185
In this section we study the set of bispecial words in a Brun word. We first show186
that any bispecial factor can be desubstituted in a canonical way until the empty187
word. We then define the descendants of a bispecial word and describe the one188
of the empty word.189
5.1 Desubstitution of bispecial words190
Definition 3 (nth-antecedent). Let w ∈ AN be a Brun word with directive191
sequence (σn)n∈N ∈ SNB and u be a bispecial factor of w. Let u(0) = u and u(i+1)192
be the shortest bispecial antecedent of u(i) under σi for i ≥ 0. We say that u(n)193
is the n-th antecedent of u. Observe that u(n) is a factor of w(n).194
With Brun substitutions, as opposed to the Arnoux-Rauzy-Poincaré substi-195
tutions, we are unable to prove |v| < |w| for an antecedent v of a bispecial word196
w 6= ε. This is not a problem since it holds for the n-th antecedent of w, for197
some n ≥ 1, under the hypothesis that w is a factor of an S-adic Brun word.198
Lemma 6. Let w ∈ AN be a Brun word with directive sequence (σn)n∈N ∈ SNB .199
If u 6= ε is a bispecial word of w, there is an integer n ≥ 1 such that |u(n)| < |u|.200
Corollary 2. Let w ∈ AN be a Brun word with directive sequence (σn)n∈N ∈ SNB .201
If u 6= ε is a bispecial word of w, then there exists an integer n ≥ 1 such that202
u(n) = ε.203
Definition 4 (Descendants). Let w ∈ AN be a Brun word with directive se-204
quence (σn)n∈N ∈ SNB and let u be a bispecial factor of w(n) for some n ∈ N. A205
bispecial factor v of w(m), m < n, is called a descendant of u if there exists a206
sequence (um, um+1, . . . , un) such that um = v, un = u and each u`, m ≤ ` < n207
is a bispecial extended image of u`+1. We let desc(u) denote the set of descen-208
dants of u and, for m < n, we let descm(u) denote the set of bispecial factors of209
w(m) that are descendants of u.210
5.2 Extension type of the empty word211
The aim of this paper is to study bispecial words in a Brun word. Since any212
such bispecial is a descendant of the empty word in some w(n), the first step213
is to study the possible extension types of the empty word. The next result in214
particular ensures that the empty word is always a neutral bispecial factor. In the215
next section we will show that the extension type of a bispecial word essentially216
governs the extension type of any of its bispecial extended image. However, as217
seen in Lemma 3, we sometimes need to consider left extensions of length 2 to218
be able to describe those of a bispecial extended image. In the next result, we219
thus describe the 2-to-1 extension types of the empty word.220
Theorem 1. Let w be a Brun word with directive sequence s = (σn)n∈N. The221
empty word is a neutral bispecial factor of w. More precisely, if σ0 = βij for222
some {i, j, k} = A, then the 2-to-1 extension type of the empty word is223 
E1 if s ∈Mij
E2 if s ∈ (βijβji{βij , βji}∗Lij) ∪Nij
E3 if s ∈ (βijβij{βij , βji}∗Lij) ∪ βijLij
E4 if s ∈ (βijβji{βij , βji}∗Lji) ∪ βijLji
E5 if s ∈ βijβij{βij , βji}∗Lji
where Lij as defined in Equation (1) and Lij =Mij ∪Nij with
Mij = piij{βik, βki}∗pikiSNB ∪ piijβjkSNB ,
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kj ×
jk ×
m(w) = 0, ordinary
.227
5.3 Left extensions of length 2 are sufficient228
As already stated and as seen in Lemma 3, we sometimes need to consider left229
extensions of length 2 to be able to determine the left extensions of the longer230
extended images. In this section, we show that considering 2-t-1 extensions is231
sufficient to recover 2-to-1 extensions of all descendants. For a word u and an232
integer x ≥ 1, we let u[−x: ] denote the suffix of length x of u.233
Definition 5. Assume that i, j, k are such that A = {i, j, k}. We define the234
function ϕij : A2 → A2 and the partial function ψij : A2 → A2 by235
ϕij(x) = (βij(x))[−2: ] and ψij(x) =
{
(jβx(x)j
−1)[−2: ] if βij(x) ∈ A∗j,
undefined otherwise.
Proposition 3. Let w be a Brun word with directive sequence (σn)n∈N. Assume236
that σ0 = βij and that u is a non-empty factor of w(1).237
1. E2(jβij(u),w) = {(ψij(a), b) | (a, b) ∈ E2(u,w(1))}.238
2. If u ∈ {i, k}A∗, then E2(βij(u),w) = {(ϕij(a), b) | (a, b) ∈ E2(u,w(1))}.239
3. If u = ju′ for some u′ ∈ A∗ which is not left special, E2(βij(u),w) =240
{(ϕij(a), b) | (a, b) ∈ E2(u′,w(1))}.241
5.4 First descendants of the empty word242
In this section we show that the first descendants of the empty word are always243
neutral bispecial words. We also show that when a bispecial has only two left244
extensions of length 2 and their longest proper suffix is not left special, then245
these properties are preserved. Below, we denote the left valence of a factor v by246
d−` (v) = Card(E
−
` (v)) for ` ∈ {1, 2}.247
Proposition 4. Let w be a Brun word with directive sequence (σn)n∈N. Let248
Dm = {(d−1 (v), d−2 (v)) | v ∈ descm(u)} be a multiset. For any n ∈ N, the249
descendance of the empty word in w(n) satisfies exactly one of the following.250
There exists an integer m < n such that251
1. Dm = {(3, 3)}. More precisely, descm(u) = {v}, where v is a neutral bispecial252
factor with left valence 3.253
2. Dm = {(2, 2), (3, 3)}. More precisely, descm(u) = {v1, v2}, where v1 is a254
neutral bispecial factor with left valence 3 and v2 is an ordinary bispecial255
factor with d−2 (v2) = 2 and whose suffix of length |v2| − 1 is not left special.256
3. Dm = {(2, 2)}. More precisely, descm(u) = {v}, where v is an ordinary257
bispecial factor with d−2 (v) = 2258
4. Dm = {(2, 2), (2, 2)}. More precisely, descm(u) = {v1, v2}, where v1 and v2259
are ordinary bispecial factors with d−2 (v1) = d
−
2 (v2) = 2 and whose respective260
suffix of length |v1| − 1 and |v2| − 1 are not left special.261
5. m = 0 and for all ` < n, there are at most 2 words in desc`(ε) and they are262
neutral bispecial.263
Furthermore, in each case the words in
⋃
m<`<n desc`(ε) are neutral bispecial.264
Lemma 7. Let w ∈ AN be a Brun word with directive sequence (σn)n∈N ∈ SNB .265
Assume that u is a non-empty bispecial factor of w(1) such that Card(E−2 (u,w
(1))) =266
2 and whose suffix of length |u| − 1 is not left special. Then u has a unique bis-267
pecial extended image v under σ0. This extended image has the same bispecial268
multiplicity as u, has exactly two left extensions of length 2 and its longest proper269
suffix is not left special.270
5.5 Descendance of bispecial factors with left valence 3271
By Proposition 4 and Lemma 7, it suffices to study the descendants of bispecial272
with left valence 3 to completely understand the descendance of the empty word.273
This is the aim of this section.274
Lemma 8. Let w ∈ AN be a Brun word whose directive sequence is (σn)n∈N ∈275
SNB . Assume that σ0 = βij and that u is a non-empty bispecial factor of w. If276
u 6= j and u has left valence 3, then E−2 (u,w) = {ji, ij, jk} and the suffix of277
length |u| − 1 of u is not bispecial.278




By definition of LB, we have Γxyzβij ⊂ LB if and only if xyz ∈ {ijk, jik, jki}.281
Furthermore, if σ0 · · ·σnβij ∈ LB, then there exists m ≤ n such that σm · · ·σn282
is a suffix of a word in Γijk ∪ Γjik ∪ Γjki.283
The next few result concern the descendance of a bispecial word with left284
valence 3 under the application of a substitution in some Γxyz. For those results,285
we assume that w ∈ AN is a Brun word with directive sequence (σn)n∈N ∈ SNB286
satisfying the following hypothesis. We have σn = βij for some n ∈ N and u 6= j287
is a non-empty bispecial factor of w(n) with left valence 3. We finally assume288
that there exists m < n such that σ[m,n) = σmσm+1 · · ·σn−1 ∈ Γijk ∪Γjik ∪Γjki.289
Proposition 5. We have the following.290
1. descm(u) = {v}, where v is a bispecial word with left valence 3;291
2. for m < ` < n, Card(desc`(u)) ∈ {1, 2} and all words in desc`(u) are bis-292
pecial words with left valence 2. Furthermore, if w is the shorter word in293
desc`(u), then the suffix of length |w| − 1 of w is not left special.294
The next result partially describes the 2-to-1 extension type of v knowing295
the one of u.296
Theorem 2. Let us write descm(u) = {v}. We have the following.297
1. If u is an ordinary bispecial factor of w(n), then v is an ordinary bispecial298
factor of w(m).299
2. If u is a neutral but not ordinary bispecial factor of w(n), then v is a300
neutral but not ordinary bispecial factor. Furthermore, the left extension301
a ∈ E−2 (u,w(n)) such that E+(au,w(n)) = A completely determines the302
left extension b ∈ E−2 (v,w(m)) such that E+(bv,w(m)) = A.303
Corollary 3. The graph in Figure 2 is defined as follows.304
1. The vertices are the left extensions a ∈ E−2 (u,w(n)) such that u is a neutral305
but not ordinary bispecial factor of w(n) and E+(au,w(n)) = A.306
2. There is an edge from a to b with label Γijk if v is the descendant of u under307
any substitution in Γijk and b ∈ E−2 (v,w(m)) is such that E+(au,w(n)) = A.308
Observe that all the edges ending in some fixed vertex have the same label.309
We thus label the vertices with pairs of the form (ijk, a), where Γijk is the310












231, 13 321, 23
Fig. 2. Descendance of bispecial words with left valence 3 under the application of
substitutions in Γijk. The graph also keeps track of the left extension that has all
possible right extensions.
Given a bispecial factor u of w(n) with length at least 2 and left valence312
3, the next two results describe the extension types of the bispecial factors in313 ⋃
m<`<n desc`(u), whenever σ[m,n) has a common suffix with a subsitution in314
Γijk (seen as a word on the alphabet SB).315
Proposition 6. Let xyz such that σ[m,n) ∈ Γxyz. Let us also consider descm(u) =316
{v}, and a ∈ E−2 (u,w(n)) (resp. b ∈ E−2 (v,w(m))) such that E+(au,w(n)) = A317
(resp. E+(bv,w(m)) = A).318
1. If u is ordinary, then all words in
⋃
m<`<n desc`(u) are ordinary.319
2. If u is neutral but not ordinary, a word in
⋃
m<`<n desc`(u) is neutral if and320
only if the edge from (kji, a) to (wyz, b) is not dashed in Figure 2.321
Proposition 7. Let xyz such that σ[m,n) ∈ βzxβ∗yzβxy ∪ {β2xy}. Let γ ∈ Γxyz322
and let us consider the descendant v of u in γ(w(n)). Let us finally consider323
a ∈ E−2 (u,w(n)) (resp. b ∈ E−2 (v, γ(w(n)))) such that E+(au,w(n)) = A (resp.324
E+(bv, γ(w(n))) = A)325
1. If u is ordinary, then all words in
⋃
m<`<n desc`(u) are ordinary. Further-326
more all words in descm(u) are ordinary bispecial, have exactly two left ex-327
tensions of length 2 and their longest proper suffix is not left special.328
2. If u is neutral but not ordinary, a word in
⋃
m<`<n desc`(u) is neutral if329
and only if the edge from (kji, a) to (wyz, b) is not dashed in Figure 2.330
Furthermore all words in descm(u) have the same bispecial multiplicity as331
their antecedent, have exactly two left extensions of length 2 and their longest332
proper suffix is not left special.333
6 Further work334
The result of the paper allow to understand how can appear strong and weak335
bispecial factors in a Brun word. These are preliminary results to perfectly un-336
derstand the factor complextity of a Brun word. The missing information to337
complete this knownledge concerns the length of bispecial words. To ensure a338
linear complexity, we need to prove that strong and weak bispecial factors are339
“well distributed” in the sequence of bispecial factors ordered by length. Exper-340
imentaly, strong and weak bispecial factors come by pairs and alternate. They341
have bispecial multiplicity 1 and −1 and the strong one is shorter than the weak342
one. If this holds, the factor complexity of any Brun word is always between343
2n+1 and 3n+1. Like in the Arnoux-Rauzy-Poincaré system, the upper bound344
should be improvable to 52n+ 1.345
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A Proofs394
Proof (Proof of Proposition 2.). Let i, j, k such that A = {i, j, k}. Let us in-395
troduce the following notation. For a word u ∈ A∗, we denote by Alph(u)396
the smallest word over A (in lexicographic order with i < j < k) in which397
all letters of u occur. For a morphism σ, we denote by Alph(σ) the triple398
(Alph(σ(i)),Alph(σ(j)),Alph(σ(k))). We consider the directed graph G repre-399
sented in Figure 3 where the vertices are the triples Alph(σ1 · · ·σn) for any400
σ1 · · ·σn ∈ LB∩βijS∗B and where there is an edge from p to q whenever there is a401
product of morphism σ1 · · ·σn ∈ LB withAlph(σ1 · · ·σn−1) = p andAlph(σ1 · · ·σn) =402
q. This edge is labeled with σn.403
In this graph, we see that the condition 2 of the definition of a Brun word404
forces any path to end in the vertex (ijk, ijk, ijk).405
The fact that w is uniformly recurrent comes from Proposition 1.406
Proof (Proof of Lemma 1.). Suppose that σm = βij for some i, j ∈ A. By407
condition 2 in the definition of a Brun word, there exists a smallest integer408
n > m for which σn ∈ {βki, βkj}. Moreover, by condition 1 in the definition of a409
Brun word, we have σk ∈ {βij , βji} for all m ≤ k < n. More precisely, we have410
σn = βki if σn−1 = βij (in which case σn−1σn = piij) and σn = βkj if σn−1 = βji411
(in which case σn−1σn = piji).412
Suppose now that σmσm+1 = βijβki = piij . Again by definition of a Brun413
word, we have σm+2 ∈ {βik, βki, βjk}. If σm+2 = βjk, we are done. Otherwise,414
βm+2 ∈ {βik, βki} and the smallest integer n > m+ 2 such that σn /∈ {βik, βki}415
satisfies σn = βji if σn−1 = βik and σn = βjk if σn−1 = βki. This ends the proof.416
Proof (Proof of Lemma 3.). First note that the right extensions are preserved417
by βij , because βij preserves the first letter of words. The last equivalence thus418
directly follows from the fact that j is the unique right-extending letter of i419
in βij(A∗). Let (a0, b) ∈ E1(v) and suppose (a1, b) ∈ E1(βij(v)) and (a2, b) ∈420
E1(jβij(v)) are chosen accordingly to the application of βij . Let us consider421
each case a0 = i, a0 = j and a0 = k separately (see Figure 4). According to the422
assumption made on v, one checks that if a0 = i, then a1 = j and a2 = i; if423
a0 = j, then a1 = j and a2 ∈ {j, k}; if a0 = k, then a1 = k. The reciprocals are424
also verified.425
Proof (Proof of Lemma 4). Those are consequences of Lemma 3. The first two426
cases are trivial consequences. For the third one, one observes that v but not427
βij(v) being left special, we have E−1 (v) = {i, j} and E−1 (βij(v)) = {j}. The428
result then directly follows.429
Proof (Proof of Lemma 5.). The result is trivial is w is empty so let us suppose430
it is not. As i is right special in βij(A∗), we have w ∈ A∗{j, k}. Since right431
extensions are preserved by βij , we only need to check that if w has at least two432
left extensions, then so does one of its antecedents.433
If w ∈ {i, k}A∗, then the unique antecedent v of w under βij satisfies w =434




(ij, ij, k) (ij, j, ijk)
βij
βji βkiβij , βji βki











Fig. 3. For any directive sequence (σ`)`∈N of a Brun word and any m ∈ N, there exists
n > m such that (σ`)m≤`≤n labels a path from (i, j, k) to (ijk, ijk, ijk).
If w ∈ jA∗, then the shortest antecedent v of w under βij satisfies w =436
jβij(v). By Lemma 3, we have:437
1. if i ∈ E−1 (w), then {i, j} ⊆ E−1 (v), hence v is left special;438
2. if E−1 (w) = {j, k}, then kj ∈ E−2 (v) and {ij, jj} ∩ E−2 (v) 6= ∅, hence jv is439
left special.440
Proof (Proof of Lemma 6.). Proceed by contrediction and suppose that for all441
n ≥ 1 the n-th antecedent u(n) of u is such that |u(n)| = |u|. This implies that442




a2 j βij(v) b
va0 b
βij
Fig. 4. The preimage of βij(v) and jβij(v) under βij .
Suppose that σ0 = βij . If u starts with j or contains an occurrence of the letter444
i, then |u(1)| < |u|, which is a contradiction. Therefore, u ∈ k{j, k}∗. The same445
argument shows that σn /∈ {βjk, βik, βkj , βki} for all n ≥ 1. Indeed, u(n) =446
u ∈ k{j, k}∗ and σn ∈ {βjk, βik, βkj , βki} would imply that |u(n+1)| < |u(n)|. In447
other words, σn ∈ {βij , βji} for all n ≥ 1. (Moreover, if u contains letter j, then448
σn = βij for all n ≥ 1.) This is a contradiction with the fact that w is a Brun449
word.450
The next lemma is helpful to prove Theorem 1. Its proof comes from the fact451
that piij(A) ⊂ A∗j.452














jki {ik, jk, ki, kj, kk}
kij {ik, jk, ki, kj, kk}
u {w | |w| = 3, w ∈ jpiij(u)}
ii {iji, jij}
ij {ijj, jij}
ik {ijk, jij, jki, kij}
ji {jji, jij}
ki {iji, kij, jij, jki}
kj {kij, ijj, jki}
kk {ijk, jki, kij}
Proof (Proof of Theorem 1.). Let ` ≥ m be the smallest integer such that455
σ`σ`+1 ∈ SP . We can suppose without loss of generality that σ`σ`+1 = piij .456
Let us first describe the 2-to-1 extension graph of the empty word in w(`).457
If σ`+2 = βjk (in which case (σn)n≥` belongs to Mij), then458





E1(ε) i j k
i × × ×
j ×
k ×
E1(ε) i j k
i ×
j ×





E1(ε) i j k
i ×
j ×
k × × ×
E1(ε) i j k







Fig. 5. 1-to-1 extension type of the empty word in the language of the word σ`σ`+1 · · · ∈
{βik, βki}∗{piki, piik}S∞B .
and the possible factors of length 3 in w(`) are459
{jij, kij, iji, ijj, ijk, jjk, jki}.
We conclude that the extension type of the empty word in w(`) is E1.460
Now suppose that σ`+2 6= βjk. By Lemma 1 there is a smallest integer h ≥ `+461
2 such that σhσh+1 ∈ {piik, piki} and σn ∈ {βik, βki} for all n ∈ {`+2, . . . , h−1}.462
We consider the two possible cases σhσh+1 = piki and σhσh+1 = piik.463
(1) Assume that σhσh+1 = piki (in which case (σn)n≥` belongs to Mij). Then464
the words of length 2 in w(h) are465
{ii, ij, ik, jk, ki}.
Using Figure 5, the words of length 2 in w(`+2) are466
{ii, ij, ik, jk, ki} if σ`+2 = βki
and467
{ik, jk, ki, kj, kk} if σ`+2 = βik.
Observe that in the latter case we have h > `+ 2.468
Using Lemma 9, the words of length 3 in w(`) are469
{iji, ijj, ijk, jij, jjk, jki, kij}
and that the 2-to-1 extension graph of the empty word in w(`) is E1.470
(2) Assume that σhσh+1 = piik (in which case (σn)n≥` belongs to Nij). Then471
the words of length 2 in w(h) are472
{ik, ji, ki, kj, kk}.
Using Figure 5, the words of length 2 in w(`+2) are473
{ik, ji, ki, kj, kk} if σ`+2 = βik
and474
{ii, ij, ik, ji, ki} if σ`+2 = βki.
Observe that in the latter case we have h > `+ 2.475
Using Lemma 9, we conclude that the words of length 3 in w(`) are476
{iji, ijj, ijk, jij, jji, jki, kij}
and that the 2-to-1 extension graph of the empty word in w(`) is E2.477
Now let us describe the 2-to-1 extension graph of the empty word in w(m). If478
m = `, we are done so let us suppose that ` > m. By choice of ` and by definition479
of the Brun language, we have σn ∈ {βij , βji} for all n ∈ {m, . . . , ` − 1}. We480














Fig. 6. There is an edge from E` to Eh with label βxy whenever E` is the 2-to-1
extension graph of the empty word in some language L and Eh is the 2-to-1 extension
graph of the empty word in βxy(L).
The next corollary is a direct consequence of Theorem 1. It sums up part of482
the information given by Theorem 1 that we need for the next results.483
Corollary 4. Let w be a Brun word with directive sequence (σn)n∈N. Assume484
that σ0 = βij for some i, j ∈ A and let ` ≥ 0 be the smallest integer for which485
σ`σ`+1 ∈ SP . Let us define the set Wij = {ji, ij, jj, jk}. Then the following486
holds:487
1. for any factor u ∈ kA∗, E−2 (u,w) ⊆ {ij, jj}488
2. if σ`σ`+1 = piij,489
(a) E−2 (ε,w) =Wij ∪ {ki}490
(b) for any factor u ∈ jA∗, E−2 (u,w) ⊆ {ji, ki, ij, jj}491
(c) for any factor u ∈ iA∗, E−2 (u,w) ⊆ {ij, jj, jk}492
3. if σ`σ`+1 = piji (hence ` > 0),493
(a) E−2 (ε,w) =Wij ∪ {ki}494
(b) for any factor u ∈ jA∗, E−2 (u,w) ⊆ {ji, ij, jj, jk}495
(c) for any factor u ∈ iA∗, E−2 (u,w) ⊆ {ij, jj, kj}496
The following lemma provides useful arguments for the next proofs.497
Lemma 10 (Useful observations). Let w be a Brun word with directive se-498
quence (σn)n∈N. If σ0 = βij, then499
1. kjj is not a factor of w, nor of w(1);500
2. kj is not a left special factor of w(1);501
3. kk is not a factor of w, nor of w(1);502
4. jk is a left special factor of w if and only if σ1 = βki.503
Proof (Proof of Proposition 3.). By Lemma 3, the extensions of a word are504
derived from the extensions of its antecedents.505
Let us show the first equality. By Lemma 2, the two possible antecedents of506
jβij(u) are u and ju. From Lemma 3, the extensions of jβij(u) are derived from507
the extensions of u and of ju as follows:508
X1 ⊆ E2(jβij(u),w) ⊆ X1 ∪X2
where509
X1 = {((βij(a))[−2: ], b) | (a, b) ∈ E2(ju,w(1))}
= {(ϕij(a), b) | (a, b) ∈ E2(ju,w(1))}
X2 = {((yβij(a)j−1)[−2: ], b) | (a, b) ∈ E2(u,w(1)), y ∈ A}.
Furthermore the second inclusion turns to an equality if we prove that y is some510
fixed letter. Observe that X1 is empty if ju is not a factor of w(1))511
Let (a, b) ∈ E2(u,w(1)). If a is such that βij(a) /∈ A∗j, then (a, b) does not512
contribute to E2(jβij(u)). If a is such that βij(a) = xj for some x ∈ A≥2, then513
(x[−2: ], b) = (ψij(a), b) ∈ E2(jβij(u),w). If a is such that βij(a) = xj for some514
x ∈ A, then a ∈ {jj, kj}. We will prove that in such a case, E−1 (xju,w(1)) ⊆515
{i, j}, which implies that E−1 (xjβij(u),w) = {j} and (yx, b) ∈ E−2 (jβij(u),w)516
if and only if y = j.517
Let us show consider the two cases for a ∈ {jj, kj}. By definition of LB, we518
have σ1 ∈ {βij , βji, βki}.519
If a = jj, then x = j and σ1 6= βji. Thus σ1 ∈ {βki, βij} and we get by520
Corollary 4 that kj /∈ E−2 (j,w(1)), hence E−1 (jju,w(1)) ⊆ E−1 (jj,w(1)) ⊆ {i, j}.521
If a = kj, then x = k and σ1 6= βki. Thus σ1 ∈ {βij , βji} and we get by522
Corollary 4 that E−1 (kju,w
(1)) ⊆ E−1 (k,w(1)) ⊆ {i, j}.523
Therefore, we have524
X2 = {(ψij(a), b) | (a, b) ∈ E2(u,w(1))}
and525
E2(jβij(u),w) = X1 ∪X2.
Let us now show that X1 ⊆ X2, which will conclude the proof of the first526
equality.527
The result is clear if ju is not a factor of w(1) since this implies X1 = ∅. If ju528
is a factor of w(1), we show that for any 2-to-1 extension (a, b) ∈ E2(ju,w(1)),529
there exists c ∈ A2 such that (c, b) ∈ E2(u,w(1)) and ϕij(a) = ψij(c). Let530
us consider (a, b) ∈ E2(ju,w(1)) with a = a1a2, a1, a2 ∈ A. We thus have531
(a2j, b) ∈ E2(u,w(1)). By Corollary 4, we have a ∈ A2 \ {kk, kj}. We conclude532
by observing that for all a1a2 ∈ A2 \ {kk, kj}, we have ϕij(a1a2) = ψij(a2j).533
Now we turn to the extensions of βij(u). If u starts with i or k, then so does534
βij(u). Thus by Lemma 2, u it the unique antecedent of βij(u) and the second535
equality follows.536
If u = ju′, then by the first case we have537
E2(βij(u)) = {(ψij(a), b) | (a, b) ∈ E2(u′,w(1))}.
Thus we want to show that when u′ is not left special, we have538
{(ψij(a), b) | (a, b) ∈ E2(u′,w(1))} = {(ϕij(a), b) | (a, b) ∈ E2(ju′,w(1))}.
As u′ is not left special and ju′ is a factor of w(1), any (a, b) ∈ E2(u′,w(1)),539
with a = a1a2, a1, a2 ∈ A, is such that a2 = j. Furthermore, for any (aj, b) ∈540
E2(u
′,w(1)), a ∈ A, there exists x ∈ A such that (xa, b) ∈ E2(u,w(1)). Let541
(aj, b) ∈ E2(u′,w(1)) with a ∈ A. If a = i, then ψij(ij) = ij = ϕij(xi) for any542
x ∈ A. If a = j, then x 6= k by Corollary 4 and we have ψij(jj) = jj = ϕij(xj)543
for any x ∈ {i, j}. If a = k, then x 6= k by Corollary 4 and we have ψij(kj) =544
jk = ϕij(xk) for any x ∈ {i, j}. This completes the proof.545
Proof (Proof of Proposition 4.). The proof is done case by case from each of546
the 5 different extension type of the empty word. Without lost of generality, we547
suppose that ijk = 123. The graphs below illustrates what are the images of548
the initial extension types until they reach a vertex representing some desc`(ε)549
satisfying one of the four hypothesis. It is obtained by iterations of Proposition 3.550
Let s = σ[0,n) be the prefix of length n of the directive sequence.551
From E1. With s ∈ S∗Bβ21β∗12, we get in case 1 with a unique descendant552
being ordinary of left valence 3. With s ∈ S∗Bβ32β+23, we get in case 1 with a553
unique descendant being neutral of left valence 3. With s ∈ S∗Bβ23β`12, we get554
the descendant (23)` whose longest proper suffix is left special if and only if555
` = 1. If ` ≥ 2, we fall in case 3. If ` = 1, the suffix 3 has extension E2(3) =556
({12} × A) ∪ {(32, 3), (23, 1)}. If we then apply the substitution β32, we fall in557
case 1. If we apply β23, we fall in case 4. If we apply a sequence of substitutions558
in S∗Bβ31 ∩ LB, we fall in case 4 or 5. The graph is below.559

E(w) 1 2 3
21 ×
31 ×
12 × × ×
22 ×
23 ×
m(w) = 0, neutral


E(w) 1 2 3
21 × × ×
32 ×
23 ×
m(w) = 0, neutral


E(w) 1 2 3
31 ×
23 × × ×
m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
32 ×
23 ×
m(w) = 0, ord.


E(w) 1 2 3
31 ×
12 × × ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
31 ×
12 × × ×
22 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
12 × × ×
13 ×












From E2. The graph is the same as from E1 the only difference being that561
with s ∈ S∗Bβ32β+23, we get in case 1 with a unique descendant being ordinary562
(rather than just neutral) of left valence 3. The graph is below.563

E(w) 1 2 3
21 ×
31 ×
12 × × ×
22 ×
23 ×
m(w) = 0, neutral


E(w) 1 2 3
31 ×
23 × × ×
m(w) = 0, ord.


E(w) 1 2 3
31 ×
12 × × ×
m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
32 ×
23 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
12 × × ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
32 ×
23 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
31 ×
12 × × ×
22 ×









From E3. The graph is the same as from E1.565

E(w) 1 2 3
12 ×
32 × × ×
23 ×
m(w) = 0, ord.






22 × × ×
23 ×
m(w) = 0, neutral


E(w) 1 2 3
31 ×
23 × × ×
m(w) = 0, ord.


E(w) 1 2 3
31 ×
12 × × ×
m(w) = 0, ord.






22 × × ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
32 × × ×
23 ×
m(w) = 0, neutral


E(w) 1 2 3
21 ×
12 × × ×
13 ×











From E4. With s ∈ S∗B(β31β+13 ∪ β21β+12), we get in case 1 with a unique567
descendant being neutral of left valence 3. With s ∈ S∗B{β32β`13, β23β`12}, we fall568
into case 3 if ` ≥ 2 or 1, 4 or 5 if ` = 1 (like from E1). With s ∈ S∗B(β31β+23 ∪569
{β12, β21})β12β21 we get in case 4. With s ∈ S∗Bβ32β+23β12β21 we get in case570
1. With s ∈ S∗Bβ31β+13β21, we get in case 2. With s ∈ S∗B(β32β≥213 ∪ β12β+21 ∪571
β13β
≥2
21 )β21, we get in case 4. Like from E1, with s ∈ S∗Bβ23β+32β13β21, we get in572
case 4. The graph is below.573

E(w) 1 2 3
31 × × ×
12 ×
m(w) = 0, ord.
,
E(w) 1 2 3
31 ×
12 × × ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
12 ×
13 ×
m(w) = 0, neutral


E(w) 1 2 3
32 ×
13 × × ×
33 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
31 ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
211 ×




m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3
11 ×
21 × × ×
12 ×
13 ×
m(w) = 0, neutral


E(w) 1 2 3
11 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
11 ×
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
31 × × ×
23 ×
m(w) = 0, ord.


E(w) 1 2 3
31 ×
12 × × ×
13 ×
m(w) = 0, neutral


E(w) 1 2 3
21 × × ×
31 ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
31 ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
31 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
32 ×
13 × × ×
m(w) = 0, ord.


E(w) 1 2 3
11 × × ×
21 ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
11 ×
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
23 × × ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
13 × × ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
22 ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
31 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
32 ×
13 × × ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
33 × × ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
31 ×
13 ×



























From E5. The casesto describe are similar to E4.575

E(w) 1 2 3
11 × × ×
21 ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
11 × × ×
21 ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
31 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
32 ×
13 × × ×
m(w) = 0, ord.


E(w) 1 2 3





m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
22 ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
31 × × ×
12 ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
33 × × ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 ×
31 × × ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
13 × × ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3
31 × × ×
12 ×
m(w) = 0, ord.
,
E(w) 1 2 3
31 × × ×
12 ×
13 ×
m(w) = 0, neutral


E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3
12 × × ×
23 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
11 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
11 × × ×
21 ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
12 ×
13 ×
m(w) = 0, neutral


E(w) 1 2 3
32 ×
13 × × ×
33 ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 ×
31 × × ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
21 ×
31 × × ×
13 ×
m(w) = 0, ord.


E(w) 1 2 3
31 × × ×
13 ×
m(w) = 0, ord.
,
E(w) 1 2 3
32 ×
13 × × ×
m(w) = 0, ord.


E(w) 1 2 3
21 × × ×
31 ×
12 ×
m(w) = 0, ord.


E(w) 1 2 3
32 ×
23 × × ×
m(w) = 0, ord.
,
E(w) 1 2 3
21 × × ×
32 ×
m(w) = 0, ord.


E(w) 1 2 3




m(w) = 0, neutral


E(w) 1 2 3
31 × × ×
23 ×
























As some part of Lemma 7 are useful for some other results, we split it into577
several results.578
Lemma 11. Let w be a Brun word with directive sequence (σn)n∈N. Assume579
that σ0 = βij and that u is a left special factor of w(1) whose suffix of length580
|u| − 1 is not left special. If v = βij(v) is left special in w, then the suffix of581
length |v| − 1 of v is not left special.582
Proof. By Proposition 3, we have583
E2(βij(u),w) = {(ϕij(a), b) | (a, b) ∈ E2(u,w(1))}
Thus for βij(u) to be left special, we need to have k ∈ E−1 (u,w). Therefore we584
have E−1 (v,w) = {j, k}. Furthermore v ∈ {i, j}A∗ because k is not left special585
by Corollary 4.586
Let us write u = xu′ and v = yv′ with x ∈ A and y ∈ {i, j}. Proceed by587
contradiction and suppose that v′ is left special. We have v′ 6= ε otherwise u′ = ε588
which is left special. With the same argument as for v, we also have v′ ∈ {i, j}A∗.589
If v′ = iv′′, v′′ ∈ A∗, then y = j, because kii is not a factor ofw by Lemma 10.590
In particular, v = jiv′′ and E−1 (iv
′′,w) = {j, k}. As u′ is the unique antecedent591
of iv′ under βij , we deduce from Lemma 3 that u′ is left special, which is a592
contradiction.593
If v′ = jv′′, v′′ ∈ A∗, y = i, because kjj is not a factor of w by Lemma 10.594
In particular, v = ijv′′ and E−1 (jv
′′,w) = {i, k}. As v = ijv′′ = βij(u), we have595
u = iu′. If jv′′ is left special, the kjv′′ or jjv′′ are factors of w and these two596
word have respectively kju′ and ju′ for shortest antecedent. The word u′ is thus597
left special, which is a contradiction.598
Lemma 12. Let w be a Brun word with directive sequence (σn)n∈N. Assume599
that σ0 = βij and that u is a left special factor of w(1) with left valence 2. Then600
u has a unique left special extended image v in w. Furthermore, if the suffix of601
length |u| − 1 of u is not left special, then the suffix of length |v| − 1 of v is not602
left special.603
Proof. Let us write u = xu′ with x ∈ A. Since u′ is not left special, we have604
|u| ≥ 2, which implies that d−2 (u) ≤ 3.605
The possible left special extended images of u are βij(u) and jβij(u). By606
Proposition 3, we have607
E2(βij(u),w) = {(ϕij(a), b) | (a, b) ∈ E2(u,w(1))}
and608
E2(jβij(u),w) = {(ψij(a), b) | (a, b) ∈ E2(u,w(1))}.
For βij(u) to be left special, we need to have k ∈ E−1 (u,w). Similarly, for jβij(u)609
to be left special we need to {i, j} ⊂ E−1 (u,w). As u has left valence 2, we610
conclude that u has a unique bispecial extended image v.611
Now let us show that if the suffix of length |u| − 1 of u is not left special,612
then the suffix of length |v| − 1 of v is not left special. If v = βij(u), the result613
follows from Lemma 11. If v = jβij(u), then βij(u) is not left special. Indeed, it614
is right special by 4, but not bispecial by uniqueness of the bispecial extended615
image.616
Proof (Proof of Lemma 7.). We already know by Lemma 12 that u has a unique617
bispecial extended image v and its suffix of length |v| − 1 is not left special.618
The equality of the bispecial multiplicity and of the number of left extensions of619
length 2 directly follows from Proposition 3.620
Proof (Proof of Lemma 8.). Let us first show that E−2 (u,w) = {ji, ij, jk}.621
By Corollary 4, u has left valence 3 implies that u = ju′ for some word622
u′ ∈ A∗ such that E−2 (u,w) ⊆ {ji, ij, jj, jk} and the smallest integer ` ≥ 0623
such that σ`σ`+1 ∈ SP satisfies σ`σ`+1 = piji. As u has left valence 3, we have624
{ji, jk} ⊂ E−2 (u,w) and {ij, jj} ∩ E−2 (u,w) 6= ∅. Let us show that if jj ∈625
E−2 (u,w), then u = j.626
By Lemma 2, there exists a unique factor v ∈ A∗ of w(1) such that u =627
jβij(v). Furthermore, we have {ji, jj, kj} ⊆ E−2 (v,w(1)). Indeed,628
1. jj ∈ E−2 (u,w)⇒ jj ∈ E−2 (v,w(1)) (in particular this implies that σ1 6= βji);629
2. jk ∈ E−2 (u,w)⇒ kj ∈ E−2 (v,w(1)) (in particular this implies that σ1 6= βki,630
hence σ1 = βij);631
3. ij ∈ E−2 (u,w)⇒ {ii, ji} ∩ E−2 (v,w(1)) 6= ∅.632
As σ1 = βij , we have ii /∈ E−2 (v,w(1)), hence ji ∈ E−2 (v,w(1)). Corollary 4 then633
implies that {ji, jj, kj} ⊆ E−2 (v,w(1)) can occur only if v is the empty word.634
Now let us show by contradiction that u′ is not left special. As u′ is left635
special and σ`σ`+1 = piji, we have by Corollary 4 that u′ ∈ jA∗. We thus have636
u ∈ jjA∗ and, since E−2 (u,w) = {ji, ij, jk}, the word kjj is a factor of w, which637
contradicts Lemma 10.638
Proof (Proof of Proposition 5.). The proof essentially goes by iterations of Propo-639
sition 3. Assume that σm · · ·σn−1 ∈ Γijk, the other cases are similar. We thus640
have σm = βkj , σn−1 = βij and σ` = βjk for all ` ∈ {m+ 1,m+ 2, . . . , n− 2}.641
By Lemma 8, we have E−2 (u,w
(n)) = {ji, ij, jk}. As the suffix of length642
|u| − 1 of u is not left special we have643
E2(βij(u),w
(n−1)) = {(ϕij(a), b) | (a, b) ∈ E2(u,w(n))}
= {ij, jj, jk}
and644
E2(jβij(u),w
(n−1)) = {(ψij(a), b) | (a, b) ∈ E2(u,w(n))}
= {ji, ij}.
Both words v1 = βij(u) and v2 = jβij(u) are thus left special. By Lemma 4, v1645
is right special, hence bispecial and, by Lemma 11, its longest proper suffix is646
not left special.647
The arguments are the same whatever v2 is right special or not sot let us648
suppose it is. By lemma 12, both v1 and v2 have unique left special extended649
images. From E2 − (v1,w(n−1)) and E2 − (v1,w(n−1)), they are respectively650
kβjk(v1) = kβjkβij(u) and βjk(v2) = jkβjkβij(u), with651
E2(kβjk(v1),w
(n−2)) = {(ψjk(a), b) | (a, b) ∈ E2(v1,w(n−1))}
= {ij, kj, jk}
and652
E2(βjk(v2),w
(n−2)) = {(ϕjk(a), b) | (a, b) ∈ E2(v2,w(n−1))}
= {ki, jk}.
By Lemma 11, the longest proper suffix of kβjk(v1) is not left special. By653
lemma 12, these two new words have unique left special extended images.654
We can apply these arguments while we iterate βjk are get for all ` ∈ {m+655
1, . . . , n − 3}, desc`(u) ∈ {{w1}, {w1, w2}}, with w2 = jw1, the longest proper656
suffix of w1 is not left special and657
E2(w1,w
(`)) = {ij, kj, jk}
E2(w2,w
(`)) = {ki, kk}.
We finally apply σm = βkj and obtain that the unique bispecial extended658
images of w1 and w2 coincide and are equal to jβkj(w1) = βkj(w2). By Propo-659
sition 3, we get660
E2(jβkj(w1),w
(m)) = {(ψkj(a), b) | (a, b) ∈ E2(w1,w(m+1))}
= {ji, kj, jk},
which ends the proof.661
Proof (Proof of Theorem 2.). The proof follows from the previous one. Let us662
first observe that if u is right special factor in a Brun word, then E+1 (u) = A.663
Therefore, if u is a neutral bispecial factor with left valence 3, there is a unique664
a ∈ E−2 (u) such that E+2 (au) = A and for all b ∈ E−2 (u)\{a}, Card(E+2 (au)) = 1.665
We again assume that σm · · ·σn−1 ∈ Γijk, the other cases being similar. From666
the proof of Proposition 5, we have667
E2(v,w
(m)) = {(ψkjψn−m−3jk ϕij(a), b) | (a, b) ∈ E2(u,w(n))}.
Thus if a ∈ E−2 (u) is such that E+2 (au) = A, then a′ = ψkjψn−m−3jk ϕij(a) is the668
unique left extension of length 2 of v such that E+2 (a
′v,w(m)) = A.669
Now let (c, b1), (d, b2) ∈ E2(u)\{a}×A. We have E2(v,w(m)) = ({a′}×A)∪670
{(c′, b1), (d′, b2)}, with c′ = ψkjψn−m−3jk ϕij(c) and d′ = ψkjψn−m−3jk ϕij(d). The671
bispecial word u is ordinary if and only if b1 = b2. Thus v is ordinary if and only672
if so is u.673
The proofs of Propositions 6 and 7 are closely linked. We thus prove them in674
one proof.675
Proof (Proof of Propositions 6 and 7.). The main argument to prove the re-676
sults is understanding what happens to the extension types when one applies a677
substitution.678
As seen in the previous proof, if u is not a letter and is a neutral bispecial679
factor of w(n) with left valence 3, then E2(u,w(n)) = ({a}×A)∪{(c, b1), (d, b2)}680
with {a, c, d} = {ji, ij, jk}. Let x, y, z such that A = {x, y, z}. We write σn−1 =681
βxy with, by definition of LB, xy ∈ {ij, ji, jk}. Observe that σn−1 = βxy implies682
that σ[m,n) ∈ Γxyz.683
The two extended images of u under βxy are βxy(u) and yβxy(u) with684
E2(βxy(u),w
(n−1)) = ({(ϕxy(a))} ×A) ∪ {(ϕxy(c), b1), (ϕxy(d), b2)}
and685
E2(yβxy(u),w
(n−1)) = ({(ψxy(a))} ×A) ∪ {(ψxy(c), b1), (ψxy(d), b2)}.
If e ∈ {a, c, d}, then ϕxy(e) ∈ Ay if and only if e ∈ A{x, y}. Thus exactly686
two extensions among ϕxy(a), ϕxy(c) and ϕxy(d) belong to Ay. Let px and687
qy ∈ {a, b, c}, p, q ∈ A, be these two extensions. Projecting E2(βxy(u),w(n−1))688
to E1(βxy(u),w(n−1)) thus corresponds to make the union of the two lines asso-689
ciated with ϕxy(px) and ϕxy(qy) in the array representing E2(βxy(u),w(n−1)).690
For the other extended image, we have ψxy(px) ∈ Ax and ψxy(qy) ∈ Ay. The691
arrays representing the two extensions sets E2(βxy(u),w(n−1)) are E1(βxy(u),w(n−1))692
are thus the same. Going from E2(u,w(n)) to E1(βxy(u),w(n−1)) thus corre-693
sponds to make the union of the two lines of E2(u,w(n)) associated with px and694
qy.695
Let consider the different possible cases:696
1. Suppose that a ∈ {px, qy}. Then we have E1(βxy(u),w(n−1)) = ({y} ×A)∪697
{(z, t)} with t ∈ {b1, b2} depending on wether c or d belongs to {px, qy}.698
Similarly, we have E1(yβxy(u),w(n−1)) is either ({x}×A)∪{(y, t)} or ({y}×699
A)∪{(x, t)} with t ∈ {b1, b2} depending on the value of a = px or a = qy and700
on wether c or d belongs to to {px, qy}. In each case, βxy(u) and yβxy(u) are701
ordinary bispecial factors of w(n−1). Applying Lemma 11, Lemma 12 and702
Proposition 3, we have for all ` ∈ {m + 1, . . . , n − 1}, desc`(u) = {v1, v2}703
with v1 ∈ desc(βxy(u)), v2 ∈ desc(yβxy(u)) and v1 and v2 ordinary bispecial704
factors.705
2. Suppose that a /∈ {px, qy}, hence a ∈ Az. We can assume without loss of gen-706
erality that c = px and d = qy. Then we have E1(βxy(u),w(n−1)) = ({z} ×707
A) ∪ {(y, b1), (y, b2)}. Similarly, E1(yβxy(u),w(n−1)) = {(x, b1), (y, b2)}. If708
u is ordinary bispecial, then b1 = b2, hence βxy(u) is ordinary bispecial709
and yβxy(u) is not bispecial. If u is neutral but not ordinary bispecial, then710
b1 6= b2, hence βxy(u) is strong bispecial and yβxy(u) is weak bispecial.711
Again applying Lemma 11, Lemma 12 and Proposition 3, we have for all712
` ∈ {m + 1, . . . , n − 1}, desc`(u) ∈ {{v1}, {v1, v2}} with v1 ∈ desc(βxy(u))713
and v2 ∈ desc(yβxy(u)) if yβxy(u) is bispecial. We also get that the bispecial714
multiplicity of v1 is the same as βxy(u) and, when yβxy(u) is bispecial, v2715
has the same bispecial multiplicity of it. We observe that the strong and716
weak bispecial factor indeed appear in the dashed edges in Figure 2.717
Now let us see what happens if σ[m,n) /∈ Γxyz. As σn−1 = βxy, we have718
by definition of LB that σ[m,n) ∈ β∗yzβxy ∪ βzxβ∗yzβxy ∪ {β2xy} The cases with719
σ[m,n) ∈ β∗yzβxy are treated above.720
We have from the previous discussion that when u is ordinary bispecial then721
b1 = b2 = b, all words in
⋃
m<`<n desc`(u) are ordinary bispecials and for all722
` ∈ {m+1, . . . , n−1}, Card(desc`(u)) = 2. Furthemore if we write descm+1(u) =723
{v1, v2} with v1 the shortest one, then v2 = yv1 andw have the following.724




({y} ×A) ∪ {(z, b)} if a ∈ A{x, y};




({x} ×A) ∪ {(y, b)} if a ∈ Ax;
({y} ×A) ∪ {(x, b)} if a ∈ ay;
In all cases, we have descm(u) = {βxy(v1), yβxy(v2)} = {β2xy(u), y2β2xy(u)}.726
We check for each possible case of xy that d−2 (βxy(v1)) = d
−
2 (yβxy(v2)). By727
uniqueness of the left special extended image of v2 (see Lemma 12), βxy(v2)728
is not left special.729




({y} ×A) ∪ {(z, b)} if a ∈ A{x, y};




({x} ×A) ∪ {(y, b)} if a ∈ Ax;
({y} ×A) ∪ {(x, b)} if a ∈ ay;
We conclude using the same arguments731
When u is a neutral but not ordinary bispecial factor, the same arguments apply732
with the distinction that b1 6= b2, which makes more cases to check.733
