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Let H31 be the three-dimensional anti-de Sitter space. In this paper we will construct new
examples of complete maximal space like surfaces in H31. Moreover, we will prove that
any complete maximal space like surface in H31 with principal curvatures ±κ bounded
away from zero must be isometric to the hyperbolic cylinder. Since the new examples
that we have constructed have exactly two principal curvatures everywhere, we conclude
that the condition on the principal curvatures on the previous result, i.e. the condition
|κ(m)| > c > 0, cannot be replaced by the condition |κ(m)| > 0.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The anti-de Sitter n-dimensional space is the manifold
Hn1 =
{
(x1, . . . , xn+1) ∈ Rn+1: −x21 − x22 + x23 + · · · + x2n+1 = −1
}
endowed with the semi-riemannian metric induced by the following inner product in Rn+1,〈
(v1, . . . , vn+1), (w1, . . . ,wn+1)
〉= −v1w1 − v2w2 + v3w3 + · · · + vn+1wn+1.
Let M be an (n − 1)-dimensional manifold. We will say that an immersion ρ : M → Hn1 is space like if for every m ∈ M , the
metric on Hn1 restricted to the (n−1)-dimensional space dρm(TmM) is positive deﬁnite. Let ν : M → Hn1 be a Gauss map, i.e.
for every m ∈ M and every v ∈ dρm(TmM), 〈ν(m), v〉 = 0 and 〈ν(m),ρ(m)〉 = 0. We say that ρ is a maximal immersion if
the sum of the principal curvatures, i.e. the sum of the eigenvalues of the shape operator Am , is zero for all m ∈ M , where
Am : dρm(M) → dρm(M) is given by Am(v) = −dνm(dρ−1m (v)). Notice that the norm square of the shape operator, |A|2 is
given by the sum of the square of the principal curvatures.
For any pair of positive integers k and l such that k + l = n − 1, let us deﬁne:
Hk,l =
{
(x1, . . . , xn+1) ∈ Hn+11 : −x21 + x23 + · · · + x2k+2 = −
k
n − 1 , −x
2
2 + x2k+3 + · · · + x2n+1 = −
l
n − 1
}
.
A direct veriﬁcation shows that ν : Hk,l → Hn+11 given by
ν(x) =
(
−
√
l
k
x1,
√
k
l
x2,−
√
l
k
x3, . . . ,−
√
l
k
xk+2,
√
k
l
xk+3, . . . ,
√
k
l
xn+1
)
is a Gauss map, and moreover, the principal curvatures and the norm square of the shape operator are given by
τ1 = · · · = τk =
√
l
k
, τk+1 = · · · = τn−1 = −
√
k
l
and |A|2 = n − 1.
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examples of complete maximal hypersurfaces in the three-dimensional anti-de Sitter space. By looking at Lemma 3.3, it
seems that, in general, to ﬁnd examples of maximal space like surfaces is not that diﬃcult, the diﬃcult part is proving
that a given example is complete. We cannot expect one of these surfaces to be compact because in [1] Alias proved the
non-existence of compact space like surfaces maximally immersed in the anti-de Sitter three-dimensional space.
The following result motivated this work: in 2007, Wei and Cao [3] proved that if n  4, then, every space like hyper-
surface in Hn1 with exactly two principal curvatures everywhere is isometric to some Hk,l under the condition that one the
principal curvatures (and therefore all) is bounded away from zero by a positive constant. The technique used by these
authors cannot be used for the case of surfaces, because they use the fact that when n  4 the principal curvatures are
constant along the principal directions with multiplicity greater than 1, and, in the case of surfaces, both multiplicities are 1.
In this paper we will extend their result to the case of surfaces and we will prove, by given explicit examples, that the
condition on the principal curvatures of being bounded away from zero by a positive constant is necessary.
2. Preliminaries
In this section we will review a known result that will be used in the paper.
Theorem 2.1 (Ishihara). (See [2].) If M ⊂ Hn+11 is a complete immersed maximal space like hypersurface in Hn+11 , then, the maximum
of the function |A|2 is less than or equal to n − 1. Moreover, if |A|2(m) = n − 1 for all m ∈ M, then, up to a rigid motion in Hn+11 ,
M = Hkl for some pair of positive integers k and l.
3. Main results
3.1. Complete surface with two principal directions in H31
In this section we will prove the non-existence of maximal complete immersions of surfaces with principal curvatures
bounded away from zero. This theorem extends the main result in [3] to the case of surfaces.
Theorem 3.1. Let φ : M → H31 be an isometric space like maximal immersion. If the principal curvatures of M are ±k where k : M → R
is a positive function such that k(m) c > 0 for some constant c, then, up to rigid motion, M is equal to H1,1 .
Proof. We may assume that M is orientable, otherwise we can consider the immersion φ˜ : M˜ → H31 instead, where ρ : M˜ →
M is the oriented double covering of M , and φ˜ = φ ◦ ρ . Let ν : M → H31 be the Gauss map. A direct veriﬁcation shows that,
since the principal curvatures of M never vanish, then, ν is also a space like immersion. Moreover, the map φ : M → H31 is a
Gauss map of the immersion ν and the principal curvatures of the immersion ν : M → H31 are ± 1k . Therefore the immersion
ν : M → H31 is maximal. We also have that if v ∈ T pM is a unit tangent vector with respect to the metric given by the
immersion φ : M → H31, then, the norm of the same vector v with respect to the metric given by the immersion ν : M → H31
is k(p). To see this, it is enough to consider two unit (with respect to the immersion φ) eigenvectors v1 and v2 of the shape
operator Ap of the immersion φ : M → H31 and then write v = cos(θ)v1 + sin(θ)v2 for some angle θ . The norm of v with
respect to the immersion ν : M → H31 is the norm in H31 of the vector
dνp(v) = dνp
(
cos(θ)v1 + sin(θ)v2
)= −k(p) cos(θ)v1 + k(p) sin(θ)v2
and therefore, |v| with respect to the immersion ν is k(p). Since k(p)  c for all p ∈ M it follows that the completeness
of the metric induced by the immersion φ : M → H31 implies the completeness of the metric induced by the immersion
ν : M → H31. By Theorem 2.1 we have that the norm square of the shape operator of the immersion φ : M → H31, i.e. the
function 2k2, must be less than or equal to 2. By the same theorem applied to the maximal immersion ν : M → H31 (recall
that this immersion is complete), we have that 2 1
k2
 2. Therefore, k : M → R must be the constant function 1 and, by the
second part of Theorem 2.1, we get that φ(M) must be equal to H1,1 up to a rigid motion. 
3.2. Examples of complete space like maximal surfaces with two principal curvatures
In this section we will provide a family of examples of complete maximal space like surfaces in H31. The surfaces in this
family show that the condition in Theorem 3.1 for the principal curvatures to be bounded away from zero is necessary. The
examples will be built by a conformal immersion φ : Ω → H31 where Ω is an open subset of R2. The following lemma states
some compatibility conditions between the conformal factor of such an immersion and the principal curvatures.
Lemma 3.2. Let φ : Ω → H31 be a conformal space like maximal immersion of an open set in R2 and let ν : Ω → H31 be a Gauss map of
this immersion. If r : Ω → R is the function given by the equation e−2r = 〈φu, φu〉 = 〈φv , φv〉, then, there exists an analytic function
f : Ω → C given by f (u, v) = g(u, v) − ih(u, v) such that
O. Perdomo / J. Math. Anal. Appl. 353 (2009) 403–409 405φuu = −ruφu + rvφv − gν + e−2rφ,
φvv = ruφu − rvφv + gν + e−2rφ,
φuv = −rvφu − ruφv − hν,
νu = e2r(−gφu − hφv),
νv = e2r(−hφu + gφv).
Moreover, 	r + e−2r − | f |2e2r = 0 and the principal curvatures are given by ±| f |e2r .
Proof. The proof of the ﬁrst part of the theorem follows from the fact that the basis {φu, φv , φ, ν} is orthogonal and
therefore, when we write the second derivatives of φ and the ﬁrst derivatives of ν in term of this basis, the coeﬃcients can
be found by taking derivatives of the functions involved in relations such as
〈φu, φu〉 = 〈φu, φu〉 = e−2r, 〈φ,φ〉 = 〈ν,ν〉 = −1, 〈φu, φv〉 = 〈ν,φu〉 = 〈ν,φv 〉 = 0.
Once we have the formulas for the second derivatives of φ and the ﬁrst derivatives of ν , writing the equality φuuv = φuvu
in the basis {φu, φv , φ, ν} gives us that
	r + e−2r − | f |2e2r = 0 and gv = hu
and writing the equality φvvu = φuvv in the basis {φu, φv , φ, ν} gives us that
	r + e−2r − | f |2e2r = 0 and hv = −gu .
Therefore we get that f is analytic and also we get the elliptic equation for the function r. Finally, the expression for the
principal curvatures follows from the formulas for the ﬁrst derivatives of ν . 
Our examples will be constructed using the following lemma.
Lemma 3.3. Let Ω be an open set in R2 . If f = g − ih : Ω → C is an analytic function and r : Ω → R is a function that satisﬁes the
equation	r+ e−2r −| f |2e2r = 0, then, there exists a conformal maximal space like immersion φ : Ω → H31 with principal curvatures
±| f |e2r and induced metric in Ω given by e−2r(du2 + dv2).
Proof. Let us consider the open set Ω × R16 = {(u, v, ξ1, ξ2, ξ3, ξ4): (u, v) ∈ Ω and ξi ∈ R4} and let us deﬁne the following
vector ﬁelds
X = (1,0, ξ2,−ruξ2 + rvξ3 − gξ4 + e−2rξ1,−rvξ2 − ruξ3 − hξ4,e2r(−gξ2 − hξ3)),
Y = (0,1, ξ3,−rvξ2 − ruξ3 − hξ4, ruξ2 − rvξ3 + gξ4 + e−2rξ1,e2r(−hξ2 + gξ3)).
A direct computation shows that the elliptic equation on r and the fact that f is analytic implies that the bracket [X, Y ]
is zero. Let ΘX (t, p) and ΘY (s,q) denote the ﬂows of the vector ﬁeld X and Y respectively. Fixing a point w = (u0, v0) ∈ Ω
and an orthogonal basis {y, v2, v2, z} with 〈y, y〉 = 〈z, z〉 = −1 with 〈v1, v1〉 = 〈v2, v2〉 = e−2r(w) , we get that the map
ξ(u, v) = ΘX
(
u,ΘY
(
v, (w, y, v1, v2, z)
))
is deﬁned in all Ω because each entry of the vector ﬁelds X and Y is a linear polynomial on the variables ξi . Moreover,
ξ can be written as
ξ(u, v) = (w + (u, v),φ(u, v),φu(u, v),φv (u, v), ν(u, v))
where φ : Ω → R4 deﬁnes a conformal space like maximal immersion in H31 with ν : Ω → R4 a Gauss map and 〈φu, φu〉 =
〈φv , φv〉 = e−2r and principal curvatures ±| f |e2r . It is not diﬃcult to verify
〈φ,φ〉 = 1 = 〈ν,ν〉 and e2r〈φu, φu〉 = e2r〈φv , φv〉 = 1 and 〈φu, φv〉 = 0. 
We will need the following lemma to prove the completeness of the immersion that we will construct.
Lemma 3.4. Let DR denote the open disk in R2 with center at the origin and radius R, and let f : (−, R) → R be a smooth positive
function. The Riemann surface(
DR , f
2(√u2 + v2)δi j)
is complete if, and only if, the length of the curve {(t,0): t ∈ [0, R)} is inﬁnite.
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In order to prove the other implication, we need to show that every geodesic γ (t) can be extended for all t . Arguing by
contradiction and using the existence and uniqueness theorem of ODE, we get that the no completeness of this Riemann
surface implies the existence of a geodesic γ : [0, L) → DR with ﬁnite length and a sequence {ti} that converges to L such
that |γ (ti)| → R . On the other hand, we get, using polar coordinates, that
γ (t) = (r(t) cos(θ(t)), r(t) sin(θ(t)))
and therefore the length of this curve is
l =
L∫
0
√(
r′(t)
)2 + r2(t)(θ ′(t))2 f (r(t))dt

L∫
0
∣∣r′(t)∣∣ f (r(t))dt
 lim
ti→R
ti∫
0
r′(t) f
(
r(t)
)
dt
= length of the curve {(t,0): r(0) t < R}
= ∞.
This contradiction proves the lemma. 
In order to ﬁnd the solution of the elliptic equation for the function r in Lemma 3.3 of our examples, we will need the
following lemma.
Lemma 3.5. Let ρ be real analytic function around x = 0 such that for every s0 > 0, ρ(s0) and all the derivatives of ρ at s = s0 are
positive. If s0 is a positive number, then, there exist a real analytic solution s : (−, ) → R of the equation
xs′′(x) + s′(x) = ρ(s(x)) and s(0) = s0. (1)
Proof. Let us assume for a moment that the function s : (−, ) → R exists. We have that
x
d3s
dx3
+ 2d
2s
dx2
= ds
dx
dρ
dx
◦ s.
Moreover, using induction we can prove that
x
dn+2s
dn+2x
+ (n + 1)d
n+1s
dxn+1
=
∑
I∈Γn
αI
(
ds
dx
)i1
. . .
(
dns
dxn
)in d jIρ
dx jI
◦ s (2)
where every αI is a non-negative integer and
Γn =
{
(i1, . . . , in) ∈ Zn: ik  0, and
n∑
k=1
kik = n
}
and j I = n −
n∑
k=1
(k − 1)ik.
Now, let us consider the solution y : (−, ) → R of the equation
y′(x) = ρ(y(x)) and y(0) = s0.
This solution exists and is real analytic because the function ρ is real analytic. Let us deﬁne ai = di ydxi (0). A direct computation
shows that
dn+1 y
dxn+1
=
∑
I∈Γn
αI
(
dy
dx
)i1
. . .
(
dn y
dxn
)in d jIρ
d jI x
◦ y.
Therefore, all ai are positive. If we deﬁne the Taylor series for a function s using the formula (2) we get that the coeﬃcients
in this series are positive and they are dominated by the coeﬃcients of the Taylor’s series of the function y. Notice that
we have not found an explicit relation between the Taylor coeﬃcients of the two series but we have just found a way to
compare these coeﬃcients. Since the Taylor’s series of y has a positive radius of convergency, then, the Taylor series for s
also has a positive radius of convergency and therefore, s deﬁnes an analytic solution of Eq. (1). Recall that the function
ρ(s(x)) is real analytic as well as the function xs′′(x) + s′(x). 
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, R) → R satisﬁes Eq. (1)with ρ(x) = sinh(x) and s(0) = s0 > 0, then, the function r : {(u, v): u2 + v2 < R} →
R given by either r(u, v) = 12 s(u2 + v2) or r(u, v) = − 12 s(u2 + v2) satisﬁes the equation
	r + e−2r − e2r = 0.
Moreover, for any x 0, s(x), s′(x) > 0, and s′′(x) > 0 and
e
s
2 =
(
xs′
cosh( s2 )
)′
+ e− s2 + x
2
(s′)2
sinh( s2 )
cosh2( s2 )
. (3)
Proof. Let us assume that r(u, v) = 12 s(u2 + v2). We have that
ru = us′
(
u2 + v2), rv = vs′(u2 + v2)
and
ruu = 2u2s′′
(
u2 + v2)+ s′(u2 + v2), rvv = 2v2s′′(u2 + v2)+ s′(u2 + v2).
Therefore,
	r = 2(u2 + v2)s′′(u2 + v2)+ 2s′(u2 + v2)= 2sinh(s(u2 + v2))= 2sinh(2r)
and the ﬁrst part follows.
Let us prove that s′(x) > 0 for all x 0. We have that s(0) = s0 > 0 and we already have seen that s′(0) > 0. Let us argue
by contradiction. Let x0 be the ﬁrst positive real number such that s′(x0) = 0, replacing x0 in the differential equation (1)
we get that s′′(x0) > 0, because s(x0) > 0. Recall that s(0) > 0 and by the choice of x0, s is an increasing function on [0, x0].
This is a contradiction because clearly s′(x) was decreasing to zero as x increases to x0. Therefore we get that s and s′ are
positive for all positive x. Computing the derivative of the function (1) we get
xs′′′ + 2s′′ = s′ cosh(s).
The differential equation above allows us to use the same argument to show that s′′(x) > 0 for all x 0.
Let us prove Eq. (3). We have that(
xs′
cosh( s2 )
)′
= 1
cosh2( s2 )
(
sinh(s) cosh
(
s
2
)
− x
2
(s′)2 sinh
(
s
2
))
= 1
cosh2( s2 )
(
2cosh
(
s
2
)
sinh
(
s
2
)
cosh
(
s
2
)
− x
2
(s′)2 sinh
(
s
2
))
= 2sinh
(
s
2
)
− x
2cosh2( s2 )
(s′)2 sinh
(
s
2
)
= e s2 − e− s2 − x sinh(
s
2 )
2cosh2( s2 )
(s′)2. 
Lemma 3.7. For every s0 > 0 and θ ∈ R, it is possible to ﬁnd a solution s : (−, R) → R of Eq. (1) with ρ(x) = sinh(x) such that,
either R = ∞ or R < ∞ and limx→R s(x) = ∞. Moreover, the immersion M given by Lemma 3.3 corresponding to the function
r(u, v) = − 12 s(u2 + v2) and f = cos(θ) + i sin(θ) is complete.
Proof. Since the function s satisﬁes the equation xs′′(x) + s′(x) = sinh(s(x)), then, deﬁning w(x) = s′(x) we get that for any
positive a in the domain of the function s, the function (w(x), s(x)) satisﬁes the following system for x a,
ds
dx
= w,
dw
dx
= sinh(s)
x
− w
x
.
By Lemma 3.6 we get that s′(x) > 0 and s′′(x) > 0 for every x > 0. Therefore s is always increasing and from the equation
xs′′(x) + s′(x) = sinh(s(x)) we deduce that if s is bounded then s′ is also bounded, therefore, using the existence and
uniqueness theorem of ordinary differential equations, we get that the solution provided by Lemma 3.5 is either deﬁned for
all positive x or it goes to inﬁnity when x approaches a ﬁnite number R . Then, the ﬁrst part of the lemma follows. Now, if
R = ∞, the surface M is isometric to (R2,e−2r(u,v)δi j). Since
e−2r(u,v)δi j = es(u2+v2)δi j  es(0)δi j
we conclude that the surface M is complete.
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R endowed with the metric es(u
2+v2)δi j . We will show that the length of the curve {(t,0):
√
R
2  t <
√
R} is inﬁnite. The
length of this curve is given by
l =
√
R∫
√
R
2
e−r(t,0) dt =
√
R∫
√
R
2
e
1
2 s(t
2) dt.
By doing the substitution u = t2 we get that
l =
R∫
R
4
1
2
√
u
e
1
2 s(u) du.
Let
α = sup
{
xs′(x)
cosh( s(x)2 )
: x ∈
[
R
4
, R
)}
.
At this point we will consider the following two possibilities: If α = ∞, then let us consider an increasing sequence {xi} such
that xi → R and xi s′(xi)
cosh(
s(xi )
2 )
→ ∞ when i → ∞. Using the fact that the functions s, s′ , and s′′ are positive for all positive x,
we get, by using Eq. (3), that
l =
R∫
R
4
1
2
√
u
e
1
2 s(u) du
>
1
2
√
R
R∫
R
4
e
1
2 s(u) du
>
1
2
√
R
R∫
R
4
(
xs′
cosh( s2 )
)′
du
= 1
2
√
R
lim
i→∞
xi∫
R
4
(
xs′
cosh( s2 )
)′
du
= 1
2
√
R
(
xi s′(xi)
cosh( s(xi )2 )
−
R
4 s
′( R4 )
cosh(
s( R4 )
2 )
)
= ∞.
Now if α < ∞, then
l =
R∫
R
4
1
2
√
u
e
1
2 s(u) du
>
1
2
√
R
R∫
R
4
e
1
2 s(u) du
>
1
2
√
R
R∫
R
4
(
1
α
xs′(x)
cosh( s(x)2 )
)
e
1
2 s(u) du
>
1
2
√
Rα
R∫
R
xs′(x)du4
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√
R
8α
R∫
R
4
s′(x)du
= 1
8α
(
lim
x→R s(x) − s
(
R
4
))
= ∞.
By Lemma 3.4 we get the completeness of M . 
Remark 3.8. From Lemma 3.3 we get that the principal curvatures of the examples in the previous lemma are ±e2r , there-
fore, the surfaces produced by two different values s0 and s˜0 are not isometric because −1 + e4s0 and −1 + e4s˜0 are the
maximum of the Gauss curvature of each immersion respectively.
Using the part in Theorem 2.1 that refers to the principal curvatures, we conclude that if we pick r(u, v) = 12 s(u2 + v2)
instead of r(u, v) = − 12 s(u2 + v2) in Lemma 3.7, the surface M would not be complete.
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