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Abstract: We consider a sequence of Markov chains weakly convergent
to a diffusion. We suppose that a drift term contains a linearly increasing
component. The usual parametrix method fails because of this unbounded
drift term. We show how to modify the parametrix method to obtain local
limit theorems for this case.
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1 Introduction
The aim of the introduction is to explain the origin of the problem considered
in this research. It is necessary to mention that the introduction is not
intended to be a full and detailed review.
∗This research was supported by the Scientific Fund of NRU HSE
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The importance of researching the discretization of stochastic differen-
tial equations (SDE) results from the fact that every known approximate
modeling method for SDE is based upon some discretization. It is com-
mon knowledge that the solution to SDE in closed form can be obtained
only for a very limited number of stochastic differential equations subclasses,
consequently different discretization methods (the Euler-Maruyama scheme,
the Milstein scheme; the higher order stochastic Taylor expansions schemes)
draw attention of a large number of researchers. Herewith an evident issue
emerges: whether discretization schemes reproduce the asymptotic proper-
ties of the initial process (such as mixing rate, large deviation principle, etc.).
Another important issue is the following: how close is the designed approx-
imation to the solution of the initial SDE in this or that way. Our research
concerns the second issue. Historically the first considered scheme was the
sequence of Markov chains defined on a grid with the time step tending to
zero; weak convergence of measures (transition probabilities) to the transi-
tion probability of a limited diffusion process was being studied. The first
general results concerning weak convergence for such a scheme were obtained
by A.V. Skorokhod in 1961 [1]. Skorokhod′s results deal with quite a general
class of Markov chains and processes which could have jumps. The most gen-
eral weak convergence results for continuous diffusion were obtained in the
monograph by D. Stroock and S. Varadhan [2]. They developed an approach
based upon the solution of the so called martingale problem. We should
emphasize once again that these first results concerned weak convergence of
measures. The modern theory of weak convergence of probability measures
has been developed for many decades and is associated primarily with the
names of A.N. Kolmogorov, J.L. Doob, M. Donscker, Yu.V. Prokhorov, A.V.
Skorokhod, L. Le Cam ans S. Varadhan.
Let us now assume that transition probabilities of Markov chains and
of limiting diffusion process are absolutely continuous w.r.t. the Lebesgue
measure. In this case we naturally ask a question of when the convergence
of these transition densities occurs, in other words when the corresponding
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local limit theorem holds true. In order to answer this question V. Konakov
and S. Molchanov [3] introduced a discrete version of the parametrix method
which was later on specified and generalized in the series of publications by V.
Konakov and E. Mammen [4-7]. It is worth mentioning that the parametrix
method has been known for a long time in the theory of differential equa-
tions. It was introduced by E. Levi in 1907 [8, 9] and then developed in
the studies by A. Friedman [10], A. Il′yin, A. Kalashnikov and O. Oleinik
[11] and many others. But this version of the parametrix method did not
fit our aims. H.P. McKean and I.M. Singer [12] introduced a modification of
the parametrix method in 1967 which, as it turned out, allows for a discrete
version and makes it possible to develop a new method of obtaining local
limit theorems for transition densities of Markov chains sequence, which are
weakly convergent to the limiting diffusion process. One of the essential con-
ditions for proving these results was the condition of bounded coefficients of
drift and diffusion. Limitation was necessary for the convergence of designed
parametrix series. This condition narrowed the sphere of the applicability of
the acquired results and prevented from considering a number of important
specific models. The goal of this research is the description of the procedure
which allows excluding linearly increasing trend component and reducing the
problem to the already investigated one with bounded drift and diffusion co-
efficients. This procedure is applied to both diffusion and Markov chains.
For diffusion similar procedure of trend exclusion has been applied in the pa-
per by F. Delarue and S. Menozzi [13] in the context of obtaining two-sided
estimates of transition density for some degenerate Kolmogorov type SDE′s.
In reference to Markov chains this procedure, so far as we are aware, is new.
The essence of the procedure is simple: the trend growth should be com-
pensated by a backtrack along the trajectories of an ODE system, which is
acquired by means of deleting Brownian component of SDE. The stochastic
differential and the corresponding SDE of this compensated process can be
easily written by the Ito′s formula. This SDE has a bounded drift coefficient.
A similar procedure is performed for Markov chains, where instead of a dif-
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ferential equation a difference equation is used and the backtrack occurs not
along the trajectory of a differential equation, but along its Euler′s broken
line. After that, having applied the known results to a bounded case, it is
possible to return back to the initial problem by a simple transformation and
get local limit theorems for the initial model. Later on the authors are also
intending to consider a more general case of increasing trend with bounded
gradient and the case of unbounded diffusion coefficient
2 Necessary information from the differential
equations theory and the difference equa-
tions theory
We consider the linear homogeneous vector differential equation with variable
coefficients:
x
′
= A(t)x, x ∈ Rd, A(t) : Rd 7→ Rd, t ∈ [0, 1], (1)
where A(t) is continuous matrix valued function.
We consider the set X of all solutions to the equation (1) defined on
the interval [0, 1]. The set X is a linear vector space consisting of functions
phi : [0, 1] 7→ Rd
Along with the vector differential equation (1) we consider the matrix
differential equation:
X
′
= A(t)X (2)
We say that a matrix function Φ(t) is a solution of (2) on the interval [0, 1]
if Φ(t) is continuously differentiable for t ∈ [0, 1] Φ′(t) = A(t)Φ(t), t ∈ [0, 1].
The following theorem establishes the connection between the solutions
of equations (1) and (2).
Theorem 1 [14, Theorem 2.20, p. 33] Let A(t) be a continuous n × n be
a continuous [0, T ] and let Φ(t) be an n× n matrix-valued function with the
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columns φ1(t), φ2(t), , φn(t):
Φ(t) = [φ1(t), φ2(t), , φn(t)], t ∈ [0, T ].
Then Φ is the solution of the matrix differential equation (2) on [0, T ] if
and only if each column φi is a solution of the vector differential equation (1)
on [0, T ], i = 1, 2, ..., n. Moreover, if Φ is the solution of the matrix equation
(2), then
x(t) = Φ(t)c
is the solution of the vector differential equation (1) for any n× 1 vector of
constants c.
We introduce the following definitions.
Definition. 1 . The fundamental system of solutions of the differential
equation (1) is a basis of the vector space X.
Definition. 2 A matrix whose columns form a fundamental system of solu-
tions is called the fundamental matrix of the differential equation (1).
We consider the linear homogeneous difference equation of order k:
x(s+ k) + a1(s)x(s+ k − 1) + ... + ak(s)x(s) = 0. (3)
The set of solutions of the difference equation (3) ) is also a vector space. By
analogy with the definition for the differential equation - the fundamental ma-
trix of the difference equation is a matrix whose columns form a fundamental
system of solutions of the difference equation (3).And the fundamental sys-
tem of solutions of the difference equation forms a basis in the vector space
of all solutions of the difference equation.
We should note that it is convenient to take the identity matrix of the ap-
propriate dimension as the fundamental matrix of the differential or difference
equation at the initial time t = 0. In this case x(t) = Φ(t)c is the solution of
the vector equation (1) with the initial conditions x(0) = Φ(0)c = c.
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3 The procedure of excluding of the linear
trend component for the diffusion model
and for the Markov chain
We consider the following diffusion model:
dY = {b(t)Y +m(t, Y )}dt+ σ(t, Y )dB(t), Y (0) = x ∈ Rd, t ∈ [0, 1], (4)
where B(t) is the standard Brownian motion. The interval [0, 1] has been
chosen for convenience and can be replaced by any bounded interval.
We also consider a triangle array of Markov chains with the same initial
conditions as in the model (4):
Xn
(
k+1
n
)
= Xn
(
k
n
)
+ 1
n
{
bn
(
k
n
)
Xn
(
k
n
)
+mn
(
k
n
, Xn
(
k
n
))}
+ 1√
n
εn
(
k+1
n
)
,
Xn(0) = x ∈ Rd, k = 0, 1, 2, ..., n.
(5)
We make the standard Markov assumption for innovations εn, namely, the
random variable εn
(
k+1
n
)
given the pastXn
(
i
n
)
= x(i), i = 0, 1, 2, ..k depends
only on the value of the process x(k) at the last moment of time k
n
and
has a conditional density qn, k
n
,x(k)(·) taken from a family of densities qn,t,x(·)
dependent depending on a triplet (n, t, x) ∈ N × [0, 1] × Rd. As concerns
the family of densities qn,t,x(·) and the coefficients of the equation (4) the
following assumptions are supposed to be satisfying:
1. a(t, x) = σ(t, x)σT (t, x) is a symmetric positively definite matrix such
that c ≤ θTa(t, x)θ ≤ C θ for any | θ |= 1, x ∈ Rd, t ∈ [0, 1].
2. The matrix functions bn(t), b(t) are continuous on [0, 1]. The functions
a(t, x) and m(t, x) and their first derivatives w.r.t. t and x are contin-
uous and bounded uniformly in (t, x), x ∈ Rd, t ∈ [0, 1] and Lipchitz
continuous in the space variable x with Lipchitz constant independent
on t. Moreover, the second derivatives ∂
2a(t,x)
∂xi∂xj
, 1 ≤ i, j ≤ d exist and
satisfy Ho¨lder condition in x with the constant independent on t.
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3.
∫
qn,t,x(z)zdz = 0,
∫
qn,t,x(z)zz
T dz
△
= an(t, x), x ∈ Rd, t ∈ [0, 1].
4. There exist a positive integer S
′
and a function ψ(x) : Rd 7→ R,
supx∈Rd | ψ(x) | < ∞ such that
∫ | x |s ψ(x)dx < ∞, where S =
2dS
′
+ 4 and for every n large enough and n, z ∈ Rd:
| Dvzqn,t,x(x) |≤ ψ(z), | v |= 0, 1, 2, 3, 4,
| Dvxqn,t,x(x) |≤ ψ(z), | v |= 0, 1, 2,
where x ∈ Rd, t ∈ [0, 1].
5. For a sequence △n 7→ 0:
supx∈Rd,t∈[0,1] | mn(t, x)−m(t, x) |= O (△n) ,
supx∈Rd,t∈[0,1] | an(t, x)− a(t, x) |= O (△n) ,
supt∈[0,1] | bn(t, x)− b(t, x) |= O (△n) .
The existence of transition density for the model (5) follows immediately
from the model assumptions. The existence of transition density for the
diffusion model (4) may be derived from the Ho¨rmander theory [15] but under
stronger conditions on the coefficients. The existence of transition density
in this model can also be proved by the parametrix method under weaker
conditions for coefficients than the conditions required for the Ho¨rmander
theory. We consider the diffusion model (4) first. If the model′s coefficients
are bounded, then the existence of the transition density follows from the
paper by Il′yin, Kalashnikov and Oleinik [11] or from the paper by Konakov
and Mammen [4], where the parametrix was constructed for this equation.
But in the model (4) the trend is unbounded and linearly increasing. To
apply the parametrix method to the this model, we propose the following
procedure: exclude the linear component and consider a new model with
bounded coefficients; then apply the parametrix method to this new model
with bounded coefficients and go back to the original model with linearly
increasing trend.
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We consider the linear system of ordinary differential equations (ODE):
y
′
(t) = b(t)y(t), y(0) = x ∈ Rd, t ∈ [0, 1] (6)
Let Φ(t) be the fundamental matrix corresponding to this system. We
remind that for the system (6) it means that all solutions may be prolongated
to the whole interval [0, 1] and the fundamental matrix is the matrix whose
columns are independent solutions of this system corresponding to the given
initial conditions. We take the identity matrix: Φ(0) = I, as the initial
fundamental matrix. Clearly, the fundamental matrix is the solution of the
equation Φ
′
(t) = b(t)Φ(t) and with our initial condition is nondegenerate on
the whole interval [0, 1]. The inverse matrix Φ−1(t) satisfies the equation
[Φ−1(t)]
′
= −Φ−1(t)b(t) and the initial condition Φ−1(0) = I. To exclude the
linear component of the trend let us consider the process Y˜ (t) = f (t, Y (t)),
where f(t, y) = Φ−1(t)y. The function f(t, y) is continuous on [0, 1]×Rd and
has continuous partial derivatives ∂f
∂t
, ∂f
∂yi
, so we can use the Ito′s formula to
obtain the stochastic differential for the process Y˜ (t):
dY˜ (t) = d [Φ−1(t)Y (t)] = Φ−1(t)dY (t) + dΦ−1(t)Y (t) =
= Φ−1(t) ({b(t)Y (t) +m (t, Y (t))}dt+ σ (t, Y (t)) dB(t)) + [Φ−1(t)]′dt Y (t) =
= Φ−1(t)b(t)Y (t)dt+ Φ−1(t)m (t, Y (t)) dt+ Φ−1(t)σ (t, Y (t)) dB(t)−
−Φ−1(t)b(t)Y (t)dt = Φ−1(t)m (t, Y (t)) dt+ Φ−1(t)σ (t, Y (t)) dB(t) =
= m˜
(
t, Y˜ (t)
)
dt+ σ˜
(
t, Y˜ (t)
)
dB(t),
where m˜
(
t, Y˜ (t)
)
= Φ−1(t)m
(
t,Φ(t)Y˜ (t)
)
, σ˜
(
t, Y˜ (t)
)
= Φ−1(t)σ
(
t,Φ(t)Y˜ (t)
)
.
We see that the process Y˜ (t) is the diffusion process satisfying SDE with
the bounded drift m˜
(
t, Y˜ (t)
)
and with positively definite diffusion matrix
σ˜
(
t, Y˜ (t)
)
:
dY˜ (t) = m˜
(
t, Y˜ (t)
)
dt + σ˜
(
t, Y˜ (t)
)
dB(t).
Indeed:
a˜(t, y) = σ˜
(
t, Y˜ (t)
)
[σ˜
(
t, Y˜ (t)
)
]T = Φ−1(t) σ (t,Φ(t)y) [Φ−1(t) σ (t,Φ(t)y)]T =
= Φ−1(t)σ (t,Φ(t)y) [σ (t,Φ(t)y)]T [Φ−1(t)]T = Φ−1(t) a (t,Φ(t)y) [Φ−1(t)]T
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and, hence,
θT σ˜(t, y)[σ˜(t, y)]Tθ = 0⇔ ϑTσ(t, y)[σ(t, y)]Tϑ = 0, ϑ = [Φ−1(t)]Tϑ.
It remains to use positive definiteness of the matrix a(t,Φ(t)y) = σ(t,Φ(t)y)×
[σ(t,Φ(t)y)]T .
The existence of the transition density ρY˜ (t) of the process Y˜ (t) is proved
using the parametrix method in the article by Konakov and Mammen [4]. By
the well known transformation formulas the transition density of the process
Y (t) = Φ(t)Y˜ (t) is equal to:
ρY (s, t, x, y) = det[Φ
−1(t)]ρY˜ (s, t,Φ
−1(s)x,Φ−1(t)y) (7)
We consider the trend exclusion procedure for the model (5)), which is
a discrete analogue of the procedure described above for diffusion equation.
We consider the following difference equation without trend:
xn ((k + 1)h)− xn(kh)
h
= bn(kh)Xn(kh), xn(0) = x
on the grid Γ = {0, h, 2h, , nh = 1}, h = 1
n
.
In the matrix notation:
xn ((k + 1)h) = (I + h bn(kh)) xn(kh), xn(0) = x.
Iterating we obtain:
xn(h) = (I + h bn(0))x,
xn(2h) = (I + h bn(h)) xn(h) = (I + h bn(h)) (I + h bn(0))x,
...
xn(kh) = Φn(kh)x,
where Φn(kh) = (I + h bn ((k − 1)h)) Φn ((k − 1)h)Φn(kh) is the fundamen-
tal matrix in the theory of difference equations [16], a discrete analogue of
the fundamental matrix Φ(t) is defined on the grid {0, h, 2h, , nh = 1}, with
the initial condition Φn(0) = I.
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We define a new Markov chain:
X˜n(kh) = Φ
−1
n (kh) Xn(kh), X˜n(0) = x.
By the well known formulas of density transformation, the transition
density of the Markov chain Xn(kh) = Φn(kh) X˜n(kh) is equal to:
ρXn(ih, jh, x, y) = det[Φ
−1(jh)]ρX˜n(ih, jh,Φ
−1(ih)x,Φ−1(jh)y) (8)
Then following the model (5) we have:
X˜n ((k + 1)h) = Φ
−1
n ((k + 1)h) Xn ((k + 1)h) =
= Φ−1n (kh) (I + h bn(kh))
−1 {(I + h bn(kh))Xn(kh)+
+h mn (kh, Xn(kh)) +
√
hεn ((k + 1)h)} =
= Φ−1n (kh)Xn(kh) + h Φ
−1
n (kh) (I + h bn(kh))
−1
mn (kh,Xn(kh))+
+
√
h Φ−1n (kh) (I + h bn(kh))
−1
εn ((k + 1)h) =
= X˜n(kh) + h m˜n
(
kh, X˜n(kh)
)
+
√
h ε˜n ((k + 1)h) ,
where
m˜n
(
kh, X˜n(kh)
)
= Φ−1n (kh) (I + h bn(kh))
−1
mn
(
kh, Φn(kh) X˜n(kh)
)
,
ε˜n ((k + 1)h) = Φ
−1
n (kh) (I + h bn(kh))
−1
εn ((k + 1)h) .
It follows from the definition of ε˜n that the random variable ε˜n ((k + 1)h)
given the past X˜n(ih) = x˜(i), i = 0, 1, 2, ..., k depends only on the value
of the process x˜(k) at the last moment of time kh and has the conditional
density:
q˜n,kh,x˜(k)(z) = det Φn ((k + 1)h) qn,kh,Φn(kh)x˜(k) (Φn ((k + 1)h) z) (9)
This density is taken from the family of densities det Φn (([tn] + 1)h)×
q˜n,t,Φn(([tn]+1)h)x(k) (Φn (([tn] + 1)h) z), which is dependent on the triplet (n, t, x):
(n, t, x) ∈ N × [0, 1]×Rd. The densities q˜n,kh,x˜(k)(z) in (9) satisfy conditions
3 and 4, formulated at the beginning of the paper, with allowance for the
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fact that φ(x) from condition 4 is replaced by C φ(x), where C is a constant.
Making the change of variables v = Φ
(
[tn]+1
n
)
z, with t = kh, we have:
∫
q˜n,t,x˜(z)dz = detΦn
(
[tn]+1
n
) ∫
q
n,t,Φn( [tn]n )x˜
(
Φn
(
[tn]+1
n
)
z
)
zdz =
= detΦn
(
[tn]+1
n
)
det Φ−1n
(
[tn]+1
n
) ∫
q
n,t,Φn( [tn]n )x˜
(v)Φ−1n
(
[tn]+1
n
)
vdv =
= Φ−1n
(
[tn]+1
n
) ∫
q
n,t,Φn( [tn]n )x˜
(v)vdv = 0,∫
q˜n,t,x˜(z)zizjdz = detΦn
(
[tn]+1
n
) ∫
q
n,t,Φn( [tn]n )x˜
(
Φn
(
[tn]+1
n
)
z
)
zizjdz =
=
∫
q
n,t,Φn( [tn]n )x˜
(v)
[
Φ−1n
(
[tn]+1
n
)
v
]
i
[
Φ−1n
(
[tn]+1
n
)
v
]
j
dv =
=
{
Φ−1n
(
[tn]+1
n
) ∫
q
n,t,Φn( [tn]n )x˜
(v)vvTdv
[
Φ−1n
(
[tn]+1
n
)]T}
ij
=
=
{
Φ−1n
(
[tn]+1
n
)
an
(
t,Φn
(
[tn]
n
)
x˜
) [
Φ−1n
(
[tn]+1
n
)]T}
ij
△
= a˜n(t, x˜)
(10)
The vector function Φn(t)x coincides in the points t = kh, k = 0, 1, 2, ..., n
with the Euler broken line for the equation y
′
(t) = bn(t)y(t), y(0) = x ∈ Rd.
Therefore in the case of a diffusion process we compensate the increasing
trend with the backtrack along the trajectories of a differential equation
y
′
(t) = bn(t)y(t), y(0) = x ∈ Rd, and in the case of a Markov chain with
the backtrack along the Euler broken line of this equation. According to
the well-known properties of the Euler broken lines [17], Φn
([
t
h
])
x → Φ(t)
uniformly on the interval [0, 1] and, given the properties described above,
from (6) and (10) we have:
a˜n(t, x˜) =
∫
q˜n,t,x(z)zz
T → a˜(t, x) = σ˜(t, x)[σ˜(t, x)]T , n→∞.
Let us now illustrate how the assertions obtained for the models with
bounded trends are transformed into the corresponding assertions for the
models with linear component in trends. For simplicity we consider a case of
the density family qn,t,x(·), independent on the parameter n, in other words
qn,t,x(·) = qt,x(·). Let us assume that the conditions 1 4 listed above are sat-
isfied for the family qt,x(·) and the coefficients of the equation (4) (condition
5 in our case is trivially fulfilled, as mn(t, x) ≡ m(t, x) an(t, x) ≡ a(t, x)).
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Then for m˜(t, x) = Φ−1(t); m(t,Φ(t)x) and σ˜(t, x) = Φ−1(t) σ(t,Φ(t)x) the
conditions of Theorem 1.1 from V. Konakov and E. Mammen [4] are fulfilled,
and so we have the estimate
sup
x,y∈Rd
(
1 + ||y − x||2(S
′−1)
)
||pX˜n(0, 1, x, y)− pY˜ (0, 1, x, y)|| = O(
1√
n
) (11)
Using (7) and (8), we formulate the following result, which follows from
(11).
Theorem 2 Let all the conditions 1)-4) listed above be satisfied. Then
sup
x,y∈Rd
(
1 + ||Φ(1)y − x||2(S
′−1)
)
|| detΦ(1) pXn(0, 1, x,Φ(1)y)−
− det Φ(1) pY (0, 1, x,Φ(1)y)|| = O( 1√
n
).
If b(t) ≡ b, then
sup
x,y∈Rd
(
1 + ||Φ−1(1)y − x||2(S′−1)
)
||pXn(0, 1, x, y)−
−pY (0, 1, x, y)|| = O( 1√
n
).
Proof. Let us apply (11) to the points x and Φ−1(1)y, then we get
supx,y∈Rd
(
1 + ||Φ−1(1)y − x||2(S′−1)
)
||pX˜n(0, 1, x,Φ−1(1)y)−
−pY˜ (0, 1, x,Φ−1(1)y)|| = O( 1√n).
(12)
From (7) and (8) we have
pY˜ (s, t, x, z) = det Φ(t)pY (s, t,Φ(s)x,Φ(t)z), (13)
pX˜n(ih, jh, x, v) = det Φn(jh)pXn(ih, jh,Φn(ih)x,Φn(jh)v), (14)
Substituting in (13) and (14) s = 0, t = 1, i = 0, j = n, x and z =
Φ−1(1)y, v = Φ−1n (y), we get from (12):
supx,y∈Rd
(
1 + ||Φ(1)y − x||2(S′−1)
)
|| detΦ(1) pXn(0, 1, x,Φ(1)y)−
− det Φ(1) pY (0, 1, x,Φ(1)y)|| = O( 1√n).
(15)
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Let b(t) ≡ b . Then Φ(1) = eb is a matrix exponent, Φn(1) =
(
I + b
n
)n
and for n large enough
||Φ(1)− Φn(1)|| ≤ ea −
(
1 +
a
n
)n
≤ a
2ea
n
, (16)
where a = ||b||. The first inequality in (16) The first inequality in [17], p. 98,
to prove the second inequality it is enough to find the sign of the derivative
near the point x = 0 of the function f(x)
△
= a2eax− ea+(1+ax)1/x. Besides
from Lemma 3.1 and 3.2 in [4] we have an estimate
pY˜ (s, t, x, y) ≤ Ce−C||y−x||
2
,
so for the transition density pY (0, 1, x, y) we get
pY (0, 1, x, y) = det Φ
−1pY˜ (0, 1, x,Φ
−1(1)y) ≤ Ce−C||Φ−1(1)y−x||2 . (17)
The second assertion of the theorem now follows from (15) - (17).

Remark. 1 As C1||y−Φ(1)x|| ≤ ||Φ−1(1)y−x|| ≤ C2||y−Φ(1)x||, the asser-
tions of the theorem can also be written with the factor
(
1 + ||y − Φ(1)x||2(S′−1)
)
instead of
(
1 + ||Φ−1(1)y − x||2(S′−1)
)
. So the nonuniform estimate of the
convergence rate in this theorem is achieved either by pulling y back, or by
pushing x forward.
4 The example of excluding linear compo-
nent of the trend of the diffusion model
Consider the model presented in B. Koo, O. Linton [18]:
dXt = {β(t)(a(t)−Xt)}dt+ σ(t, Xt)dBt, X0 = x ∈ Rd, (18)
where Bt, t ≥ 0 is the standard Brownian motion.
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Consider a system of Linear Ordinary Differential Equations (LODE):
x
′
(t) = −β(t)x(t), y(0) = x ∈ Rd and its fundamental matrix Φ(t) : Φ′(t) =
−β(t)Φ(t), Φ(0) = I, where I is the identity matrix. Consider the pro-
cess X˜t = Φ
−1(t)Xt and by the Ito′s Lemma [19] we obtain the stochastic
differential:
dX˜t = d
[
Φ−1(t)Xt
]
= Φ−1(t)dXt + dΦ−1(t)Xt = Φ−1(t)β(t)a(t)dt+
+Φ−1(t)σ(t, Xt)dBt = m˜(t, X˜t)dt+ σ˜(t, X˜t)dBt
where m˜(t, X˜t) = Φ
−1(t)β(t)a(t), σ˜(t, X˜t) = Φ−1(t)σ(t,Φ(t)Xt).
So process X˜t can be represented as:
X˜t = X˜0 +
∫ t
0
m˜(s, X˜s)ds+
∫ t
0
σ˜(s, X˜s)dBs = x+
∫ t
0
Φ−1(s)β(s)a(s)ds+
+
∫ t
0
Φ−1(s)σ(s,Φ(s)X˜s)dBs.
Consider the one-dimensional case with constant coefficients: a(t) ≡
a, β(t) ≡ β, σ(t) ≡ σ. Model (18) then corresponds to the model of the
evolution of the interest rate by Vasicek [20]:
dXt = {αβ − βXt}dt+ σdBt, X0 = x ∈ R (19)
For the model (19) there is explicit solution of the SDE. So the procedure
of excluding trend of the diffusion equation is not particularly interesting,
however, allows us to trace the correctness of the method.
The solution of the SDE (19) can be represented in [20]:
Xt = x exp(−βt) + a(1− exp(−βt)) + σ exp(−βt)
∫ t
0
exp(βs)dBs. (20)
Consider getting the solution to SDE (19) using the procedure of exclud-
ing the linear component of the trend.
The fundamental matrix for SDE (19) has the form: Φ(t) = exp(−βt).
Then process X˜t = Φ
−1(t)Xt = exp(βt)Xt can be represented as:
X˜t = x+ a(exp(βt)− 1) + σ
∫ t
0
exp(βs)dBs.
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The solution obtained by the exclusion of the linear component of the
trend, takes the form:
Xt = Φ(t)
(
x+ a(exp(βt)− 1) + σ
∫ t
0
exp(βs)dBs
)
= x exp(−βt) +
+a(1− exp(−βt)) + σ exp(−βt)
∫ t
0
exp(βs)dBs,
that is coincides with formula (20).
The method of excluding of the linear component of the trend is also
applicable to more difficult models, such as a modified model of the evolution
of the interest rate by Cox-Ingersoll-Ross [21], and to its extension - the Hull-
White model [22]. Besides the models of interest rates, the trend exclusion
method can be applied to the stochastic volatility model [23] in the case when
the function of volatility contained in the profitability equation is bounded.
The Cox-Ingersoll-Ross model is differs from the above Vasicek model in
function of volatility σ(t, Xt) ≡ σ
√
Xt, procedure of excluding the linear
component of the trend for it is analogous to the above procedure for the
Vasicek model.
Consider the two-dimensional case for the Heston stochastic volatility
model [23]: {
dSt = µStdt+ f(vt, St)dB
1
t ,
dvt = k(θ − vt)dt+ ξg(vt)dB2t ,
(21)
where Bt = (B
1
t , B
2
t ) is the standard Brownian motion, f(vt, St), g(vt) are
bounded functions.
We represent a system of SDE [21] in matrix form(
dSt
dvt
)
=
[(
µ 0
0 −k
)(
St
vt
)
+
(
0
kθ
)]
dt+
(
f(vt, St) 0
0 ξg(vt)
)(
dB1t
dB2t
)
.
Consider a system of LODE:
x
′
(t) =
(
µ 0
0 −k
)
x(t).
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The fundamental matrix for this system has the form:
Φ(t) =
(
exp(µt) 0
0 exp(−kt)
)
.
Then the process(
S˜t
v˜t
)
=
(
exp(−µt) 0
0 exp(kt)
)(
St
vt
)
.
can be represented as:(
S˜t
v˜t
)
=
(
S0
v0
)
+
(
0
θ(exp(kt)− 1)
)
+
∫ t
0
(
exp(−µs) 0
0 exp(ks)
)
×
×
(
f(vs, Ss) 0
0 ξg(vs)
)
dBs.
Then the solution of the SDE (21), obtained by exclusion of the linear
trend component takes the form:(
St
vt
)
=
(
exp(µt) 0
0 exp(−kt)
)(
S0
v0
)
+
(
0
θ(1− exp(−kt))
)
+
+
(
exp(µt) 0
0 exp(−kt)
)∫ t
0
(
exp(−µs) 0
0 exp(ks)
)(
f(vs, Ss) 0
0 ξg(vs)
)
dBs.
5 Conclusion
It is known [11], [24] that the parametrix method and its discrete analogue
[4], [5] assume the boundedness of the drift and diffusion coefficients. Mean-
while quite a number of important models have non-limited drift coefficient,
in particular the models corresponding to stochastic recurrent estimation
procedures have a linearly increasing drift coefficient.
More precisely, Markov chains and limiting diffusion processes with lin-
ear trend component occur in recurrent estimation procedures based upon
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the Robbins-Monroe method. A series of results concerning weak conver-
gence of recurrent estimation procedures to finite-dimensional distributions
of some limiting diffusion process was proved in monograph [25] (Theorem
6.3, Chapter 6; Theorems 3.1 and 5.2, Chapter 8). These theorems assume
the existence of densities, that is why the natural question is: whether not
only weak convergence, but also density convergence holds, that is whether
the corresponding local limit theorem is true? The parametrix method com-
bined with the trend exclusion method makes a positive answer possible.
This application of the method will be the subject of a separate publication.
This research was aimed at introducing a procedure which would allow for
excluding the linearly increasing trend component and reduce the problem
to the previously studied one with bounded trend. The suggested method
is applicable to more general models with trends having bounded gradient,
but the formulas are less intuitive and Euler broken lines are drawn locally,
so in this case we can speak of a local limit theorem in a short time. This
will also be the topic of our next research.
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