We consider an M/G /1 queue with the special feature that the speed of the server alternates between two constant values SL and SH > SL. The high-speed periods are exponentially distributed, and the low-speed periods have a general distribution. Our main results are: (i) For the case that the distribution of the low-speed periods has a rational Laplace-Stieltjes transform, we obtain the joint distribution of the buffer content and the state of the server speed. (ii) For the case that the distribution of the low-speed periods and/or the service request distribution is regularly varying at infinity, we obtain explicit asymptotics for the tail of the buffer content distribution. The two cases in which the offered traffic load is smaller respectively larger than the low service speed are shown to result in completely different asymptotics.
Introduction and model description
This paper is devoted to the M / G/1 queue that alternates between two service speeds S Land S H > S L. The high-speed periods are assumed to be negative exponentially distributed, and the low-speed periods have a general distribution L(·). We are mainly interested in the distribution of the workload. In case L(·) has a rational Laplace-Stieltjes Transform (LST), we obtain an exact expression for the LST of the workload distribution. Subsequently we turn to the case that both L(.) and the service request distribution may have a regularly varying tail at infinity (see Definitions of the Appendix). We determine the tail behaviour of the workload. It turns out that one has to distinguish between two cases, (i) SL < P and (ii) SL > p; here p indicates the offered request load, viz., the arrival rate of customers times their mean service request. In case (ii) the slow speed is already enough to handle the offered traffic, and the tail behaviour of the workload is determined by the tail behaviour of the service request distribution. In case (i) the workload has a positive drift during the low-speed periods, and the tail behaviour of the workload distribution is determined by the heaviest of the tails of the service request distribution and L(·).
Our motivation for this study is two-fold. Firstly, the single-server queue with various speeds is a very natural and practically important model, that deserves a renewed interest w.r.t. the performance analysis of integratedservices communication networks. In such networks, the influence of highpriority traffic on low-priority traffic is often reflected in a variable capacity for low-priority traffic. For example, the available capacity for ABR or non real-time VBR traffic depends on the presence or absence of high-priority real-time VBR traffic. Other examples are provided by scheduling disciplines like GPS (Generalized Processor Sharing). As a design paradigm, GPS is at the heart of commonly-used scheduling algorithms for high-speed switches such as Weighted Fair Queueing. From a queueing point of view, CPS gives rise to the analysis of coupled servers, where the speed of one server varies depending on whether another server is busy or idle.
A second motivation for this study is the convincing evidence of longtailed traffic characteristics in high-speed communication networks. Early indications of the long-range dependence of Ethernet traffic, attributed to long-tailed file size distributions, were reported in [18] . Long-tailed characteristics of the scene length distribution of MPEG video streams were inves-tigated in [16, 17] . These and other empirical findings have triggered theoretical developments in the modelling and queueing analysis of long-tailed traffic phenomena. The influence of long-tailed service time distributions on waiting time and workload distributions of the single-server queue has been investigated in considerable detail; many results are gathered in the book [22] . For multi-server queues, very little is known. A recent study [6] has been devoted to an analysis of the workload tail behaviour of a heterogeneous two-server queue with one exponential and one heavy-tailed server. This tail behaviour is shown to exhibit completely different behaviour, depending on whether the exponential server alone does or does not have enough capacity to handle all offered traffic. In the framework of GPS, a similar phenomenon has been observed, cf. [4, 5] . In the present study we investigate the influence of long-tailed periods with slow service on the tail behaviour of the workload of a single-server queue. It should be noted that the low-speed period may correspond to a period in which another server in a GPS-operated switch is busy. Our model is in one sense more general: The low-speed periods do not necessarily correspond to busy periods of another queue.
There is a considerable literature on the single-server queue with several service speeds, but to the best of our knowledge the issue of regularly varying tail behaviour has not yet been discussed in this respect. An early paper is due to Yechiali and Naor [26] . They have studied the MIM/1 queue which alternates between two (see [27] for an extension) exponentially distributed phases, the arrival and service rates depending on the phase. Neuts [21] has generalized their study to the MIG/1 case. He deviates from the assumptions in [26] by assuming that the service time distribution of a customer depends only on the state of the phase process at the time his service begins.
Halfin [14] analyzes the buffer content of an MIG/1 queue whose service rate varies according to a birth-and-death process with c + 1 states. A system of Volterra-type integral equations is derived for the joint distribution of the buffer content and the phase of the birth-and-death process, and is used for the numerical calculation of the distribution. Regterschot and De Smit [23] have studied an MIG/1 queue in which both the arrival rate and the service time distribution depend on the state of an underlying finite-state Markov chain. Dudin [11] and Dudin and Markov [12] have analysed the most general model: an M/G/1 queue in a semi-Markovian environment. In those papers the residence times in states of the semi-Markov process are assumed to have a limited PH-distribution. Several authors have considered queues with service interruptions. In our setting this corresponds to taking SL = O. Some recent studies concerning such queues are Takine and Sengupta [25] , Li et al. [19] , and Nunez Queija [24] .
The paper is organized as follows. In Section 2 we derive an expression for the joint steady-state distribution of the buffer content and the state of the server (low-or high speed). These expressions involve an unknown function Q(x). In Section 3 we show how Q(x) can be determined in case the low-speed period distribution has a rational LST. Unfortunately, we are not able to determine Q(x) in the general case. However, in Section 4 we demonstrate how one can still determine the tail behaviour of the buffer content distribution, when L(·) andlor the service request distribution is regularly varying at infinity. We provide explicit asymptotics for this tail behaviour, distinguishing between p < S Land p > S L. In the former case the tail of the unknown distribution is only determined by the tail of the service request distribution; in the latter case, it is determined by the heaviest of the tails of the service request distribution and the low-speed period distribution.
We end the present section with a detailed model description. 
The buffer content
Let V(t) be the buffer content (workload) at time t. Let X(t) be a random variable that alternates between the states Hand L. X(t) does not depend on V (t). If X (t) = H (respectively X (t) = L) then a customer in service is served with speed SH (sd. Observe that ((V(t), X(t)), t~O} is not a Markov process. A Markov process can be obtained by taking a third quantity into consideration, viz., the time Lpast(t) that has passed since the last change of service speed. We can study the joint distribution of the Markov 
FL(v,t,ry)dry := P(V(t)::; v,X(t) = L, ry < Lpast(t)::; ry+dry).
The ergodicity condition for this system is easily seen to be:
A formal proof may be done using Lyapunov functions, cf. Fayolle et al. [13] ; we refrain from giving this proof. If this ergodicity condition holds, then we shall denote the stationary workload by V and the corresponding steady-state distribution functions by FH(v) and FL(v,ry).
It readily follows from the model specification that, for v, t,
Let~t tend to zero in (2), (3) and (4) . Assume that the ergodicity condition (1) holds. Then we get the following equations for the steady-state distribution functions:
Introduce the following LST:
Then by (5) , (6) and (7) 
x=o Moreover, by (10):
1)
x=o Finally we get the following equation for <I> L (w, 1] ):
x=o and, using (8) and (14), the following equation for <I>H(W): (1] ). x=o We shall work out the obtained equations (15) and (16) in two particular cases.
1. Consider w, Rew~0, such that o{A(1 -,6(W)) -SLW} < 00. (17) Recall that o(s) is the LST of the distribution L(·) of the low-speed periods.
It follows from (16) that
x=o Note that (17) necessarily holds whenever
but may not hold when the inequality is reversed. If ;\(3 > SL, then (20) , and hence also (18) , is valid for all W small enough with positive real part.
Note also, that whenever SL = 0, (17) is true for all W with Rew 2:°and, moreover, the equation (18) is easily solvable. In fact, substituting W =°i nto (18), we get the constant
and we then derive~H(W) and~L(W, 1]) from (18) and (15) respectively.
Let us now suppose that
In this case we have°<
Note that the latter limit equals zero, because of (21) and because of the fact that \lJdO, 1]) is constant, which is an immediate corollary of (11). Then using (12), (13) and (15),
and finally using (16) and (22), when (21) holds:
Note that, if >',8 < SL, then (21) is true for all W small enough with Rew >°a nd (23) and (24) hold for all such w.
If the function F L (O,x)/(I-L(x)) were known, then <PH(W) and <pdw,ry)
would also be known, yielding a complete solution of the problem. Let us clarify the meaning of this unknown function
We can write where the second term (11) . (In fact,~~;(~) equals P(X = L) times the density of the excess life distribution of a low-speed period, divided by 1 -L( x), so this constant
In view of (7),
The term FL(O,x) =PL(Olx) FL(oo,x) equals the probability P(V =°I L past = x, X = L) that the buffer is empty at a given moment in time, under condition that the system has been in state L for a time x.
We now express Q(x) into the LST <PH(')' Consider the MIGll queue with one service speed r. The LST of the conditional probability P(O I x, v) that the buffer is empty at time x if the initial workload is v, is well known (see (4.92), page 260 in [8] , where the speed is assumed to be 1):
where G( s) is the LST of the busy period of this system.
In our system the following then holds (use PASTA to equate the steadystate workload distribution during high-speed periods with the workload distribution at the end of such a period):
where GL(s) is the busy period of the ordinary MIG/l system that always operates at speed SL. SO we may introduce (26) Then
Thus the unknown function Q(x) has been expressed in <T>H(')' In general, we don't know how to determine Q (x). However, in the case of low-speed period distributions with a rational LST, Q( x) can be determined; this is demonstrated in the next section. And in case the low-speed periods have a distribution that is regularly varying at infinity, one can determine the tail behaviour of the workload distribution; this is the subject of Section 4.
Rational LST of the low-speed period distribution
In this section we derive the solution of the main equations for the case in which the LST of the distribution of the low-speed periods is rational; viz., it has the form d(s) = 15 1 (s) / d2( s), where 15 1 (s), 62(s) are relatively prime polynomials, the degree of d2(s) being higher than that of dl(S). Without loss of generality we can write
where s}, . •• , Sn are different from each other, mj E {I, 2, ... } and Re Sj < 0, j = 1,2, ... ,n (because o(s) is analytic for Res;::: 0). The equation (18) holds for all w with Rew ;::: 0 , except (cf. (17) ) those w for which
For all s with Res> 0 there exists exactly one w with Rew ;::: 0 such that f(w) = s, see e.g. [8] , p. 548. So (18) holds in the whole positive half-plane except for WI, ... ,w n such that f(wj) = -Sj' It follows from (18) that (28) where R(w) is given in (19) and where, for Re w 2: 0,
Let us compute the function R(w). Using (27),
The integrand of the last integral has n poles in the right-half plane, these are zeros of J 2 { -s}: -sl, -S2, . .. , -Sn. Consider the semi-circle with centre in c and radius R in the right-half plane. Choose R so large that all n abovementioned poles are inside the semi-circle. Then the integral along the line segment from c -iR to c + iR and then along the semi-circle back to c -iR equals minus the sum of the residues of the integrand at those poles. Since the integral along the semi-circle disappears when R -+ 00 (this is directly seen for example from the representation (26) of q(s)), we have:
and via (28):
The numerator of (29) has '£]=:1 mj + 1 unknown constants: FH(O) and the '£5=1 mj constants relating to the ith derivative of q( s) at S = Sj, i = 0, ... , mj -1, j = 1, ... , n. So we observe that, due to (26) , <PH(W) is completely determined by FH(O) and its values in a finite number of points (and, whenever the poles of o{s} are of multiplicity more than 1, the values of its derivatives of the appropriate order at these points).
The following lemma shows the way to find these values. 
and, for real ¢>,
So, it suffices to prove that g(w) has exactly 'E,5=:1 mj zeros, when SL=SH. In the latter case we have f(w) = SLW ->.(1 -(3(w)) = SHW ->. (1 -(3(w) ).
The function (v -f(W))02{ -f(w)} has 'E,j=1 mj + 1 zeros at Rew~O. In fact, the zeros of this function are at points f(w) = v or f(w) = -Sj.
Since Rev> 0, Re(-sj) > 0, again by [8] , each of these last equations has exactly one zero of multiplicity 1 at Re w~O. Then by Rouche's theorem
Rew~O. Note that one of these zeros is w = 0 and
Hence g(w) = w-1 k(w) has '£5=1 mj zeros at Rew~O. Moreover, it follows from (30) and (31) that none of these zeros is situated on Rew = O. The lemma is proved.
Let us point out now that since the left-hand side of (29) is analytic in the whole half-plane Rew > 0 and never equals zero, the right-hand side must satisfy the same properties. Then the zeros of the denominator of the right-hand side should also be the zeros of the numerator of the right-hand side, and of the same multiplicity. Substituting them into the numerator we obtain Ej=l mj equations. We get one more equation if we substitute w = 0 in (29) and take into account (30) and the fact that <I>H(O) = 1/(1 + v8). Thus we have a system of Ej=l mj +1 linear equations for as many unknown constants, which has one solution. Substituting these constants again into (29), we find <I> H(W).
Note that <I>L(W, "I) now may be found from (15), if we substitute instead of f':~(:? its representation (27) :
27ri .
Moreover, the integral fr;~o <I> L(W, "7 )dTJ may be expressed in already known functions and constants: Remark 3.1. As already said in the Introduction, the papers [11, 12, 23] are considering a similar model to the one in the present section. The model of [23] is more general in the sense that it allows several server states; it is less general in the sense that it assumes an underlying Markov modulated process. The papers [11, 12] study a very general MIGl1 model in which the arrival rate, service speed and allocated service requests depend on the state of a semi-Markov process. In the case of limited PH-distributions for residence times in states of that semi-Markov process, the way of obtaining the workload LST via the computation of zeros of the determinant is indicated. The case that we have studied in the present section is more restricted, but therefore allows a very detailed and complete analysis.
Example: exponential low-speed periods
We will show how this procedure works on a simple example. Let the distribution of the low-speed periods be exponential with parameter (. Then the LST <5 ( s) = (~S has one pole S = -( and <5 = 11(. The equation (29) 
By Lemma 3.1 the function g(w) = w-Ik(w) has one zero WI of multiplicity 1
at Rew > o. Substituting it into (32), we get Now, substitution of w = 0 into (32) gives 
Buffer content asymptotics
In this section we discuss the asymptotic behaviour of the workload distribution under the assumption that B(t) and/or L(t) has a regularly varying tail. We distinguish between the cases 'xf3 > SL and )..f3 < SL. The more delicate case )..f3 = SL is not discussed. We restrict ourselves to the theoretically interesting case of regular variation with an index between 1 and 2; however, larger values can also be handled.
where 1 < Vl,V2 < 2, ll(t),l2(t) are slowly varying functions. (i) Let )..f3 > SL. Then
v(l -L(ry»[D H + o(1)]vl-min(lJi,v2)lH(V)(36)
as v -+ 00, where lH(v), h(v) are slowly varying functions and (sH+vJs L )/(l+vJ) which is the average speed of the server. In fact, consider a stable M/G/l system with the required service time distribution B(·) and one constant speed of service r. Let us denote the distribution function of its workload by wr(v). Then by [7] , the assumption
Let us compare our two-speeds system with the M/G/l, having the same arrival intensity and required service time distribution, but one constant service speed SH. Indeed, this system is always stable, whenever our two-speeds system is stable. In addition to this, for any given realisation of arrivals and services, a workload of this one-speed system is never greater than the one of our two-speeds system. Thus, by simple arguments of stochastic ordering, we get the following lower bound:
Moreover, in case (ii), the low speed SL is sufficient for the M/G/l queue to be stable. Comparing in the same way our system with the M/G/l, having all the same characteristics but a constant service speed SL, we get the upper bound:
Thus, in case (ii), we have bounds for the tail of the distribution function F H ( v) from both sides, and both of them are of order V 1 -V1 . Similar bounds are, of course, true for F L ( v, ry) and J'fJ~O F L ( v, ry)dry.
It is well known [7] that (41) can also be written as 
, v --+ 00. Remark 4.3 In [5] the impact of regular variation in the coupled processors model is investigated. The service times are assumed to be regularly varying with the indexes 1/1 and 1/2 for the first and the second processor respectively. The second processor always operates at one constant speed, while the first processor operates at a lower speed when the second processor is busy and at a higher speed when the second processor is free. The tail of the workload distribution is found. It is shown to be regularly varying with the index 1/1 if the low speed is larger than the offered traffic load and with the index min(1/1, 1/2) if the low speed is smaller than that. We would like to remark that this result is a particular case of Theorem 4.1 just stated. In fact, the highspeed periods of the first processor are exponential and the low-speed periods correspond to the busy periods of the second processor, whence by [20] they are regularly varying with the index 1/2. The asymptotic constants found in [5] coincide with ours in this particular case. But our result is more general, since in our model the low speed periods do not necessarily correspond to the busy periods of another queueing system.
Proof of Theorem 4.1. The proof will essentially rely on Lemma 6.1 from the Appendix. This lemma implies
(4.5)
We shall find the asymptotics of cI>H(W) when w~0 using equation (18) , which holds for all w sufficiently small with Re w > 0 in this case. Using (44) and (45), the asymptotics of the second term in the left-hand side of (18) is seen to be:
Let us consider the right-hand side of (18) and prove that its asymptotics
This is equivalent with the fact that (remember that f(w) = SLW -A(1 -f3(w))): 
Moreover, substituting w =°into (18) , we obtain the constant
Finally, Lemma 6.1 in the appendix applies and we get (35).
We start with the equation (24) , which holds for all w such that Re(sLw-A(l -(3(w») > 0 and consequently in this case for all sufficiently small w with positive real part. Adding the term V<PH(W)( -1 -8f(w)) to both sides of (24) and using the representation (22), we get:
By (44) the asymptotics of the second term in the left-hand side of (52) is the following:
Let us prove that the right-hand side of (52) is
for some co > 0 when w t o. As shown in p. 548 of [8] , for all S with Re Sõ there exists exactly one w(s) with Rew(s)~0 such that f(w(s)) = s. is well defined and continuous in Re s > o. In fact, due to (52), f3(w(s) )) -SHW(S)]w-1(S)sI: 1
R(s) R(J(w(s)))
where all functions at the right-hand side are well defined and continuous.
We will prove that for some co > 0
First of all, remember that
as was noticed in Section 2. Here the conditional probability PdO Ix) equals the probability that at time x the buffer is empty in the M/G/1 system with the same arrival rate A and the service time distribution B(·) but with one constant service speed SL and the initial workload distribution as the one at high-speed periods in our two-speeds system. Since A{3 < SL, this M/G/1 system with one service speed SL is stable. Then, as x -+ 00, PL(O Ix) tends to the stationary probability of zero workload in this system, which is 1 -A{3lsL. Thus we can write
where Q(x) -+ 0 as x -+ 00. We show in Lemma 6.2 in the Appendix that for all c > 0,
We have
x=o ry=o 00 00 00
We will find the asymptotics of each of these terms II, 1 2 and h as s t o.
Let us fix an arbitrary £ > O. To estimate II, we observe that due to (58) (put sx = t): =o~=o Then II = 0(SV!+V2-2 -2e ). To treat the second term 1 2 , we note again that due to (58) 00
t=o uniformly for all ry > 0 and that due to the assumption of the theorem 00 ! (1 -L(ry)) dry = 0(SIl2-1 -e ). Moreover, substitution of w = 0 into (59) gives the unknown constant as in (51). Applying Lemma 6.1, we get (38). The results (36), (37) and (39), (40) come from (15) and (23), the previous results (35) and (38) and again Lemma 6.1.
Conclusion
We have considered an MIGII queue with the special feature that the speed of the server alternates between two constant values SL and SH > SL. For the case that the distribution of the low-speed periods has a rational Laplace-Stieltjes transform, we have obtained the joint distribution of the buffer content and the state of the server speed. For the case that the distribution of the low-speed periods and/or the service request distribution is regularly varying at infinity, we have obtained explicit asymptotics for the tail of the buffer content distribution. The two cases in which the offered traffic load is smaller respectively larger than the low service speed were shown to result in completely different asymptotics. When it is smaller, the tail of the workload distribution is only determined by the tail of the service request distribution. The case in which the offered traffic load equals the low service speed is more delicate; we leave its analysis as an open problem.
Another interesting problem for future research is the generalization of the present model to one with /{ 2': 2 different service speeds.
Finally we would like to observe a relation between the present model and an MIG/l queue with one service speed but with the feature that the arrival intensity alternates between two constant values >'L and >'H > >'L. For the ordinary MIGI1 queue, it is clear that multiplication of the arrival rate by a factor c has exactly the same effect on the steady-state workload distribution as the division of the service speed by c. In fact, given the same initial buffer content, the workload distribution of the former model at time t coincides with the one of the latter model at time ct for any t 2' : O. In the model of the present paper, the service speed during the H-periods is multiplied by a factor SH ISL compared to the service speed during the L-periods. Instead, we could also have divided the arrival rate by SH ISL during the H-periods, We also use without mention the following fact: for all slowly varying function let) and all c > 0 relet) -t 0, tel(t) -t 00, as t -t 00. (60)
where P(V = 0 I L past = x, X = L) is the probability that at a given moment of time the buffer is empty under condition that by this moment the system has been operating at low speed for a time x. Let us introduce the interval of time Tpast(t) since the last change of speeds until the first moment when the buffer is empty:
Denote by N (t) the number of customers in the system at time t. Let us also introduce the random variables Vpast(t) and Npast(t) Let us fix an arbitrary € > O. We show that J 1 ,J 2 ,J 3 are all O(X 1 -v1 + e ).
The term J 1 refers to the situation where the buffer has already become empty before x/2. Note that, whenever Tpast = t < x, the probability P(V = oI Lpast = x, X = L, Tpast = t) equals the probability that at a given moment of time the workload is zero under condition that by this moment the system has been working at the low speed for a time x -t and that at the moment of the last change of speeds the workload was zero: P(V = 0 I Lpast = x,X = L,Tpast = t) P(V = 0 I Lpast = x -t,X = L, Vpast = 0).
But the latter probability equals the probability that the buffer is empty at the moment of time x -t in the M/G/1 system having the same arrival and service time characteristics but only one constant service speed SL and zero workload at the initial moment. The speed of convergence of this probability to the stationary probability 1 -)..(3/S L in this one-speed queueing system was found in [2] , it is of order O((x -t)l-VI l(x -t)), as x -t --t 00, where 1(x) is a slowly varying function. Then The term J 2 refers to the situation that it takes a very long time (> x /2) before the buffer first empties, although the queue length at the last change of speeds is at most [X(SL -).t1)/(4/3)]. We observe that Here the random variables Gil G 2 , ••• are independent and distributed as the busy period in the M/G/1 system with an arrival intensity)., service time distribution B(·) and one constant service speed SL. Their mean EG i = f3(SL -).t1)-I. It was shown in [20] that the G i are regularly varying with the index VI' Then by the principle of large deviations for regularly varying random variables with index E (1, 2), see e.g. [15] or [10] , there exists a constant C > 0 such that IJ2 1S C[X(SL -).f3)/(4f3)]P(Gl -EG1 > x/4) for all sufficiently large x. Then J 2 = O(X I -vI + e ) for all c > 0 as x -+ 00.
Finally, J 3 is the probability that at the moment of switch from the high to the low speed, the number of customers in our two-speeds system exceeds the number [x(sL-)./3)/(4t1)]. By PASTA this equals the probability that at high speed periods the number of customers exceeds this number. Let us again compare our system with the M/G/l system having the same arrival and service characteristics and the same initial distribution but only one constant service speed SL. Denote its number of customers at time t by NSL (t). Then for any given realisation of arrivals and services the number of customers in our two-speeds system is never greater than the numbre of customers in this one-speed system, i.e. N(t) S NSL(t). As in the Remark 4.1, by elementary arguments of stochastic ordering we get: It follows from [1] that the latter probability is regularly varying of index VI -1. Then J 3 = O(X I -V1 + c ) for all c > 0 and the lemma is proved.
