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FIRST-ORDER ALGORITHMS FOR A CLASS OF FRACTIONAL
OPTIMIZATION PROBLEMS ∗
NA ZHANG † AND QIA LI ‡
Abstract. We consider in this paper a class of single-ratio fractional minimization problems,
in which the numerator part of the objective is the sum of a nonsmooth nonconvex function and a
smooth nonconvex function while the denominator part is a nonsmooth convex function. Besides,
the three functions involved in the objective are all nonnegative. To the best of our knowledge, this
class of problems has seldom been carefully investigated in the literature and existing methods in
general fractional optimization are not suitable for solving this problem. In this work, we first derive
its first-order necessary optimality condition, by using the first-order operators of the three functions
involved. Then we develop first-order algorithms, namely, the proximity-gradient-subgradient algo-
rithm (PGSA), PGSA with monotone line search (PGSA ML) and PGSA with nonmonotone line
search (PGSA NL). It is shown that any accumulation point of the sequence generated by them is a
critical point of the problem under mild assumptions. Moreover, we establish global convergence of
the sequence generated by PGSA or PGSA ML and analyze its convergence rate, by further assuming
the local Lipschitz continuity of the nonsmooth function in the numerator part, the smoothness of the
denominator part and the Kurdyka- Lojasiewicz property of the objective. The proposed algorithms
are applied to the sparse generalized eigenvalue problem associated with a pair of symmetric posi-
tive semidefinite matrices and the corresponding convergence results are obtained according to their
general convergence theorems. We perform some preliminary numerical experiments to demonstrate
the efficiency of the proposed algorithms.
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1. Introduction. A fractional optimization problem is the problem which min-
imizes or maximizes an objective involving one or several ratios of functions. Frac-
tional optimization problems arise from various applications in many fields, such as
economics [17, 29], wireless communication [33, 39, 40], artificial intelligence [4, 14]
and so on. It has been extensively studied in the literature four categories of frac-
tional optimization problems concerning minimizing a single ratio of two functions
over a closed convex set. They are named according to the functions in the numer-
ator and denominator: linear or quadratic fractional problems if both functions are
linear or quadratic; convex-concave fractional problems if the numerator is convex
and the denominator is concave; convex-convex fractional problems if both functions
are convex. We refer the readers to [31, 32, 34], for an overview on the single-ratio
fractional optimization.
In this paper, we consider a class of single-ratio fractional minimization problems
in the form of
(1.1) min
{
f(x) + h(x)
g(x)
: x ∈ Ω
}
,
where f : Rn → R¯+ := [0,+∞] is proper, lower semicontinuous on Rn and continuous
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2on its domain, g : Rn → R+ := [0,+∞) is continuous and convex on Rn, h : Rn → R+
is Lipschitz differentiable with a Lipschitz constant L > 0, and the set Ω := {x ∈ Rn :
g(x) 6= 0} is nonempty. Moreover, problem (1.1) is assumed to have at least one
optimal solution. It is obvious that both f and h are possibly nonconvex, while f and
g can be nonsmooth. Problem (1.1) does not belong to any of the four categories of
fractional minimization problems aforementioned. This class of optimization problems
subsumes a wide range of application models, e.g., the sparse generalized eigenvalue
problem (SGEP)[6, 35].
Now we turn to the algorithmic aspect of problem (1.1). To the best of our
knowledge, this class of problems has seldom been studied in the literature and ex-
isting methods in general fractional optimization are not suitable for solving problem
(1.1). Global optimization methods, e.g., branch and bound algorithms [7, 18], play
an important role in directly solving fractional optimization problems. However, the
variable x of problem (1.1) is usually high dimensional in modern machine learning
models. Thus, it is not practical to apply global optimization methods due to their ex-
pensive computational cost. For single fractional optimization problems, the variable
transformation and parametric approach have been proposed to overcome the algorith-
mic difficulties caused by the ratio involved. In [9], Charnes and Cooper first suggest
a variable transformation by which a linear fractional problem is reduced to a linear
program. In fact, with the help of that variable transformation, any convex-concave
fractional minimization problem can be equivalently reduced to a convex minimiza-
tion problem. Since problem (1.1) is not a convex-concave fractional minimization
problem, through the variable transformation it remains nonconvex and in general
difficult to solve. Hence, the variable transformation approach is not suitable for
dealing with problem (1.1). Another widely used method for fractional optimization
is the parametric approach, which takes good advantage of the relationship between
a fractional problem and its associated parametric problem [13, 16]. Many efficient
algorithms have been developed based on the parametric approach, see, for example,
[13, 15, 25, 27, 28]. When they are applied to problem (1.1), most of these algorithms
require to solve in each iteration a parametric subproblem in the form of
(1.2) min {f(x) + h(x) − cg(x) : x ∈ Ω},
where c ∈ R is determined by the previous iteration. We notice that this parametric
subproblem is nonconvex and nonsmooth, then in general it is hard to obtain a global
optimal solution of problem (1.2). As a consequence, we can not directly utilize
existing algorithms based on the parametric approach for problem (1.1).
In this work, we propose new iterative numerical algorithms for solving problem
(1.1). In each iteration of the proposed algorithms, we mainly make use of the prox-
imity operator of f , the gradient of h and the subgradient of g at the current iterate.
When the above first-order operations are easy to compute, our algorithms perform
efficiently. Our contributions are summarized below.
• By Fre´chet subdifferentials of f , g and the gradient of h, we derive a first-
order necessary optimality condition for problem (1.1) and thus introduce the
definition of its critical points.
• Based on the first-order optimality condition aforementioned, we develop
for problem (1.1) three first-order numerical algorithms, namely, proximity-
gradient-subgradient algorithm (PGSA), PGSA with monotone line search
(PGSA ML) and PGSA with nonmonotone line search (PGSA NL). Under
mild assumptions on problem (1.1), we prove that any accumulation point of
3the sequence generated by any of the proposed algorithms is a critical point of
problem (1.1). In addition, we show global convergence of the entire sequence
generated by PGSA or PGSA ML, by further assuming that f is locally Lip-
schitz in its domain, g is differentiable with a locally Lipschitz continuous
gradient and the objective in problem (1.1) satisfies the Kurdyka- Lojasiewicz
property. The convergence rate of PGSA and PGSA ML are also estimated
according to the Kurdyka- Lojasiewicz property.
• We identify SGEP associated with a pair of symmetric positive semidefinite
matrices as a special case of problem (1.1) and apply the proposed algorithms
to SGEP. We obtain the convergence results of the proposed algorithms for
SGEP, by validating SGEP satisfies all the conditions needed in their general
convergence theorems. In addition, we show that the sequence generated by
PGSA or PGSA ML converges R-linearly, if the corresponding critical point
to which the sequence converges is a local minimizer of SGEP.
The remaining part of this paper is organized as follows. In Section 2, we introduce
notation and some necessary preliminaries. Section 3 is devoted to a study of first-
order necessary optimality conditions for problem (1.1). In Section 4, we propose the
PGSA and give its convergence analysis. In Section 5, we develop PGSA with line
search (PGSA L), including PGSA ML and PGSA NL, and study their convergence
property. We specify in Section 6 the proposed algorithms and convergence results
obtained in Sections 4 and 5 to the sparse generalized eigenvalue problem. In Section
7, some numerical results are presented to demonstrate the efficiency of the proposed
algorithms. Finally, we conclude this paper in the last section.
2. Notation and preliminaries. We start by our preferred notations. We
denote by N the set of nonnegative integers. For a positive integer n, we let Nn :=
{1, 2, · · · , n} and 0n be the n-dimensional vector. For x ∈ R, let [x]+ := max{0, x}.
By Sn (resp., Sn+) we denote the set of all n × n symmetric positive semidefinite
(resp., definite) matrices. Given H ∈ Sn+, the weighted inner product of x, y ∈ Rn
is defined by 〈x, y〉H := 〈x,Hy〉 and the weighted ℓ2-norm of x ∈ Rn is defined by
‖x‖H :=
√〈x, x〉H . For an n× n matrix A, we denote by ‖A‖2 the matrix 2-norm of
A. For Λ ⊆ Nn, let |Λ| be the number of elements in Λ. We denote by xΛ ∈ R|Λ| the
sub-vector of x whose indices are restricted to Λ. We also denote by AΛ the |Λ| × |Λ|
sub-matrix formed from picking the rows and columns of A indexed by Λ. For a
function ϕ : Rn → R¯ and t ∈ R, let lev(ϕ, t) := {x ∈ Rn : ϕ(x) ≤ t}.
For x ∈ Rn, let supp(x) be the support of x, that is, supp(x) := {i ∈ Nn : xi 6= 0}.
Given δ > 0, we let B(x, δ) := {z ∈ Rn : ‖z − x‖2 < δ} and U(x, δ) := {z ∈ Rn :
|zi−xi| < δ, ∀i ∈ Nn}. In addition, B˚(x, δ) denotes the set {z ∈ Rn : 0 < ‖z−x‖2 < δ}.
For any closed set S ⊆ Rn, the distance from x ∈ Rn to S is defined by dist(x, S) :=
inf{‖x− z‖2 : z ∈ S}. The indicator function on S is defined by
ιS(x) :=
{
0, if x ∈ S,
+∞, otherwise.
In the remaining part of this section, we present some preliminaries on the Fre´chet
subdifferential [30] and the Kurdyka- Lojasiewicz (K L) property [2]. These concepts
play a central role in our theoretical and algorithmic developments.
2.1. Fre´chet subdifferential and its calculus for the quotient of two
functions. Let ϕ : Rn → R¯ be a proper function. The domain of ϕ is defined by
4dom(ϕ) := {x ∈ Rn : ϕ(x) < +∞}. The Fre´chet subdifferential of ϕ at x ∈ dom(ϕ),
denoted by ∂ϕ(x), is defined by
∂ϕ(x) :=
{
y ∈ Rn : lim inf
z→x
z 6=x
ϕ(z)− ϕ(x) − 〈y, z − x〉
‖z − x‖2 ≥ 0
}
.
The set ∂ϕ(x) is convex and closed. If x /∈ dom(ϕ), we let ∂ϕ(x) = ∅. We say ϕ
is Fre´chet subdifferentiable at x ∈ Rn when ∂ϕ(x) 6= ∅. If ϕ is convex, then ∂ϕ(x)
reduces to the classical subdifferential in convex analysis, i.e.,
∂ϕ(x) = {y ∈ Rn : ϕ(z)− ϕ(x) − 〈y, z − x〉 ≥ 0, ∀z ∈ Rn}.
Apart from the Fre´chet subdifferential, we also need the notion of limiting (Fre´chet)
subdifferentials. The limiting subdifferential of ϕ at x ∈ dom(ϕ) is defined by
∂ˆϕ(x) := {y ∈ Rn : ∃xk → x, ϕ(xk)→ ϕ(x), yk ∈ ∂ϕ(xk)→ y}.
It is straightforward that ∂ϕ(x) ⊆ ∂ˆϕ(x) for all x ∈ Rn.
We next recall some simple and useful calculus results on ∂ and ∂ˆ. For any α > 0
and x ∈ Rn, ∂(αϕ)(x) = α∂ϕ(x) and ∂ˆ(αϕ)(x) = α∂ˆϕ(x). Let ϕ1, ϕ2 : Rn → R¯ be
proper and lower semicontinuous and x ∈ dom(ϕ1 + ϕ2). Then, ∂ϕ1(x) + ∂ϕ2(x) ⊆
∂(ϕ1 + ϕ2)(x). If ϕ2 is differentiable at x, then ∂ϕ2(x) = {▽ϕ2(x)} and ∂(ϕ1 +
ϕ2)(x) = ∂ϕ1(x) + ▽ϕ2(x). Furthermore, if ϕ2 is continuously differentiable at x,
then ∂ˆϕ2(x) = {▽ϕ2(x)} and ∂ˆ(ϕ1 + ϕ2)(x) = ∂ˆϕ1(x) + ▽ϕ2(x).
We next present some results of the Fre´chet subdifferential for the quotient of two
functions. To this end, we first recall the calmness condition.
Definition 2.1 (Calmness condition [30]). The function ϕ : Rn → R¯ is said to
satisfy the calmness condition at x ∈ dom(ϕ), if there exists κ > 0 and a neighborhood
O of x, such that
|ϕ(u)− ϕ(x)| ≤ κ‖u− x‖2
for all u ∈ O.
Proposition 2.2 (Subdifferential calculus for quotient of two functions). Let
f1 : R
n → R¯ be proper and f2 : Rn → R. Define ρ : Rn → R¯ at x ∈ Rn as
(2.1) ρ(x) :=
{
f1(x)
f2(x)
, if x ∈ dom(f1) and f2(x) 6= 0,
+∞, else.
Let x ∈ dom(ρ) with a1 := f1(x) ≥ 0 and a2 := f2(x) > 0. If f1 is continuous at x
relative to dom(ρ) and f2 satisfies the calmness condition at x, then
∂ρ(x) =
∂(a2f1 − a1f2)(x)
a22
.
If f2 is further differentiable at x, then
∂ρ(x) =
a2∂f1(x)− a1▽f2(x)
a22
.
The proof is given in the Appendix A.
52.2. Kurdyka- Lojasiewicz (K L) property.
Definition 2.3 (K L property [2]). A proper function ϕ : Rn → R¯ is said to
satisfy the K L property at xˆ ∈ dom(∂ˆϕ) if there exist η ∈ (0,+∞], a neighborhood O
of xˆ and a continuous concave function φ : [0, η)→ R+, such that:
(i) φ(0) = 0,
(ii) φ is continuously differentiable on (0, η) with φ′ > 0,
(iii) For any x ∈ O ∩ {x ∈ Rn : ϕ(xˆ) < ϕ(x) < ϕ(xˆ) + η}, there holds φ′(ϕ(x) −
ϕ(xˆ)) dist(0, ∂ˆϕ(x)) ≥ 1.
A proper lower semicontinuous function ϕ : Rn → R¯ is called a K L function if ϕ
satisfies the K L property at all points in dom(∂ˆϕ). For connections between the K L
property and the well-known error bound theory [21, 22, 26], we refer the interested
readers to [8]. A framework for proving global sequential convergence using the K L
property is provided in [3]. We review this result in the next proposition.
Proposition 2.4. Let ϕ : Rn → R¯ be a proper lower semicontinuous function.
Consider a sequence satisfies the following three conditions:
(i) (Sufficient decrease condition.) There exists a > 0 such that
ϕ(xk+1) + a‖xk+1 − xk‖22 ≤ ϕ(xk)
holds for any k ∈ N;
(ii) (Relative error condition.) There exists b > 0 and ωk+1 ∈ ∂ˆϕ(xk+1) such that
‖ωk+1‖2 ≤ b‖xk+1 − xk‖2
holds for any k ∈ N;
(iii) (Continuity condition.) There exists a subsequence {xkj : j ∈ N} and x⋆ such
that
xkj → x⋆ and ϕ(xkj )→ ϕ(x⋆), as j →∞.
If ϕ satisfies the K L property at x⋆, then
∑∞
k=1 ‖xk − xk−1‖2 < +∞, limk→∞ x
k = x⋆
and 0 ∈ ∂ˆϕ(x⋆).
3. First-order necessary optimality condition. In this section, we establish
a first-order necessary optimality condition for local minimizers of problem (1.1). For
convenience, we define F : Rn → R¯ at x ∈ Rn as
F (x) :=
{
f(x)+h(x)
g(x) , if x ∈ Ω ∩ dom(f),
+∞, else.
Then, problem (1.1) can be written as
min{F (x) : x ∈ Rn}.
From the generalized Fermat’s rule [30, Theorem 10.1], we know that if x⋆ is a local
minimizer of problem (1.1) then 0 ∈ ∂F (x⋆). Since g is not necessarily differentiable,
by Proposition 2.2 for x ∈ dom(F ), ∂F (x) can not be represented by subdifferential of
f and g and the gradient of h. Therefore, we have to derive the first-order optimality
condition on a different manner.
Our idea is to take advantage of the parametric programing. With the help of
the parametric problem, we obtain the first-order necessary optimality condition of
6local minimizers of F . To this end, we first characterize local and global minimizers
of problem (1.1) by those of its corresponding parametric problem. The result is
presented in the next proposition and the proof is given in Appendix B.
Proposition 3.1. Let x⋆ ∈ dom(F ) and c⋆ = F (x⋆). Then, x⋆ is a local (resp.,
global) minimizer of problem (1.1) if and only if x⋆ is a local (resp., global) minimizer
of the following problem:
(3.1) min {f(x) + h(x)− c⋆g(x) : x ∈ Ω}.
We next present an important inequality, which plays a crucial role in deducing
the first-order optimality condition.
Lemma 3.2. Let x⋆ ∈ dom(F ) be a local minimizer of problem (3.1) with c⋆ =
F (x⋆). Then, there exists δ > 0 such that for any x ∈ B(x⋆, δ) ∩ dom(F ) and any
y⋆ ∈ ∂g(x⋆), there holds
f(x⋆) ≤ f(x) + 〈▽h(x⋆)− c⋆y⋆, x− x⋆〉+ L
2
‖x− x⋆‖22.
Proof. Since x⋆ is a local minimizer of problem (3.1), there exists δ > 0 such that
for any x ∈ B(x⋆, δ) ∩ dom(F ), there holds
(3.2) f(x⋆) + h(x⋆)− c⋆g(x⋆) ≤ f(x) + h(x)− c⋆g(x).
Due to the Lipschitz continuity of ▽h, convexity of g and c⋆ ≥ 0, it follows that, for
any x ∈ Rn and y⋆ ∈ ∂g(x⋆), h(x) ≤ h(x⋆) + 〈▽h(x⋆), x − x⋆〉 + L2 ‖x − x⋆‖22 and
c⋆g(x
⋆) + 〈c⋆y⋆, x − x⋆〉 ≤ c⋆g(x). By summing (3.2) and those two inequalities, we
get this lemma.
Now, we are ready to present the first-order necessary optimality condition for
problem (1.1).
Theorem 3.3. Let x⋆ ∈ dom(F ) be a local minimizer of problem (1.1) and
c⋆ = F (x
⋆), then c⋆∂g(x
⋆) ⊆ ∂f(x⋆) + ▽h(x⋆) .
Proof. From Proposition 3.1, x⋆ is a local minimizer of problem (3.1). By Lemma
3.2, we have that x⋆ is a local minimizer of the following problem, for all y⋆ ∈ ∂g(x⋆),
min
{
f(x) + 〈▽h(x⋆)− c⋆y⋆, x− x⋆〉+ L
2
‖x− x⋆‖22 : x ∈ Ω
}
.
Because g is continuous on Rn, Ω is an open subset of Rn. Thus, x⋆ is an interior
point of Ω. Therefore, 0 ∈ ∂f(x⋆) + ▽h(x⋆) − c⋆y⋆ for all y⋆ ∈ ∂g(x⋆). This implies
that c⋆∂g(x
⋆) ⊆ ∂f(x⋆) + ▽h(x⋆). We complete the proof.
Inspired by the above theorem, we define a critical point of F as follows.
Definition 3.4 (Critical point of F ). Let x⋆ ∈ dom(F ) and c⋆ = F (x⋆). We
say that x⋆ is a critical point of F if
0 ∈ ∂f(x⋆) + ▽h(x⋆)− c⋆∂g(x⋆).
Remark 3.5. According to Proposition 2.2, it should be emphasized that we could
neither say a critical point x⋆ of F defined in Definition 3.4 satisfies 0 ∈ ∂F (x⋆), nor
vise versa. However, by assuming that g is differentiable, we have for x ∈ dom(F )
∂F (x) =
g(x)(∂f(x) + ▽h(x))− (f(x) + h(x))▽g(x)
g2(x)
.
7In this case, the statement that x⋆ is a critical point of F (Definition 3.4) coincides
with that 0 ∈ ∂F (x⋆).
By Theorem 3.3, if x⋆ is a local minimizer of F , then x⋆ is a critical point of
F . In the remaining part of this paper, we dedicate to developing iterative numerical
algorithms to find critical points of F .
4. The proximity-gradient-subgradient algorithm (PGSA) for solving
problem (1.1). This section is devoted to designing numerical algorithms for solving
problem (1.1). We first propose an iterative scheme for solving problem (1.1), ac-
cording to the first-order optimality condition. Then, we establish the convergence of
objective function values and the subsequential convergence under a mild assumption.
Finally, by making additional assumptions on f , g and assuming the level bounded-
ness and K L property of the objective, we prove the convergence of the whole sequence
generated by the proposed algorithm.
From Theorem 3.3, a local minimizer of problem (1.1) must be a critical point of
F . Thus, our task becomes developing an algorithm with accumulation point being a
critical point of F . To this end, we introduce the notion of proximity operators. For
a proper and lower semicontinuous function ϕ : Rn → R¯, the proximity operator of ϕ
at x ∈ Rn, denoted by proxϕ(x), is defined by
proxϕ(x) := argmin {ϕ(y) +
1
2
‖y − x‖22 : y ∈ Rn}.
The operator proxϕ is single-valued when ϕ is convex and may be set-valued as ϕ is
nonconvex. With the help of the proximity of operator, we derive a sufficient condition
for a critical point of F in the following proposition.
Proposition 4.1. If x⋆ ∈ dom(F ) satisfies
(4.1) x⋆ ∈ proxαf (x⋆ − α▽h(x⋆) + αc⋆y⋆)
for some α > 0, y⋆ ∈ ∂g(x⋆) and c⋆ = F (x⋆), then x⋆ is a critical point of F .
Proof. By the proximity operator and the Fermat’s rule, (4.1) leads to
0 ∈ α∂f(x⋆)− α▽h(x⋆) + αc⋆y⋆,
which implies that x⋆ is a critical point of F .
Inspired by Proposition 4.1, we propose the following first-order algorithm, which
is stated in Algorithm 1. Since Algorithm 1 involves in the proximity operator of f ,
the gradient of h and the subgradient of g, we refer to it as the proximity-gradient-
subgradient algorithm (PGSA).
Algorithm 1 proximity-gradient-subgradient algorithm (PGSA) for solving (1.1)
Step 0. Input x0 ∈ dom(F ), 0 < α ≤ αk ≤ α¯ < 1/L, for k ∈ N. Set k ← 0.
Step 1. Compute
yk+1 ∈ ∂g(xk),
ck =
f(xk) + h(xk)
g(xk)
,
xk+1 ∈ proxαkf (xk − αk▽h(xk) + αkckyk+1).
Step 2. Set k ← k + 1 and go to Step 1.
We remark here that αk is required to be in (0, 1/L) to ensure xk ∈ dom(F ) for
all k ∈ N. As a result the objective function value ck is well-defined. We will give the
detailed proof in Lemma 4.2.
84.1. Convergence of objective function value. In this subsection, we prove
that the objective function value {F (xk) : k ∈ N} decreases and converges. We first
establish below a lemma, which plays a crucial role in the convergence analysis.
Lemma 4.2. The sequence {xk : k ∈ N} generated by PGSA falls into dom(F )
and satisfies
(4.2) f(xk+1) + h(xk+1) +
1/αk − L
2
‖xk+1 − xk‖22 ≤ ckg(xk+1).
Proof. We prove inequality (4.2) and xk ∈ dom(F ) by induction. First, the initial
point x0 is in dom(F ). Suppose xk ∈ dom(F ) for some k ∈ N. From PGSA and the
definition of proximity operators, we get
f(xk+1) +
1
2αk
‖xk+1 − (xk − αk▽h(xk) + αkckyk+1)‖22
≤ f(xk) + 1
2αk
‖αk▽h(xk)− αkckyk+1‖22,
which implies that
(4.3) f(xk+1) +
1
2αk
‖xk+1 − xk‖22 + 〈xk+1 − xk,▽h(xk)− ckyk+1〉 ≤ f(xk).
Since ▽h is Lipschitz continuous with constant L, there holds
(4.4) h(xk+1) ≤ h(xk) + 〈▽h(xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖22.
Due to the convexity of g and ck ≥ 0, it follows that
(4.5) ckg(x
k) + 〈ckyk+1, xk+1 − xk〉 ≤ ckg(xk+1).
By summing (4.3), (4.4) and (4.5), we obtain (4.2) from ckg(x
k) = f(xk) + h(xk).
Assume that xk+1 /∈ dom(F ). We know xk+1 /∈ Ω and g(xk+1) = 0 due to
xk+1 ∈ dom(f) and dom(F ) = Ω∩dom(f). By the fact f + h ≥ 0 and 0 < αk < 1/L,
we deduce that xk+1 = xk from (4.2). This contradicts to xk ∈ dom(F ) and thus
implies xk+1 ∈ dom(F ). Therefore, we conclude xk ∈ dom(F ) for all k ∈ N.
With the help of Lemma 4.2, we get the main result of this subsection.
Theorem 4.3. Let {xk : k ∈ N} be generated by PGSA. Then, the following
statements hold:
(i) F (xk+1) +
1/αk − L
2g(xk+1)
‖xk+1 − xk‖22 ≤ F (xk) for k ∈ N;
(ii) lim
k→∞
ck = lim
k→∞
F (xk) = c with c ≥ 0;
(iii) lim
k→∞
1/αk − L
g(xk+1)
‖xk+1 − xk‖22 = 0 .
Proof. From Lemma 4.2, g(xk) 6= 0 for all k ∈ N. Thus, (4.2) in Lemma 4.2
implies Item (i) due to g(xk+1) > 0. Item (ii) follows immediately by F ≥ 0 and
0 < αk < 1/L. Item (iii) is a direct consequence of Item (i) and Item (ii). We
complete the proof.
94.2. Subsequential convergence. In this subsection, we consider the subse-
quential converge of PGSA. We begin with a mild assumption.
Assumption 1. Functions f + h and g do not attain 0 simultaneously.
Under Assumption 1, we will show that any accumulation point of {xk : k ∈ N}
is a critical point of F . To this end, we first prove that any accumulation point of
{xk : k ∈ N} belongs to dom(F ).
Lemma 4.4. Suppose Assumption 1 holds and let {xk : k ∈ N} be generated by
PGSA. Then any accumulation point of {xk : k ∈ N} belongs to dom(F ).
Proof. Let x⋆ be an accumulation point of {xk : k ∈ N} and {xkj : j ∈ N} be a
subsequence such that lim
j→∞
xkj = x⋆. By the definition of F , it suffices to prove that
x⋆ ∈ dom(f) and x⋆ ∈ Ω respectively.
First, by Lemma 4.2 and 0 < αk < 1/L, for all j ∈ N it holds that
(4.6) f(xkj ) + h(xkj ) ≤ ckj−1g(xkj ).
Since f , g and h are continuous on dom(F ), from Item (ii) in Theorem 4.3 we obtain
that
(4.7) f(x⋆) + h(x⋆) = lim
j→∞
f(xkj ) + h(xkj ) ≤ cg(x⋆).
We conclude that x⋆ ∈ dom(f) by the fact that c, g(x⋆) and h(x⋆) are finite. As-
sume that g(x⋆) = 0. Then (4.7) indicates f(x⋆) + h(x⋆) = 0, which contradicts to
Assumption 1. Therefore, we know g(x⋆) 6= 0, that is, x⋆ ∈ Ω. This completes the
proof.
We are now ready to present the main result of this subsection.
Theorem 4.5. Suppose Assumption 1 holds. Let {xk : k ∈ N} be generated by
PGSA. Then any accumulation point of {xk : k ∈ N} is a critical point of F .
Proof. Let {xkj : j ∈ N} be a subsequence such that lim
j→∞
xkj = x⋆. From
Theorem 4.3 (i) and αk ≤ α¯, we have
F (xkj ) +
1/α¯− L
2g(xkj )
‖xkj − xkj−1‖22 ≤ F (xkj−1).
Using Item (ii) of Theorem 4.3, Lemma 4.4, α¯ < 1/L and the continuity of g at x⋆,
we conclude lim
j→∞
‖xkj − xkj−1‖ = 0 and lim
j→∞
xkj−1 = x⋆. Since g is a real-valued
convex function and {xkj−1 : j ∈ N} is bounded, we know that {ykj : j ∈ N} is also
bounded. Without loss of generality we may assume lim
j→∞
ykj and lim
j→∞
αkj−1 exist.
In addition, lim
j→∞
ykj = y⋆ belongs to ∂g(x⋆) due to the closeness of ∂g. From the
iteration of PGSA, we have
(4.8) xkj ∈ proxαkj−1f (x
kj−1 − αkj−1▽h(xkj−1) + αkj−1ckj−1ykj ).
As ▽h and f is continuous at x⋆, we obtain (4.1) by passing to the limit in the above
relation with α = lim
j→∞
αkj−1. By Proposition 4.1, x
⋆ is a critical point of F .
4.3. Global sequential convergence. We investigate in this subsection the
global convergence of the entire sequence {xk : k ∈ N} generated by PGSA. We shall
show {xk : k ∈ N} converges to a critical point of F under suitable assumptions. To
this end, we need to introduce three assumptions as follows:
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Assumption 2. Function F is level bounded.
Assumption 3. Function f is locally Lipschitz continuous on dom(f).
Assumption 4. Function g is continuously differentiable on Ω with a locally
Lipschitz continuous gradient.
Our analysis in this subsection mainly makes use of Proposition 2.4 which is based
on K L property. If F is assumed to satisfy the K L property, from Proposition 2.4 we
can establish the global convergence of PGSA by showing the lower semicontinuity of
F , the boundedness of the sequence generated, and Items (i)-(ii) in Proposition 2.4.
We shall prove these results in the following three lemmas.
Lemma 4.6. Suppose Assumption 1 holds. Then, F is a lower semicontinuous
function.
Proof. If x ∈ Ω, it holds that 0 < g(x) = lim
y→x
g(y). Since f is lower semicontinuous
and h is continuous, we immediately have F (x) ≤ lim inf
y→x
f(y). If x /∈ Ω, we obtain
that F (x) = +∞ and 0 = g(x) = lim
y→x
g(y). Due to Assumption 1, 0 < f(x) + h(x) ≤
lim inf
y→x
f(y) + h(y). Thus, lim inf
y→x
F (x) = +∞ from the fact that g ≥ 0. Therefore, we
have F (x) = lim inf
y→x
F (y). This completes the proof.
Lemma 4.7. Suppose that Assumptions 1 and 2 hold. Let {xk : k ∈ N} be
generated by PGSA. Then the following statements hold:
(i) {xk : k ∈ N} is bounded;
(ii) F (xk+1)+ a2‖xk+1−xk‖22 ≤ F (xk) for k ∈ N, where a := (1/α¯−L)/M > 0 with
M := sup{g(x) : x ∈ lev(F, c0)}.
Proof. By Theorem 4.3 (i), we have for all k ∈ N, xk ∈ lev(F, c0). Then the
boundedness of {xk : k ∈ N} follows immediately from Assumption 2. Assumption 1
ensures the lower semicontinuity of F . Hence, the set lev(F, c0) is closed and bounded.
Since g is continuous, we know M is finite. This together with Theorem 4.3 (i) and
αk < α¯ yields Item (ii).
Lemma 4.8. Let {xk : k ∈ N} be generated by PGSA. Suppose Assumptions 1-4
hold. Then there exist b > 0 and ωk+1 ∈ ∂ˆF (xk+1) such that
‖ωk+1‖2 ≤ b‖xk+1 − xk‖2
for all k ∈ N.
Proof. By Lemmas 4.2 and 4.4, we know xk ∈ Ω for any k ∈ N and any accumu-
lation point x⋆ of {xk : k ∈ N} satisfies g(x⋆) > 0. Thus, there exists t > 0 such that
g(xk) ≥ t, since {xk : k ∈ N} is bounded and g is continuous on Ω. Let S ⊆ Rn be
a bounded closed subset satisfying {xk : k ∈ N} ⊆ S ⊆ dom(F ). Then it is easy to
check that ▽g and F are globally Lipschitz continuous on S. We denote the Lipschitz
constant of ▽g and F by Lˆ and L˜ respectively.
From the iteration of PGSA and the differentiability of g, we obtain that
xk − xk+1 − αk▽h(xk) + αkck▽g(xk) ∈ αk∂f(xk+1),
which implies that
(4.9)
1
αkg(xk+1)
(xk − xk+1)− ▽h(x
k)
g(xk+1)
+
ck
g(xk+1)
▽g(xk) ∈ ∂f(x
k+1)
g(xk+1)
.
From Assumptions 3-4 and Proposition 2.2, we have on dom(∂F )
∂F =
g(∂f + ▽h)− (f + h)▽g
g2
.
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The above relation and (4.9) suggest that ωk+1 ∈ ∂F (xk+1) with
ωk+1 :=
1
αkg(xk+1)
(xk − xk+1)− ▽h(x
k)
g(xk+1)
+
▽h(xk+1)
g(xk+1)
+
ck
g(xk+1)
▽g(xk)− ck+1
g(xk+1)
▽g(xk+1).
By a direct computation, it follows that
(4.10) ‖ωk+1‖2 ≤
(
1
αkt
+
L
t
+
ckLˆ
t
+
‖▽g(xk+1)‖2L˜
t
)
‖xk+1 − xk‖2.
From Theorem 4.3, we see that ck ≤ c0 for k ∈ N. Since {xk : k ∈ N} is bounded and
▽g is continuous on Ω, there exists β > 0 such that ‖▽g(xk+1)‖2 ≤ β for all k ∈ N.
Due to αk ≥ α > 0, we obtain finally from (4.10) that ‖ωk+1‖2 ≤ b‖xk+1 − xk‖2
for all k ∈ N, where b := (1/α + L + c0Lˆ + βL˜)/a. We complete the proof due to
∂F (xk+1) ⊆ ∂ˆF (xk+1).
Now we are ready to present the main result of this subsection.
Theorem 4.9. Suppose that Assumptions 1-4 hold and F satisfies the K L prop-
erty at any point in dom(F ). Let {xk : k ∈ N} be generated by PGSA. Then∑∞
k=1 ‖xk − xk−1‖2 < +∞ and {xk : k ∈ N} converges to a critical point of F .
Proof. From Theorem 4.5, it suffices to prove that
∑∞
k=1 ‖xk − xk−1‖2 < +∞
and {xk : k ∈ N} is convergent. According to Proposition 2.4, we obtain this theorem
from Lemmas 4.6-4.8 and Lemma 4.4 immediately.
4.4. Convergence rate. Finally, we consider the convergence rate of PGSA.
To this end, we further assume F is a K L function with the corresponding φ (see
Definition 2.3) taking the form φ(s) = ds1−θ for some d > 0 and θ ∈ [0, 1). Then
under the assumption of Theorem 4.9, we can estimate the convergence rate of PGSA,
following a similar line of arguments to other convergence rate analysis based on the
K L property; see, for example, [1, 36, 38].
Theorem 4.10. Suppose that Assumptions 1-4 hold. Let {xk : k ∈ N} be
generated by PGSA and suppose that {xk : k ∈ N} converges to x⋆. Assume further
that F satisfies the K L property at x⋆ with φ(s) = ds1−θ for some d > 0 and θ ∈ [0, 1),
then the following statements hold:
(i) If θ = 0, {xk : k ∈ N} converges to x⋆ finitely;
(ii) If θ ∈ (0, 1/2], ‖xk −x⋆‖2 ≤ c1τk, ∀k ≥ K1 for some K1 > 0, c1 > 0, τ ∈ (0, 1);
(iii) If θ ∈ (1/2, 1), ‖xk − x⋆‖2 ≤ c2k−(1−θ)/(2θ−1), ∀k ≥ K2, for some k ≥ K2,
c2 > 0.
Here we omit the proof for Theorem 4.10, since it can be performed very similarly
to those for other optimization algorithms (see, for example, the proof of [1, Theorem
2]). We remark that as is pointed out in [2], all proper semialgebraic functions satisfy
the K L property with φ(s) = ds1−θ for some d > 0 and θ ∈ [0, 1). Consequently, both
Theorems 4.9 and 4.10 are applicable when F is a semialgebraic function. Indeed, the
objective functions are semialgebraic in a wide range of sparse optimization problem,
including the sparse generalized eigenvalue problem (6.3) which will be studied in
detail in Section 6.
5. PGSA with line search. In this section, we incorporate a line search scheme
for adaptively choosing αk into PGSA. In PGSA, the step size αk should be less than
1/L for all k ∈ N to ensure the convergence. However, this step size may be too small
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in the case of large L and thus leads to slow convergence of PGSA. To speed up the
convergence, we take advantage of the line search technique in [20, 37] to enlarge the
step size and meanwhile guarantee the convergence of the algorithm. The PGSA with
line search is summarized in Algorithm 2 (PGSA L).
Algorithm 2 PGSA with line search (PGSA L) for problem (1.1)
Step 0. Input x0 ∈ dom(F ), a > 0, 0 < α < α¯, 0 < η < 1, and an integer N ≥ 0.
Set k ← 0.
Step 1. yk+1 ∈ ∂g(xk),
ck =
f(xk)+h(xk)
g(xk) ,
Choose αk,0 ∈ [α, α¯].
Step 2. For m = 0, 1, . . . , do
αk = αk,0η
m,
x˜k+1 ∈ proxαkf (xk − αk▽h(xk) + αkckyk+1),
If x˜k+1 satisfies x˜k+1 ∈ dom(F ) and
(5.1) F (x˜k+1) ≤ max
[k−N ]+≤j≤k
cj − a
2
‖x˜k+1 − xk‖22,
set xk+1 = x˜k+1 and go to Step 3.
Step 3. k ← k + 1 and go to Step 1.
From inequality (5.1), {F (xk) : k ∈ N} is monotone when N = 0, while it
is generally nonmonotone when N > 0. For convenience of presentation, we call
the algorithm PGSA with monotone line search (PGSA ML) if N = 0 and PGSA
with nonmonotone line search (PGSA NL) if N > 0. Let ∆x := xk − xk−1, ∆h :=
▽h(xk) − ▽h(xk−1). Motivated from [5, 20, 37], we adopt a very popular choice of
αk,0 in the following formula
(5.2) αk,0 =
{
max
{
α,min{α¯, ‖∆x‖22|〈∆x,∆h〉|}
}
, if 〈∆x,∆h〉 6= 0,
α¯, else.
This initial step size can be viewed as an adaptive approximation of 1/L via some
local curvature information of h.
Next, we study the convergence property of PGSA L. To this end, we define
τ : N → N at k ∈ N as τ(k) := max{i : i ∈ argmax{F (xj) : [k − N ]+ ≤ j ≤ k}}.
The following lemma tells that PGSA L is well defined and the sequence generated
by PGSA L is bounded under Assumption 2.
Lemma 5.1. Suppose that Assumption 2 holds and let M := sup{g(x) : x ∈
lev(F, c0)}. Then, the following statements hold:
(i) Step 2 of PGSA L terminates at some αk ≥ α˜ in most T iterations, where
α˜ := η/(aM + L), T := ⌈− log(α¯(aM+L))log η + 1⌉;
(ii) xk ∈ lev(F, c0) for all k ∈ N;
(iii) {F (xτ(k)) : k ∈ N} is nonincreasing.
Proof. Assumption 2 ensures the boundedness of lev(F, c0). Thus, we know M is
finite thanks to the continuity of g. In view of the updating rule for αk in Step 2 and
αk,0 ≤ α¯, after T iterations, we have αk ≤ 1/(aM + L) = α˜/η for any k ∈ N.
We proceed by induction on k. It is obvious that x0 ∈ lev(F, c0). Now, assume
that for j = 0, 1, ..., k, xj has already been generated and xj ∈ lev(F, c0). In order
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to prove Item (i), it suffices to show that if αk ≤ α˜/η, then x˜k+1 ∈ dom(F ) and the
following inequality holds
(5.3) F (x˜k+1) ≤ ck − a
2
‖x˜k+1 − xk‖22.
By Theorem 4.3 and αk ≤ 1/(aM + L) < 1/L, we have xk+1 ∈ dom(F ) and
(5.4) F (x˜k+1) ≤ ck − 1/αk − L
2g(x˜k+1)
‖x˜k+1 − xk‖22 ≤ ck −
aM
2g(x˜k+1)
‖x˜k+1 − xk‖22,
which indicates that F (x˜k+1) ≤ ck ≤ c0 and thus x˜k+1 ∈ lev(F, c0). Invoking
g(x˜k+1) ≤M , we obtain inequality (5.3) from (5.4).
We next prove xk+1 ∈ lev(F, c0) and F (xτ(j+1)) ≤ F (xτ(j)) for j ≤ k. By (5.1),
we have F (xj+1) ≤ F (xτ(j)) for j ≤ k. Thus, for j ≤ k,
F (xτ(j+1)) = max
[j+1−N ]+≤i≤j+1
F (xi)
= max
{
F (xj+1), max
[j+1−N ]+≤i≤j
F (xi)
}
≤ max{F (xj+1), F (xτ(j))}
= F (xτ(j)).
This yields that F (xk+1) ≤ F (xτ(k)) ≤ F (xτ(0)) = c0. We complete the proof imme-
diately.
With the help of Lemma 5.1, we establish the subsequential convergence results
of PGSA L in the next theorem.
Theorem 5.2. Suppose that Assumptions 1 and 2 hold. Let {xk : k ∈ N} be
generated by PGSA L. Then any accumulation point of {xk : k ∈ N} is a critical
point of F .
Proof. Let x⋆ be an accumulation point of {xk : k ∈ N}. According to the proof of
Theorem 4.5, it suffices to show {F (xk) : k ∈ N} converges and lim
k→∞
‖xk+1−xk‖2 = 0.
By Lemma 5.1, {F (xτ(k)) : k ∈ N} is decreasing and F ≥ 0. Hence, we have that
lim
k→∞
F (xτ(k)) = ξ for some ξ ≥ 0. Since f is continuous on dom(f) and lev(F, c0) is
closed and bounded, we deduce that F is uniformly continuous on lev(F, c0). Noting
that {xk : k ∈ N} ⊆ lev(F, c0) and proceeding as in the proof of [37, Lemma 4] starting
from [37, Equation (34)], one can prove that lim
k→∞
F (xk) = ξ and lim
k→∞
‖xk+1−xk‖2 =
0. We complete the proof.
Under Assumptions 1-4 and assuming F satisfies the K L property, we can prove
the global convergence of the entire sequence generated by PGSA ML.
Theorem 5.3. Suppose that Assumptions 1-4 hold and F satisfies the K L prop-
erty at any point in dom(F ). Let {xk : k ∈ N} be generated by PGSA ML. Then∑∞
k=1 ‖xk − xk−1‖2 < +∞ and {xk : k ∈ N} converges to a critical point of F .
Proof. From Theorem 5.2, it suffices to prove that
∑∞
k=1 ‖xk − xk−1‖2 < +∞
and {xk : k ∈ N} is convergent. According to Proposition 2.4, we need to verify
Items (i)-(iii) of the proposition, the boundedness of {xk : k ∈ N} and that F is lower
semicontinuous.
First, the boundedness of {xk : k ∈ N} and lower semicontinuity of F follow
from Lemma 5.1 and Lemma 4.6, respectively. Items (i) and (iii) of Proposition 2.4
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are direct consequence of Lemma 5.1 and Theorem 5.2. Proposition 2.4 (ii) can be
obtained by a proof similar to that of Lemma 4.8. Therefore, we complete the proof.
The convergence rate analysis of PGSA ML is almost the same as that of PGSA
in Theorem 4.10. Here, we omit the details and present the corresponding results in
the next theorem.
Theorem 5.4. Suppose that Assumptions 1-4 hold. Let {xk : k ∈ N} be generated
by PGSA ML and suppose that {xk : k ∈ N} converges to x⋆. Assume further that F
satisfies the K L property at x⋆ with φ(s) = ds1−θ for some d > 0 and θ ∈ [0, 1), then
Items (i)-(iii) of Theorem 4.10 hold.
6. Applications to sparse generalized eigenvalue problem. In this section,
we identify SGEP associated with a pair of symmetric positive semidefinite matrices as
a special case of problem (1.1) and apply our proposed algorithms. Then we establish
the global sequential (resp. subsequential) convergence of the sequence generated
by PGSA and PGSA ML (resp. PGSA NL) for SGEP. In addition, under suitable
assumptions, we estimate the convergence rate of PGSA and PGSA ML.
Assume that A, B are both n × n symmetric positive semidefinite matrices and
any r × r principal sub-matrix of B is positive definite for some integer r ∈ [1, n].
If there exist λ⋆ ∈ R and x⋆ ∈ Rn, such that Ax⋆ = λ⋆Bx⋆, then x⋆ is called the
generalized eigenvector with respect to the generalized eigenvalue λ⋆ of the matrix
pair (A,B). Obviously, the leading generalized eigenvector with respect to the largest
generalized eigenvalue can be obtained by solving the following optimization problem
(6.1) max
{
xTAx
xTBx
: ‖x‖2 = 1, xTBx 6= 0, x ∈ Rn
}
.
In the context of sparse modeling, it is natural to incorporate the sparsity constraint
into problem (6.1). This leads to the SGEP:
(6.2) max
{
xTAx
xTBx
: ‖x‖2 = 1, ‖x‖0 ≤ r, xTBx 6= 0, x ∈ Rn
}
,
where the ℓ0 function ‖·‖0 counts the number of nonzero components in a vector. The
SGEP covers several statical learning models, such as the sparse principle component
analysis [12, 41], sparse fisher discriminant analysis [11, 24], sparse sliced inverse
regression [10, 19] and so on. One can easily check that the optimal solution set of
SGEP is completely the same as that of the following minimization problem
(6.3) min
{
xTBx
xTAx
: ‖x‖2 = 1, ‖x‖0 ≤ r, xTAx 6= 0, x ∈ Rn
}
.
Thus, problem (6.3) is another formulation of SGEP. We also notice that problem
(6.3) is not a classical quadratic fractional problem due to its nonconvex constraints.
In fact, problem (6.3) is a special case of the general optimization problem (1.1) with f
being the indicator function on the set {x ∈ Rn : ‖x‖0 ≤ r, ‖x‖2 = 1}, g(x) = xTAx,
h(x) = xTBx for x ∈ Rn. Therefore, the proposed PGSA and PGSA L can be directly
applied to problem (6.3). For convenience of presentation, we denote the constraint
set {x ∈ Rn : ‖x‖0 ≤ r, ‖x‖2 = 1} in problem (6.3) by C and define G : Rn → R¯ at
x ∈ Rn as
G(x) :=

xTBx
xTAx
, if x ∈ C and xTAx 6= 0,
+∞, else.
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6.1. Critical points of problem (6.3). In this subsection, we have a closer look
at the critical points of problem (6.3). We begin with the following lemma concerning
the Fre´chet subdifferential of the indicator function ιC .
Lemma 6.1. Let x ∈ C and Λ be the support of x, then the following statements
hold:
(i) ∂ιC(x) =
{
{v ∈ Rn : v = tx, t ∈ R}, if ‖x‖0 < r,
{v ∈ Rn : vΛ = txΛ, t ∈ R}, else.
(ii) For any v ∈ ∂ˆιC(x), there exists t ∈ R, such that vΛ = txΛ. In particular, if
r = n, i.e., C = {x ∈ Rn : ‖x‖2 = 1}, then ∂ˆιC(x) = {v ∈ Rn : v = tx, t ∈ R}.
The proof of Lemma 6.1 is given in Appendix C. With the help of Lemma 6.1,
we characterize the relationship between the critical points of G and the generalized
eigenvectors of matrix pair (A,B) or the related sub-matrix pair of (A,B).
Proposition 6.2. Let x⋆ ∈ dom(G) and Λ be the support of x⋆. Then x⋆ is a
critical point of G if and only if one of the following statements hold:
(i) |Λ| < r and x⋆ is an unit generalized eigenvector with respect to the generalized
eigenvalue 1/G(x⋆) of the matrix pair (A,B), i.e., Bx⋆ = G(x⋆)Ax⋆;
(ii) |Λ| = r and x⋆Λ is an unit generalized eigenvector with respect to the generalized
eigenvalue 1/G(x⋆) of the matrix pair (AΛ, BΛ), i.e., BΛx
⋆
Λ = G(x
⋆)AΛx
⋆
Λ.
Proof. According to Definition 3.4, x⋆ is a critical point of G if and only if
(6.4) 0 ∈ ∂ιC(x⋆) + 2Bx⋆ − 2G(x⋆)Ax⋆.
We first prove Item (i). Assume that |Λ| < r. By Lemma 6.1, the inclusion (6.4) is
equivalent to the following relation
(6.5) d1x
⋆ + 2Bx⋆ − 2G(x⋆)Ax⋆ = 0
for some d1 ∈ R. Multiplying (x⋆)T on both sides of the above equality, we get that
d1 = 0. This proves Item (i).
Next, we prove Item (ii). Suppose that |Λ| = r. Invoking Lemma 6.1 in this case,
inclusion (6.4) implies that there exist d2 ∈ R and v ∈ Rn such that vΛ = d2x⋆Λ and
(6.6) v + 2Bx⋆ − 2G(x⋆)Ax⋆ = 0.
This yields that
d2x
⋆
Λ + 2BΛx
⋆
Λ − 2G(x⋆)AΛx⋆Λ = 0.
Multiplying (x⋆Λ)
T on both sides of the above equality, we immediately obtain d2 = 0
and
(6.7) BΛx
⋆
Λ = G(x
⋆)AΛx
⋆
Λ.
Conversely, if x⋆ satisfies (6.7), set v ∈ Rn to be the vector that vΛ = 0 and
vΛC = 2(G(x
⋆)Ax⋆−Bx⋆)ΛC . Then, v ∈ ∂ιC(x⋆) and (6.6) holds, that imply inclusion
(6.4). We then complete the proof.
6.2. Implementation and convergence of PGSA and PGSA L for prob-
lem (6.3). In this subsection, we discuss the implementation of PGSA and PGSA L
for problem (6.3) and then establish their convergence results.
We note that the proposed algorithms for problem (6.3) mainly involve the com-
putation of proximity operator associated with ιC and the gradients of x
TAx and
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xTBx. Thus, the computational cost in these algorithms relies heavily on proxιC ,
which is exactly the projection operator onto C, denoted here by projC . We next
show that projC has a closed form and thus can be efficiently computed. To this end,
we first recall the projection operator onto the set {x ∈ Rn : ‖x‖0 ≤ r}, denoted by
Tr(x). It is well-known that for x ∈ Rn, (Tr(x))i = xi for the r largest components
in absolute value of x and (Tr(x))i = 0 else. Since the r largest components may not
be uniquely defined, Tr is a set-valued operator. With the help of Tr and Proposi-
tion 4.3 in [23], we can immediately obtain the closed form of projC in the following
proposition.
Proposition 6.3. Given x ∈ Rn, then
projC(x) =
{
{ y‖y‖2 : y ∈ Tr(x)}, if x 6= 0,
C, else.
Next, we investigate the convergence property of PGSA and PGSA L for problem
(6.3) based on the general convergence results presented in Section 4.3 and Section
5. To this end, we shall verify Assumptions 1-4 hold for problem (6.3) and G is a
K L function. First, since BΛ is symmetric positive definite for any subset Λ ⊆ Nn
with |Λ| ≤ r, then ιC(x) + xTBx does not attain 0 for all x ∈ Rn. Second, the
level boundedness of G follows from the boundedness of C. In addition, it is obvious
that ιC is locally Lipschitz continuous on C and x
TAx is continuously differentiable
with a Lipschitz continuous gradient. Finally, according to [2, section 4.3], one can
easily check that the function G is a semialgebraic function and thus satisfies the KL
property. Therefore, in view of Theorems 4.9, 5.2 and 5.3, we immediately obtain the
following two theorems regarding the convergence of PGSA and PGSA L for problem
(6.3).
Theorem 6.4. Let {xk : k ∈ N} be generated by PGSA and PGSA ML (PGSA L
with N = 0) for problem (6.3). Then {xk : k ∈ N} converges globally to a critical
point of G.
Theorem 6.5. Let {xk : k ∈ N} be generated by PGSA NL (PGSA L with
N > 0) for problem (6.3). Then {xk : k ∈ N} is bounded and any of its accumulation
points is a critical point of G.
6.3. Convergence rate of PGSA and PGSA ML for problem (6.3). In
this subsection, we consider the convergence rate of {xk : k ∈ N} generated by PGSA
and PGSA ML for problem (6.3). By Theorem 6.4, the sequence {xk : k ∈ N}
converges to x⋆, which is a critical point of G. According to Theorems 4.10 and 5.4,
we can further estimate the convergence rate of {xk : k ∈ N} by showing that G
satisfies the K L property at x⋆ with φ(s) = ds1−θ for some d > 0 and θ ∈ [0, 1).
To this end, we first prove that the objective function of the generalized eigenvalue
problem (without sparsity constraint) satisfies the K L property at its global minimiz-
ers with the corresponding φ(s) = ds
1
2 for some d > 0 in the following proposition.
Proposition 6.6. Given D ∈ Sm and E ∈ Sm+ , let ϕ : Rm → R¯ be defined at
x ∈ Rm as
(6.8) ϕ(x) :=
{
xTEx
xTDx , if ‖x‖2 = 1 and xTDx 6= 0,
+∞, else.
Let xˆ ∈ argmin{ϕ(x) : x ∈ Rm}. Then ϕ satisfies the K L property at xˆ with the
corresponding φ(s) = ds
1
2 for some d > 0, i.e., there exist d > 0, η ∈ (0,+∞] and a
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neighborhood U of xˆ, such that for any x ∈ U ∩ {z ∈ Rm : ϕ(xˆ) < ϕ(z) < ϕ(xˆ) + η},
dist(0, ∂ˆϕ(x)) ≥ 2
d
√
ϕ(x) − ϕ(xˆ).
Proof. By Lemma 6.1 (ii), we have
∂ˆϕ(x) =
{
tx+
2Ex− 2ϕ(x)Dx
xTDx
: t ∈ R
}
.
Using the fact that 〈x, 2Ex−2ϕ(x)DxxTDx 〉 = 0, we deduce that
dist(0, ∂ˆϕ(x)) =
∥∥∥∥2Ex− 2ϕ(x)DxxTDx
∥∥∥∥
2
.
Let U be a neighborhood of xˆ such that for all x ∈ U , there hold 12 xˆTDxˆ ≤ xTDx ≤
2xˆTDxˆ, 12 xˆ
TDxˆ ≤ xTDx ≤ 2xˆTDxˆ, 12 xˆTExˆ ≤ xTExˆ and xT xˆ 6= 0. Then, for any
x ∈ U ∩ dom(ϕ), it holds that
(6.9) dist(0, ∂ˆϕ(x)) ≥
√
µ
xˆTDxˆ
‖Ex− ϕ(x)Dx‖E−1 ,
where µ > 0 is the smallest eigenvalue of E. Denote by λi the i-th largest eigenvalue
of E−1D for i ∈ Nm. The hypothesis xˆ ∈ argmin{ϕ(x) : x ∈ Rm} yields that
E−1Dxˆ = λ1xˆ and λ1 = 1/ϕ(xˆ). Hence, for all x ∈ U ∩ dom(ϕ), we obtain that
(6.10) ϕ(x)−ϕ(xˆ) = ϕ(x)− 1
λ1
=
λ1x
TEx− xTDx
λ1xTDx
≤ 2
λ1xˆTDxˆ
(λ1x
TEx− xTDx).
Based on (6.9) and (6.10), it suffices to show that for all x ∈ U ∩ dom(ϕ),
(6.11) ‖Ex− ϕ(x)Dx‖2E−1 ≥ d1(λ1xTEx− xTDx)
for some d1 > 0.
For matricesD and E, there exists an invertiblem×mmatrix P = [p1, p2, · · · , pm]
such that P−1E−1DP = diag{λ1, λ2, · · · , λm} and PTEP = I with p1 = xˆxˆTExˆ .
Without loss of generality, we may assume λ1 > λ2. Then for any x ∈ U ∩ dom(ϕ),
there exist ai ∈ R, i ∈ Nm, such that x =
∑m
i=1 aipi. One can easily check
that xTEx =
∑m
i=1 a
2
i , x
TDx = xTEE−1Dx =
∑m
i=1 a
2
iλi, and x
TDE−1Dx =
xTDE−1EE−1Dx =
∑m
i=1 a
2
iλ
2
i . Therefore, by a direct computation we have that
‖Ex− ϕ(x)Dx‖2E−1 = (Ex− ϕ(x)Dx)TE−1(Ex− ϕ(x)Dx)
=
(xTEx)3
(xTDx)2
(
xTDE−1Dx
xTEx
−
(
xTDx
xTEx
)2 )
≥ (xˆ
TExˆ)3
32(xˆTDxˆ)2
(∑m
i=1 a
2
iλ
2
i∑m
i=1 a
2
i
−
(∑m
i=1 a
2
iλi∑m
i=1 a
2
i
)2 )
.(6.12)
Let ωi =
a2i∑
m
i=1
a2
i
for i ∈ Nm. It is clear that
∑m
i=1 ωi = 1 and ωi ≥ 0 for i ∈ Nm.
Now, substituting ωi into inequality (6.12) and then using the strong convexity of λ
2,
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we further obtain that
‖Ex− ϕ(x)Dx‖2E−1 ≥
(xˆTExˆ)3
32(xˆTDxˆ)2
 m∑
i=1
ωiλ
2
i −
(
m∑
i=1
ωiλi
)2 
≥ (xˆ
TExˆ)3
32(xˆTDxˆ)2
ω1(1− ω1)
(
λ1 −
∑m
i=2 ωiλi
1− ω1
)2
≥ (xˆ
TExˆ)3
32(xˆTDxˆ)2
(λ1 − λ2)ω1∑m
i=1 a
2
i
(
λ1
m∑
i=1
a2i −
m∑
i=1
a2iλi
)
=
(xˆTExˆ)3
32(xˆTDxˆ)2
(λ1 − λ2)a21(λ1xTEx− xTDx)
(xTEx)2
.(6.13)
In addition, from p1 =
xˆ
xˆTExˆ , we get that
xTExˆ = (
m∑
i=1
aipi)
T (Ep1xˆ
TExˆ) = a1xˆ
TExˆ.
This relation together with xTExˆ > 12 xˆ
TExˆ implies that a1 > 1/2. Using this and
noting that xTEx < 2xˆTExˆ, we have from (6.13) that
(6.14) ‖Ex− ϕ(x)Dx‖2E−1 ≥
xˆTExˆ
512(xˆTDxˆ)2
(λ1 − λ2)(λ1xTEx− xTDx).
Combing inequalities (6.9), (6.10) and (6.14), we finally obtain that for all x ∈ U ∩
dom(ϕ),
dist(0, ∂ˆϕ(x)) ≥
√
µ(λ1 − λ2)
32xˆTDxˆ
√
ϕ(x) − ϕ(xˆ) = 2
64xˆTDxˆ√
µ(λ1−λ2)
√
ϕ(x) − ϕ(xˆ).
Let d = 64xˆDxˆ√
µ(λ1−λ2)
and η = +∞, then we prove the desired result.
We next establish that G satisfies the K L property at some special points with
the corresponding φ(s) = ds
1
2 for some d > 0. Before that, we first present a lemma
regarding local minimizers of G. We recall z ∈ Rn is a support optimal solution of
problem (6.3) on Λ ⊆ Nn, if
(6.15) z ∈ argmin{G(x) : supp(x) ⊆ Λ}.
Lemma 6.7. Let x˜ ∈ Rn and Λ˜ := supp(x˜). Then x˜ is a support optimal solution
of problem (6.3) on any Λ ⊆ Nn with |Λ| ≤ r and Λ˜ ⊆ Λ if and only if x˜ is a local
minimizer of G.
Proof. One can easily check that if x˜ is a support optimal solution of problem
(6.3) on any Λ ⊆ Nn with Λ˜ ⊆ Λ and |Λ| ≤ r, then x˜ is a local minimizer of G.
Next, we assume that x˜ is a local minimizer ofG. By Theorem 3.3 and Proposition
6.2, x˜ satisfies BΛx˜Λ = G(x˜)AΛx˜Λ for any Λ ⊆ Nn with |Λ| ≤ r and Λ˜ ⊆ Λ.
We next prove this lemma by contradiction. Suppose there exists Λ˜ ⊆ Λ ⊆ Nn
with |Λ| ≤ r such that x˜ /∈ argmin{G(x) : supp(x) ⊆ Λ}. This yields that x˜Λ /∈
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argmin{xTBΛx
xTAΛx
: ‖x‖2 = 1}, implying that 1/G(x˜) is not the largest eigenvalue of
B−1Λ AΛ. Then, there exists x
⋆ ∈ C with supp(x⋆) ⊆ Λ and x˜TΛBΛx⋆Λ = 0 such that
x⋆Λ ∈ argmin{
xTBΛx
xTAΛx
: ‖x‖2 = 1},
that is, BΛx
⋆
Λ = G(x
⋆)AΛx
⋆
Λ and G(x
⋆) is the largest eigenvalue of B−1Λ AΛ.
Let xǫ =
x˜+ǫx⋆
‖x˜+ǫx⋆‖2
for ǫ > 0. It is clear that supp(xǫ) ⊆ Λ and xǫ ∈ C. It follows
that
G(xǫ) =
(x˜Λ + ǫx
⋆
Λ)
TBΛ(x˜Λ + ǫx
⋆
Λ)
(x˜Λ + ǫx⋆Λ)
TAΛ(x˜Λ + ǫx⋆Λ)
=
G(x˜)x˜TΛAΛx˜Λ + ǫ
2G(x⋆)(x⋆Λ)
TAΛx
⋆
Λ
x˜TΛAΛx˜Λ + ǫ
2(x⋆Λ)
TAΛx⋆Λ
,
where the last equality holds since x˜TΛBΛx
⋆
Λ = 0 implies x˜
T
ΛAΛx
⋆
Λ = 0. One can check
that G(xǫ) < G(x˜) for any ǫ > 0 due to the relations that G(x˜) > G(x
⋆), x˜TΛAΛx˜Λ > 0
and (x⋆Λ)
TAΛx
⋆
Λ > 0. This contradicts to the fact that x˜ is a local minimizer of G.
We obtain this lemma immediately.
Now, we are ready to prove that G satisfies the K L property at any local minimizer
of G with the corresponding φ(s) = ds
1
2 for some d > 0.
Proposition 6.8. If x˜ ∈ Rn is a local minimizer of G, then G satisfies the K L
property at x˜ with the corresponding φ(s) = ds
1
2 for some d > 0.
Proof. Let Λ˜ := supp(x˜) and obviously it holds that |Λ˜| ≤ r. Given Λ ⊆ Nn, let
ϕΛ be the function ϕ which is defined in (6.8) with respect to D = AΛ, E = BΛ.
First, we consider the case of |Λ˜| = r. Since x˜ is a local minimizer of G, by
Lemma 6.7, x˜Λ˜ is a global minimizer of ϕΛ˜. By Proposition (6.6), there exists δ1 > 0
and d > 0, such that for all z ∈ U(x˜Λ˜, δ1) ∩ {z ∈ Rr : ϕΛ˜(x˜Λ˜) < ϕΛ˜(z) < +∞},
(6.16) dist(0, ∂ˆϕΛ˜(z)) ≥
2
d
√
ϕΛ˜(z)− ϕΛ˜(x˜Λ˜).
Let δ := min{δ1, δ2} with δ2 := 12 min{|x˜j | : j ∈ Λ˜}. The facts that |Λ˜| = r and
G(x˜) = ϕΛ˜(x˜Λ˜) imply that for all x ∈ U(x˜, δ) ∩ {x ∈ Rn : G(x˜) < G(x) < +∞},
(6.17) supp(x) = Λ˜ and xΛ˜ ∈ U(x˜Λ˜, δ1) with ϕΛ˜(x˜Λ˜) < G(x) = ϕΛ˜(xΛ˜) < +∞.
In addition, by Lemma 6.1, we have for any x ∈ dom(G) satisfying supp(x) = Λ˜,
dist(0, ∂ˆG(x)) ≥ dist
(
0,
{
txΛ˜ +
2BΛ˜xΛ˜ − 2G(x)AΛ˜xΛ˜
xT
Λ˜
AΛ˜xΛ˜
: t ∈ R
})
= dist(0, ∂ˆϕΛ˜(xΛ˜)).(6.18)
Therefore, using this inequality we further obtain from (6.16) and (6.17) that for all
x ∈ U(x˜, δ) ∩ {x ∈ Rn : G(x˜) < G(x) < +∞},
dist(0, ∂ˆG(x)) ≥ dist(0, ∂ˆϕΛ˜(xΛ˜)) ≥
2
d
√
ϕΛ˜(xΛ˜)− ϕΛ˜(x˜Λ˜) =
2
d
√
G(x)−G(x˜),
which indicates that G satisfies the K L property at x˜ with the corresponding φ(s) =
ds
1
2 in the case of |Λ˜| = r.
Next, we consider the case of |Λ˜| < r. Because x˜ is a local minimizer of G, from
Lemma 6.7, we have x˜Λ ∈ argmin{ϕΛ(z) : z ∈ R|Λ|} for any Λ˜ ⊆ Λ ⊆ Nn with
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|Λ| ≤ r. Consequently, by Proposition 6.6 there exist dΛ > 0 and δΛ > 0, such that
for all z ∈ U(x˜Λ, δΛ) ∩ {z ∈ R|Λ| : ϕΛ(x˜Λ) < ϕΛ(z) < +∞},
dist(0, ∂ˆϕΛ(z)) ≥ 2
dΛ
√
ϕΛ(z)− ϕΛ(x˜Λ).
Let δˆ := min{δΛ : Λ˜ ⊆ Λ ⊆ Nn, |Λ| ≤ r} and d˜ := max{dΛ : Λ˜ ⊆ Λ ⊆ Nn, |Λ| ≤ r}.
Set δ˜ := min{δˆ, δ2}. Take any x ∈ U(x˜, δ˜) ∩ {x ∈ Rn : G(x˜) < G(x) < +∞} and set
Λ := supp(x). Then we immediately see that Λ˜ ⊆ Λ with |Λ| ≤ r, G(x) = ϕΛ(xΛ)
and G(x˜) = ϕΛ(x˜Λ). In addition, one can check that xΛ ∈ U(x˜Λ, δΛ) ∩ {z ∈ R|Λ| :
ϕΛ(x˜Λ) < ϕΛ(z) < +∞}. Therefore, we have that
dist(0, ∂ˆG(x)) ≥ dist(0, ∂ˆϕΛ(xΛ)) ≥ 2
dΛ
√
ϕΛ(xΛ)− ϕΛ(x˜Λ) = 2
d˜
√
G(x) −G(x˜).
We then complete the proof.
With the help of Theorems 4.10, 5.4, 6.4 and Proposition 6.8, we can prove that
if the limit point of {xk : k ∈ N} generated by PGSA or PGSA ML for problem (6.3)
is a local minimizer of G, then {xk : k ∈ N} converges to it R-linearly. We present
this result in the following theorem.
Theorem 6.9. Let {xk : k ∈ N} be generated by PGSA or PGSA ML for problem
(6.3) and x⋆ be the limit point of {xk : k ∈ N}. If x⋆ is a local minimizer of G, then
{xk : k ∈ N} converges to x⋆ R-linearly.
If the initial point is close enough to a global minimizer of G, we further have the
following convergence result, concerning PGSA and PGSA ML for problem (6.3).
Corollary 6.10. Let x˜ ∈ Rn be a global minimizer of G. Then there exists
δ > 0, such that the sequence {xk : k ∈ N} generated by PGSA or PGSA ML for
problem (6.3) with ‖x0 − x˜‖2 < δ converges R-linearly to a global minimizer of G.
Proof. By Theorem 6.4 and Theorem 2.12 in [3], there exists δ > 0, such that
{xk : k ∈ N}, which starts from x0 satisfying ‖x0 − x˜‖2 < δ, converges to a global
minimizer x¯ of G. We then obtain the desired result immediately from Theorem 6.9.
To close this section, we point out the relation between PGSA for problem (6.3)
and an existing algorithm for SGEP. Very recently, in [35] the authors propose a
truncated Rayleigh flow method (TRFM) for solving SGEP and show that TRFM
converges R-linearly to a global minimizer of G when the initial point x0 is close
enough to that global minimizer. By appropriate reformulations, we observe that
TRFM essentially coincides with PGSA for problem (6.3) with a constant step size
in (0, 1/L). Although the convergence result in Corollary 6.10 seems very similar
to that of TRFM, there are great differences between their convergence proof. The
convergence of TRFM is established mainly from the viewpoint of statistics, while
our convergence analysis for PGSA is primarily based on the K L property of the
objective in problem (6.3). In addition, we show that for arbitrary starting points,
PGSA converges to a critical point of G, and the convergence rate is also R-linear when
the critical point is a local minimizer of G. However, in [35] there is no convergence
guarantee for TRFM starting from an arbitrary initial point.
7. Numerical experiments. In this section, we conduct some numerical exper-
iments to test the efficiency of our proposed algorithms, namely, PGSA, PGSA ML
and PGSA NL for solving problem (6.3). All algorithms are conducted in Matlab
R2015b on a Dell desktop with an Intel(R) Core(TM) i5-8500 CPU (3.00GHz) and
8GB of RAM.
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In our experiments, we set the parameters of the aforementioned algorithms as
follows. For PGSA, we set αk = 0.99/‖B‖2 for k ∈ N. We notice that using this
setting of parameters, PGSA for problem (6.3) is essentially the same as TRFM in
[35] as mentioned at the end of Section 6. For PGSA ML and PGSA NL, we set
a = 10−3, α = 10−8, α¯ = 108, and η = 0.5. Also, N is set to be 4 in PGSA NL. In
addition, we choose α0,0 = 0.99/‖B‖2 and αk,0 via formula (5.2) for k ∈ N.
In our experiments, we focus on binary classification problem using sparse Fisher’s
discriminant analysis (SFDA) which is a special instance of SGEP. Given p data
samples {z1, z2, . . . , zp} consisting of two distinct classes with n features, let Ik ⊆ N
be the index set of samples in the k-th class and denote |Ik| by pk (k = 1 or 2). The
within-class and between-class covariance matrices are defined as:
Σˆω :=
1
p
2∑
k=1
∑
i∈Ik
(zi − uˆk)(zi − uˆk)T and Σˆb := 1
p
2∑
k=1
pkuˆ
k(uˆk)T ,
where uˆk :=
∑
j∈Ik
zj/pk for k = 1, 2. For an integer r ∈ [1, n], the SFDA seeks a
sparse projection vector by solving the following problem:
max
{
xT Σˆbx
xT Σˆωx
: ‖x‖0 ≤ r, ‖x‖2 = 1, x ∈ Rn
}
.
As mentioned in Section 6, the above problem can be reformulated as
(7.1) min
{
xT Σˆωx
xT Σˆbx
: ‖x‖0 ≤ r, ‖x‖2 = 1, xT Σˆbx 6= 0, x ∈ Rn
}
.
Clearly, problem (7.1) is a special case of problem (6.3) with A = Σˆb and B = Σˆω.
Therefore, the proposed algorithms are all applicable. Below we perform numerical
tests of them for problem (6.3).
We consider a simulation setting similar to that of [35]. The samples of the k-th
class are randomly generated following a Gaussian distribution with mean uk and
covariance Σ for k = 1 and 2. We set u1 = 0, u2j = 0.5 for j ∈ {2, 4, . . . , 40} and
u2j = 0 otherwise. Meanwhile, we let Σ be a block diagonal matrix with five blocks,
each of which is in the dimension (n/5) × (n/5). The (j, j′)-th entry of each block
takes value 0.8|j−j
′|. We fix p = 1000, p1 = p2 = 500 and use different values for
n ∈ {500, 1000, 2000}, while the sparsity rate r/n is varied from {0.05, 0.1, 0.2} for a
fixed n. For each (n, r), we generate 100 instances of two-class dataset randomly as
described above. Then we perform all the algorithms for the corresponding problem
(7.1). The initial point x0 is chosen as x0i = 1/
√
r for i ∈ Nr and x0i = 0 otherwise.
All the algorithms are terminated when the number of iterations hits 6000 or the
successive changes of the iterates are small enough, i.e., ‖xk − xk−1‖2 ≤ 10−6.
Table 1 reports the computational results averaged over 100 random instances,
when the iterates of the algorithms first satisfy |G(xk) − G(xk−1)| < ǫ for ǫ ∈
{10−6, 10−7, 10−8}. In each row for a specific number, the three columns in a bracket
give the averaged iteration number, CPU time and objective value from left to right
respectively. We observe that PGSA ML and PGSA NL substantially outperform
PGSA in terms of CPU time, while the objective values achieved by them are slightly
lower than that by PGSA. This demonstrates the effectiveness of the line search
schemes involved in PGSA ML and PGSA NL. Besides, the performance of PGSA ML
is comparable to that of PGSA NL.
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Table 1
Performance comparison among PGSA, PGSA ML and PGSA NL for problem (7.1). For
a given ǫ, the first column in the bracket gives the first iteration number k such that |G(xk) −
G(xk−1)| < ǫ, while the second and third columns give the corresponding CPU time (in second) and
objective values (×10−2) respectively.
ǫ p r/p PGSA (TRFM) PGSA ML PGSA NL
10−6
500
0.05 (322, 0.05, 18.33) (63, 0.03, 15.44) (54, 0.03, 14.99)
0.1 (202, 0.04, 8.11) (50, 0.03, 7.87) (47, 0.02, 7.86)
0.2 (207, 0.04, 6.94) (69, 0.03, 6.65) (65, 0.03, 6.61)
1000
0.05 (263, 0.32, 8.22) (51, 0.16, 7.78) (47, 0.16, 7.76)
0.1 (222, 0.28, 6.70) (73, 0.18, 6.22) (65, 0.16, 6.17)
0.2 (366, 0.39, 5.00) (109, 0.22, 4.49) (94, 0.19, 4.48)
2000
0.05 (257, 3.60, 6.34) (72, 2.97, 5.69) (69, 2.90, 5.62)
0.1 (356, 4.24, 4.43) (107, 3.35, 3.73) (93, 3.23, 3.62)
0.2 (794, 5.90, 1.93) (167, 3.61, 1.60) (137, 3.34, 1.53)
10−7
500
0.05 (422, 0.05, 18.32) (79, 0.03, 15.44) (66, 0.03, 14.98)
0.1 (314, 0.05, 8.10) (77, 0.03, 7.86) (69, 0.03, 7.85)
0.2 (324, 0.05, 6.93) (103, 0.03, 6.62) (88, 0.03, 6.58)
1000
0.05 (394, 0.42, 8.21) (80, 0.21, 7.76) (69, 0.20, 7.75)
0.1 (358, 0.38, 6.67) (116, 0.23, 6.18) (94, 0.21, 6.14)
0.2 (581, 0.55, 4.95) (161, 0.28, 4.44) (134, 0.25, 4.38)
2000
0.05 (424, 4.28, 6.31) (119, 3.31, 5.63) (98, 3.16, 5.59)
0.1 (569, 5.19, 4.38) (165, 3.79, 3.64) (134, 3.57, 3.56)
0.2 (1390, 8.37, 1.84) (276, 4.43, 1.48) (221, 4.00, 1.42)
10−8
500
0.05 (526, 0.06, 18.32) (96, 0.03, 15.44) (79, 0.03, 14.98)
0.1 (434, 0.05, 8.10) (108, 0.03, 7.86) (90, 0.03, 7.85)
0.2 (450, 0.06, 6.92) (136, 0.04, 6.61) (110, 0.04, 6.57)
1000
0.05 (532, 0.53, 8.21) (107, 0.25, 7.76) (92, 0.24, 7.75)
0.1 (508, 0.49, 6.67) (155, 0.29, 6.16) (122, 0.26, 6.13)
0.2 (790, 0.71, 4.94) (210, 0.35, 4.42) (166, 0.30, 4.37)
2000
0.05 (603, 5.02, 6.30) (165, 3.67, 5.61) (130, 3.46, 5.57)
0.1 (820, 6.28, 4.36) (232, 4.34, 3.60) (167, 3.89, 3.55)
0.2 (1946, 10.70, 1.81) (384, 5.28, 1.45) (300, 4.74, 1.38)
Next, we study the convergence rate of the proposed algorithms. We verify that in
all the tests the approximate solution obtained by each of the algorithms is a support
optimal solution of problem (7.1) with r nonzero elements as defined in (6.15) and
thus is a local minimizer from Lemma 6.7. In view of Theorem 6.9, one can expect
to see R-linear convergence of the sequence generated by PGSA and PGSA ML. We
plot ‖xk − x⋆‖2 (in logarithmic scale) against the number of iterations in Figure 1,
where x⋆ is the approximated solution produced by the corresponding algorithm. It
is obvious that the sequence generated by PGSA ML or PGSA NL converges much
faster than that by PGSA. As can be seen from Figure 1, the sequence generated by
PGSA or PGSA ML appears to converge R-linearly, which confirms with Theorem
6.9. Finally, we remark that although we have no theoretical results concerning the
convergence rate or even convergence of the whole sequence generated by PGSA NL,
that sequence also seems to converge R-linearly and its convergence rate is slightly
faster than that of PGSA ML.
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Fig. 1. Plots of ‖xk − x⋆‖2 (in log scale) for problem (7.1) with different (n, r)
8. Conclusion. In this paper, we study a class of single-ratio fractional op-
timization problems that appears frequently in applications. The numerator part
of the objective is the sum of a nonsmooth nonconvex function and a nonconvex
smooth function, while the denominator part is a nonsmooth convex function. We
derive a first-order necessary optimality condition for this problem and develop for it
first-order algorithms, namely, PGSA, PGSA ML and PGSA NL. We show the sub-
sequential convergence of the sequence generated by the proposed algorithms under
mild assumptions. Moreover, we establish global convergence of the whole sequence
generated by PGSA or PGSA ML and estimate the convergence rate by additional
assumptions on the objective. The proposed algorithms are further applied to solve
the sparse generalized eigenvalue problems and their convergence results for the prob-
lem are gained according to the general convergence theorems for them. Finally, we
conduct some preliminary numerical experiments to illustrate the efficiency of the
proposed algorithms.
Appendix A. Proof of Proposition 2.2.
Proof. When x is an isolated point of dom(ρ), it is trivial that ∂ρ(x) = ∂(a2f1 −
a1f2) = R
n. We next consider the case that x is not an isolated point of dom(ρ). For
any u ∈ Rn and v ∈ Rn, a direct computation yields
f1(u)
f2(u)
− a1a2 − 〈v, u − x〉
‖u− x‖2 =
a2f1(u)− a1f2(u)− 〈a22v, u − x〉
a22‖u− x‖2
+R(x, u),
where R(x, u) = (a2− f2(u))(a2f1(u)− a1f2(u))/(a22f2(u)‖u− x‖2). Since f2 satisfies
the calmness condition and f1 is continuous at x, we get that lim inf
u→x
R(x, u) = 0.
Noting this fact and by the definition of Fre´chet subdifferential, we have
∂ρ(x) =
v ∈ Rn : lim infu→x
f1(u)
f2(u)
− a1a2 − 〈v, u− x〉
‖u− x‖2 ≥ 0

=
{
v ∈ Rn : lim inf
u→x
a2f1(u)− a1f2(u)− 〈a22v, u− x〉
a22‖u− x‖2
≥ 0
}
=
∂(a2f1 − a1f2)(x)
a22
.
We complete the proof.
Appendix B. Proof of Proposition 3.1.
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Proof. We only need to prove the proposition holds for local minimizers, since
the conclusion for global minimizers can be proven similarly.
Suppose x⋆ is a local minimizer of problem (1.1). Then, there exists δ > 0 such
that for any x ∈ B(x⋆, δ) ∩ dom(F ), there holds
(B.1) 0 ≤ f(x) + h(x)
g(x)
− f(x
⋆) + h(x⋆)
g(x⋆)
.
This indicates that
(B.2) 0 ≤ f(x) + h(x)− f(x
⋆) + h(x⋆)
g(x⋆)
g(x) = f(x) + h(x)− c⋆g(x)
for all x ∈ B(x⋆, δ) ∩ dom(F ), since g(x) > 0. Due to the facts that the objective
function value of problem (3.1) at x⋆ is 0, we have that x⋆ is a local minimizer of
problem (3.1)).
Conversely, if x⋆ is a local minimizer of problem (3.1), then (B.2) holds for x ∈
B(x⋆, δ)∩dom(F ) with some δ > 0. By simple calculation, we obtain that (B.1) holds
for x ∈ B(x⋆, δ)∩dom(F ). This implies that x⋆ is a local minimizer of problem (1.1).
We then complete the proof.
Appendix C. Proof of Lemma 6.1.
Proof. By the definition of Fre´chet subdifferential, we have that
∂ιC(x) =
v ∈ Rn : lim infy→x
y∈C
〈v, x− y〉
‖x− y‖2 ≥ 0
 .
Let Λ := supp(x). We first prove Item (i). In the case that |Λ| = r, there exists a
neighborhood U of x, such that supp(y) = Λ for all y ∈ U ∩C. Thus, we obtain that
∂ιC(x) =
v ∈ Rn : lim infyΛ→xΛ
‖yΛ‖2=1
〈vΛ, xΛ − yΛ〉
‖xΛ − yΛ‖2 ≥ 0
 = {v ∈ Rn : vΛ = txΛ, t ∈ R}.
Next we consider the case when |Λ| < r. For any t ∈ R, we have
lim
y→x
y∈C
∣∣∣∣ 〈tx, x− y〉‖x− y‖2
∣∣∣∣ = limy→x
y∈C
t‖x‖22 − txT y√
‖x‖22 + ‖y‖22 − 2xT y
= lim
y→x
y∈C
t(1− xT y)√
2(1− xT y) = 0.
Hence, we see that {c ∈ Rn : v = tx, t ∈ R} ⊆ ∂ιC(x). We further note that for any
v ∈ ∂ιC(x),
0 ≤ lim inf
y→x
y∈C
〈v, x− y〉
‖x− y‖2 ≤ lim infyΛ→xΛ
‖yΛ‖2=1
〈vΛ, xΛ − yΛ〉
‖xΛ − yΛ‖2 ,
which indicates that vΛ = txΛ for some t ∈ R. Finally, we show that for all v ∈ ∂ιC(x),
vj = 0 if j /∈ Λ. Otherwise, there exists v˜ ∈ ∂ιC(x) and j0 /∈ Λ such that v˜j0 6= 0.
Choose {yk : k ∈ N} such that ykΛ =
√
1− 1/k2xΛ, ykj0 = vj/(k|vj |), and ykj = 0 for
j /∈ Λ ∪ {j0}. Then we have that {yk : k ∈ N} ⊆ C and lim
k→∞
yk = x. One can verify
that lim
k→∞
〈v˜, x− y〉/‖x− y‖2 = −|vj0 | < 0, which contradicts v˜ ∈ ∂ιC(x). This proves
Item (i).
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We turn to Item (ii). Let v ∈ ∂ˆιC(x). Then there exist xk ∈ C and vk ∈ ∂ιC(xk)
such that lim
k→∞
vk = v. Thus, we have Λ ⊆ supp(xk) when k ≥ K for some K ∈ N.
By item (i), there exists {tk ∈ R : k ≥ K} such that vkΛ = tkxkΛ for k ≥ K. Therefore,
we deduce that vΛ = txΛ for some t ∈ R.
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