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FUNCTION MODEL OF THE TEICHMU¨LLER SPACE
OF A CLOSED HYPERBOLIC RIEMANN SURFACE
YUNPING JIANG
Abstract. We introduce a function model for the Teichmu¨ller
space of a closed hyperbolic Riemann surface. Then we introduce
a new metric by using the maximum norm on the function space
on the Teichmu¨ller space. We prove that the identity map from
the Teichmu¨ller space equipped with the usual Teichmu¨ller metric
to the Teichmu¨ller space equipped with this new metric is uni-
formly continuous. Furthermore, we also prove that the inverse of
the identity, that is, the identity map from the Teichmu¨ller space
equipped with this new metric to the Teichmu¨ller space equipped
with the usual Teichmu¨ller metric, is continuous. Therefore, the
topology induced by the new metric is just the same as the topol-
ogy induced by the usual Teichmu¨ller metric on the Teichmu¨ller
space. We give a remark about the pressure metric and the Weil-
Petersson metric.
1. Introduction
A closed Riemann surface is a compact connected complex one-
dimensional surface. We only consider an oriented surface. A topologi-
cal characterization of a closed Riemann surface is its genus g. Riemann
observed that all genus g = 0 closed Riemann surfaces are conformally
equivalent to the standard Riemann sphere P1. However, this is not in
general true for closed Riemann surfaces of positive genus. Suppose R
is a closed Riemann surface of genus g ≥ 2. Then it is hyperbolic and
conformally equivalent to the open unit disk modulo a Fuchsian group.
A marked Riemann surface by R is a pair (X, h) where h : R → X is
an orientation-preserving homeomorphism. In the space of all marked
Riemann surfaces (X, h) by R, one can introduces a conformal equiv-
alence relation. This space modulo this equivalence relation is called
the Techmu¨ller space T (R). In other words, T (R) is the quotient space
of all complex structures on R by those orientation-preserving diffeo-
morphisms which are isotopic to the identity. We know that
a) T (R) is homeomorphic to R6g−6,
b) T (R) admits a complex manifold structure of 3g − 3,
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c) T (R) can be embedded into C3g−3 as a contractible set, and
d) T (R) is a pseudoconvex domain.
The Teichmu¨ller space T (R) is an important subject in the modern
mathematics and physics. It is a cover of the moduli space which is the
space of all complex structures on R modulo the action of orientation-
preserving diffeomorphisms. The moduli space has the same dimension
6g − 6. The moduli space was first considered by Riemann and plays
an important role in the modern string theory.
To understand the Teichmu¨ller space T (R), several models have been
introduced. For examples, we have Bers’ embedding and Thurston’s
embedding. Furthermore, several metrics have been introduced on the
Teichmu¨ller space T (R). The first metric dT (·, ·) is introduced by Te-
ichmu¨ller. There are other metrics, for examples, the Kobayashi metric
and the Weil-Petersson metric. Royden proved that the Teichmu¨ller
metric is equal to the Kobayashi metric in this case and Gardiner even
generalized this result for any Riemann surfaces of infinite analytic type
(refer to [6] for a proof and furthermore references).
In this paper, we introduce a new model of the Teichmu¨ller space
from the dynamical system point of views. This new model is a space
of functions defined on a Cantor set Σ∗A. The graphs of these functions
are in the infinite-dimenisonal cube
∏∞
0 (0, 1) of R
∞. Therefore, we
have the maximum norm on the function space. This maximum norm
introduces a maximum metric dmax(·, ·) on the Teichmu¨ller space T (R).
We prove that the identity map from the Teichmu¨ller space equipped
with the usual Teichmu¨ller metric to the Teichmu¨ller space equipped
with this new metric is uniformly continuous (see Theorem 5). Further-
more, we also prove that the identity map from the Teichmu¨ller space
equipped with this new metric to the Teichmu¨ller space equipped with
the Teichmu¨ller metric is continuous (see Theorem 6). Therefore, the
topology induced by the new metric is just the same as the topology
induced by the usual Teichmu¨ller metric on the Teichmu¨ller space.
The paper is organized as follows. In §2, we define and review the
Teichmu¨ller space T (R) of a closed hyperbolic Riemann surface R and
mention a theorem due to Earle and McMullen which we will used
in this paper (see Theorem 1). In §3, we use the Nielsen development
for Fuchsian groups to construct expanding transitive Markov maps for
any marked Riemann surfaces by a standard closed hyperbolic Riemann
surface. We use Bowen’s paper [2] and Bowen and Series’ paper [3] as
two references. In §4, we define the symbolic space ΣA and the dual
symbolic space Σ∗A for all marked Riemann surfaces by a fixed standard
closed hyperbolic Riemann surface. The symbolic space ΣA is treated
3as the topological model of all such marked Riemann surfaces. We
define geometric models on the dual symbolic space Σ∗A for all marked
Riemann surfaces by a fixed standard closed hyperbolic Riemann sur-
face in §4.2. The geometric models are Lipschitz continuous functions
defined on Σ∗A. Their graphs are contained in the infinite-dimensional
cube
∏∞
0 (0, 1). To prove these functions are geometric models, we
mention Tukia’s theorem which is a stronger version than Mostow’s
rigidity theorem in 2-dimensional case. For the sake of completeness
of the paper, we give a proof of Tukia’s theorem from the dynamical
system point of views. We call each geometric model a scaling func-
tion. We use F to denote the space of all scaling functions. In §5, we
prove that there is a one-to-one and onto maps between the Teichmu¨ller
space and the function space F . In §6, we discuss Bers’ embedding and
the complex manifold structure on F . Using the maximum norm on
the function space F , we define the maximum metric dmax(·, ·) on the
Teichmu¨ller space in §7. We prove, in the same section, Theorem 5,
that is, the identity map from the Teichmu¨ller space equipped with
the usual Teichmu¨ller metric to the Teichmu¨ller space equipped with
this new metric is uniformly continuous. Furthermore, we prove, in
the same section, Theorem 6, that is, that the identity map from the
Teichmu¨ller space equipped with this new metric to the Teichmu¨ller
space equipped with the Teichmu¨ller metric is continuous. Finally, in
§8, we give a remark to compare our function model and McMullen’s
thermodynamical embedding in his recent paper [16]. Furthermore, by
following McMullen’s calculation of the Weil-Petersson metric on the
tangent space of the Teichmu¨ller space by the pressure metric, we show
that the pressure metric of the tangent vector to any smooth curve at
a point in our function model is a constant times the Weil-Petersson
metric.
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2. Teichmu¨ller Space of a closed hyperbolic Riemann surface
We first discuss the Teichmu¨ller space of a closed hyperbolic Riemann
surface R. Suppose D is the unit disk and suppose S1 = ∂D is the
unit circle. Let R = D/Γ be a closed hyperbolic Riemann surface,
presented as the quotient of the unit disk by a Fuchsian group whose
limit set is the whole S1. Any quasiconformal map h : R → R can
be lift to a quasiconformal map H : D → D. The map H can be
extended to a homeomorphism of D = D∪S1. The key in defining the
Teichmu¨ller space is to know which quasiconformal maps h : R → R
are to be considered trivial. The following theorem gives an answer to
this question.
Theorem 1 (Earle-McMullen [5]). Suppose h : R→ R is a quasicon-
formal map. The following are equivalent.
1) There is a lift of h to a map H : D → D that extends to the
identity on S1.
2) The map h is homotopic to the identity rel ideal boundary (in
this case the ideal boundary is empty).
3) The map h is isotopic to the identity rel ideal boundary, through
uniformly quasiconformal maps.
A marked Riemann surface by R is a pair (X, hX) where hX : R →
X is an orientation preserving quasiconformal homeomorphism. Two
marked Riemann surfaces (X, hX) and (Y, hY ) are equivalent if there
is a conformal isomorphism α : X → Y such that
f = h−1Y ◦ α ◦ hX : R→ R
is isotopic to the identity. The Teichmu¨ller space T (R) of R is the
space of equivalence classes [(X, hX)] of all marked Riemann surfaces
(X, hX) by R, that is,
T (R) = {[(X, hX)]}.
3. Nielsen development, Markov partition, and expanding
transitive Markov map
Suppose X is a closed hyperbolic Riemann surface. Let g ≥ 2 be the
genus of X . Since its universal cover is the unit disk D, so through the
universal cover, we can write X = D/ΓX where ΓX is a Fuchsian group
whose limit set is the whole S1.
5Definition 1. A piecewise smooth map f : S1 → S1 is called Markov
for ΓX if we can cut S
1 into finitely many intervals I1, · · · , Ik such that
i) S1 = ∪ki=1Ii,
ii) Ii and Ij have disjoint interiors for any 1 ≤ i 6= j ≤ k,
iii) f |Ii = γi|Ii for some γi ∈ ΓX , and
iv) f(Ij) is the union of some intervals of Ii’s for each 1 ≤ j ≤ k.
Let W = ∪ni=1∂Ii. The iv) is equivalent to the statement that
f(W ) ⊂W.
For any 1 ≤ i, j ≤ k, we write i→ j if f(Ii) ⊃ Ij .
Definition 2. A Markov map f : S1 → S1 for the surface group ΓX is
called transitive if for any 1 ≤ i, j ≤ k, there are 1 ≤ i0, i1, · · · , in ≤ k
such that
i = i0 → i1 → · · · → in = j.
This is equivalent to say that fn(Ii) ⊃ Ij
Definition 3. A Markov map f for ΓX is called expanding if there are
two constants C > 0 and λ > 1 such that
|(fn)′(x)| ≥ Cλn
for x ∈ Ii and n ≥ 0.
Suppose X0 = D/Γ0 is the closed Riemann surface of genus g such
that the fundamental domain D of X0 in D for Γ0 = ΓX0 is a regular
4g-sided non-Euclidean polygon. We call X0 the standard Riemann
surface of genus g.
Each angle of D is pi
2g
. Each vertex of D belongs to 4g distinct
translations γ(D) for γ ∈ Γ0. All γ(D) for γ ∈ Γ0 form a net R in
D. The net R has the following property: the entire non-Euclidean
geodesic passing through any edge in the net R is contained in the net
R. Let V0 be the set of vertices of D. Let V be the set of vertices
in the net R which are adjacent in R to V0 but not in V0. Consider
all polygons D˜ adjacent to D. Then V are all vertices of D˜ minus V0.
For each vertex p of R, there are 2g non-Euclidean geodesic passing
through it. These 2g non-Euclidean geodesics have 4g endpoints at
infinity. Let Wp be the set of these 4g points at infinity. Define
W = ∪p∈VWp.
Then Wq ⊂W for any vertex q of D.
The 4g sides of D give a set of generators for Γ0 as follows. Divide
the sides of D into g groups of 4 consecutive sides; label the jth group
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aj, bj , a
−1
j , b
−1
j . Call aj and a
−1
j and bj and b
−1
j corresponding sides. For
each side s of D there is an element γs ∈ Γ0 such that
γs(s) = D ∩ φs(D) = side corresponding to s.
The set {γs} generates Γ0. The non-Euclidean geodesic passing s cuts
S1 into two intervals. Let Js be the smaller one. Then we have that
γs(Js ∩W ) ⊂W.
Let v ∈ V0. Then we have two sides s and s
′ belonging to v. Let β and
β ′ are two non-Euclidean geodesic passing trough s and s′, respectively.
Consider the interval Js ∩ Js′. Let p ∈ β, p
′ ∈ β ′ be the vertices of the
netR adjacent to v in the net. Let γ(D) be the translation of D having
v, p, and p′ as its vertices for some γ ∈ Γ0. Let q, q
′ are vertices of
γ(D) such that q, p, v, p′q′ are consecutive vertices of γ(D). The non-
Euclidean geodesics δ, δ′ passing p, q and p′, q′, respectively, do not
intersect and have points w(v) and w′(v) at infinity in the interior of
Js ∩ Js′. Let J(v) = [w(v), w
′(v)] in the interior of Js ∩ Js′. Note that
w(v), w′(v) ∈ W and J(v) does not contain any other points from W .
The set W cuts S1 into finitely many intervals I1,0, · · · , Ik,0. Define
the map f0 : S
1 → S1 as
f0|Ij,0 = γs|Ij,0, Js ⊃ Ij,0.
Then f0 is a piecewise Mo¨bius transformations and is Markov since
f0(W ) ⊂W .
Since some Ij,0’s belong to more than one Js, there are a number
of ways to define f0. This flexibility allows us to eventually get an
expanding Markov map. Given a vertex v of D. Let s be a side of
D having v as their common vertex. Let v′ be the other vertex of s.
We assume that from v′ to v are clockwise. Suppose J˜s is the maximal
interval where
f0|J˜s = γs|J˜s.
We require that
a) intJs ⊃ J˜s ⊃ Js \ (J(v) ∪ J(v
′)), and
b) J(v) ⊂ J˜s and J˜s disjoint with the interior intJ(v
′).
In other words, suppose Js is cut by W into intervals clockwise I1,0,
I2,0 = J(v
′), I3,0, · · · , Ils−1,0 = J(v), and Ils,0. So we define J˜s =
∪ls−1j=3 Ij,0.
For each non-Eucildean geodesic β passing s, it is on the isometric
circle Cs of γs, i.e., |γ
′
s(x)| = 1 for x ∈ β. Inside this circle, |γ
′
s(x)| > 1
and outside this circle, |γ′s(x)| < 1. Since J˜s is inside this circle, so
7|f ′0(x)| > 1 for x ∈ J˜s. Since there are finitely many J˜s and each one is
a compact interval, so there is a constant λ0 > 1, such that
|f ′0(x)| ≥ λ0, ∀x ∈ Ij,0, 1 ≤ j ≤ k.
This implies that f0 is an expanding Markov map for Γ0 with the
Markov partition
η0,0 = {I1,0, · · · , Ik,0}.
Now we prove that the Markov map f0 is transitive. First, for each
1 ≤ i ≤ k, there is some iterate fn(Ii) contains J(v) for some vertex
v of D. This is because that otherwise, f is continuous on fn(Ii) and
fn+1(Ii) is an interval longer than f
n(Ii) because of the expanding
condition. But this can not continuous indefinitely.
From η0,0, we can generate a sequence of Markov partitions
ηn,0 = f
−n
0 η0,0
for n = 0, 1, · · · . (See §4.1 for more detailed description about intervals
in ηn.) Let
νn,0 = max
I∈ηn,0
|I|.
Since |f ′0(x)| ≥ λ0 for x ∈ Ij,0, 1 ≤ j ≤ k, we have that
νn,0 ≤ λ
−n
0
for n = 0, 1, · · · .
Now we construct a transitive expanding Markov map for any closed
Riemann surface X = D/ΓX of genus g associated to an isomorphism
φ. Suppose φ : Γ0 → ΓX is an isomorphism. Then there is a unique
homeomorphism H : S1 → S1 such that
H(γ(x)) = φ(γ)(H(x))
for any x ∈ S1 and any γ ∈ Γ0. Here H is called the boundary
correspondence. Moreover, H is quasisymmetric.
Let Ij = Ij,X = H(Ij,0). Then S
1 = ∪kj=1Ij . Define
fX = fX,φ : S
1 → S1
as
fX |Ij = φ(γs)|Ij, Js ⊃ Ij,0.
In other words,
fX = H ◦ f0 ◦H
−1.
Then fX is a transitive Markov map for ΓX with the Markov partition
η0 = η0,X,φ = {I1, · · · , Ik}.
Furthermore, we can generate a sequence of Markov partitions,
ηn = ηn,X,φ = f
−n
X η0
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for n = 0, 1, · · · . Let
νn = νn,X,φ = max
I∈ηn
|I|
for n ≥ 0. Since a quasisymmetric homeomorphism is Ho¨lder continu-
ous, so there are constants A > 0 and 0 < µ < 1 such that
νn ≤ Aµ
n, ∀ n ≥ 0.
Furthermore, we have that
Lemma 1. The Markov map fX is expanding and the sequence of
Markov partitions has bounded geometry, that is, there is a constant
C > 0 such that
|J |
|I|
≥ C
for any J ⊂ I with J ∈ ηn+1 and I ∈ ηn.
Proof. Since fX is piecewise Mo¨bius transformations, so it is a piecewise
C2 Markov map. That is∣∣∣ log |f ′X(x)| − log |f ′X(y)|
∣∣∣ ≤ 1
m
|f ′X(x)− f
′
X(y)| ≤
M
m
|x− y|
for any x, y ∈ I ∈ η0, where
0 < m = min
x∈∈I∈η0
|f ′X(x)|, M = max
x∈I∈η0
|f ′′X(x)| <∞.
Consider any x, y ∈ I ∈ ηn. Then f
i
X(x), f
i
X(y) ∈ ηn−i and
∣∣∣ log |(fnX)′(x)|
|(fnX)
′(y)|
∣∣∣ ≤
n−1∑
i=0
| log f ′X(f
i
X(x))− log f
′
X(f
i
X(y))|
≤
M
m
n−1∑
i=0
|f iX(x)− f
i
X(y)| ≤
AM
m
n−1∑
i=0
µn−i ≤
AM
m(1 − µ)
.
Thus we get a distortion result,
(1) B−1 ≤
|(fnX)
′(x)|
|(fnX)
′(y)|
≤ B
for any x, y ∈ I ∈ ηn and any n > 0, where
B = exp
( AM
m(1− µ)
)
.
Now for any n > 0 and any J ⊂ I with J ∈ ηn+1 and I ∈ ηn,
|fnX(J)|
|fnX(I)|
=
|(fnX)
′(x)|
|(fnX)
′(y)|
|J |
|I|
9for some x, y ∈ I. Let
E = min
J⊂I,J∈η1,I∈η0
|J |
|I|
.
Then
|J |
|I|
≥ C =
E
B
.
This says that the sequence {ηn}
∞
n=0 of Markov partitions has bounded
geometry.
Now for any n > 0 and x ∈ I ∈ ηn, let y ∈ I such that
|fnX(I)| = |(f
n
X)
′(y)||I|.
then we have that
|(fnX)
′(x)| =
|(fnX)
′(x)|
|(fnX)
′(y)|
|fnX(I)|
|I|
≥
K
BA
µ−n = C0λ
n
where K = minI∈η0 |I| and C0 = K/(BA) and λ = µ
−1. So fX is
expanding. 
4. Symbolic representation and dual symbolic representation
4.1. Topological model. Given any marked Riemann surface (X, hX)
by X0. Since hX : X0 → X is an orientation preserving quasiconformal
homeomorphism, it induces an isomorphism φ : Γ0 → ΓX . Let fX :
S1 → S1 be the transitive expanding Markov map constructed in the
previous section with the initial Markov partition η0 = {I1, · · · , Ik}.
Associating to η0, we have a k × k 0-1 matrix A = (aij)k×k, where
aij = 1 if f(Ii) ⊃ Ij and aij = 0 otherwise. Let
ΣA = {w = i0i1 · · · inin+1 · · · | in ∈ {1, · · · , k}, ainain+1 = 1, n = 0, 1, · · · }.
The topology of ΣA is given as follows. For any n ≥ 0, let
wn = i0i1 · · · in, ailil+1 = 1, 0 ≤ l ≤ n− 1.
Define the left cylinder
[wn] = {w
′ = wni
′
n+1 · · · i
′
n+mi
′
n+m+1 · · · }
where i′n+m ∈ {1, · · · , k}, aini′n+1 = 1 and ai′n+mi′n+m+1 = 1,m = 0, 1, · · · .
Then all these left cylinders form a topological basis. The space ΣA
with this topological basis is called the symbolic space for (X, hX).
Let σA be the shift defined as
σA : w = i0i1 · · · inin+1 · · · → σA(w) = i1 · · · inin+1 · · · .
Then (ΣA, σA) is a sub-shift of finite type.
For any pair i and j such that aij = 1, there is an interval Iij ∈ η1
such that f : Iij → Ij is a homeomorphism. Let gij : Ij → Iij be
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its inverse. For each w = i0i1 · · · inin+1 · · · ∈ ΣA, let wn = i0i1 · · · in.
Define
gwn = gi0i1 · · · gin−1in
and
Iwn = gwn(Iin).
Then Iwn ∈ ηn+1 and gwn : Iin → Iwn is a homeomorphism. One can
check that
· · · ⊂ Iwn ⊂ Iwn−1 ⊂ Iw1 ⊂ Ii0
Since the length of Iwn tends to zero exponentially as n goes to infinity,
the set ∩∞n=0Iwn contains one point xw. Define
π(w) = xw.
Then we have that
π(σA(w)) = fX(π(w)), ∀ w ∈ ΣA.
Note that π is 1-1 except for countably many points which are endpoints
of Iwn for all wn, n ≥ 0.
Thus from the dynamical system point of views, the symbolic dynam-
ical system (ΣA, σA) is the topological model for all marked Riemann
surfaces (X, hX) by X0.
4.2. Geometric models. Now we are going to define the dual sym-
bolic space Σ∗A and geometric models for all marked Riemann sur-
faces (X, hX) by X0. For any finite strings wn = i0i1 · · · in−1in with
ailil+1 = 1, 0 ≤ l ≤ n − 1, we rewrite it as w
∗
n = jnjn−1 · · · j1j0, where
jn = i0, jn−1 = i1, · · · , j1 = in−1, j0 = in. Then ajljl−1 = 1. Define the
right cylinder
[w∗n] = {w˜
∗ = · · · j′n+m+1 · · · j
′
n+m · · · j
′
n+1w
∗
n}
for all j′n+m ∈ {1, · · · , k} and aj′n+m+1j′n+m = 1, m = 1, · · · and aj′n+1jn =
1 . All these right cylinders form a topological basis for the space
Σ∗A = {w
∗ = · · · jn · · · j1j0 | jn ∈ {1, · · · , k}}.
We call this topological space the dual symbolic space. The left shift
σ∗A : Σ
∗
A → Σ
∗
A is defined as
σ∗A : w
∗ = · · · jn · · · j1j0 → σ
∗
A(w
∗) = · · · jn · · · j1.
A function
S(w∗) : Σ∗A → R
is called Lipschitz if there are constants C > 0 and 0 < µ < 1 such
that
|S(w∗)− S(w˜∗)| ≤ Cµn
11
as long as the first n digits from the right of w∗ and w˜∗ are the same.
The geometric model for a marked Riemann surface (X, hX) by X0 is
defined as a Lipschitz function as follows.
Let
fX : S
1 → S1
be the transitive expanding Markov map with the Markov partition
η0 = {I1, · · · , Ik}
for the marked Riemann surface (X, hX) by X0. Then we have a se-
quence of Markov partitions
ηn = f
−n
X η0
for n = 1, 2, · · · . Each interval in ηn has a unique labeling w
∗
n =
jn · · · j1j0, which we denote as Iw∗n. Then Iσ∗A(w∗n) is an interval in ηn−1,
where σ∗A(w
∗
n) = jn · · · j1. We have that Iw∗n ⊂ Iσ∗A(w∗n). Define the
pre-scaling function at w∗n as
SX(w
∗
n) =
|Iw∗n|
|Iσ∗
A
(w∗n)|
.
Lemma 2. For any w∗ = · · · jn · · · j1j0, let w
∗
n = jn · · · j1j0, then
SX(w
∗) = lim
n→∞
SX(w
∗
n) = lim
n→∞
|Iw∗n|
|Iσ∗
A
(w∗n)|
exists and converges uniformly on w∗ ∈ Σ∗A. Moreover,
SX(w
∗) : Σ∗A → (0, 1)
defines a Lipschitz continuous function.
Proof. For any w∗ = · · · jn · · · j1j0, let w
∗
n = jn · · · j1j0, we consider the
sequence {SX(w
∗
n)}
∞
n=0. For any m > n > 0,
SX(w
∗
m) =
|Iw∗m|
|Iσ∗
A
(w∗m)|
=
|(fm−n)′(x)|
|(fm−n)′(y)|
|Iw∗n|
|Iσ∗
A
(w∗n)|
=
|(fm−n)′(x)|
|(fm−n)′(y)|
SX(w
∗
n)
for some x ∈ Iw∗n and y ∈ Iσ∗A(w∗n). Thus we get
|SX(w
∗
m)− SX(w
∗
n)| ≤
∣∣∣ |(fm−n)′(x)|
|(fm−n)′(y)|
− 1
∣∣∣SX(w∗n) ≤
∣∣∣ |(fm−n)′(x)|
|(fm−n)′(y)|
− 1
∣∣∣
From the calculation which we got (1), we have a constant C > 0 such
that ∣∣∣ |(fm−n)′(x)|
|(fm−n)′(y)|
− 1
∣∣∣ ≤ Cµn.
Thus,
|SX(w
∗
m)− SX(w
∗
n)| ≤ Cµ
n.
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This implies that {SX(w
∗
n)}
∞
n=0 is a Cauchy sequence and
SX(w
∗) = lim
n→∞
SX(w
∗
n) = lim
n→∞
|Iw∗n|
|Iσ∗
A
(w∗n)|
exists. Furthermore, the limit is uniformly on Σ∗A.
Moreover, if we consider w∗ and w˜∗ with the same first n digits from
the right, then we can write them as w∗ = · · ·w∗n and w˜
∗ = · · ·w∗n. So
we have that for any m ≥ n,
|SX(w
∗
m)− SX(w˜
∗
m)| =
∣∣∣ |(fm−n)′(x)|
|(fm−n)′(y)|
−
|(fm−n)′(x˜)|
|(fm−n)′(y˜)|
∣∣∣SX(w∗n) ≤ 2Cµn
for some x, y ∈ Iσ∗
A
(w∗m) and x˜, y˜ ∈ Iσ∗A(w˜∗m). By taking limit, we get
|SX(w
∗)− SX(w˜
∗)| ≤ 2Cµn.
Therefore,
SX(w
∗) : Σ∗A → (0, 1)
is a Lipschitz function. 
Definition 4. For a marked Riemann surface (X, hX) by X0, we call
the Lipschitz function
SX(w
∗) : Σ∗A → (0, 1)
its scaling function.
The scaling function is a geometric model because of the following
theorem.
Theorem 2. Suppose (X, hX) and (Y, hY ) are two marked Riemann
surfaces by X0. Then there is a conformal map α : X → Y such that
h−1Y ◦ α ◦ hX : X0 → X0 is homotopic to the identity if and only if
SX = SY .
Proof. We first prove the “only if” part. Suppose there is a conformal
map α : X → Y such that h−1Y ◦ α ◦ hX : X0 → X0 is homotopic to the
identity. Let
HX , HY ,Ψ : D→ D
be lifts of hX , hY , and α. Then H
−1
Y ◦ Ψ ◦ HX : D → D is a lift of
h−1Y ◦α ◦ hX : X0 → X0. From Theorem 1, there is a lift H
−1
Y ◦Ψ ◦HX
whose restriction to the unit circle S1 is the identity. Thus
HY (x) = Ψ ◦HX(x), ∀ x ∈ S
1.
Note that hX and hY induce isomorphisms from Γ0 to ΓX and ΓY ,
respectively, and HX and HY are the corresponding boundary corre-
spondences. From the definition of the Markov maps fX and fY , we
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have that
Ψ ◦ fX = fY ◦Ψ.
This further implies that Iw∗n,Y = Ψ(Iw∗n,X) for all w
∗
n. By the mean
value theorem, we have ξn ∈ Iw∗n,Y and ηn ∈ Iσ∗A(w∗n),Y such that
SY (w
∗) = lim
n→∞
|Iw∗n,Y |
|Iσ∗
A
(w∗n),Y |
= lim
n→∞
|Ψ(Iw∗n,X)|
|Ψ(Iσ∗
A
(w∗n),X)|
= lim
n→∞
|Ψ′(ξn)|
|Ψ′(ηn)|
|Iw∗n,X |
|Iσ∗
A
(w∗n),X |
= lim
n→∞
|Iw∗n,X |
|Iσ∗
A
(w∗n),X |
= SX(w
∗)
since |ξn − ηn| ≤ |Iσ∗
A
(w∗n),X | → 0.
Now we prove the “if” part. Consider h = hY ◦ h
−1
X : X → Y .
Suppose X = D/ΓX and Y = D/ΓY . Let φXY : ΓX → ΓY be the
isomorphism induced by h. Let H : S1 → S1 be the boundary corre-
spondence, that is,
H ◦ γ(x) = φXY (γ) ◦H(x)
for all γ ∈ ΓX and x ∈ S
1. From the definition of fX and fY , H is a
topological conjugacy from fX to fY on S
1, that is,
fY ◦H = H ◦ fX .
From SY = SX , we claim that H is a Lipschitz map from S
1 to S1.
We prove this claim. For any interval Iw∗n,X ∈ ηn,X , Iw∗n,Y = H(Iw∗n,X) ∈
ηn,Y . Then∣∣∣ log( |H(Iw∗n,X)|
|Iw∗n,X |
)∣∣∣ = ∣∣∣ log ( |Iw∗n,Y |
|Iw∗n,X |
)∣∣∣ = | log |Iw∗n,Y | − log |Iw∗n,X ||
=
∣∣∣
n−1∑
k=0
(
log SY (w
∗
n−k)− log SX(w
∗
n−k)
)
+ log |Ij0,Y | − log |Ij0,X |
∣∣∣
≤
n−1∑
k=0
∣∣∣ log SY (w∗n−k)− log SX(w∗n−k)
∣∣∣ + ∣∣∣ log |Ij0,Y | − log |Ij0,X |
∣∣∣
≤
n−1∑
k=0
∣∣∣SY (w∗n−k)− SX(w∗n−k)
∣∣∣+ C1
where
C1 = sup
j0
∣∣∣ log |Ij0,Y | − log |Ij0,X |
∣∣∣ <∞.
There are constants C2 > 0 and 0 < µ < 1 such that that
|SX(w
∗
n−k)− SX(w
∗)| ≤ C2µ
n−k
and
|SY (w
∗
n−k)− SY (w
∗)| ≤ C2µ
n−k.
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But SX(w
∗) = SY (w
∗). So we have that∣∣∣SX(w∗n−k)− SY (w∗n−k)
∣∣∣ ≤ 2C2µn−k.
This implies that
C−13 ≤
|H(Iw∗n,X)|
|Iw∗n,X |
≤ C3
where C3 = exp(2C2/(1− µ) + C1).
Since the set of all endpoints of {H(Iw∗n,X)} and the set of all end-
points {Iw∗n,X} are both dense in S
1, so the additive formula implies
that for any x, y ∈ S1,
C−13 ≤
|H(x)−H(y)|
|x− y|
≤ C3.
That is H is a bi-Lipschitz map. Therefore, H is differentiable almost
everywhere and has a point x0 ∈ S
1 such that H ′(x0) 6= 0. According
to the following Tukia’s theorem, H is a Mo¨bius transformation Ψ on
S1. This implies that
H−1Y ◦Ψ ◦HX(x) = x
for all x ∈ S1. From Theorem 1,
h−1Y ◦ α ◦ hX : X0 → X0
is homotopic to the identity, where α : X → Y is the conformal map
which has a lift Ψ. 
The following theorem is first proved by Tukia in [17]. It is a stronger
version of Mostow’s rigidity theorem in the 2-dimensional case. We
have proved a similar result for dynamical systems with possibly critical
points presented in [7, 8, 9] (see also a survey article [14]). For the
completeness of this paper, we give a proof of Tukia’s theorem from
the dynamical system point of views.
Theorem 3 (Tukia [17]). Suppose X = D/ΓX and Y = D/ΓY are
two closed hyperbolic Riemann surface of genus g ≥ 2. Suppose φ :
ΓX → ΓY is an isomorphism. Let H : S
1 → S1 be the boundary
correspondence. Then H is a Mo¨bius transformation if and only if H
is differentiable at one point with non-zero derivative.
Proof. Since H is the boundary correspondence for φ : ΓX → ΓY , we
have that
H ◦ γ(x) = φ(γ) ◦H(x)
for any γ ∈ ΓX and x ∈ S
1.
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Consider a marked Riemann surface (X, hX) by X0 = D/Γ0. Then
hX induces an isomorphism φX : Γ0 → ΓX . Consider the isomorphism
φY = φ◦φX : Γ0 → ΓY and its boundary correspondence HY : S
1 → S1,
that is
(2) HY ◦ γ(x) = φY (γ) ◦HY (x)
for any γ ∈ Γ0 and x ∈ S
1. Then HY can be extended to D still satis-
fying the above equation (2) (this extension may not be unique but the
boundary correspondence is unique). So it induces a quasiconformal
homeomorphism hY : X0 → Y . Thus we get a marked Riemann sur-
face (Y, hY ). Suppose fX and fY are the transitive expanding Markov
maps corresponding to (X, hX) and (Y, hY ). Then
fY ◦H = H ◦ fX
on S1.
If H is a Mo¨bius transformation, since it is a diffeomorphism of S1,
H ′(x) 6= 0. This is the “only if” part.
To prove the “if” part, supposeH is differentiable at x0 withH
′(x0) >
0. Let {ηn,X}
∞
n=0 be the sequence of Markov partitions for fX . Then
there is a sequence of nested intervals Iwn ∈ ηn,X such that
x0 ∈ · · · ⊂ Iwn ⊂ Iwn−1 ⊂ · · · Iw1.
Without loss of generality, we assume that x0 is an interior point of
Iwn for all n ≥ 0.
Suppose H is differentiable at a point x0 on the circle. Then
H(x) = H(x0) +H
′(x0)(x− x0) + o(|x− x0|)
for x close to x0.
Consider {xn = f
n
X(x0)}
∞
n=0. Let 0 < a < 1 be a real number. Con-
sider the interval In = (xn, xn + a). Let Jn = (x0, zn) be an interval
such that
fnX : Jn → In
is a C2 diffeomorphism. Let f−nX : In → Jn denote its inverse. Since
fX is expanding, the length |Jn| → 0 as n→∞. Similarly, we have
fnY : H(Jn)→ H(In)
is a C2 diffeomorphism. Let f−nY : H(In)→ H(Jn) be its inverse. Then
H(x) = fnY ◦H ◦ f
−n
X (x), x ∈ In.
Let
αn(x) =
x− x0
xn − x0
: Jn → (0, 1)
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and
βn(x) =
x−H(x0)
H(xn)−H(x0)
: H(Jn)→ (0, 1).
Then
H(x) = (fnY ◦ β
−1
n ) ◦ (βn ◦H ◦ α
−1
n ) ◦ (αn ◦ f
−n
X )(x), x ∈ In.
The key estimate comes from the following distortion result (the proof
is similar to the proof of Lemma 1 or refer to [12, Chapter 1]): There
is a constant C > 0 independent of n and any inverse branches of fnX
and fnY such that
(3)
∣∣∣∣log |(f
−n
X )
′(x))
(f−nX )
′(y))
|
∣∣∣∣ ≤ C|x− y|, for all x and y in In
and
(4)
∣∣∣∣log |(f
−n
Y )
′(x))
(f−nY )
′(y))
|
∣∣∣∣ ≤ C|x− y|, for all x and y in H(In).
From this distortion property, one can conclude that fnY ◦ β
−1
n and
αn ◦f
−n
X are sequences of bi-Lipschitz homeomorphisms with a uniform
Lipschitz constant. Therefore, they have convergent subsequences.
Without loss of generality, let us assume that these two sequences
themselves are convergent. The map βn ◦H ◦α
−1
n converges to a linear
map.
Since the unit circle is compact and all In have fixed length a, there is
a subsequence Ini of intervals such that ∩
∞
i=1Ini contains an interval I of
positive length. Without loss of generality, let us assume that ∩∞n=1In
contains an interval I of positive length. Thus H is a bi-Lipschitz
homeomorphism on I.
Since H|I is bi-Lipschitz, H ′ exists a.e. in I and is integrable. Since
(H|I)′(x) is measurable and H|I is a homeomorphism, we can find a
point y0 in I and a subset E0 containing y0 such that
1) H|I is differentiable at every point in E0;
2) y0 is a density point of E0;
3) H ′(y0) 6= 0; and
4) the derivative H ′|E0 is continuous at y0.
5) y0 is not an endpoint of an interval in ηn,X for all n ≥ 0.
Since S1 is compact, there is a subsequence {fnkX (y0)}
∞
k=1 converging
to a point z0 in S
1. Let I0 = (b, c) be an open interval such that
z0 ∈ I0. There is a sequence of interval {Ik}
∞
k=1 such that y0 ∈ Ik ⊆ I
and fnkX : Ik → I0 is a C
2 diffeomorphism. Then |Ik| goes to zero as k
tends to infinity.
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From the distortion property (1), there is a constant C4 > 0, such
that ∣∣∣ log( |(fnkX )′(w)|
|(fnkX )
′(z)|
)∣∣∣ ≤ C4, ∀w, z ∈ Ik, ∀k ≥ 1.
Since y0 is a density point of E0, for any integer s > 0, there is an
integer ks > 0 such that
|E0 ∩ Ik|
|Ik|
≥ 1−
1
s
, ∀k ≥ ks.
Let Ek = f
nk
X (E0 ∩ Ik). Then H is differentiable at every point in Ek
and, from the distortion property (1), there is a constant C5 > 0 such
that
|Ek ∩ I0|
|I0|
≥ 1−
C5
s
, ∀k ≥ ks.
Let
E = ∩∞s=1 ∪k≥ks Ek.
Then E has full measure in I0 and H is differentiable at every point in
E with non-zero derivative.
Next, we are going to prove that H ′|E is uniformly continuous. For
any x and y in E, let zk and wk be the preimages of x and y under
the diffeomorphism fnkX : Ik → I0. Then zk and wk are in E0. From
H ◦ fX = fY ◦H , we have that
H ′(x) =
(fnkY )
′(H(zk))
(fnkX )
′(zk)
H ′(zk)
and
H ′(y) =
(fnkY )
′(H(wk))
(fnkX )
′(wk)
H ′(wk).
So∣∣∣ log (H ′(x)
H ′(y)
)∣∣∣ ≤
∣∣∣ log
∣∣∣ (fnkY )′(H(zk))
(fnkY )
′(H(wk))
∣∣∣
∣∣∣+
∣∣∣ log
∣∣∣(fnkX )′(wk)
(fnkX )
′(zk)
∣∣∣
∣∣∣+
∣∣∣ log (H ′(zk)
H ′(wk)
)∣∣∣.
Since fX and fY are both piecewise C
2. From the distortion prop-
erty (3) and (4), there is a constant C6 > 0 such that∣∣∣log
∣∣∣(fnkX )′(wk)
(fnkX )
′(zk)
∣∣∣
∣∣∣ ≤ C6|x− y|
and ∣∣∣log ∣∣∣ (fnkY )′(H(zk))
(fnkY )
′(H(wk))
∣∣∣∣∣∣ ≤ C6|H(x)−H(y)|
for all k ≥ 1. Therefore,∣∣∣ log (H ′(x)
H ′(y)
)∣∣∣ ≤ C6
(
|x− y|+ |H(x)−H(y)|
)
+
∣∣∣ log (H ′(zk)
H ′(wk)
)∣∣∣
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for all k ≥ 1. Since H ′|E0 is continuous at y0, the last term in the last
inequality tends to zero as k goes to infinity. Hence∣∣∣ log(H ′(x)
H ′(y)
)∣∣∣ ≤ C6
(
|x− y|+ |H(x)−H(y)|
)
.
This means that H ′|E is uniformly continuous. So it can be extended
to a continuous function φ on I0. Because H|I0 is absolutely continuous
and E has full measure,
H(x) = H(a) +
∫ x
a
H ′(x)dx = H(a) +
∫ x
a
φ(x)dx
on I0. This implies that H|I0 is actually C
1. (This, furthermore,
implies that H|I0 is C
2).
Now for any x ∈ S1, let J be an open interval about x. By the ex-
pansive and transitivity properties of fX , there is an integer n > 0 and
an open interval J0 ⊂ I0 such that f
n
X : J0 → J is a C
1 diffeomorphism.
By the equation H ◦ fX = fY ◦H , we have that H|J is C
1. Therefore,
H is C1.
Since H : S1 → S1 is the boundary correspondence for φXY : ΓX →
ΓY , we have that
H ◦ γ(x) = φXY (γ) ◦H(x)
for all γ ∈ ΓX and x ∈ S
1. By composition and post-composition
Mo¨bius transformations, we can assume that γ(x) = λx and φXY (γ)(x) =
λx (C1-diffeomorphism preserves the eigenvalue at a periodic point),
then we can get that H(x) = ax. Thus H is a Mo¨bius transformation.
We proved the theorem. 
5. Teichmu¨ller space represented by the space of functions
Let T (X0) be the Teichmu¨ller space ofX0. It is the space of all equiv-
alence classes τ = [(X, hX)] of all marked Riemann surfaces (X, hX)
by X0. Let
F = {SX}
be the space of all scaling functions. The following result is a conse-
quence of Theorem 2 now.
Theorem 4. Any marked Riemann surfaces (X, hX) and (Y, hY ) by
X0 are in a same point τ ∈ T (X0) if and only if they have the same
scaling functions, that is, SX = SY .
Proof. Since (X, hX), (Y, hY ) ∈ τ if and only if there is a conformal
map α : X → Y such that h = h−1Y ◦ α ◦ hX : X0 → X0 is homotopic
to identity. 
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Thus we can denote Sτ = SX for any (X, hX) ∈ τ ∈ T (X0) and
introduce a bijective map from the Teichmu¨ller space T (X0) to the
function space F ,
ι : T (X0)→ F ; ι(τ) = Sτ , τ ∈ T (X0).
Now suppose R is any closed Riemann surface of genus g. Let
h0 : X0 → R be a quasiconformal homeomorphism. For any marked
Riemann surface (X, hX) by R, we have a marked Riemann surface
(X, hX ◦h0) by X0. For any two marked Riemann surfaces (X, hX) and
(Y, hY ) by R, if there is a conformal map α : X → Y such that
h−1Y ◦ α ◦ hX : R→ R
is homotopic to the identity, then
h−10 ◦ h
−1
Y ◦ α ◦ hX ◦ h0 : X0 → X0
is also homotopic to the identity. Thus this gives a bijective map
ϑ : T (R)→ T (X0). Therefore, we have a bijective map
ιR = ι ◦ ϑ : T (R)→ F .
6. Bers’ embedding for F .
Let R = D/Γ be a closed hyperbolic Riemann surface of genus g ≥ 2.
The group Γ acts on the whole Riemann sphere P1. The limit set of Γ
is just the unit disk S1. The quotient
R∗ = (P1 \ D)/Γ
of the outer of the closed unit disk is another closed hyperbolic Riemann
surface complex conjugate to R. Let T (R) be the Teichmu¨ller space of
R. Suppose τ = [(X, hX)] ∈ T (R) and X = D/ΓX . Then hX can be
lift to a quasiconformal homeomorphism H : D → D conjugating the
Fuchsian group Γ and ΓX . Let µH = Hz/Hz be the Belrtami coefficient
of H . Extend it to the whole Riemann sphere P1 by
µ(z) =
{
µH(z), z ∈ D
0, z ∈ D∗ = P1 \ D.
Let Φ(z) : P1 → P1 be the normalized solution to the Beltrami equation
Φz = µ(z)Φz.
Since µ is Γ-invariant, we have that
γ∗(µΦ)(z) = µΦ(z)
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for all γ ∈ Γ. Since the solution of the Beltrami equation is unique
up to post-composition with a Mo¨bius transformation, so there is an
isomorphism
φ : Γ→ ΓX
such that
Φ ◦ γ = φ(γ) ◦ Φ
for all γ ∈ Γ. Thus Φ conjugates Γ to ΓX . By the construction of Φ, it
is conformal in D∗. This implies that
R∗ = Φ(D∗)/ΓX and X = Φ(D)/ΓX .
The Schwarzian derivative
s(Φ)(z) =
(Φ′′′(z)
Φ′(z)
−
3
2
(Φ′′(z)
Φ′(z)
)2)
dz2, z ∈ D∗,
is Γ-invariant. It induces a quadratic differential on R∗ and is indepen-
dent of the choice of (X, hX) ∈ τ . Thus we get a quadratic differen-
tial s(τ) on R∗. Let Q(R∗) be the space of all quadratic differentials
q = q(z)dz2 on R∗ with the norm
||q|| = sup
z∈R∗
(|q(z)|ρ−2(z)).
where ρ is the hyperbolic metric on S∗. Then it is a complex dimension
3g − 3 linear space. Then we can embed T (R) into Q(R∗) by
s(τ) : T (R)→ Q(R∗).
It is called Bers’s embedding. So we can think T (R) as an open domain
of Q(R∗).
Now take R = X0 and consider
s ◦ ι−1 : F → Q(R∗).
Then we can embed F into a complex manifold Q(R∗). Let B(1/2)
and B(3/2) be the balls of radii 1/2 and 3/2 in Q(R∗). Then we have
that
B(1/2) ⊂ s(ι−1(F)) ⊂ B(3/2).
7. Teichmu¨ller metric and maximum metric.
The Teichmu¨ller metric on T (R) is defined as follows. Given any
two points τ, τ ′ ∈ T (R). Let (X, hX) ∈ τ and (Y, hY ) ∈ τ
′. Then
hXY = hY ◦ h
−1
X : X → Y is a quasiconformal homeomorphism. Define
dT (τ, τ
′) = inf
1
2
inf{logK(h) | h : X → Y is homotopic to hXY }
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where the first inf takes over all marked Riemann surfaces (X, hX) ∈ τ
and (Y, hY ) ∈ τ
′ by R and where
K(h) = sup
z∈X
|hz|+ |hz|
|hz| − |hz|
.
Since the map ϑ : T (R) → T (X0) is an isometry, we only need to
consider the case R = X0 for the purpose of the study of metrics.
Suppose R = X0. Since ι : T (R) → F is one-to-one and onto, we
can define the Teichmu¨ller metric on F as
dT (S, S
′) = dT (ι
−1(S), ι−1(S ′)).
Since S = ι(τ) is a function on Σ∗A, it has a natural maximum norm
||S|| = sup
w∗∈Σ∗
A
|S(w∗)|.
The distance is defined as
d(S, S ′) = ||S − S ′||.
This introduces a metric dmax(·, ·) on the Teichmu¨ller space T (R),
dmax(τ, τ
′) = d(ι(τ), ι(τ ′))
for any τ, τ ′ ∈ T (R).
Theorem 5. The identity map
idTM : (T (R), dT )→ (T (R), dmax)
is uniformly continuous.
To prove this theorem, we need several lemmas. Weierstrass’ P-
function is defined by
P(z) =
1
z2
+
∑( 1
(z −mω1 − nω2)2
−
1
(mω1 + nω2)2
)
.
It is a solution of the differential equation
P ′(z)2 = 4(P(z)− e1)(P(z)− e2)(P(z)− e3)
where
e1 = P(
ω1
2
), e2 = P(
ω2
2
), e3 = P(
ω1 + ω2
2
).
They are distinct numbers.
Let κ = ω2/ω1 and consider only the half-plane ℑκ > 0. Then we
have a function
ρ(κ) =
e3 − e1
e2 − e1
.
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Lemma 3. ρ(κ) 6= 0, 1 is an analytic function and
ρ(i) =
1
2
.
Suppose H is the upper half plane. It is another model of the hyper-
bolic disk D. Suppose Φ : H → H is a K-quasiconformal orientation-
preserving homeomorphism. Then it can be extended to a homeomor-
phism, which we still denote as Φ, of H ∪ R. Let ψ : R → R be the
restriction of Φ to the boundary of H. Then ψ is a quasisymmetric
homeomorphism and ψ(−∞) = −∞ and φ(+∞) = +∞. We have
that
Lemma 4.
λ(K)−1 =
1− ρ(iK)
ρ(iK)
≤
|ψ(x+ t)− ψ(x)|
|ψ(x)− ψ(x− t)|
≤ λ(K) =
ρ(iK)
1− ρ(iK)
.
The proofs of the above two lemmas can be found in Ahlfors’ book [1].
The further estimation of λ(K) is that (refer to [15])
(5) λ(K) ≤ e5(K−1).
Let ϕ : S1 → S1 be an orientation preserving homeomorphism.
Suppose ǫ > 0 and M > 1 are two constants. We call it (ǫ,M)-
quasisymmetric if
M−1 ≤
|ϕ(x)− ϕ(x+y
2
)|
|ϕ(x+y
2
)− ϕ(y)|
≤M
for any x, y ∈ S1 and |x− y| ≤ ǫ, where | · | means the Lebesgue metric
on S1.
By considering the equality (5) or Lemmas 3 and 4 and ρ(κ) is con-
tinuous at i, we have that
Lemma 5. There are two bounded functions ǫ(K) > 0 and M(K) >
1 with ǫ(K) → 0+ and M(K) → 1+ as K → 1+ such that if H
is a K-quasiconformal homeomorphism of D, then ϕ = H|S1 is a
(ǫ(K),M(K))-quasisymmetric homeomorphism of S1.
Proof. Suppose Υ is a Mo¨bius transformation mapping R to S1. Then
Υ−1◦H◦Υ is aK-quasiconformal homeomorphism ofH. From Lemma 4,
|Υ′(ξ)|
|Υ′(η)|
λ(K)−1 ≤
|ϕ(x)− ϕ(x+y
2
)|
|ϕ(x+y
2
)− ϕ(y)|
≤
|Υ′(ξ)|
|Υ′(η)|
λ(K)
where ξ, η ∈ [x, y]. Without loss of generality, we assume that Υ−1([x, y])
is in a fixed compact set of R (otherwise, we use a different Υ such that
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Υ−1([x, y]) away from∞). Thus we have a number ǫ(K) > 0 such that
|Υ′(ξ)|
|Υ′(η)|
≤ e5(K−1)
for any |y − x| ≤ ǫ(K). Thus we can take
M(K) = e10(K−1) → 1+, as K → 1+.

Suppose [a, b] is an interval and H : [a, b] → H([a, b]) is a homeo-
morphism. We say H is M-quasisymmetric on [a, b] if
M−1 ≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤M
for any x, x+ t, x− t ∈ [a, b] and t > 0. We give a proof of the following
lemma.
Lemma 6. There is a bounded function ζ(M) > 0 satisfying ζ(M)→
0 as M → 1+ such that for any M-quasisymmetric homeomorphism H
of [0, 1] with H(0) = 0 and H(1) = 1,
|H(x)− x| ≤ ζ(M), ∀ x ∈ [0, 1].
Proof. Consider points xn = 1/2
n, n = 0, 1, · · · . TheM-quasisymmetry
condition implies that
M−1 ≤
H( 1
2n−1
)−H( 1
2n
)
H( 1
2n
)−H(0)
≤M.
From this and the fact that H(0) = 0, we get
(1 +M−1)H(
1
2n
) ≤ H(
1
2n−1
) ≤ (1 +M)H(
1
2n
).
This gives
1
1 +M
H(
1
2n−1
) ≤ H(
1
2n
) ≤
1
1 +M−1
H(
1
2n−1
).
Using the fact that H(1) = 1, we further get( 1
1 +M
)n
≤ H(
1
2n
) ≤
( 1
1 +M−1
)n
, ∀ n ≥ 1.
Furthermore, by M-quasisymmetry and induction on n = 1, 2, · · · ,
yield( 1
1 +M
)n
≤ H(
i
2n
)−H(
i− 1
2n
) ≤
( 1
1 +M−1
)n
, ∀ n ≥ 1, 1 ≤ i ≤ 2n.
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Let
χn = max
{(
M
M + 1
)n
−
1
2n
,
1
2n
−
(
1
M + 1
)n}
, n = 1, 2, · · · .
Then for n = 1,
|H(
1
2
)−
1
2
| ≤ χ1 =
1
2
M − 1
M + 1
,
and for any n > 1, we have
max
0≤i≤2n
∣∣∣H( i
2n
)−
i
2n
∣∣∣ ≤ max
0≤i≤2n−1
∣∣∣H( i
2n−1
)−
i
2n−1
∣∣∣+ χn
By summing over k for 1 ≤ k ≤ n, we obtain
max
0≤i≤2n
∣∣∣H( i
2n
)−
i
2n
∣∣∣ ≤ δn =
n∑
k=1
χk.
If we put ζ(M) = sup1≤n<∞{δn}, by summing geometric series, we
obtain
ζ(M) = max
1≤n<∞
{
M−1+
1
2n
−M
( M
1 +M
)n
, 1−
1
M
+
1
M
( 1
M
)n
−
1
2n
}
.
Clearly, ζ(M)→ 0 as M → 1, and since the dyadic points
{i/2n | n = 1, 2, · · · ; 0 ≤ i ≤ 2n}
are dense in [0, 1], we conclude
|H(x)− x| ≤ ζ(M) ∀ x ∈ [0, 1],
which proves the lemma. 
Concluding from the above four lemmas, we have that
Lemma 7. There is a bounded function ̺(ξ) > 0 with ̺(ξ) → 0 as
ξ → 0 such that
dmax(τ, τ
′) ≤ ̺(dT (τ, τ
′))
for any two τ, τ ′ ∈ T (X0).
Proof. Suppose K = exp(2dT (τ, τ
′)) ≥ 1. Then we have two marked
Riemann surfaces (X, hX) ∈ τ and (Y, hY ) ∈ τ
′ such that
hXY = hY ◦ h
−1
X : X = D/ΓX → Y = D/ΓY
is a K-quasisconformal homeomorphism. (We can pick hXY as the
Teichmu¨ller map.) Then hXY can be lift to a K-quasiconformal home-
omorphism H of D such that H|S1 is the boundary correspondence for
the isomorphism from ΓX → ΓY induced by hXY . We still use H to
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denote its restriction to S1. Then, from Lemma 6, it is (ǫ(K),M(K))-
quasisymmetric on S1 and the conjugacy between the transitive ex-
panding Markov maps fX and fY , that is,
H ◦ fX = fY ◦H.
For any point w∗ = · · ·w∗n ∈ Σ
∗
A, we have that
Iw∗n,X ∈ ηn,X and Iσ∗(w∗n),X ∈ ηn−1,X
and
Iw∗n,Y = H(Iw∗n,X) ∈ ηn,Y and Iσ∗(w∗n),Y = H(Iσ∗(w∗n),X) ∈ ηn−1,Y .
Note that
Iw∗n,X ⊂ Iσ∗(w∗n),X and Iw∗n,Y ⊂ Iσ∗(w∗n),Y .
Let n0 > 0 be an integer such that
|Iσ∗(w∗n),X | ≤ ǫ(K)
for all n ≥ n0. Then H|Iσ∗(w∗n),X is a M(K)-quasisymmetric homeo-
morphism.
By considering [0, 1] gluing 0 and 1 as a model of S1, then by rescaling
Iσ∗(w∗n),X and Iσ∗(w∗n),Y into the unit interval [0, 1] by linear maps, we
can think H|Iσ∗(w∗n),X is a M(K)-quasisymmetric homeomorphism of
[0, 1] and fixes 0 and 1. Then Lemma 6 implies that
|SY (w
∗
n)− SX(w
∗
n)| =
∣∣∣ |H(Iw∗n,X)|
|H(Iσ∗(w∗n),X)|
−
|Iw∗n,X |
|Iσ∗(w∗n),X |
∣∣∣ ≤ ζ(M(K)).
This implies that
|SY (w
∗)− SX(w
∗)| ≤ ζ(M(K)).
Therefore,
dmax(τ, τ
′) ≤ ζ(M(dT (τ, τ
′)).
We take ̺(ξ) = ζ(M(ξ)). The bounded function ̺(ξ) → 0 as ξ → 0+.
We completed the proof. 
Proof of Theorem 5. For any ǫ > 0, there is a δ > 0 such that ̺(ξ) < ǫ
for any 0 ≤ ξ < δ. Thus for any τ, τ ′ ∈ T (R) with dT (τ, τ
′) < δ, from
Lemma 7, dmax(τ, τ
′) ≤ ̺(dT (τ, τ
′)) < ǫ. Thus
id : (T (R), dT (·, ·))→ (T (R), dmax(·, ·))
is uniformly continuous. We have proved the theorem. 
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Theorem 6. The identity map
idMT : (T (R), dmax)→ (T (R), dT )
is continuous.
Proof. Suppose idMT : (T (R), dmax) → (T (R), dT ) is not continuous.
That is, we have a real number ǫ > 0 and a point S = ι(τ) and a
sequence of points {Sm = ι(τm)}
∞
m=1 in the Teichmu¨ller space T (R)
such that
dmax(τm, τ) = ‖Sm − S‖ → 0 as m→∞
but
dT (τm, τ) ≥ ǫ, ∀ m.
Let (X, hX) ∈ τ be a fixed representation and (Xm, hXm) ∈ τm for each
m be a representation such that
hm = hXm ◦ h
−1
X : X = D/ΓX → Xm = D/Γm
is a Km = exp(2dT (τm, τ))-quasiconformal homeomorphism. (We can
pick hm as the Teichmu¨ller map.) Then hm can be lift to a Km-
quasiconformal map Hm of D such that Hm|S
1 is the boundary cor-
respondence for the isomorphism from Γm → Γ induced by hm. We
still use Hm to denote this boundary correspondence. Let fXm and
fX are the corresponding Markov maps. Let {ηn}
∞
n=0 and {ηm,n}
∞
n=0
be the corresponding sequences of nested Markov partitions. Since
‖Sm − S‖ → 0 as m → ∞, we have a constant a = a(S) > 0 such
that Sm(w
∗) ≥ a for sufficient large m and all w∗ ∈ Σ∗A. Let us assume
this true for all m. Since Σ∗A is a compact set, we have that there is
another constant b = b(a) > 0 such that Sm(w
∗
n) ≥ b (pre-scaling func-
tions in Lemma 2) for all m and all n. This says that the collection
of the sequences {ηm,n}
∞
n=0 of nested Markov partitions has uniformly
bounded geometry. From a method in [10], which gives a calculation of
quasisymmetric dilatation from bounded geometry, we have a constant
M > 0 such that the quasisymmetric dilatations of all Hm are less than
or equal to M . From [4], we know the quasiconformal dilatation of the
Douady-Earle extension of Hm to D is controlled by the quasisymmet-
ric dilatation of Hm. Thus we have a constant K such that all Km
is less than or equal to K. This says that the sequence {τm}
∞
m=1 is
contained in the closed ball
BK(S) = {η ∈ T (R) | dT (η, τ) ≤
1
2
logK}
which is a compact set. So we have a convergent subsequence. Let us
assume that {τm}
∞
m=1 itself is convergent and converges to τ˜ = [(Y, hY )].
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Let
hXY = hX ◦ h
−1
Y : X = D/ΓX → Y = D/ΓY
be a K˜ = exp(2dT (τ, τ˜ ))-quasiconformal homeomorphism. From our
assumption, we know that K˜ > 1. Let HXY be the corresponding
boundary correspondence. Then Hm converges to HXY on S
1 modulo
Mo¨bius transformations as m → ∞. Let us just assume that Hm
converges to HXY on S
1 as m→∞.
Let fY be the corresponding Markov map and let {ηn,Y }
∞
n=0 be the
sequence of nested Markov partitions. For any w∗n, let Iw∗n,Xm ∈ ηm,n
and Iw∗m,Y ∈ ηn,Y . We have that |Iw∗n,Xm | → |Iw∗m,Y | as m→∞ for each
fixed n and w∗n.
Since the sequences {ηm,n}
∞
n=0 of nested Markov partitions have uni-
formly bounded geometry, this again says that there are constants
C = C(S) > 0 and 0 < µ = µ(S) < 1 such that νn,m ≤ Cµ
n for
all n and m, where
νn,m = max
I∈ηn,m
|I|.
This implies that Sm(w
∗
n)→ Sm(w
∗) and SY (w
∗
n)→ SY (w
∗) as n→∞
uniformly on m ≥ 1 and w∗ ∈ Σ∗A. Thus we can change double limits
for each w∗ ∈ Σ∗A,
S(w∗) = lim
m→∞
Sm(w
∗) = lim
m→∞
lim
n→∞
Sm(w
∗
n)
= lim
n→∞
lim
m→∞
Sm(w
∗
n) = lim
n→∞
SY (w
∗
n) = SY (w
∗).
From Theorem 4, this implies that τ˜ = τ , therefore, dT (τ˜ , τ) = 0. This
is a contradiction. The contradiction says that
idMT : (T (R), dmax(·, ·))→ (T (R), dT (·, ·))
is continuous at each point S. We have completed the proof. 
However, the map in the last theorem is general not uniformly con-
tinuous (actually all constants in the proof depend on S). This can be
examined by the union of graphs of S ∈ T (R) which is an open section
in the open unit cube
∏∞
0 (0, 1) and the maximum norm on this open
unit cube is incomplete. However, from Theorems 5 and 6, we have
that
Corollary 1. The topology on T (R) induced from the maximum met-
ric dmax is the same as the topology on T (R) induced from the usual
Teichmu¨ller metric dT .
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8. Added Remark: pressure metric and WP metric
It is interesting to compare our function model and McMullen’s ther-
modynamical embedding. More interestingly, from McMullen’s calcu-
lation in [16], we have that the pressure metric for the tangent vector
d(logSt)/dt|t=0 of a smooth path ι(τt) = St through S0 is a constant
times the Weil-Petersson metric of dτt/dt|t=0.
Consider the subshift of finite type (ΣA, σA) in §4 associated to all
Marked Riemann surfaces (X, hX) by R. Let C
H = CH(ΣA) be the
space of all Ho¨lder continuous functions on ΣA. Two functions φ, ψ ∈
CH(ΣA) are said to be cohomologously equivalent, denoted as φ ∼co ψ
if there is a continuous function u on ΣA such that
φ− ψ = u ◦ σA − u.
It is an equivalence relation. We say φ is a co-boundary if φ ∼co 0. We
use
CCH = CH(ΣA)/ ∼co
to denote the space of all cohomologous equivalence classes. For each
θ ∈ CCH , there is an important thermodynamical quantity called the
pressure P (θ) = P (φ) for any φ ∈ θ associated to it. It is a smooth
concave function on CCH . Let
CCH0 = {θ ∈ CC
H | P (θ) = 0}
be the subspace of all equivalence classes with zero pressure. In [16],
McMullen embedded the Teichmu¨ller space T (R) into CCH0 through
cohomologous equivalence classes θ = [φX ] where
φX = − log f
′
X ◦ πX
and where fX are Markov maps associated to all marked Riemann
surfaces (X, hx) by R in §3. Just like we did in the circle expanding
mappings case in [11] (also see [12]), the scaling function Sτ on the
dual symbolic space Σ∗A can be thought as a single function represen-
tation for the cohomologous equivalence class θ = [φX ] for any marked
Riemann surface (X, hX) ∈ τ but it is in the dual point of view. There-
fore, our scaling function model F can be thought as a dual version of
McMullen’s thermodynamical embedding. However, our model gives a
single function representation for each coholomogous equivalence class
as well as for each Teichmu¨ller equivalence class.
For every θ ∈ CCH0 , there is a unique Gibbs measure mθ for the
system (ΣA, σA, φ) where φ is any function in θ (see, for example, [13]
and other references in it). For every [ψ] ∈ CCH0 with zero mean, that
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is,
∫
ΣA
ψdmφ = 0, the variance is given by
V ar([ψ], mφ) = lim
n→∞
1
n
∫
ΣA
∣∣∣
n−1∑
k=0
ψ ◦ σkA(w)
∣∣∣2dmφ.
Then by convexity, the second derivative
D2P ([ψ]) = V ar([ψ], mθ).
The pressure metric of [ψ], given by
||[ψ]||2P =
V ar([ψ], mθ)
−
∫
ΣA
φdmθ
,
is nondegenerate. Suppose τt is a smooth path in T (R) through τ0.
The tangent vector τ˙0 = dτt/dt|t=0 can be represented uniquely by a
harmonic Beltrami differential µ = ρ−2φ where ρ is the hyperbolic met-
ric and φ is a holomorphic quadratic differential. The Weil-Petersson
metric on the tangent space Tτ0T (R) is given by
||τ˙0||
2
WP = ||µ||
2
WP =
∫
ρ2|µ|2 =
∫
ρ−2|φ|2.
Suppose τt is a smooth path in T (R) through τ0. There is a unique
family of homeomorphisms Ht of S
1 such that it is the family of bound-
ary correspondences from Γt to Γ0 where Xt = D/Γt ∈ τt. Let Φt be
the family of quasiconformal homeomorphisms from Bers’ embedding
in §6. Let Λt be the image of S
1 under Φt. Then Λt is a quasicircle
and is the limit set of the quasi-Fuchsian group Γ˜t obtained by gluing
the unit disk and the outer of unit disk by Ht. Let a(t) = HD(Λt) be
the Hausdorff dimension of Λt. Then a(t) has the minimum value 1 at
t = 0 since Λ0 = S
1. Let mt = Ht∗Leb be the pushforward measure of
Lebesgue measure on S1 by Ht. Then from Theorem 3, mt is totally
singular with respect to Lebesgue measure. Let b(t) = HD(mt) be the
Hausdorff dimension of the measure mt, that is,
b(t) = inf{HD(E) | mt(E) = 1}.
Then b(t) has the maximum value 1 at t = 0. Let θt be the cor-
responding cohomologous equivalence classes to τt from McMullen’s
thermodynamical embedding. Using a key equality in thermodynami-
cal formalism,
P ([φ] + t[ψ]) = P ([φ]) +
t2
2
V ar([ψ], m[φ]) +O(t
3),
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where m[φ] is the Gibbs measure for the system (ΣA, σA, φ) and [ψ] has
zero mean and V ar([ψ], m[φ]) is the variance, McMullen proved that
1
4
||θ˙0||
2
P =
d2a(t)
dt2
|t=0 = −
1
4
d2b(t)
dt2
|t=0 =
1
3
||τ˙0||
2
WP
area(τ0)
.
Now let us consider the dual symbolic dynamical system (Σ∗A, σ
∗
A)
and the space of all functions log Sτ for τ ∈ T (R) and ι(τ) = Sτ . First
we have that the pressure P (logSτ ) = 0 for every Sτ . Let St = ι(τt)
be the corresponding smooth path through S0 in our function model.
Let m∗0 = m
∗
logS0
be the Gibbs measure for the system (Σ∗A, σ
∗
A, logS0).
From the fact that P (logSt) = 0, we have that
dP (logSt)
dt
∣∣∣
t=0
=
∫
Σ∗
A
d(logSt)
dt
∣∣∣
t=0
dm∗0 = 0.
Thus the vector d logSt/dt|t=0 has zero mean. The variance is then can
be calculated as
V ar
(d(log St)
dt
∣∣∣
t=0
, m∗0
)
= lim
n→∞
1
n
∫
Σ∗
A
∣∣∣
n−1∑
k=0
d(log St)
dt
∣∣∣
t=0
◦(σ∗A)
k(w∗)
∣∣∣2dm∗0.
The pressure metric for d(log St)/dt|t=0 can be then defined and is given
by
∥∥∥d(logSt)
dt
∣∣∣
t=0
∥∥∥2
P
=
V ar
(
d(logSt)
dt
∣∣∣
t=0
, m∗0
)
−
∫
Σ∗
A
log S0dm∗0
.
From [12, page 76-77], for each periodic point w∗ = (jn−1 · · · j0)
∞ of
σ∗A, we have a periodic point w = (i0 · · · in−1)
∞ of σA. This correspon-
dence of periodic points is bijective. Moreover, from [12, Proposition
3.3],
n−1∑
k=0
logSτ ((σ
∗
A)
k(w∗)) =
n−1∑
k=0
φX(σ
k
A(w)).
for any (X, hX) ∈ τ ∈ T (R). Since the pressures P ([φX ]) and P (logSτ )
only depend on summations of values over periodic cycles, so they are
equal, that is,
P (logSτ ) = P ([φX ]).
Just like we did in [11], there is a one-to-one correspondence between
Gibbs measures m[φX ] for systems (ΣA, σA, φX) and Gibbs measure
m∗logSτ for systems (ΣA, σA, logSτ ). Thus for the smooth curve {ι(τt) =
St}, the variance
V ar
(d(log St)
dt
∣∣∣
t=0
, m∗logS0
)
= V ar(θ˙0, mθ0).
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Moreover, ∫
Σ∗
A
log S0dm
∗
0 =
∫
ΣA
φ0dmθ0
for any φ0 ∈ θ0. Thus we have that the pressure metric
∥∥∥d(log St)
dt
∣∣∣
t=0
∥∥∥2
P
=
4
3
||τ˙0||
2
WP
area(τ0)
.
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