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CHUANG XU
Abstract. In this paper, we prove a threshold result on the existence of a cir-
cularly invariant uniformizable probability measure (CIUPM) for linear trans-
formations with non-zero slope on the line. We show that there is a threshold
constant c depending only on the slope of the linear transformation such that
there exists a CIUPM if and only if its support has a diameter at least as large as
c.Moreover, the CIUPM is unique up to translation if the diameter of the support
equals c.
1. Introduction
This paper investigates a variant of invariant probability measure for linear trans-
formations on the line. Let R be the set of real numbers and T the unit circle iden-
tified with [0, 1[ via the canonical mapping t 7→ e2piit, where the usual notations for
intervals, e.g., [a, b[ = {x ∈ R : a ≤ x < b} are used throughout. Let λ and λT be
the Lebesgue measure on R and T, respectively. Denote by R :
R→ Tx 7→ 〈x〉 the
rotation mapping with 〈x〉 being the fractional part of x, and diam(A) := sup
x,y∈A
|x− y|
the diameter of a set A ⊂ R. Note that diam(A) ≥ λ(A) for every set A and the
equality holds if and only if λ(A) = +∞ or A is an interval but a Lebesgue measure
zero set (i.e., λ([inf A, sup A] \ A) = 0 with inf A and sup A denoting the infimum
and supremum of A, respectively). For every continuous monotone transformation
T : R→ R, let µ◦T−1 be the induced (or push-forward) probability measure for T,
and 〈µ〉 denotes µ◦R−1 for convenience. Note that 〈µ〉 and
〈
µ ◦ T−1
〉
both are prob-
ability measures on T. A measure µ on R is a a circularly invariant uniformizable
probability measure (CIUPM) if
〈µ〉 =
〈
µ ◦ T−1
〉
= λT.
Obviously, every CIUPM is absolutely continuous (w.r.t. λ.)
Our motivation for the study of CIUPMs comes from uniform distribution the-
ory. For every sequence (xn) of real numbers, let
µn := µn(xn) =
1
n
n∑
i=1
δxi
Key words and phrases. Circularly invariant uniformizable probability measure (CIUPM), uni-
formly distributed (modulo one) sequence, linear transformation, diameter, existence, uniqueness.
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2 CHUANG XU
be the sequence of probability measures on R generated by (xn). It is known that
for some convex monotone transformations T : R → R like the exponential trans-
formation or the trivially convex linear transformation, there exists a uniformly dis-
tributed modulo one (u.d. mod 1) sequence (xn) of real numbers such that (T (xn))
is also u.d. mod 1. (For the definition of u.d. mod 1 sequences, cf. [12].) Precisely,
for some convex monotone transformation T : R→ R, there exists a sequence (xn)
such that 〈µn(xn)〉 → λT, 〈µn(T (xn))〉 → λT weakly. In fact, it follows directly
from Weyl’s criterion [12, Chapter 1, Theorem 2.1] that for every linear transfor-
mation with a non-zero slope, (xn) is u.d. mod 1 if and only if (T (xn)) is u.d. mod 1.
Also, for T (x) = ex, both (αn) and (T (αn)) are u.d. mod 1, for almost all irrational
numbers α [12, Chapter 1, Corollary 4.1]. However, it remains open whether (an)
is u.d. mod 1, for some specific positive number a, for instance, when a = e, pi or
even as simple as 3/2 [12, p.36].
Then a natural analogous question arises: for a given convex monotone trans-
formation T : R → R, does there always exist a probability measure µ on R such
that 〈µ〉 =
〈
µ ◦ T−1
〉
= λT ? In other words, does there exist a CIUPM for T ?
As we will show in this paper, though in the discrete version it is trivial that for
any u.d. mod 1 sequence (xn), (T (xn)) is u.d. mod 1 for any linear T (with a non-
zero slope), it may not be as trivial to show the existence of a CIUPM for a linear
transformation T as shown later in Section 3.
This work, as a first try, answers the question for (the trivially convex) lin-
ear transformations T. For nonlinear convex transformations, like the exponential
transformation, the problem is more difficult in that such CIUPMs, if they exist,
cannot be easily solved by their densities as for the linear case in this paper. In-
deed, even for a piecewise linear transformation (for instance T (x) = x1]−∞,0] +√
2x1]0,+∞[), situation becomes much more complicated than the linear case. This
will be illustrated more clearly when solving the equations for the densities of a
CIUPM in the proof of the main result. Except for the existence of a CIUPM, we
present a threshold result characterizing how “slim” a CIUPM can be: For a linear
transformation T with non-zero slope, there exists a CIUPM µ for T if and only
if diam(supp µ) ≥ c for some positive constant c depending only on the slope of
the linear transformation, where supp µ is the support of µ (i.e., the smallest closed
subset in R of full µ measure). Moreover, the CIUPM is unique up to translation if
diam
(
supp µ
)
= c.
Let us mention some related works on invariant measures for “almost” linear
transformations on [0, 1]. Kopf [11] gave a formula for the densities of invari-
ant measures for piecewise linear transformations on [0, 1]. Go´ra [2, 3] found an
explicit formula for the densities of invariant measures for arbitrary eventually ex-
panding piecewise linear transformations whose slopes are not necessarily the same
on [0, 1].
For α ∈ R, β , 0, define
〈
Tα,β
〉
:
T→ T,x 7→ 〈βx + α〉 . For 0 ≤ α < 1 and β > 1,
Parry [14] gave an explicit formula for the unique invariant measure. Halfin [5]
showed this invariant measure is positive. Hofbauer [6–9] proved that this measure
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is absolutely continuous (w.r.t. λ), its entropy equals log β, and its support is a
finite union of intervals; he also showed the uniqueness of invariant measures with
maximal entropy and determined the region of (β, α)-plane where supp µ ⊂ [0, 1].
Faller and Pfister [1] studied normal points for
〈
Tα,β
〉
.
2. Preliminaries
The following standard notations are used throughout. The integers, natural and
rational numbers are denoted by Z, N and Q, respectively. For any real number
x, denote by bxc the floor of x, i.e., the largest integer not exceeding x, and hence
x = bxc + 〈x〉. For x ∈ R and A ⊂ R, let A + x = {y + x : y ∈ A}. If A ⊂ R
is an interval and f : A → R is monotone, then f (a−) = limε↓0 f (a − ε) and
f (a+) = limε↓0 f (a + ε) both exist for every interior point a of A.
Recall that two integers p, q are coprime if they have one as their greatest com-
mon divisor [4, p.5]. For every β ∈ Q\{0}, let (pβ, qβ) be the unique pair of coprime
positive integers such that |β| = pβ/qβ and let sβ := qβ〈|β|〉. Note that for β < N,
1 ≤ sβ ≤ qβ − 1 is an integer coprime with qβ.
For a complete metric space X(= R or T), let P(X) be the family of all Borel
probability measures on X. For ν ∈ P(T), define its associated distribution function
as
Fν(t) = ν([0, t]), t ∈ T.
Let F〈µ〉, Fµ be the distribution functions and, ρ〈µ〉, ρµ the densities (if they exist)
of 〈µ〉 and µ, respectively. For c ≥ 0, let S c = {µ ∈ P(R) : diam(supp µ) = c} . For
a (piecewise) continuous monotone transformation T on R, let UT be the set of all
CIUPMs for T in P(R).
For the transformation Tα,β : R→ R defined by
(2.1) Tα,β(x) = βx + α,
we study in the next section the problem below on the existence and shortest
“length” of a CIUPM:
Problem 2.1. For α ∈ R and β , 0, what is inf
{
c : UTα,β ∩ S c , ∅
}
?
In the next section, we prove a threshold result on the existence of CIUPMs: For
any α ∈ R, β , 0, there exists cβ > 0 such that UTα,β ∩ S c , ∅ if and only if c ≥ cβ.
Moreover, UTα,β ∩ S cβ =
{
µβ ◦ T−1γ,1
}
γ∈R for some µβ ∈ P(R); for every c > cβ, there
exist µ1, µ2 ∈ UTα,β ∩ S c such that µ1 , µ2 ◦ T−1γ,1, ∀ γ ∈ R. In other words, by
Proposition 2.5 (i) below, such CIUPM is unique up to translation in S cβ while not
unique in S c for c > cβ.
Now we give some preliminary results for the proof of the unique main result in
the next section.
By definition, it follows from the Radon-Nikodym theorem (cf. [10, p.158]) that:
Proposition 2.2. Assume µ ∈ P(R). If 〈µ〉 = λT, then µ is absolutely continuous
(w.r.t. λ), and thus its density ρµ exists and is finite (λ-)almost everywhere (a.e.). In
particular, any CIUPM is absolutely continuous with a.e. finite density.
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The result below follows from the definition of the Perron-Frobenius operator
(cf. [13, p.42]).
Proposition 2.3. For every µ ∈ P(R),
F〈µ〉(t) =
∑
k∈Z
[
Fµ(t + k) − Fµ(k−)
]
,∀ t ∈ T.
If ρµ exists a.e., then ρ〈µ〉 exists a.e. on T, moreover,
ρ〈µ〉(t) =
∑
k∈Z
ρµ(t + k), a.e. on T
Remark 2.4. By straightforward calculations for densities via Proposition 2.3, it
is not difficult to see that for any µ ∈ P(R) such that 〈µ〉 =
〈
µ ◦ T−1α,β
〉
, it is not
necessarily that µ = µ ◦
〈
Tα,β
〉−1
except for the trivial cases of α = 0 and β ∈ N.
We leave the proofs of the following properties of UTα,β an exercise to the reader.
Proposition 2.5. Assume β , 0.
(i) (Translation invariance.) For every α ∈ R, UT0,β = UTα,β ;
(ii) (Convexity.) The set U0,β is convex: for every n ∈ N, let p = (p1, · · · , pn) be a
probability vector. If µi ∈ UT0,β for all i = 1, · · · , n, then
∑n
i=1 piµi ∈ UT0,β ;
(iii) µ ∈ UT0,β if and only if µ ◦ T−10,−1 ∈ UT0,−β ;
(iv) µ ∈ UT0,β if and only if µ ◦ T−10,β ∈ UT0,1/β .
From Proposition 2.5, it easily follows:
Corollary 2.6. Assume β , 0, α ∈ R and c ≥ 0. Suppose UTα,β ∩ S c , ∅. Then for
every c˜ > c, UTα,β ∩ S c˜ , ∅; moreover,{
µ ◦ T−1γ,1
}
γ∈R $ UTα,β ∩ S c˜, ∀ µ ∈ UTα,β ∩ S c˜,
Proof. We prove it by construction. Let ν ∈ UTα,β ∩ S c. It follows from Proposi-
tion 2.5(i) that ν◦T−1c˜−c,1 ∈ UTα,β . Let ν˜ = 12ν+ 12ν◦T−1c˜−c,1. Then ν˜ ∈ UTα,β by Propo-
sition 2.5(i) and (ii). Moreover, diam
(
supp ν˜
)
= diam
(
supp ν
)
+ c˜ − c = c˜. This
yields ν˜ ∈ UTα,β∩S c˜.Analogously, µ˜ = 13ν+ 13ν◦T−1(c˜−c)/2,1 + 13ν◦T−1c˜−c,1 ∈ UTα,β∩S c˜.
This yields
{
µ ◦ T−1γ,1
}
γ∈R , UTα,β ∩ S c˜, for all µ ∈ UTα,β ∩ S c˜. On the other hand, it
trivially follows from Proposition 2.5(i) that for
{
µ ◦ T−1γ,1
}
γ∈R ⊂ UTα,β ∩ S c˜, for all
µ ∈ UTα,β ∩ S c˜. 
Two real numbers x and y are rationally independent if one is a rational multiple
of the other, i.e., equation r1x + r2y = 0 only admits the trivial solution r1 = r2 = 0
in Q2.
The following elementary result on rational independence of real numbers fol-
lows directly from a Chebyshev’s theorem on [4, p.266].
Proposition 2.7. Assume x1, x2 ∈ R. If x1, x2 are rationally independent, then the
sequence (mx1 + nx2)m,n∈Z is dense in R.
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3. An Answer to Problem 2.1
In this section, we give an answer to Problem 2.1 via a threshold result on the
existence of CIUPMs for linear transformations Tα,β defined by (2.1).
Before stating the threshold result, let us look at two simple examples, which
may give some intuitive picture of a “slimmest” CIUPM. Consider first a linear
transformation with an irrational slope.
Example 3.1. Let T0,√2(x) =
√
2x. By Proposition 2.3, simple calculations verify
that µ is a CIUPM for T0,
√
2 with density ρµ(t) =

√
2t if t ∈
[
0, 1/
√
2
[
,
1 if t ∈
[
1/
√
2, 1
[
,
−√2t + 1 + √2 if t ∈
[
1, 1 + 1/
√
2
]
,
0 elsewhere.
Notice that supp µ is an interval and diam
(
supp µ
)
= λ
(
supp µ
)
= 1 + 1√
2
. See also
Fig. 1 (a).
Now we turn to a linear transformation with a rational slope.
Example 3.2. Let T0,3/2(x) = 3x/2. It also follows from Proposition 2.3 that µ is
a CIUPM for T0,3/2 with density ρµ(t) =

1
2 if t ∈ [0, 1/3[
⋃
[1, 4/3[ ,
1 if t ∈ [1/3, 1[ ,
0 elsewhere.
Note that
supp µ is an interval and diam
(
supp µ
)
= λ
(
supp µ
)
= 4/3 < 1 + 13/2 .
From the above two examples, one may expect there always exists a CIUPM
for every linear transformation with a non-zero slope. In fact, as illustrated by the
following main result, these two CIUPMs in these examples are the “slimmest” (in
the sense that the support of CIUPM has the shortest diameter).
For every β , 0, define a constant
cβ =
1 + 1|β| − 1pβ if β ∈ Q,1 + 1|β| if β ∈ R \ Q,
and a probability measure µβ by its density ρβ :
(i)
(3.1) ρβ(t) =

βt if t ∈
[
0, 1β
[
,
1 if t ∈
[
1
β , 1
[
,
−βt + 1 + β if t ∈
[
1, 1 + 1β
]
,
0 elsewhere,
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Figure 1. Profiles for ρβ.
if β ∈ [1,+∞[\Q;
(ii)
(3.2) ρβ(t) =

j
qβ
if t ∈
[
j−1
pβ
,
j
pβ
[⋃ [
1 + qβ− j−1pβ , 1 +
qβ− j
pβ
[
,
for j = 1, · · · , qβ − 1,
1 if t ∈
[
qβ−1
pβ
, 1
[
,
0 elsewhere,
if β ∈ [1,+∞[ ∩ Q;
(iii) ρβ(·) = βρ1/β(β·) if β ∈]0, 1[;
(iv) ρβ(·) = ρ−β(·) if β ∈] −∞, 0[.
Theorem 3.3. For every α ∈ R, β , 0, let Tα,β be defined as in (2.1). Then
UTα,β ∩ S c , ∅ if and only if c ≥ cβ; moreover, UTα,β ∩ S cβ =
{
µβ ◦ T−1γ,1
}
γ∈R , but for
every c > cβ,
UTα,β ∩ S c ,
{
µ ◦ T−1γ,1
}
γ∈R , ∀ µ ∈ UTα,β ∩ S c,
where cβ and µβ are defined as above.
Proof. Throughout denote for short T0,β and U0,β by Tβ and Uβ, respectively. Note
that the conclusions are trivial for β ∈ N. By Proposition 2.5, Corollary 2.6, and
the symmetry ρβ(t) = ρβ(cβ − t), it suffices to prove only for β ∈]1,+∞[\N that:
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(i) UTβ ∩ S c = ∅ for c < cβ;
(ii) UTβ ∩ S cβ =
{
µβ ◦ T−1γ,1
}
γ∈R .
It is obvious that c ≥ 1 if UTβ ∩ S c , ∅.
Throughout this proof, all the equations and inequalities for densities hold a.e.,
and thus we omit “a.e.” for convenience.
Beforehand, we establish the equations for density of a CIUPM for Tβ to be used
throughout the proof.
By Proposition 2.5(i), it suffices to always consider µ with supp µ ⊂ [0, c] (and
thus diam(supp µ) ≤ c), it is easy to verify by Proposition 2.3 and the definition of
a CIUPM that µ ∈ UTβ if and only if its density ρµ satisfies the following equations:
(3.3)
bcc∑
k=0
ρµ(t + k) = 1, t ∈ [0, 〈c〉] ,
(3.4)
bcc−1∑
k=0
ρµ(t + k) = 1, t ∈ [〈c〉, 1],
(3.5)
1
β
bβcc∑
j=0
ρµ
(
t + j
β
)
= 1, t ∈ [0, 〈βc〉],
(3.6)
1
β
bβcc−1∑
j=0
ρµ
(
t + j
β
)
= 1, t ∈ [〈βc〉, 1].
By (3.3) and (3.4), 0 ≤ ρµ(t) ≤ 1 for t ∈ [0, c].
Note that for c ≤ 1 + 1β ,
〈βc〉 ≤ β + 1 − bβcc,
and thus
t + j
β
∈ [c − 1, 1], ∀ t ∈ [0, β + 1 − bβcc] , j = 1, · · · , bβcc − 1,
from which it follows that (3.3)-(3.6) are equivalent to
(3.7) ρµ(t) + ρµ(t + 1) = 1, t ∈ [0, c − 1],
(3.8) ρµ(t) = 1, t ∈ [c − 1, 1],
(3.9) ρµ
(
t
β
)
+ ρµ
(
t + bβcc
β
)
= β − bβcc + 1, t ∈ [0, 〈βc〉],
(3.10) ρµ
(
t
β
)
= β − bβcc + 1, t ∈ [〈βc〉,min{1, β + 1 − bβcc}] ,
(3.11) ρµ
(
t
β
)
+ ρµ
(
t + bβcc − 1
β
)
= β − bβcc + 2, t ∈ [min{1, β + 1 − bβcc}, 1] .
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By change of variables, (3.9)-(3.11) are equivalent to
(3.12) ρµ(t) + ρµ
(
t +
bβcc
β
)
= β − bβcc + 1, t ∈
[
0,
〈βc〉
β
]
,
(3.13) ρµ(t) = β − bβcc + 1, t ∈
[ 〈βc〉
β
,min
{
1
β
,
1
β
+ 1 − bβcc
β
}]
,
(3.14) ρµ(t) + ρµ
(
t +
bβcc − 1
β
)
= β − bβcc + 2, t ∈
[
min
{
1
β
,
1
β
+ 1 − bβcc
β
}
,
1
β
]
.
In the following, we first prove UTβ ∩ S c = ∅ for c < cβ.
Suppose by way of contradiction that there exists µ ∈ UTβ ∩ S c. Then its asso-
ciated density satisfies (3.7), (3.8), (3.12)-(3.14). Since 1 ≤ c < cβ = 1 + 1β and
β < N,
min
{
1
β
,
1
β
+ 1 − bβcc
β
}
>
〈βc〉
β
.
By (3.13) and ρµ ≤ 1,we have β ≤ bβcc, yielding that
min
{
1
β
,
1
β
+ 1 − bβcc
β
}
=
1
β
+ 1 − bβcc
β
.
Hence (3.13) and (3.14) are equivalent to
ρµ(t) = β − bβcc + 1, t ∈
[ 〈βc〉
β
,
1
β
+ 1 − bβcc
β
]
,
ρµ(t) + ρµ
(
t +
bβcc − 1
β
)
= β − bβcc + 2, t ∈
[
1
β
+ 1 − bβcc
β
,
1
β
]
.
Since β < N, by 1 ≤ c < 1 + 1β and β ≤ bβcc, we have bβcc = bβc + 1. This further
implies that (3.7)-(3.11) are equivalent to
(3.15) ρµ(t) + ρµ(t + 1) = 1, t ∈ [0, c − 1],
(3.16) ρµ(t) = 1, t ∈ [c − 1, 1],
(3.17) ρµ(t) + ρµ
(
t + 1 +
1 − 〈β〉
β
)
= 〈β〉, t ∈
[
0, c − 1 − 1
β
+
〈β〉
β
]
,
(3.18) ρµ(t) = 〈β〉, t ∈
[
c − 1 − 1
β
+
〈β〉
β
,
〈β〉
β
]
,
(3.19) ρµ(t) + ρµ
(
t + 1 − 〈β〉
β
)
= 〈β〉 + 1, t ∈
[ 〈β〉
β
,
1
β
]
.
If c − 1 < 〈β〉β , (3.16) contradicts (3.18) simply because the corresponding intervals
have a non-trivial intersection. For the rest of the argument, we assume c−1 ≥ 〈β〉β .
Now we aim for a contradiction case by case.
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(i-1) β < Q. Let L1 :=
[
c − 1 − 1β + 〈β〉β , 〈β〉β
]
. Note that
λ(L1) = 1 + 1β − c > 0. By (3.15), (3.16) and (3.18), we have
ρµ(t) = 〈β〉, t ∈ L1,
ρµ(t) = 1 − 〈β〉, t ∈ R1 := L1 + 1.
Since (
A1 +
(
1 +
1 − 〈β〉
β
))⋃(
A2 +
(
1 − 〈β〉
β
))
= [1, c]
with A1 =
[
0, c − 1 − 1β + 〈β〉β
]
and A2 =
[ 〈β〉
β ,
1
β
]
, by either (3.17) or (3.19), 0 ≤
ρµ(t) ≤ 1, as well as β < Q, we deduce
ρµ(t) =
〈
ρµ(t)
〉
= 〈2 〈β〉〉 = 〈2β〉 , t ∈ L2 ⊂ [0, c − 1],
where L2 is a union of at most two subintervals of [0, c− 1] with λ(L2) = 1 + 1β − c.
By induction, we can show that for every k ∈ N, there exists Lk, a union of finite
subintervals of [0, c − 1] with λ(Lk) = 1 + 1β − c such that
(3.20) ρµ(t) = 〈kβ〉 , t ∈ Lk.
Since β < Q,
〈iβ〉 , 〈 jβ〉 , ∀ i , j, i, j ∈ N,
and thus by (3.20),
λ(Li ∩ L j) = 0, ∀ i , j, i, j ∈ N.
Hence
λ
(
∪kj=1L j
)
= k
(
1 +
1
β
− c
)
, ∀ k ∈ N.
On the other hand, since ∪kj=1L j is a subset of [0, c−1], we have λ
(
∪kj=1L j
)
≤ c−1.
Take k =
⌊
c−1
1+ 1β−c
⌋
+ 1 and we arrive at a contradiction.
(i-2) β ∈ Q. Similarly to case (i-1), for k = 1, · · · , qβ−1, there exists Lk ⊂ [0, c−1]
with λ(Lk) = 1 + 1β − c such that
ρµ(t) = 〈k 〈β〉〉 =
〈
ksβ
qβ
〉
, t ∈ Lk.
Since sβ and qβ are coprime, by [4, Chapter 1, Theorem 5.1],〈
isβ
qβ
〉
,
〈
jsβ
qβ
〉
, ∀ i , j, 1 ≤ i, j ≤ qβ − 1,
which implies that
λ(Li ∩ L j) = 0, ∀ i , j, 1 ≤ i, j ≤ qβ − 1.
Hence λ
(
∪qβ−1k=1 Lk
)
= (qβ − 1)
(
1 + 1β − c
)
. On the other hand, since ∪qβ−1k=1 Lk ⊂
[0, c − 1],
(qβ − 1)
(
1 +
1
β
− c
)
≤ c − 1,
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i.e., c ≥ 1 + 1β − 1pβ = cβ, contradicting the assumption that c < cβ.
Next, we show (ii). By definition, it is straightforward to verify that µβ ∈ UTβ ∩
S cβ , i.e., ρ〈µβ〉 = ρ〈µ◦T−1β 〉 ≡ 1.
For β < Q, by (3.1),
ρ〈µβ〉(t) = βt + (−β(t + 1) + 1 + β) = 1, t ∈
[
0, 1/β
[
; ρ〈µβ〉(t) = 1, t ∈
[
1/β, 1
[
,
i.e., ρ〈µβ〉 ≡ 1. Note that
ρµβ◦T−1β (t) =

1
β
(
β tβ
)
if t ∈ [0, 1[
1
β if t ∈
[
1, β
[
1
β
(
−β tβ + 1 + β
)
if t ∈ [β, β + 1[
0 elsewhere
=

t
β if t ∈ [0, 1[ ,
1
β if t ∈
[
1, β
[
,
− tβ + 1 + 1β if t ∈
[
β, β + 1
[
,
0 elsewhere,
and thus
ρ〈
µβ◦T−1β
〉(t) = t
β
+ bβc · 1
β
+ 1 +
1
β
− t + bβc + 1
β
= 1, t ∈ [0, 〈β〉[ ;
ρ〈
µβ◦T−1β
〉(t) = t
β
+ (bβc − 1) · 1
β
+ 1 +
1
β
− t + bβc
β
= 1, t ∈ [〈β〉, 1[ ,
i.e., ρ〈
µβ◦T−1β
〉 ≡ 1. Thus µβ ∈ UTβ ∩ S cβ .
For β ∈ Q, by (3.2) and induction, it is easy to confirm that
ρ〈µβ〉(t) =
j
qβ
+
qβ − j
qβ
= 1, t ∈
[
j − 1
pβ
,
j
pβ
[
, j = 1, · · · , qβ − 1;
ρ〈µβ〉(t) = 1, t ∈
[
qβ − 1
pβ
, 1
[
,
i.e., ρ〈µβ〉 ≡ 1. Again by induction, one can show for j = 1, · · · , sβ,
ρµβ◦T−1β (t) =

j
pβ
if t ∈
[
j−1
qβ
,
j
qβ
[
,
qβ
pβ
if t ∈
[
k + j−1qβ , k +
j
qβ
[
, for k = 1, · · · , bβc,
sβ− j
pβ
if t ∈
[
bβc + 1 + j−1qβ , bβc + 1 +
j
qβ
[
,
and for j = sβ + 1, · · · , qβ,
ρµβ◦T−1β (t) =

j
pβ
if t ∈
[
j−1
qβ
,
j
qβ
[
,
qβ
pβ
if t ∈
[
k + j−1qβ , k +
j
qβ
[
, for k = 1, · · · , bβc − 1,
qβ+sβ− j
pβ
if t ∈
[
bβc + j−1qβ , bβc +
j
qβ
[
,
yielding
ρ〈
µβ◦T−1β
〉(t) = j
pβ
+ bβc · qβ
pβ
+
sβ − j
pβ
= 1, t ∈
[
j − 1
qβ
,
j
qβ
[
, for j = 1, · · · , sβ,
ρ〈
µβ◦T−1β
〉(t) = j
pβ
+(bβc−1)·qβ
pβ
+
qβ + sβ − j
pβ
= 1, t ∈
[
j − 1
qβ
,
j
qβ
[
, for j = sβ+1, · · · , qβ,
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i.e., ρ〈
µβ◦T−1β
〉 ≡ 1.
Thus, by Proposition 2.5 (i), it suffices to show that
Claim 3.4. If µ ∈ UTβ ∩ S cβ with supp µ ⊂ [0, cβ], then µ = µβ.
In the following, we prove this claim case by case.
(ii-1) β < Q. In this case, it seems not enough to only deal with equations and
inequalities for the density (which only holds in the almost everywhere sense); we
instead need to consider the distribution function. Recall that Fµ is continuous for
all µ ∈ UTβ , by Proposition 2.2.
It follows from (3.7), (3.8), (3.12)-(3.14) together with the continuity of Fµ that,
for c = 1 + 1β ,
(3.21) Fµ(t) + Fµ(t + 1) = t + Fµ(1), t ∈
[
0,
1
β
]
,
(3.22) Fµ(t) = Fµ
(
1
β
)
+ t − 1
β
, t ∈
[
1
β
, 1
]
,
(3.23) Fµ(t) + Fµ
(
t + 1 +
1 − 〈β〉
β
)
= 〈β〉t + Fµ
(
1 +
1 − 〈β〉
β
)
, t ∈
[
0,
〈β〉
β
]
,
Fµ(t) + Fµ
(
t + 1 − 〈β〉
β
)
=(〈β〉 + 1)
(
t − 〈β〉
β
)
+ Fµ
( 〈β〉
β
)
+ Fµ(1), t ∈
[ 〈β〉
β
,
1
β
]
.
(3.24)
By (3.21) and (3.23),
(3.25)
Fµ
(
t + 1−〈β〉β
)
− Fµ(t)
1−〈β〉
β
− βt = C1, t ∈
[
0,
〈β〉
β
]
with C1 =
Fµ
(
1
β
)
−Fµ
( 〈β〉
β
)
1−〈β〉
β
− 〈β〉. Similarly, by (3.21) and (3.24),
(3.26)
Fµ
(
t + 〈β〉β
)
− Fµ(t)
〈β〉
β
− βt = C2, t ∈
[
0,
1 − 〈β〉
β
]
with C2 =
Fµ
( 〈β〉
β
)
〈β〉
β
.
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Furthermore, by (3.25) and (3.26), we can show by induction that for all m, n ∈ Z
satisfying m 〈β〉β + n
1−〈β〉
β ∈
]
0, 1β
[
,
Fµ
(
m
〈β〉
β
+ n
1 − 〈β〉
β
)
=
β
2
(
m
〈β〉
β
+ n
1 − 〈β〉
β
)2
+
(
C1 − 1 − 〈β〉2
)
n
1 − 〈β〉
β
+
(
C2 − 〈β〉2
)
m
〈β〉
β
.
(3.27)
By Proposition 2.7,
(
m 〈β〉β + n
1−〈β〉
β
)
m,n∈Z
⋂]
0, 1β
[
is dense in
[
0, 1β
]
. Thus, for every
t ∈
[
0, 1β
] ∖(
m 〈β〉β + n
1−〈β〉
β
)
m,n∈Z , there exist two sequences (mk)k∈N and (nk)k∈N
such that
lim
k→∞mk
〈β〉
β
+ nk
1 − 〈β〉
β
= t.
It is easy to see that limk→∞ |mk| = limk→∞ |nk| = +∞ (otherwise, both (mk)k∈N
and (nk)k∈N are bounded, and thus t ∈
(
m 〈β〉β + n
1−〈β〉
β
)
m,n∈Z
)
. Substituting (m, n) in
(3.27) by (mk, nk) and letting k → ∞ on both sides of (3.27), by the continuity of
Fµ,
C1 − 1 − 〈β〉2 = C2 −
〈β〉
2
.
From (3.27) it follows that
(3.28) Fµ(t) =
β
2
t2 + Ct, ∀ t ∈
[
0,
1
β
]
,
where C = C1 − 1−〈β〉2 . By the definition of derivative, it follows from (3.28) that
F′µ(t) = βt + C,∀ t ∈
]
0,
1
β
[
.
Since Fµ is non-decreasing in
]
0, 1β
[
, limt↓0 F′µ(t) ≥ 0 implies that C ≥ 0. By (3.21)
and (3.28),
Fµ(t) = −β2(t − 1)
2 + (1 −C)(t − 1) + Fµ(1), ∀ t ∈
[
1, 1 +
1
β
]
.
Similarly, limt↑
(
1+ 1β
) F′µ(t) ≥ 0 yields C ≤ 0. Thus C = 0.
By (3.22), Fµ is given by
Fµ(t) =

β
2 t
2 if t ∈
[
0, 1β
[
,
t − 12β if t ∈
[
1
β , 1
[
,
−β2 (t − 1)2 + t − 12β if t ∈
[
1, 1 + 1β
[
,
equivalently, ρµ = ρβ and thus µ = µβ.
(ii-2) β ∈ Q. Recall the definitions of pβ, qβ and sβ for every β ∈ Q \ {0} in the
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previous section, we know bβc =
⌊
pβ−1
qβ
⌋
for β < N. Hence
(3.29) ρµ(t) + ρµ(t + 1) = 1, t ∈
[
0,
qβ − 1
pβ
]
,
(3.30) ρµ(t) = 1, t ∈
[
qβ − 1
pβ
, 1
]
,
(3.31) ρµ(t) + ρµ
(
t + 1 +
qβ − sβ
pβ
)
=
sβ
qβ
, t ∈
[
0,
sβ − 1
pβ
]
,
(3.32) ρµ(t) =
sβ
qβ
, t ∈
[
sβ − 1
pβ
,
sβ
pβ
]
,
(3.33) ρµ(t) + ρµ
(
t + 1 − sβ
pβ
)
= 1 +
sβ
qβ
, t ∈
[
sβ
pβ
,
qβ
pβ
]
.
It follows from (3.31) and (3.33) that,([
0,
sβ − 1
pβ
[
+
(
1 +
qβ − sβ
pβ
))⋃([ sβ
pβ
,
qβ
pβ
[
+
(
1 − sβ
pβ
))
=
[
1, 1 +
qβ − 1
pβ
[
.
Using (3.29), (3.31) and (3.33),
ρµ
(
t +
sβ
pβ
)
− ρµ(t) = sβqβ , t ∈
[
0,
qβ − sβ
qβ
]
,
ρµ
(
t +
qβ − sβ
pβ
)
− ρµ(t) = 1 − sβqβ , t ∈
[
0,
sβ − 1
qβ
]
.
Similarly to (3.27), we can show by induction that
(3.34) ρµ
(
t + m
sβ
pβ
+ n
qβ − sβ
pβ
)
= ρµ(t) + m
sβ
qβ
+ n
(
1 − sβ
qβ
)
,
for m, n ∈ Z, t ∈
[
0, qβ−1pβ
]
a.e. satisfying t + m sβpβ + n
qβ−sβ
pβ
∈
[
0, qβ−1pβ
]
. Since sβ
and qβ are coprime, from for instance [4, Chapter 1, Theorem 4.4(i)], there exist
m0, n0 ∈ Z such that m0sβ + n0(qβ − sβ) = 1. Then it follows from (3.34) that
(3.35) ρµ
(
t +
j
pβ
)
= ρµ(t) +
j
qβ
,
for j ∈ Z, t ∈
[
0, qβ−1pβ
]
a.e. satisfying t + jpβ ∈
[
0, qβ−1pβ
]
. By (3.30), (3.29), (3.32)
and (3.35), we can prove by induction that ρµ = ρβ and thus µ = µβ. 
Remark 3.5. (i) For β , 0, α ∈ R, it follows from Theorem 3.3 that there always
exists a CIUPM for Tα,β with arbitrary length (in diameter) c ≥ cβ. Moreover, from
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the proof of Theorem 3.3 one easily observes that if β ∈ Q∩ [1,+∞[, then µ˜β with
its density function
ρµ˜β(t) =

βt if t ∈
[
0, 1β
[
,
1, if t ∈
[
1
β , 1
[
,
−βt + 1 + β if t ∈
[
1, 1 + 1β
]
,
0 elsewhere,
is another CIUPM but with diam
(
supp µ˜β
)
> cβ.
(ii) From the proof of Corollary 2.6, for every n ∈ N \ {1}, every probability vector
(p1, · · · , pn) with pi > 0 for all i, and 0 = q1 < q2 < · · · < qn = 1, for all c > cβ,
µ =
∑n
i=1 piµβ ◦ T−1qi(c−cβ),1 ∈ UTα,β ∩ S c. This illustrates the non-uniqueness of
CIUPMs and reflects the potential complexity of the set UTα,β . It may be interesting
to completely characterize UTα,β .
Remark 3.6. Notice that UTα,β ∩ S cβ may not contain all “slimmest” CIUPMs
in the sense that the support has the smallest Lebesgue measure (instead of the
diameter). In other words, there may exist CIUPMs with the smallest discon-
nected support in diameter: UTα,β ∩ S cβ $ UTα,β ∩ S cβ for some β , 0, where
S c :=
{
µ ∈ P(R) : λ(supp(µ)) ≤ c} . For instance, µ := λ|[0,1/2] + λ|[3/2,2] with
λ(supp µ) = 1 = ck is a CIUPM for every linear transformation Tα,k with α ∈ R
and nonzero integer k. In fact, for every pair (m, n) ∈ Z2, every β ∈ [1,+∞[ ∩ Q,
define
ρβ,m,n(t) =

j
qβ
if t ∈
[
mqβ +
j−1
pβ
,mqβ +
j
pβ
[⋃ [
mqβ + 1 +
qβ− j−1
pβ
,mqβ + 1 +
qβ− j
pβ
[
,
for j = 1, · · · , qβ − 1,
1 if t ∈
[
nqβ +
qβ−1
pβ
, nqβ + 1
[
,
0 elsewhere.
It can be shown by induction (analogous to the proof of Theorem 3.3) that µβ,m,n,
with density function ρβ,m,n, is a CIUPM for Tα,β with λ
(
supp µβ,m,n
)
= cβ; more-
over, µβ,m,n ∈ S cβ if and only if m = n when supp µβ,m,n is an interval. Thus
UTα,β ∩ S cβ $ UTα,β ∩ S cβ for every β ∈ Q \ {0}, by Proposition 2.5. However, due
to the nature of irrationality, the author conjectures UTα,β ∩ S cβ = UTα,β ∩ S cβ for
every β ∈ R \ Q.
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