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A kérdés, hogy mitől „természetes” egy nyelv, általában úgy válaszolható meg, hogy: a 
természetes nyelvek azok, amelyeket nem a nyelvleíró definiál, hanem adottnak tekinthe­
tők, így a kutatónak egyetlen lehetőség marad: hogy nyelvtanokat -  az eredeti objektumot 
formális eszközökkel jellemző rendszereket -  hozzon hozzájuk létre. A formális nyelvé­
szét 1950-es évekbeli kialakulásával megjelent a kérdés: van-e formálisan kezelhető 
nyelvtana a természetes nyelveknek, illetve hogy matematikailag egyáltalán formalizálha- 
tók-e ezek a nyelvtanok? A ravaszabb kérdés persze az, hogy az ilyen modell-nyelvtanok 
által generált nyelvek tényleg a kiinduláshoz használt természetes nyelvek-e? Egy bizo­
nyos: a természetes nyelvek tipikus osztályzásai mind a mai napig elsősorban aszerint tör­
ténnek, hogy a természetes nyelvek leírásához készített nyelvtanok ún. gyenge generatív 
kapacitása milyen. Ez más szavakkal azt jelenti, hogy a különböző nyelvtanok által gene­
rált füzérhalmazok összehasonlítása melyik nyelvtant hozza ki „győztesnek”.
A bonyolultságelmélet a nyelvi modellek világának megismeréséhez is hozzájárult. A 
különféle modellekben a nyelvtani jelenségek számítógépes kezeléséhez szükséges idő- és 
helyigényeket ki tudjuk mutatni a segítségével. A bonyolultságelmélet segítségével lénye­
gesen finomabban tudjuk kezelni az előzőleg csak a Chomsky-hierarchia által definiált 
néhány osztályba sorolt természetes nyelvi grammatikamodelleket [1][2]. A gyenge gene­
ratív kapacitáson alapuló osztályzás alapján sokan a feldolgozási bonyolultságra is követ­
keztetni véltek. A bonyolultságelmélettel kimutatható az egyes leírható formalizmusokban 
megbúvó nem várt komplexitás is, vagyis az, hogy egy Chomsky-hierarchiában egysze­
rűbbnek definiált gépezet nem feltétlen tudja garantálni a feldolgozásbeli hatékonyságot. 
Arról nem is beszélve, hogy ha már tudjuk; hogy mi okozza a bonyolultságot, lehet esé­
lyünk arra is, hogy rájöjjünk, miképpen lehetne formalizmusunkat egyszerűbbé tenni.
2 Az elmúlt 50 év grammatikai formalizmusairól
Chomsky híres, Syntactic Structures-beli definíciója a természetes nyelvről így hangzik 
[3]: „Nyelvnek tekintem a mondatok valamely (véges vagy végtelen) halmazát; minden 
egyes mondat véges hosszúságú és elemek véges halmazából épül fel. [...] Valamely Ny 
nyelv nyelvészeti elemzésének alapvető célja.az, hogy a nyelvtanilag helyes sorozatokat, 
amelyék Ny mondatai, különválasszuk a nyelvtanilag helytelen sorozatoktól, amelyek Ny- 
nek nem mondatai. [...] Ny nyelvtana ily módon olyan készülék lesz, amely Ny valamennyi 
nyelvtanilag helyes sorozatát létrehozza, azaz generálja, de nem generál egyetlen nyelv­
tanilag helytelent sem. " Ez a definíció az alábbi állításokra bontható szét: (1) Egy termé­
szetes nyelv valamifajta objektumok (ezeket szokás mondatoknak nevezni) egyfajta ösz- 
szessége. (2) Ez az összesség halmaz. (3) Minden mondat véges objektum. (4) A termé­
szetes nyelveknek véges építőelem-halmazuk (szótáruk) van. (5) Minden Ny nyelv leírható
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olyan eszközzel, mely felsorolja Ny-et. A természetes nyelvek esetében ezt a (véges) esz­
közt az Ny természetes nyelv nyelvtanának nevezzük.
Maga Chomsky a halmaz elemein operáló újraíró szabályok alakjára vonatkozó megkö­
tések alapján létrehozta híres nyelvosztályait: a megszorítás nélküli, a kömyezetfüggő, a 
környezetfüggetlen és a reguláris nyelvek kategóriáit. A reguláris jellemzésről még 
ugyanebben a művében kimutatta, hogy nem felel meg a természetes nyelvek leírására. A 
bizonyításhoz leggyakrabban használt önbeágyazás olyan természetes nyelvi jelenség 
ugyanis, mely magában hordja a reguláris nyelvtannal való jellemezhetetlenséget. Már 
csak az a kérdés, hogy a formális nyelvekben egyszerűen bemutatható jelenség valóban 
megtalálható-e -  és ha igen, milyen mértékben -  a természetes nyelvekben? Ilyenkor ter­
mészetesen a nyelv modelljének regularitásáról (és nem a nyelv regularitásáról) beszélünk. 
A formális nyelvek világában könnyen találunk példát az önbeágyazásra: az S -> aSb és az 
S-* e szabályokból álló nyelvtan önbeágyazó módon hozza létre az L=anbn formális nyel­
vet. Ugyanakkor a természetes nyelvben -  mondjuk a magyarban — ugyanennek a jelen­
ségnek egy {„A barátom elment. ", „A barátom, akihez a szomszédja be szokott csöngetni, 
elment. ", „A barátom, akihez a szomszédja, akinek kölcsönadtam egy százast, be szokott, 
csöngetni, elment. ", „... "} megnyilatkozáshalmaz felelne meg, Igen ám, de már a harma­
dik mondat nem igazán érthető, és az is könnyen belátható, hogy tetszőleges méretű szö­
vegkorpuszban keresve sem sok az esély, hogy találjunk ilyen szerkezetet. Már pedig csak 
ennek a szerkezetnek a kedvéért bevezetni a korlátlan mélységet biztosító végtelent meg­
lehetősen nagy „luxus”, miközben az n=l és az я =2 eseteken kívül ezt a jelenséget a ter­
mészetes nyelvek nem használják. Chomsky itt az általa bevezetett híres kompetencia- 
performancia megkülönböztetésre hivatkozik, mondván, hogy az emberi információfel­
dolgozás fiziológiai-pszichikai esetlegességei nem tartoznak a formálisan jól jellemezhető 
kompetencia körébe. A kérdés már csak az, hogy a nyelvi kompetencia valóban az-e, amit 
a formális nyelvészet eszközeivel elegánsan tudunk modellálni?
Ha tehát a reguláris nyelvtanok nem elegendőek a természetes nyelvek leírásához, 
bizonyára a környezetfüggetlenek elegendőek lesznek hozzá, gondolhatnánk -  ám ennek 
az elképzelésnek is megszülettek a természetes nyelvi példákkal való cáfolatai [4][5]. Az 
egyik kedvelt érvelés a holland és a svájci-német nyelvre hivatkozik, amelyekben jól ki­
mutathatók bizonyos nem-projektív (azaz: nem szabályosan, egymásba ágyazottan záróje­
lezhető) szerkezetek. Ezt egy a legtöbb természetes nyelvben, így a magyarban is megta­
lálható jelenség, az ún. „rendre”-szerkezet egy példáján mutatjuk be: A MoBiDic, a Mo- 
BiMouse és a MoBiCATprogramok rendre 1993-ban, 1998-ban és 2003-ban készültek el. 
Ennek a mondatnák az az érdekessége, hogy a három név-időpont argumentumpár csak 
nem-projektív fával hható le. Márpedig a környezetfüggetlen világban ennek a leírása nem 
lehetséges, amiből egyenesen következik, hogy ha van ilyen természetes nyelv, akkor a 
természetes nyelvek általánosságban nem lehetnek környezetfüggetlenek. Kérdés ezek 
után, hogy a természetes nyelvek kömyezetíüggőek-e, és ha igen, „mennyire”? A modem 
nyelvészet sokféle megoldást kitalált a környezetfüggetlen nyelvtanok még jól kezelhető 
bonyolultságának fenntartására. Ravasz megoldások, sokszor ügyes, intellektuális trükkök 
jöttek létre, melyek a környezetfüggetlen nyelvtanok előnyös tulajdonságait voltak hivatva 
megtartani, immáron már a kömyezetfüggő nyelvek világában. Ezeket a rendszereket 
„slightly context-sensitive”-nek, azaz „éppenhogy kömyezetfüggőnek” is nevezték.
Egy másik paradigma, a gyakorlati problémákkal gyakran szembesülő számítógépes 
nyelvészet a generatív nyelvészet kialakulása után hamar létrehozta a maga modelljeit. 
Ezek az elméleti nyelvészet modelljeitől elsősorban abban különböztek, hogy nem a meg­
nyilatkozások előállítására, hanem a felismerésére koncentráltak. Itt a kömyezetfüggő 
modell átugrásával, a reguláris nyelveket leíró véges autoriiaták általánosításán (a rekurzív 
átmenethálón, az RTN-en) keresztül egyenesen a Turing-gépekkel tették ekvivalenssé mo-
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delijeiket, a bővített átmenethálókat, az ATN-eket [6], melyben‘az állapotátmenetek feltét­
elei közé néhány -  a nyelvfeldolgozó feladat megoldásához elengedhetetlennek tűnő -  
technikai műveletet is felvettek. A természetes nyelvek bonyolultságával kapcsolatos is­
mereteinkre e gépi modellek megjelenése nem volt, nem lehetett hatással. Ha azonban 
visszatérünk az elméleti nyelvészet bonyolultsági problémáihoz, könnyen megérthetjük, 
hogy a Chomsky-modellek tanulmányozása kapcsán hamar megjelent két -  egy nyelvésze­
ti és egy matematikai jellegű -  dilemma. A nyelvészeti probléma az volt, hogy sok általá­
nos nyelvészeti elv megragadására a Chomsky-hierarchia alapnyelvtanai nem alkalmasak. 
A természetes nyelvek objektumai (azaz például az ugyanazon szavakból álló kijelentő és 
kérdő mondatok) között „rokonságok” vannak. Chomsky első igazán jelentős -  és már 
idézett -  nyelvészeti munkájában megérezte azt az igényt, hogy ezeket a rokonsági reláci­
ókat ki kell valahogy fejezni. Bevezette tehát a transzformációt -  és így a végtelen számú 
szabály lehetőségét -  először transzformáció-családok formájában, melyből idővel csak 
egyetlen -  ám gazdagon paraméterezhető -  elem maradt: a híres „move a ” szabály). 
Peters és Ritchie kimutatta, hogy a transzformációs nyelvtanok gyengén ekvivalensek a 
Turing-géppel. [7] Később megjelentek a további általánosításokat lehetővé tevő X-vonás 
(részletesen ld. [8]) és az Ю/LP [9]) nyelvtanok. Megjelentek a strukturált kategóriák, az 
ezekhez szükséges unifikációs műveletek és az őket kezelő szábályosztályok. Ez utóbbiak 
segítségével -  a nagy bonyolultságot magukban hordozó transzformációk nélkül is -  ke­
zelhetővé vált több, mindig is nagyon kritikusnak számító jelenség: a távoli függőségek 
(azaz: a mondaton belül széteső szerkezetek) és a nem-projektív konstrukciók. A fent jel­
zett matematikai probléma ugyanakkor Chomsky modelljeiben az volt, hogy a nyelvtanok 
generálta mondathalmazok összehasonlításán alapuló gyenge generatív kapacitás nem tud­
ta megragadni az „igazi” bonyolultságot.
Egy másik nyelvleírási felfogás, a kétszintes morfológia [10], mely a nyelvnek szóalak­
tanát és nem elsősorban mondattanát célozza meg, olyan eszközt ígér a nyelvésznek, 
mellyel az kömyezetfüggő nyelvtani jelenségeket írhat le, miközben az így készült leírást 
elemzésre és generálásra használó eszköz formalizmusa megmarad a reguláris nyelvek 
szintjén. Ebben a rendszerben a lexikális és a felszíni szerkezetek között nincs köztes 
szint, és a szabályalkalmazás mikéntje -  melyet kizárólag a formalizmus működtetésére 
szolgáló gépi háttérnek és nem a nyelvésznek kell ismemi -  garantálja a hatékony műkö­
dést. A gyakorlat szintjén ez így is látszott lenni, ám egyszerűnek látszó nyelvi jelenségek 
kétszintes leírása meglepően bonyolult tud lenni. Barton, Berwick és Ristad [11], valamint 
mások is kimutatták, a bonyolultság itt sem a végső formalizmusban, hanem az azt készítő 
rendszerben van „elrejtve”.
3 Halmaz-e a jó nyelvmodell alapja?
Ha feltesszük, hogy a természetes nyelv halmaz, akkor valóban modellálható rekurzív fel­
sorolással? Mivel tudjuk, hogy létezik nem rekurzívan megszámlálható véges halmaz, 
csak egy olyan nyelvet kell keresnünk, melyre egy ilyen definíció ráillik. Vegyük például 
az egyetlen mondatból álló L={z: Stringfz) л  (W)(Over(z,V) —> V=x) л  Length(z)= Kg} 
nyelvet. Mivel ez a nyelv csak ilyen nyelvtannal írható csak le, ennek az a következmé­
nye, hogy ha a „Minden mondat véges objektum” Chomsky-axióma a fenti K0 hossz miatt 
nem áll, akkor következésképp azzal a Chomsky-axiómával is probléma lesz, hogy „Ez az 
összesség halmaz”. Ennek jobb megértéséhez eljátszunk azzal a gondolattal, hogy valójá­
ban hány mondat lehet is egy természetes nyelvben, vegyük ehhez a magyar nyelvet 
(amely zárt az alá- és a mellérendelésre), és jelöljük L-lel. Ekkor az S0={„7dzn' boldog", 
„tudom, hogy Józsi boldog", „tudom, hogy tudom, hogy Józsi boldog", ...} halmaz segít-
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ségével létrehozzuk az Sj halmazt az alábbiak szerint. Ha P(Sq) jelöli az S0 hatvány­
halmazát, akkor minden P^SJ-beli В-re legyen S / z B  összes mondatából álló mellérendelő 
összetétel halmaza: Sj={„Józsi boldog", „tudom, hogy Józsi boldog", „tudom, hogy tu­
dom, hogy Józsi boldog", „Józsi boldog és tudom, hogy Józsi boldog", „Józsi boldog 
és tudom, hogy tudom, hogy Józsi boldog, ...; „Józsi boldog, tudom, hogy Józsi boldog és 
tudom, hogy tudom, hogy Józsi boldog Ekkor tehát -  ahogy Cantor tételéből tudjuk -
S0 megszámlálható, de Sj nem. Ugyanakkor S2, S3 stb. ugyanígy létrehozható, egyre nö­
vekvő számossággal, viszont minden ilyen St eleme L-nek, tehát: az L (magyar) nyelv 
mondatai nem rekurzívan felsorolhatók, azaz a természetes nyelvek nem írhatók le halma­
zokként. Ez az állítás pedig valóban ellentmond ,A  természetes nyelvi mondatok összes­
sége halmaz” Chomsky-axiómának.
Egy másik megfigyelés a mondat hosszával kapcsolatosan gondolkodtathat el. A „Min­
den mondat kevesebb, mint к elemből áll (keN) " állításról intuitíve érezhető, hogy nem 
igaz, de hogy állunk a „Minden mondat kevesebb, mint K0 elemből áll” állítással? Köny- 
nyen látható, hogy a fenti 5/ halmaz mondatainak konjunkciójából előálló mondatra (2) 
nem igaz! Tehát -  amint ezt Langendoen és Postai [12] megmutatja -  nem minden mondat 
véges, azaz ez a Chomsky-axióma nem tartható. Itt ismét jogosan tehető fel a kérdés: ez a 
modell valóban nehézségeket mutat, de fontos-e egy olyan modell mellett kitartani a vég­
sőkig, mely magáról a tényleges természetes nyelvekről nem mond semmi „negatívat”, 
mindössze a formális megfogalmazás miatt kerül a definíció készítője nehéz helyzetbe. 
[13]. Intuitíve könnyen belátható, hogy az emberi nyelvek leírásához nincs szükség a -  
mondjuk -  egy emberéletnél hosszabb mondatok kimondhatóságáról elgondolkoznunk.
4 A természetes nyelvek bonyolultak, vagy csak a nyelvtanaik?
A bonyolultságelmélet egy adott természetes nyelvi modell esetében megmondhatja pél­
dául, hogy mennyi ideig tarthat egy nyelvtani probléma feldolgozása. Ehhez nem feltétle­
nül csak négy grammatikatípust feltételez, mint a Chomsky-hierarchia. Ugyanakkor a bo­
nyolultságelmélet meg tudja mondani, ha például a véges állapotú automata használata 
nem garantálja a hatékony feldolgozhatóságot, vagy segít a párhuzamos alkalmazhatóság 
kérdését is körüljárni -  párhuzamos gép megvásárlása nélkül... Egy formalizmusról végül 
is nem csak azt szeretnénk megtudni, hogy mennyire bonyolult, hanem a bonyolultságel­
mélet segítségével esetleg azt is, hogy miért.
Az univerzális nyelvfelismerési probléma, melynek bonyolultságát szeretnénk most 
meghatározni, így hangzik: adott egy G nyelvtan (valamely nyelvtani formalizmusban 
meghatározva) és egy a füzér, mi pedig azt szeretnénk megtudni, hogy ez a füzér benne 
van-e a G által generált nyelvben. A megoldáshoz segítségül hívunk egy ismert bonyolult­
ságú problémát, az ún. 3SAT problémát. Ez azt kérdezi, hogy egy tetszőleges Boole- 
formula betűihez létezik-e olyan igaz/hamis hozzárendelés, amire az egész kifejezés igaz. 
Vegyünk egy tetszőleges Boole-formulát, mely három propozícionális változót tartalmaz: 
(a v -b  v -c ) л  (a vb  ve) A ( a v b v - c )  л  (-a  vb  ve). A megoldáshoz végig kell próbál­
nunk az összes lehetséges igazságérték-hozzárendelést és megnéznünk, kielégítik-e a for­
mulát, azaz igaz-e az adott állításokkal az egész formula? Ez más szavakkal azt is jelenthe­
ti, hogy legrosszabb esetben az összes lehetséges hozzárendelést végig kell próbálnunk, 
ami n darab bináris változó esetén éppen 2я lehetséges igazságérték-hozzárendelés. Mivel 
a változók száma a formula hosszával arányos, a 3SAT probléma megoldása exponenciális 
időt igényel. Hogy közelebb kerüljünk eredeti célunk, az általános nyelvfelismerési prob­
léma bonyolultságának megvizsgálásához, ezt a formulát először átkonvertáljuk egy a 
természetes nyelvi szerkezetekhez hasonlóbb formára. Legyen az a  az apple, a -a  az
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apples, szb& banana, a -b  a bananas, а с а  carrot, a -c  a carrots, a rf a dandelion, a 
a dandelions, szó, azaz: „apple bananas carrots, banana carrot dandelion, apple carrot 
dandelions AND apples banana dandelion”. Minderről azt állítjuk, hogy ez akkor és csak 
akkor grammatikus, ha minden részmondatban van „ige”, azaz egy s-re végződő szó. Mi­
vel a 3SAT probléma is NP-teljes, akkor ez a nyelvtani kérdés egy NP-teljes nyelvtani 
problémát fed. Az ismét egy másik kérdés, hogy felmerül-e ez a kérdés egyáltalán a termé­
szetes nyelvek feldolgozásakor, és másik modellel esetleg az egész probléma megoldható.
A különböző nyelvleíró modellek bonyolultsága természetesen más és más. A hagyo­
mányos környezetfüggetlen grammatikák polinomiális időben feldolgozhatóak, ám mind a 
modem nyelvelméletek, mind a humán nyelvtechnológiák komplexebb, elsősorban a szó­
faji kategóriák belső szerkezetét jobban leiró modellekkel dolgoznak. Ezek a formális 
nyelvészetben népszerűbb indexnyelvtanok [14], illetve a környezetfüggetlen vázú unifi- 
kációs nyelvtanok [IS] és a modem nyelvészetben széles körben használt lexikális­
funkcionális nyelvtanok [16] az NP-teljes kategóriába sorolódnak. Sőt, ebbe az osztályba 
tartozik a véges állapotú automatákat használó kétszintes morfológia is. Ez utóbbi null- 
elemeket is kezelő verziói már a PSPACE osztályba sorolódnak a hagyományos kömye- 
zetfüggő grammatikákkal együtt. A transzformációs felismerés még a CS-felismerésnél is 
bonyolultabb (EXP), de a transzformációs nyelvtanok kiváltására létrejött ID/LP forma­
lizmus, ahol a függőségi hierarchia és a szabálybeli elemek lineáris rendje különválasztva 
szerepel -  az EXP-POLY bonyolultsági osztályban található.
5 Van-e más út?
A modem, formális nyelvelméleti leírások legtöbbje -  mint láttuk -  olyan matematikai 
bonyolultságokat hordoz, amelyek, ha előjönnének a valódi, emberi nyelvhasználat során, 
komoly problémákat jelenthetnének. Ám a nyelvészeti kutatások ilyesmiről soha nem 
számoltak be, így joggal állapíthatjuk meg, a nyelvleírásra szolgáló egyes formalizmusok 
bonyolultságáról van szó, nem pedig az emberi nyelvhasználatéról. Sőt, az is igaz, hogy az 
emberi nyelvfeldolgozás olyan problémákkal is találkozik, melyek megoldására ezek a 
formális modellek nem is kíséreltek meg megoldást adni. Összefoglalva azt mondhatjuk 
hogy vannak bizonyos szempontból jól működő, máshol hiányos modelljeink az emberi 
nyelvek leírására. Ezeknek a modelleknek a jelentős része matematikailag bonyolult, míg 
egyes, a számitógépes nyelvfeldolgozás szempontjából lényeges kívánalmaknak nem tesz 
eleget. A nyelvtechnológiai alkalmazások például -  az emberi nyelvfeldolgozási képessé­
gek analógiájára -  igénylik a bővíthető, tehát az új tulajdonnevek, idegen szavak kezelését 
lehetővé tevő, azaz: nem zárt lexikon használatát. Ha viszont a lexikon véges, de nem zárt 
összesség (azaz: létezhetnek nyűt osztályok is a lexikonban), akkor ez ellentmond 
Chomsky 1957-ben lefektetett negyedik axiómájának. A felsorolható, tehát hagyományo­
san kezelhető osztályok, azaz a zárt kategóriák az így létrejövő minimálnyelvtan [17] 
egyik fontos elemét alkotnák, hiszen гаек nélkül a kategóriák nélkül (pl. segédigék, mó­
dosítószók, hangsúlyminták) nincs nyelvismeret. A minimálnyelvtan maga nem hoz létre 
elemeket, hanem leírja azokat -  tehát nem-konstruktíy nyelvtan. Különösképpen nincs 
szerepe semmilyen, különösképp nem egyértelmű dichotóm döntés , a nyelvi elemekből 
képezhető objektumok bármilyen mondat-, illetve „nem-mondat”-osztályba tartozásáról.
A nyelvészeti konstrukcióknak az utóbbi évtizedben kikristályosodott fogalma a vala­
miképpen már előre elkészített nyelvi szerkezeteket kívánja a strukturalizmus nyelvészeti 
hagyományaira építeni [18]. A nyelvészeti konstrukciók akkor modellálhatok véges leírá­
sokkal, ha a nyelv használatában oly sokszor jelentkező elv, az analógia kezelésére létezik 
valamiféle mechanizmus. Ez azt jelenti, hogy véges lexikonok fölött véges sok véges
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hosszú objektum leírásához elég az ügyes szótárszerű tárolás, a rekurzióra az elemzési 
módszereldiez van szükség általában. Ha a rekurziót „száműzzük”, valamilyen eszközre 
szükségünk van, ami a véges listában nem szereplő -  ritka, de teljes biztonsággal soha ki 
nem zárható -  elemek kezelését biztosítja. A hatalmas véges listával modellálható nyelv 
elemzési bonyolultsága viszont teljesen más problémákat kell, hogy felvessen, mint ami­
lyeneket a jól ismert formális nyelvek felismerési bonyolultságának kezelésénél láttunk. A 
hagyományos lexikális kategóriák által hordozott ismeretek konfliktushelyzetben vagy 
nem használhatók, vagy redundánsak -  harmadik eset nincs. így egy efféle, egyelőre leg­
feljebb kialakulófélben levőnek nevezhető rendszer [19] bonyolultságának meghatározá­
sához talán az emberi nyelvfeldolgozásra jellemzőbb mérőmódszert lehet a közeljövőben 
találni, mint a természetes nyelvek leírásához manapság használt formális nyelvek mate­
matikai bonyolultságáét. .
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