Equivalent σ-finite invariant measures  by Butler, Svetlana et al.
J. Math. Anal. Appl. 324 (2006) 850–861
www.elsevier.com/locate/jmaa
Equivalent σ -finite invariant measures
Svetlana Butler a, Wojciech Kosek b,∗, Joseph Rosenblatt a
a Department of Mathematics, University of Illinois at Urbana, Urbana, IL 61801, USA
b Department of Mathematics, Colorado College, Colorado Springs, CO 80903, USA
Received 27 September 2005
Available online 27 January 2006
Submitted by William F. Ames
Abstract
Given a non-singular transformation T on a σ -finite measure space (X,β,m), we describe a new ratio
condition that is necessary and sufficient for the existence of a T -invariant σ -finite measure equivalent to m.
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1. Introduction and basic notation
Given a non-singular transformation T on a σ -finite measure space (X,β,m), we consider
the problem of characterizing when there is a σ -finite measure equivalent to m that is invariant
under T . This problem has been around for a while and has been successfully considered by a
number of authors including Halmos [6] and Dowker [2]. The condition that we will describe is
very closely related to the ones that Dowker obtained using Hopf’s work in Hopf [7].
At the time of Dowker’s article, and until 1960, it was unknown whether or not one would
always have an equivalent invariant measure. Then Ornstein showed that this is not the case;
he showed that there are non-singular transformations of probability spaces without equivalent
invariant σ -finite measures. See Ornstein [10] for the original construction. See also Ionescu Tul-
cea [8,9] for a striking Baire category approach to Ornstein’s construction. These articles show
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measure.
With these results in mind, it is clear that special conditions must be satisfied for there to
be equivalent invariant measures. A variety of very nice conditions for this were obtained in
the case that the equivalent measure was to be finite, conditions that generalize very well to
arbitrary groups of non-singular transformations. See the articles by Hajian and Kakutani [4]
and by Hajian and Ito [5] for these results. But clearly this might fail and yet there still be an
equivalent σ -finite measure. Indeed, if the transformation T is ergodic, then there cannot be
equivalent invariant measures p1 and p2 with p1 being finite and p2 being σ -finite and infinite.
Indeed, because p1 exists and T is ergodic, for any measurable set B with m(B) > 0, we have
limn→∞(1/n)
∑n
k=1 1B(T kx) = p1(B) > 0 a.e. But then also one can have a measurable set B
with m(B) > 0 and 0 < p2(B) < ∞. It follows by Fatou’s lemma that the constant function
limn→∞(1/n)
∑n
k=1 1B(T kx) = p1(B) is integrable with respect to p2 and hence must be 0
because p2 is not finite. This contradicts p1(B) > 0.
Efforts to extend the known results in [4,5], without the restriction of the equivalent measure
being finite, were behind the work in Rosenblatt [11,12]. In this paper, we prove that the ratio
conditions in Rosenblatt [11] are sufficient, but not necessary. We also give a relative version of
these ratio conditions that is both necessary and sufficient.
We will be considering non-singular, invertible, bi-measurable transformations of a σ -finite
measure space (X,β,m). That is, first, T is a one-to-one, onto mapping of X to itself such that
both T and T −1 are measurable. We will simply say that T is a transformation in this case.
Second, T satisfies the non-singularity condition that for any A ∈ β , m(TA) = 0 if and only if
m(A) = 0. We do not assume that m(TA) is finite if or only if m(A) is finite, but some of our
conditions may have the effect of imposing this restriction. We would say that m is invariant
under T if m(TA) = m(A) for all measurable sets A ∈ β .
Another measure p defined on β is equivalent to m when for all A ∈ β , m(A) = 0 if and only
if p(A) = 0. If m is not invariant under T , then it might be the case that a redistribution of the
mass of m to produce an equivalent measure p would yield a measure p that is invariant under T .
Knowing exactly when this will be possible is the basic problem being considered here.
In studying the existence of equivalent invariant measures, there is a trivial case in which they
always exist: the case that there is a wandering set for the whole space. That is, suppose there is
a measurable set A such that {T nA: n ∈ Z} are pairwise disjoint and X =⋃∞n=−∞ T nA. Indeed,
on the dissipative part of the measure space, the part for which there is a wandering set, there is
no problem with defining an equivalent σ -finite invariant measure. So we will assume throughout
this article that T admits no wandering sets of positive measure, i.e. T is a conservative, non-
singular transformation of (X,β,m). See the first section of Dowker [2] for a more complete
discussion of this reduction.
2. A necessary and sufficient condition
Given a non-singular transformation T of a σ -finite measure space (X,β,p), we have the
following ratio convergence theorem of Hopf. See Hopf [7, p. 49].
Theorem 2.1. Let T be a conservative transformation of (X,β,p) and assume that p is a σ -finite
measure that is invariant under T . Let g be a strictly positive, measurable, real-valued function
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f ∗(x) = lim
n→∞
∑n
k=0 f (T kx)∑n
k=0 g(T kx)
exists a.e. on X. If g ∈ L1(X,p) too, then∫
X
f (x)dp(x) =
∫
X
f ∗(x)g(x) dp(x).
This limit function f ∗ is always T -invariant.
We want to apply this principle in the case where we have g being a characteristic func-
tion 1A, for a measurable set A with p(A) finite. However, the original formulation by Hopf
does not include this case. Nonetheless, the generalization of this result to obtain convergence
on {x ∈ X: g(T kx) > 0 for some k  1} is well known. See, for example, the text Edgar and
Sucheston [3, p. 364], where there is a good discussion of the Chacon–Ornstein theorem. As a
consequence, we know that for any other measurable set B ⊂ A, the limit
1∗B(x) = limn→∞
∑n
k=0 1B(T kx)∑n
k=0 1A(T kx)
exists a.e. on
⋃∞
k=0 T −kA. If p(A) < ∞, then p(B) =
∫
A
1∗B(x)dp(x). So in this situation, we
know that 0 1∗B  1 a.e. [p]. We see that if p(B) > 0, then necessarily 1∗B(x) > 0 a.e. on some
subset of positive measure in A.
To make the estimates that follow work, we will need to know more about the limit func-
tions 1∗B . If we assume that T is ergodic, then 1∗B is a constant because it is T -invariant. Indeed,
if 0 < p(A) < ∞, then for T ergodic we have 1∗B = p(B)/p(A).
This allows us to derive the following, giving a condition that is necessary for an equivalent
σ -finite measure to exist.
Proposition 2.2. Let T be a non-singular ergodic transformation of (X,β,m) and assume that
there exists a σ -finite measure p that is equivalent to m and is invariant under T . Fix a measur-
able set A with 0 < p(A) < ∞. Then for any measurable set B ⊂ A, with m(B) > 0, there exists
a constant CB > 0, depending only on B such that whenever we have measurable sets Bi ⊂ A,
m(Bi) > 0, i = 1, . . . ,M , there exists a measurable set E ⊂ A such that for all i = 1, . . . ,M , we
have
lim inf
n→∞
∑n
k=0 m(T kBi ∩ E)∑n
k=0 m(T kA ∩ E)
CBi .
Proof. We use the notation above with regards to Hopf’s theorem, except that we apply it to T −1,
which is ergodic since T is ergodic. We have fixed a measurable set A with 0 < p(A) < ∞. For
a measurable set B ⊂ A, the constants CB depend on the limit functions 1∗B = p(B)/p(A). Let
CB = p(B)/2p(A). If m(B) > 0, then p(B) > 0 and CB > 0. Now fix measurable sets Bi ⊂ A,
m(Bi) > 0, i = 1, . . . ,M . The a.e. convergence of the ratios
Rn(1Bi , x) =
∑n
k=0 1Bi (T −kx)∑n 1 (T −kx)k=0 A
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such that on E, for each i, the sequence of ratios (Rn(1Bi , x)) is converging uniformly to the
constant 1∗Bi . Thus, there exists N  1 such that if nN and x ∈ E, then we have∣∣∣∣∣
n∑
k=0
1Bi
(
T −kx
)− 1∗Bi
n∑
k=0
1A
(
T −kx
)∣∣∣∣∣ 
n∑
k=0
1A
(
T −kx
)
.
Integrating over E, we have for nN ,∣∣∣∣∣
∫
E
(
n∑
k=0
1Bi
(
T −kx
)− 1∗Bi
n∑
k=0
1A
(
T −kx
))
dm(x)
∣∣∣∣∣

∫
E
∣∣∣∣∣
n∑
k=0
1Bi
(
T −kx
)− 1∗Bi
n∑
k=0
1A
(
T −kx
)∣∣∣∣∣dm(x)
 
∫
E
n∑
k=0
1A
(
T −kx
)
dm(x) = 
n∑
k=0
m
(
T kA ∩ E).
Hence, we have∣∣∣∣∣
n∑
k=0
m
(
T kBi ∩ E
)− p(Bi)
p(A)
n∑
k=0
m
(
T kA ∩ E)
∣∣∣∣∣ 
n∑
k=0
m
(
T kA ∩ E).
Therefore, for all values of i and nN ,∑n
k=0 m(T kBi ∩ E)∑n
k=0 m(T kA ∩ E)
 p(Bi)
p(A)
− .
So, if 2 is chosen to be smaller than all the terms p(Bi)/p(A), i = 1, . . . ,M , we would have
for all i,
lim inf
n→∞
∑n
k=0 m(T kBi ∩ E)∑n
k=0 m(T kA ∩ E)
 CBi . 
Remark 2.3. (a) In the result above, we do not know if m(A) < ∞, but by replacing A by a
measurable subset A′ of A, we can guarantee this.
(b) It is not clear how to obtain a suitable version of this for conservative transformations that
can be used to prove a version of Theorem 2.5 for conservative transformations. This can perhaps
be done by considering a decomposition into ergodic components, but this appears to lead to less
than attractive results.
In addition, conservative transformations (and hence ergodic transformations too) have an-
other property that will be important to us.
Proposition 2.4. Let T be a conservative transformation of (X,β,m). Let A be a measurable set
and let E be measurable set E ⊂ A, with m(E) > 0. Then
∞∑
n=0
m
(
T nA ∩ E)= ∞.
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∞∑
n=0
m
(
T nA ∩ E)= ∫
E
∞∑
n=0
1A
(
T −nx
)
dm(x) = ∞. 
Now we can prove the following characterization of when there exists an equivalent
T -invariant σ -finite measure for an ergodic action.
Theorem 2.5. Let T be a non-singular, ergodic transformation of (X,β,m). Then there exists
a σ -finite measure p that is equivalent to m and T -invariant if and only if there exists a mea-
surable set A, with 0 < m(A) < ∞, and non-zero constants CB for each measurable set B ⊂ A,
m(B) > 0, such that whenever we have measurable sets Bi ⊂ A, m(Bi) > 0, i = 1, . . . ,M , there
exists a measurable set E ⊂ A such that for all i = 1, . . . ,M , we have
lim inf
n→∞
∑n
k=0 m(T kBi ∩ E)∑∞
k=0 m(T kA ∩ E)
CBi .
Proof. By Proposition 2.2 (see Remark 2.3(a)), the condition is a necessary one. Conversely,
suppose that this property holds. We are going to show that an equivalent positive measure p
exists that is T -invariant and has p(A) = 1. Since T is ergodic, we know that X =⋃n∈Z T nA.
Because p is T -invariant, p must σ -finite.
Assume the condition holds for a fixed set A. Let B1, . . . ,BM ⊂ A and choose the associated
measurable set E = E(B1, . . . ,BM) as in the condition stated above. Define functionals ρ(B,E)
by taking a subnet (nj ) of (1,2,3, . . .) such that for all measurable sets B ⊂ A,
ρ(B,E) = lim
nj
∑nj
k=0 m(T kB ∩ E)∑nj
k=0 m(T kA ∩ E)
exists. By the choice of E, we have ρ(Bi,E)  CBi for all i = 1, . . . ,M . Also, the functional
ρ(B,E) is a finitely-additive set function taking values in [0,1] for measurable sets B ⊂ A. The
invariance property that ρ(B,E) satisfies is that for any measurable B ⊂ A such that T B ⊂ A,
we have ρ(T B,E) = ρ(B,E). Indeed, we have∣∣∣∣
∑n
k=0 m(T kT B ∩ E)∑n
k=0 m(T kA ∩ E)
−
∑n
k=0 m(T kB ∩ E)∑n
k=0 m(T kA ∩ E)
∣∣∣∣ m(A ∩ E) + m(T n+1A ∩ E)∑n
k=0 m(T kA ∩ E)
 2m(E)∑n
k=0 m(T kA ∩ E)
.
Hence, by Proposition 2.4, we have
lim
n→∞
∑n
k=0 m(T kT B ∩ E)∑n
k=0 m(T kA ∩ E)
−
∑n
k=0 m(T kB ∩ E)∑n
k=0 m(T kA ∩ E)
= 0.
Now consider the net of functionals {ρ(B,E): E = E(B1, . . . ,BM)} directed by inclusion
of the finite subsets {B1, . . . ,Bm} where each Bi is chosen from the measurable subsets of A.
We can extract a convergent subnet from this family and obtain as the limit a finitely-additive
functional ρ(B) defined over all measurable sets B ⊂ A such that ρ(B)CB for all B , and such
that whenever B,T B ⊂ A, then ρ(T B) = ρ(B).
We can extend this functional ρ(B) to a new functional q defined on all measurable sub-
sets of X as follows. Let BA consist of all measurable sets B such that there exists N  1
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as above and any measurable partition (Bk: |k|  N) such that each Bk ⊂ T kA. Then let
q(B) =∑Nk=−N ρ(T −kBk). We claim that q is a well-defined finitely-additive set function on β
that is an extension of ρ. In addition, we claim that q is equivalent to m and that q is T -invariant.
Supposing that these facts have been verified, we can then use the technique in Calderón [1]
to extract from q a countably-additive measure p on β which is also equivalent to m, has
p(A) q(A) = 1, and is T -invariant. To be clear, Calderón’s result says this. Let (X,β,m) be a
σ -finite measure space. Suppose q is a finitely-additive T -invariant measure which is equivalent
to m. For E ∈ β define
p(E) = inf
{ ∞∑
i=1
q(Ei): E ⊂
∞⋃
i=1
Ei, Ei ∈ β
}
.
Then p is a countably-additive, T -invariant measure equivalent to m. Then to finish our con-
struction, we would normalize this measure p so that it has mass one on A.
To see that q is well defined, suppose that we have B partitioned in some other fashion
(B ′k: |k|  N ′) into measurable sets B ′k ⊂ T kA for each k. Then Bk =
⋃N ′
l=−N ′ Bk ∩ B ′l . So
the finite-additivity of ρ on subsets of A gives
N∑
k=−N
ρ
(
T −kBk
)= N∑
k=−N
N ′∑
l=−N ′
ρ
(
T −k
(
Bk ∩ B ′l
))= N∑
k=−N
N ′∑
l=−N ′
ρ
(
T −kBk ∩ T −kB ′l
)
.
But also T k−l(T −kBk ∩ T −kB ′l ) = T −lBk ∩ T −lB ′l ⊂ A. It follows that ρ(T −kBk ∩ T −kB ′l ) =
ρ(T −lBk ∩ T −lB ′l ) by the invariance property of ρ. Hence,
N∑
k=−N
ρ
(
T −kBk
)= N∑
k=−N
N ′∑
l=−N ′
ρ
(
T −kBk ∩ T −kB ′l
)
=
N ′∑
l=−N ′
N∑
k=−N
ρ
(
T −lBk ∩ T −lB ′l
)= N
′∑
l=−N ′
ρ
(
T −lB ′l
)
.
Thus, q is well defined and automatically we have q(B) = ρ(B) if B ⊂ A. So q does extend
ρ and q(A) = ρ(A) = 1. It is also clear from q being well-defined why it is finitely-additive.
We only need to observe in the case that B1,B2 ∈ BA are disjoint, and we have partitioned both
respectively into subsets B1,k,B2,k ⊂ T kA, |k|N , that
q(B ∪ B ′) =
N∑
k=−N
ρ
(
T −k(B1,k ∪ B2,k)
)
=
N∑
k=−N
ρ
(
T −kB1,k
)+ N∑
−N
ρ
(
T −kB2,k
)= ρ(B1) + ρ(B2).
It is also clear that q is equivalent to m. Certainly, if m(B) = 0, then q(B) = 0. But also, if
B ∈ BA and m(B) > 0, then in any partition (Bk: |k| N) of B into sets Bk ⊂ T kA, for some
k we have m(Bk) > 0. Hence, the non-singularity of T guarantees that m(T −kBk) > 0 and the
construction of ρ gives ρ(T −kBk) CT −kB > 0. Lastly, q is T -invariant. Indeed, we need onlyk
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is written as a disjoint union ⋃Nk=−N T Bk with each T Bk ⊂ T k+1A. Thus,
q(T B) =
N∑
k=−N
ρ
(
T −(k+1)T Bk
)= N∑
k=−N
ρ
(
T −kBk
)= q(B). 
3. Other sufficient conditions
The theorem in Section 2 has the aspect that the more natural ratios
∑n
k=0 m(T kB)/∑n
k=0 m(T kA) must be modified by restricting the numerator and denominator into a suitable
set E. In the case of seeking conditions for an equivalent finite T -invariant measure p to exist,
it is clear (from both Theorem 2.5, and the well-known literature on the topic of equivalent in-
variant finite measures) that the set E is not relevant. So in this case, the parallel necessary and
sufficient condition becomes this: there exists a finite T -invariant measure p that is equivalent to
m if and only if for all B ∈ β , we have
inf
n1
∑n
k=0 m(T kB)
n + 1 > 0.
The question is whether or not we could eliminate the need for using the restricting set E in
Theorem 2.5. The simple answer to this is generally negative as the following proposition and its
construction will show.
Proposition 3.1. Let (X,β,m) be the probability space with X = [0,1] and m being Lebesgue
measure on the Lebesgue measurable sets. Then there is a non-singular ergodic transformation
T on (X,β,m), and a T -invariant, σ -finite measure p equivalent to m for which there are
measurable sets A, 0 < m(A) < ∞ and B ⊂ A, m(B) > 0, for which
lim inf
n→∞
∑n
k=0 m(T kB)∑n
k=0 m(T kA)
= 0.
Proof. Example 1. We will first construct a fairly simple example of an ergodic, non-singular
transformation T acting on (X,β,m), which admits an infinite T -invariant, σ -finite measure
p ∼ m. The space (X,β,m) is the unit interval (0,1), with a countable set of points removed
and m is the Lebesgue measure. It will be obvious from the construction which points need to
be removed. For convenience, we will still refer to certain sets as “intervals,” even if technically
they are missing some points. This construction will be used to understand the one in Example 2,
which is the one we actually want.
We will denote the sum of the areas covered by images of B by SB(n) =∑ni=0 m(T iB). Let
A = X and B = (0, 12 ). Then SA(n) =
∑n
i=0 m(T iA) = n and the necessity of having the set E
in Theorem 2.5 will be apparent because we will show
lim
n→∞
SB(n)
SA(n)
= lim
n→∞
1
n
n∑
i=0
m
(
T iB
)= 0.
We expect this limit result because we are building p to be non-finite; indeed, see the remark
in Section 1 that explains why there is no equivalent finite measure and then apply the results
in [4,5].
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an ergodic, invertible, non-singular transformation T defined on it.
Let us first cut the interval I into countably many subintervals Ik = (1 − 2−k,1 − 2−k−1),
k ∈ N. Let {tk}∞k=0 be an increasing sequence of positive integers, with t0 = 1. We will define
the rest of the values of tk later, to make the sequence {tk} increasing sufficiently fast for the
transformation T to have the desired properties.
Step k = 0. We define the stack C0 = I0 = (0, 12 ). This is the initial column, which consists of
one level of measure 12 . The transformation T is not defined at any point at this stage.
Step k = 1. The interval I1 is cut into t1 pieces of equal length, that is the measure m of each
piece is 14t1 . We place all of those pieces on top of I0. This stack is denoted by C1 and it has
t0 + t1 = 1 + t1 levels. The transformation T is defined on I0 and “most” of I1 by the affine
transformation from each level to the one right directly above it. We also have:
SB(t1) = 12 +
1
4
= 3
4
.
We continue the construction inductively.
Inductive step. To obtain the stack Ck+1, we perform the following operations:
• Cut the stack Ck into 2 pieces of equal width and put one on top of the other. We denote the
resulting column by Ck.
• Cut Ik+1 into tk+1 pieces of equal length: 12k+2 · tk+1 .
• Put all of the pieces of Ik+1 on top of Ck , thus creating the stack Ck+1. The number of levels
in and, subsequently, in all its subsections is Mk+1 = 2Mk + tk+1 = 2k+1t0 + 2kt1 + · · · +
2tk + tk+1. The transformation T is now defined on the entire stack Ck+1, except for the top
level, by affinely mapping interval at each level, except the top one, to the interval directly
above it.
The width of the column Ck, that is the measure of the largest interval in it, is 12k+1 . Therefore,
at the end of this inductive process, the transformation T is defined on the entire space X and it is
ergodic. In order to obtain a σ -finite invariant measure p ∼ m, one can stretch every interval Ik
by the factor of 2ktk, that is to make p(Ik) = 2ktkm(Ik). Since the sequence {tk} is increasing, it
is clear from the construction that
SB(tk+1) 2SB(tk) + m(Ik+1) < 3SB(tk).
We can now control the size of the sums SB(n) by adjusting the values of tk. Let us take
tk = 4k . For every n we have tk  n < tk+1, for some k, hence:
1
n
SB(n)
SB(tk+1)
tk
 3
k+1
4k
and limn→∞ SB(n)SA(n) = 0.
Example 2. In the previous example, the set A = X was the entire space, which is not very
satisfying in the sense that the set A is too big, i.e. p(A) = ∞. In the proof of Theorem 2.5 it was
necessary that the σ -finite measure p of the set A was finite. Let us now refine the construction
in Example 1 to build another ergodic, non-singular transformation T acting on the Lebesgue
space, which admits a more appropriate σ -finite, non-finite measure p ∼ m.
As in Example 1, let us begin with the unit interval I = (0,1), subdivided into Ik =
(1 − 2−k,1 − 2−k−1), k ∈ N. Each of the intervals Ik will be further subdivided into tk + 1
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much shorter intervals I jk = (1− 34 2−k − jtk 2−k−2,1− 34 2−k −
j−1
tk
2−k−2), j = 1,2, . . . , tk, each
of length 1
tk
2−k−2.
Let B = I0 = (0, 12 ). The set A will be defined by adding many small intervals to the set B.
We will make sure that
lim inf
n→∞
SB(n)
SA(n)
= 0. (3.1)
This time we will use two increasing sequences {tk} and {sk}.
Step k = 0. The initial column C0 = I0 = (0, 12 ). Also, A0 = B. The height of this stack
M0 = 1.
Step k = 1.
• The interval I1 is cut into t1 + 1 pieces: one larger piece I 01 of length 18 , and t1 short pieces
I 11 , I
2
1 , . . . , I
t1
1 , each of length
1
8t1 .
• Place all the short pieces on top of I0. This stack is denoted by C0 and it has 1 + t1 levels.
The transformation T is defined on C0 by the affine transformation from each level to the
one right directly above it. The number of levels in C0, is 1 + t1.
• Cut the stack vertically C0 into s1 pieces of equal width and stack them up in any order.
Put the interval I 01 on top of this stack to obtain stack C1. The number of levels in C1 is
M1 = s1(1 + t1) + 1.
• Denote the top t1 + 1 levels of the stack C1 by l01 , l11, . . . , lt11 . We have lj1 ⊂ I1, j =
0,1,2, . . . , t1. In addition, l01 = I 01 . Also, m(l01) = 18 , and m(lj1 ) = 18t1 , for j = 1,2, . . . , t1.
• Define A1 by adjoining t1 levels lj1 of the stack C1 directly below the top level to A0:
A1 = A0 ∪
t1⋃
j=1
l
j
1 .
Inductive step. To obtain the stack Ck+1, we perform the following operations:
• Cut Ik+1 into tk+1 + 1 subintervals I jk+1, j = 0,1, . . . , tk+1. The interval I 0k+1 has length
2−k−3 and all other intervals are tk+1 times shorter.
• Put all of the short pieces of Ik+1, that is I jk+1, j = 1,2, . . . , tk+1, on top of Ck. We denote
the resulting column by Ck (see Fig. 1). The number of levels in Ck , is Mk + tk+1. The
Fig. 1. Construction of the stack Ck .
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transformation T is now defined on the entire stack Ck , except for the top level, by affinely
mapping interval at each level, except the top one, to the interval directly above it. We choose
tk+1 to be much larger than Mk.
• Cut the stack Ck vertically into sk+1 pieces of equal width and stack them up in any order.
Put the interval I 0k+1 on top of this stack to obtain stack Ck+1 (see Figs. 2 and 3). The number
of levels in Ck+1 is Mk+1 = sk+1(Mk + tk+1) + 1.
• Denote the top tk+1 + 1 levels of Ck+1 by l0k+1, l1k+1, . . . , ltk+1k+1. We have ljk+1 ⊂ Ik+1, j =
0,1,2, . . . , tk. In addition, l0k+1 = I 0k+1. Also, m(l0k+1) = 2−k−3, and m(ljk+1) = 1tk+1sk+12k+3 ,
for j = 1,2, . . . , tk+1.
• Define Ak+1 by adjoining tk+1 levels ljk+1 of the stack Ck+1 directly below the top level to
the set Ak :
Ak+1 = Ak ∪
tk+1⋃
j=1
l
j
k+1.
At the end of the inductive process we have defined an ergodic transformation T on the entire
space X. Define:
A =
∞⋃
k=0
Ak.
(In other words, we have Ak = A ∩ Ck .) By choosing sufficiently large values for the sequence
{sk} we will ensure that the set A has finite invariant measure p(A) < ∞.
First, let us notice that (T MkB) ∩ Ck = ∅, provided that tk+1 > Mk. Thus, for Mk < i < tk+1
we have
m
(
T iB
)
m
(
T iCk
)
Mk · m
(
I 1k+1
)= Mk
tk+1 · 2k+3 .
Hence, for Mk < n < tk+1 we also have:
SB(n) = SB(Mk) +
n∑
i=Mk+1
m
(
T iB
)
 SB(Mk) + n · Mk
tk+1 · 2k+3  SB(Mk) +
Mk
2k+3
< 2Mk,
since m(T iB) < 1 for every i.
Let us define the sequence {tk} recursively, in such a way that equality (3.1) is satisfied. For
example one can take:
tk+1 = 22k · Mk.
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We have, for all n tk+1:
SA(n) SAk+1(n) n · m
(
l0k+1
)= n
2k+3
.
In particular, for n = tk+1 we obtain:
SA(tk+1)
tk+1
2k+3
= 2
2kMk
2k+3
= 2k−3Mk.
Inequality (3.1) is satisfied since
SB(tk+1)
SA(tk+1)
 2Mk
2k−3Mk
= 1
2k−4
.
It is clear how to define a σ -finite invariant measure p ∼ m. Specifically, the measure p of
each new level added when building stack Ck needs to match the width of the stack Ck. Also, the
measure p of the top level I 0k+1 of the stack Ck+1 must match its width, which is 1/sk+1 of the
width of Ck. To be exact, the measure of each level l in the stack Ck should be
p(l) = 1
2
k∏
i=1
1
si
.
In particular, the measure p of what is added to set A in the construction of stack Ck+1 is:
p(Ak+1\Ak) = tk+1 · 12
k+1∏
i=1
1
si
.
By taking for instance sk = tk, we can easily accomplish that
p(A) = p(A0) +
∞∑
k=0
p(Ak+1\Ak) = 12 +
1
2
∞∑
k=0
k∏
i=1
1
si
< ∞. 
Remark 3.2. (a) We should note that it is impossible to construct an example of the transforma-
tion for which Proposition 3.1 can be changed to say that the limit of the ratios exists for every
measurable set A with m(A) > 0. See Proposition 2.1 in Rosenblatt [11]. However, even though
we have not been able to see how to do it yet, it should be possible to improve the construction
above to show that for all measurable sets A, with m(A) > 0, there are measurable sets B ⊂ A,
m(B) > 0, such that
inf
n0
∑n
k=0 m(T kB)∑n
k=0 m(T kA)
= 0.
One possible method of constructing an example like this could use the rates of growth of the
size of SA(n) in terms of n, for a particular transformation. Both examples show that in general
this rate can be made arbitrarily small, as long as the limn→∞ SA(n) = ∞.
(b) This remark and the examples above do leave open the possibility that one could consis-
tently choose a subsequence of ratios to carry out the basic limit construction of an equivalent
measure p. So we also need better insight into examples such as the one we construct here to see
that this cannot be done. Only then will the absolute need for restriction of the terms in the ratio
limit result Theorem 2.5 be completely justified.
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