

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































mechanics, which is understood in [8] as a phase space tunneling pheno-
mena. From this point of view the consideration of non-analytic symbols is
directly connected to the study of non-analytic switching processes in adia-
batic theory, (which in particular allows to consider compactly supported
switching functions).








) be the Bargmann transform, dened by











u(y) dy : (1.1)
Tu can be understood as a representation of the wave function u in phase
space (see [1]). Let P = p(x; ~D
x
) be a pseudo dierential operator with




;R) be a weight function, which is bounded with
all its derivatives. If the symbol p is analytic in a strip S
!
= fj Imxj <
!
1
; j Im j < !
2
g and sup j@
x




 j < !
2
, the main estimate in



























. Consider an eigenfunction u with Pu = 0. It can
be shown that (1.2) implies a decay of Tu in phase space: For any compact








as ~ ! 0, where  = (K) > 0 can be related explicitly to the geometry of
K and p.
In this paper we follow closely the techniques of [10] and concentrate
mainly on the diculties which arise when the symbol p is only C
1
: What
replaces the analytic continuation of p to the strip S
!
in (1.2) and what




 ? How to deal with a non-vanishing @
z
p?
What is the substitute of (1.3)?
The explicit calculus of the next sections is sometimes a little bit technical,







is analytic in the strip S
1=b







) with a > 1 we loose analyticity (p is called of Gevrey class
a). Nevertheless b rests an important quantity for measuring how "good" one
can extend p to the complex domain. In a similar way to [9] we will dene
2
such an almost analytic extension to a strip S
!
by a a, b and ! dependent





. This produces an additional error term (exponentially small with
respect to !
1=(a 1)
as ! ! 0) which has to be controlled. By choosing !
~-dependent in an appropriate way, we end up with an estimate in the sense





and explicitly give a and b





The plan of the paper is as follows: Section 2 introduces Gevrey class
functions and their extensions to the complex domain. Some properties are
shown and an estimate of their @
z
-derivative is made. In section 3 the key
estimate in the sense of (1.2) is formulated and proven. Section 4 contains a
Gevrey class version of the estimate (1.3) on the decay of eigenfunctions in
the classically forbidden region of the phase space.
2 Functions of Gevrey class type
For our purpose it is suitable to dene Gevrey classes in a slightly dierent
way than normally done in literature. We will see the reason for doing so in
a moment, but let us rst recall some basic facts:
The smoothness of a C
1
function can be controlled by the growth of its
derivatives. The Gevrey classes interpolate between the pure C
1
case and







































for all i = 1; : : : ; n :
From Stirling's formula k! = (k=e)
k
p


















































called Gevrey class of index a.
Remarks:





or ,(ajj+1) instead of !
a
. If one only regards Gevrey classes of
index a all these denitions coincide. This is a consequence of Stirling's
formula and jj!  n
jj
!. See [12].
 Denition 2.1 is a renement of the classical denition found in litera-
ture (see e.g. [2], [3], [4], [6], [11]). We are using a second index b for
classication, and we are adding a term ( + 1 )
c
0
. This term makes
,
a;b
an algebra, stable under dierentiation (see Proposition 2.1 below).
The classical denition gives an algebra which is only stable with re-
spect to the parameter a but not with respect to b. Absorbing (+1 )
c
0
by enlarging the constant b shows that our rened denition coincides
with the classical one if one only considers classes of single index a.






;R) is an algebra, stable under dierentiation and
translation.










f; g 2 ,
a;b
) f  g 2 ,
a;b
:









































( + 1 )
c
0



































































;R) can be extended analy-
tically to the strip S
!
:= fz 2 C
n
j j Im z
j
j < ! for all jg with !  1=b. In
the same spirit as in [9] we will dene an almost analytic extension for all
a 2 [1;1) in such a way that @
z
f is minimized.





z = t+ is 2 S
!
























for a > 1 and N
1;b;!
















The following proposition gives an estimate for all derivatives of an anti-
holomorphic derivative of the almost analytic extension F
a;b;!
. The proof
shows in which sense the cuto (2.4) was chosen optimal.
5





more ;  2 N
n




> 0, such that for all

























with z = t + is and B = (a, 1)b
 1=(a 1)




















as ! ! 0.
Proof: Within this proof N
a;b;!
will be simply denoted by N . First we treat









in (2.3) we see that only
























denotes the j-th partial derivative with respect to t
j
. Using
t+ is 2 S
!

























With (2.1) and jj = N , 
j


























Let c := be
1 a





























Since we have chosen N = [x
0
] and because of N  !
 1=(a 1)









> 0 such that (2.8) implies for jj = N
























Finally using (2.7) and #f 2 N
n
j jj = Ng  (N + 1)
n
and again N 
!
 1=(a 1)
we get the result (2.5) for  =  = 0. For ! suciently small we
can absorb negative powers of ! by making the constant B smaller. This
implies (2.6).
The case ;  6= 0 is proven in a similar way: Let F
a;b;!
f be denoted by
~
















Using the stability of ,
a;b












f . So we are left to estimate only derivatives





























































f(z) = 0 for z 2 S
!
, ! < 1=b. In fact, xing ! < 1=b we get
ln ~a, (1=~a) ln(b!)! +1 (~a! 0+) :













) = 0 :
In [9] almost analytic extensions are constructed by a "smooth" cut of the




with respect to the width ! of the strip. So the extension of f tends to f if
! ! 0.
In our case (see Denition 2.2) we are cutting the series at a point N
a;b;!
which is the integer part of (b!)
 1=(a 1)
. So it does not depend smoothly on
!. The xed cutting point has the advantage to simplify many calculations,





f(t+ is), f(t)j ! 0 (s! 0) (2.9)
is not true. Nevertheless the extension F
a;b;!
is well behaved in the sense
Proposition 2.3 below. To obtain a result of the form of (2.9) a more rened
version of an almost analytic extension is needed. Details can be found in [5].
It uses a smooth cuto of the power series where the point of cuto depends
on s.




;R). Then for all
 > 0 there exists an !
0




f(t+ is), f(t)j <  (t+ is 2 S
!
) :
Proof: Within this proof N
a;b;!
will be simply denoted by N . Equation (2.4)
implies N !1 if ! ! 0, so we have only to show that
d := F
a;b;!











becomes small for large N . Using Denition 2.2, js
j
j  !, b!  N
 a+1
and



















































For the last step we used #f 2 N
n
j jj = kg  (k + 1)
n
. Let us choose
c > 1 and k
0


















 k  N we see that






















On the other hand each term of the second sum tends to zero for N ! 1,
so the sum itself tends to zero. 
3 Exponential weighted microlocal estimates
3.1 Symbol classes
The following denition will x symbol classes, quantization and classes of
pseudo dierential operators which we use in this paper.








;R) is called a
symbol p 2 S
m
if for all  2 N
2n
there exists constants c

> 0 such that for
all x;  2 R
2n


























; )u(y) dy d (3.1)



































p(~; x; y; )u(y) dy d : (3.2)
We keep the notation S
m
for this kind of symbols which means that in
Denition 3.1 the space variable x 2 R
n
has to be replaced by (x; y) 2 R
2n
.
The following (well known) proposition shows how to calculate a Weyl symbol
associated to a generalized symbol.
Proposition 3.1 Let p 2 S
m










and for all N 2 N
































3.2 Estimates for pseudo dierential operators with
symbol in a Gevrey class
The following proposition is the main technical tool to prove a non-analytic
version of the key estimate (1.2). It contains all the parts which are related to
our Gevrey class assumptions. The statement can be summarized as follows:




can be rewritten (modulo O(~
1
)) as an operator with bounded symbol q.
The essential assumption is the boundedness of the rst derivatives of g,
where the bounds depend on the chosen Gevrey class of p. The leading order
of q (w.r.t. ~) is explicitly given in terms of p and g, all other terms can be
calculated with help of Proposition 3.1.
Proposition 3.2 Let a 2 (1;1), b > 0 and P = Op(p) be a pseudo die-















for all ;  2 N
n
and x; y 2 R
n
. Let furthermore ,
0






be a weight function satisfying
10
1. all derivatives of g are bounded,





g(x; y)j < , j@
y
g(x; y)j <  (x; y 2 R
n






















) (jx, yj  ,
0
),
then there exists a symbol q 2 S
m

















q(~; x; ), F
a;b;!







p is the almost analytic extension of p (see Denition 2.2) with
respect to the variable , dened in a strip S
!



























This is always possible since for all a > 1 we can show by an elementary
calculation that (a, 1)
1 1=a
< a.





) be a cuto function with supp  fjsj < ,
0
g, 0    1























p(~; x; y; )u(y) dy d
into two parts by inserting (1, )(x , y) and (x , y) respectively. These








The critical points of the oscillating phase are given by x = y = 0. Using








































(~; x; y; )u(y) dyd
with L
t
= ,L. In the next step we will make a suitable choice of N = N(~)













for all l 2 N and a nite number of derivatives  2 N
3n
, jj < M . Using the












For the proof of (3.6) we use the fact that the derivatives of q
N
with respect
to x, y and  act on
12









p(~; x; y; ).
By assumption, all the derivatives of  and g are bounded so that the rst












. By the assumptions on p and the stability of the Gevrey classes, we
get
f(x; y; ) := @

x;y;































































































































































































































Choosing N = [N
0
] and using N  ~
 1=a
































j  const ~
 const


























,   jx, yj  ,
0
the assumptions 2 and 3 imply














Using (3.5) we get
























Considering points jx, yj  ,
0
we can use assumption 4 and again estimate
(3.5). This leads to





































. This term decays faster in ~ as any power of ~ does, so



























g(y + t(x, y); y), @
2
g(x; x+ t(y , x))

dt :
Using g(x; x) = 0 this implies
(x, y)  d(x; y) = g(x; y) :
For xed x and y we make the following change of path of integration:
 7!  + i~
1 1=a




































 = ! :
Let ~p := F
a;b;!






has to be understood as an oscillating integral. This implies that the parts
Re  ! 1, Im  2 I
~!
of a contour integral over @S
~!
j
vanish. On the other






















































~p(~; x; y;  + i(s
1































; 0; : : : ; 0))u(y) ds
2
dy d



























~p(~; x; y;  + i(~!
1






















; 0; : : : ; 0) we can interpret A
2j
as a pseudo
dierential operator with symbol
a
j
















for j = 1; : : : ; n.
In the same manner as already done for A
1
we will now estimate the
derivatives of these symbols up to a nite order M . Application of the
















First we notice that ~!
j
depends on x and y. So the boundaries of the integrals













f(x; s) ds+ f(x; g(x))g
0
(x) ;
we notice that derivatives of a
j
with respect to x; y and  can be written as
derivatives of their integrands, some of them evaluated at ~!
j
(x; y), sometimes
multiplied by derivatives of ~!
j
and integrated over some s
j
.
To estimate the derivatives of a
j
we use the facts that
 all derivatives of  and ~! = ~
1 1=a
d are bounded,















p)(~; x; y;  + is
(j)
)) :






. In view of the stability of the Gevrey




 j~! , s
(j)




















 derivatives of the exponential terms produce at mostM negative powers
of ~.









































), ! = ~
1 1=a
, the denition of  and the
denition of B from Proposition 2.2.

















Therefore (as we did for A
1
) the exponent of (3.11) can be estimated by
a negative constant ,", and this exponential decay also absorbs negative






j  const ~
l




























b(~; x; y; )u(y) dy d
with symbol
b(~; x; y; ) = (x, y)F
a;b;!
p(~; x; y;  + i~
1 1=a
d(x; y)) : (3.12)
By the assumptions on p we have b 2 S
m
(the derivatives of d are bounded).
Let q 2 S
m





Proposition 3.1). Then the leading order of q is given by
b(~; x; x; ) = F
a;b;!












This corresponds with (3.4).































). This nishes the proof of Proposi-
tion 3.2. 
Remark: Proposition 3.2 can be slightly generalized: If the weight function




n in assumption 4 can be replaced by
p
m. The proof has
to be modied by using a cuto function  which only depends on these m
components. Furthermore the integration by parts has to be done using an
operator L containing only derivatives w.r.t. to these m components. This is
sucient since g(x; y) is constant with respect to the other n ,m variables




g do not cause an
exponential increase which otherwise has to be compensated.
3.3 Microlocal Estimates
This section contains the main result of this paper. It is the Gevrey class ver-
sion of the key estimate (1.2) in phase space tunneling. It can be understood
as an Agmon estimate in phase space. Section 4 contains an application ob-
taining exponential decay (in ~
1=a
) for eigenfunctions of pseudo dierential
operators inside the classically forbidden region.
Theorem 3.1 Let a 2 (1;1), b > 0 and P = Op
W
(p) be a pseudo dieren-













) be a weight function satisfying

















 supp @g  f(x; ) 2 R
2n
j j(x; )j  ,
0
=2g,








)) (for all N 2 N) such that for
all u 2 S(R
n































(x; )) 2 S
m+1
(3.14)




p is the almost analytic extension to the strip S
!













































which should be compared to formula (1.2) of the analytic case.









)j < ! so that the expression (3.14) is well dened.
The proof of Theorem 3.1 follows closely the outline of the corresponding
proof found in [10] for the analytic case. It can be divided into three steps
which will be formulated in the next three lemmata. Only the second step
uses regularity conditions on the symbol p and has to be redone for the case
of Gevrey classes. For this step we use the results of section 3.2. For the





Lemma 3.3 Let p 2 S
m



















) = p(~; x=2, 






Remark: Note that the operator
~














where the star denotes the corresponding dual variables.
Proof: Equation (3.15) follows from an explicit calculation as done in [10].

















for all  2 N
n
und x 2 R
n
. Let furthermore ,
0
















 with  as dened in Theorem 3.1,
 supp @g  fx 2 R
n
j jxj  ,
0
=2g,












)) (for all N 2 N)

















~q(~; x; ), F
a;b;!




















and apply Proposition 3.2 with weight function ~g(x; y) := g(x) , g(y) and
symbol p(x; y; ) := ~p(
x+y
2
; ). The assumptions on g assure that ~g fullls the
assumptions of Proposition 3.2. To verify assumption 4 we can estimate








































~q(~; x; ), F
a;b;!









rst notice that ~q is
given by the Weyl symbol that corresponds to b(~; x; y; ) of equation (3.12).
Since here p(x; y; ) = ~p(
x+y
2
; ) it follows that b(x; y; ) is symmetrically
w.r.t. to an exchange of x and y. Thus the term of order ~
m+1
vanishes
according to Proposition 3.1. 
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) be a weight function with bounded derivatives, then




























q(~; x; ), (3.20)

















Remark: In (3.19) q acts as multiplication operator: Located to the left of




with (x; ) being position variables.
Proof: The proof can be adopted from [10]. There the lemma is formulated
using a weight e
 =~




we can follow step by step the arguments in [10]. Since a > 1 all derivatives
of  are uniformly bounded for ~ < 1. 


















). The assumptions on p and g(x; ) of Theorem 3.1 assure that ~p
and g(~x) fulll the assumptions of Lemma 3.4:
 For g this is trivially seen.









) by assumption of Theorem 3.1, we get,
using the stability of ,
a;b












Finally we apply Lemma 3.5: We rewrite
~








The error terms from Lemma 3.4 and 3.5 sum up to R
N
from Theorem
3.1. Combining equations (3.16), (3.17) and (3.20) we end up with equation
(3.14). 




TPuk. We shall use this result in the next section.
Theorem 3.1' Under the same assumptions as in Theorem 3.1 there exists
q 2 S
m






























T . We use Lemma 3.3 and Lemma 3.4 to obtain for





















































































































) and q as given in (3.22). 
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4 Application
From Theorem 3.1 one gets an exponential decay of the eigenfunctions of a
pseudo dierential operator in the classically forbidden region. In the case
of Gevrey classes this exponential decay is w.r.t. ~
1=a
.






















Tu(x; ) = O(e
 =~
1=a
) uniformly in (x; ) 2 U :
Remark: This denition is adopted to the case of Gevrey classes by adding
the index ,
a
. a = 1 gives the usual analytic case.
Denition 4.2 Let p 2 S
0
be a symbol of the form









then the characteristic of P = Op
W
(p) is dened by




(x; ) = 0g :



















(u)  Char (P ) :
Remark: Theorem 4.1 is the generalization of estimate (1.3) mentioned in
the introduction to the case of Gevrey classes.
Physical interpretation:
Consider for example a Schrodinger operator P = ,~
2
+V (x). Its symbol is
the corresponding Hamilton function p(x; ) = p
0
(x; ) = 
2
+V (x). Theorem




+ V (x) = 0g. This is exactly where the classical trajectories are located.
Outside this area Tu decays exponentially w.r.t. ~
1=a
.










) 6= 0. From

















be the almost analytic extension of p
0
with ! = ~
1 1=a
 as
in Theorem 3.1. We now apply Proposition 2.3. It follows that for suciently






j  c (4.1)
with
~
U = f(x; ) 2 S
!
j Re(x; ) 2 Ug. We are now going to dene a suitable












































From ! = ~
1 1=a












for all (x; ) 2 U
2
and small ~. Now we apply Theorem 3.1' with m = 0.



































































be the complement of U
2































































and Theorem 4.1 is proven. 
Conclusion
A key estimate in the theory of phase space tunneling is proven for the case
of a pseudo dierential operator with a symbol in some Gevrey class, being
hence not necessarily analytic. Explicit bounds are given for an exponential
decay with respect to ~
1=a
, where a > 1 depends on the smoothness of the
symbol.
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