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1.1  Probabilitat: Conceptes bàsics 
 
L’estadística moderna, és a dir, la que no es limita a la simple descripció d’unes 
dades, esta basada en la teoria de la probabilitat.  El seu estudi s’inicia al 
Renaixement i es va desenvolupant de manera que al S.XVIII ja es tenia elaborat 
un corpus propi i suficient. Sense entrar en un coneixement profund de la mateixa, 
sí que és convenient recordar (exposar) alguns conceptes que ajuden a comprendre 
millor la Estadística Inferencial. 
1.1.1. La noció intuïtiva de probabilitat 
En la nostra vida quotidiana tots utilitzem en major o menor grau el concepte de 
probabilitat. El metge recepta una medicina al malat i li diu que dintre de un parell 
de dies es trobarà millor; quasi tothom sap que quantes més columnes omple un 
d’una quiniela existeixen majors possibilitats d’encertar una de catorze,o, al menys, 
una de dotze; també que quan més números es juguen a la loteria es més probable 
que toqui algun premi; que es tenen més probabilitat d’aprovar un examen si s’ha 
preparat el 80% dels temes que si tan sols s’ha estudiat la meitat d’ells, etc. 
Però poques vegades ens parem a pensar com podem formular matemàticament 
aquestes probabilitats i calcular el seu valor. Així, el metge en acostuma a dir: “ Si 
es pren aquesta medicina, te un 90% de probabilitats de posar-se bé”; també es 
veritat que pocs jugadors de quinieles ni tan sol saben que, combinant els resultats 
de 1 X 2, es poden obtenir 314 columnes diferents, etc. 
En qualsevol cas podem afirmar que la majoria de la gent té una noció intuïtiva de 
la probabilitat, noció que utilitza normalment en la seva vida quotidiana, però de fet 
casi ningú arriba a formular-la matemàticament. 
1.1.2 La noció clàssica de probabilitat  
Sense l’ànim d’entrar en la discussió que pot originar la teoria clàssica, en un 
principi podem afirmar que, per definició: 
“La probabilitat a priori de que esdevingui un succés X es igual al quocient entre el 
número de casos favorables i el nombre de casos possibles, sent  tots ells 
igualment possibles”.  
pr(x) = h/n 
On l’h és el nombre de casos favorables i la n el nombre de casos possibles 
 
Exemple: 
Si tenim una urna amb 10 boles exactament iguals en tot menys en el color, de les 
quals 5 són blanques, 3 són negres i 2 són vermelles i traiem una bola a l’atzar 
quina és: 
a) La probabilitat d’extreure una bola blanca (anomenarem B) 
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Plantejament: Casos possibles: n= 10; Casos favorables:  h(B) = 5 
Aplicació fórmula:  pr(B) = h(B)/n = 5/10 = 0,5 
Conclusió: La probabilitat d’extreure una bola blanca és 0,5.  Empíricament 
podem comprovar que, si realitzem un gran nombre d'extraccions, tornant a 
collocar a l’urna cada vegada la bola extreta (mostreig no exhaustiu), 
aproximadament el 50% de la vegades haurem extret una bola blanca (com 
més extraccions realitzem, més s'acostarà aquesta proporció al 50 %). 
 
   b) la probabilitat d'extreure una bola negra (anomenarem N)? 
Plantejament: Casos possibles: n= 10; Casos favorables:  h(N) = 3 
Aplicació fórmula:  pr(N) = h(N)/n = 3/10 = 0,3 
Conclusió: La probabilitat d'extreure una bola negra és, doncs, 0,3. També ho 
podríem comprovar de manera semblant a com ho indiquem en el cas anterior. 
 
c) la probabilitat d'extreure una bola vermella (anomenarem V)? 
 
Plantejament: Casos possibles: n= 10; Casos favorables:  h(V) = 2 
Aplicació fórmula:  pr(V) = h(V)/n = 2/10 = 0,2 
Conclusió: La probabilitat d'extreure una bola vermella és, per tant, 0,2. 
 
 
1.1.3 La noció axiomàtica de probabilitat  
 
Podem definir d'alguna manera la probabilitat d'un succés en funció d'uns axiomes 





1 .- La probabilitat d'un succés és un nombre real comprès entre zero i un. 
0 # pr(x) # 1 
2.- La probabilitat d'un succés segur (Ω, és a dir el que conté tots els casos 
possibles) és igual a un i la probabilitat d'un succés impossible (Ø, és a dir el 
que no conté cap cas possible) és igual a zero. 
pr(Ω) = 1 
pr(Ø) = 0 
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3.- La probabilitat d'un succés qualsevol (x ) és igual a la suma de les 
probabilitats dels successos elementals que el composen (els successos 
elementals són sempre incompatibles entre si). 
Si x = {x1, x2} pr(x) = pr(x1) + pr(x2) 
 
 
Consegüentment, per arribar a definir la probabilitat d'un succés qualsevol és 
necessari definir la probabilitat de cada un dels successos elementals del conjunt Ω, 
complint els postulats o axiomes anteriors.  
 
Per això hem repartir el valor 1 entre tots els successos elementals possibles, 
d'acord amb certes hipòtesis que no són sempre les mateixes, sinó que depenen de 
l'experiència aleatòria o del fenomen estudiat. 
 
Quan es tracta de problemes de jocs d'atzar es sol donar per suposat que tots els 
successos elementals tenen la mateixa probabilitat, és a dir, són equiprobables.  
 
Aquest és el cas de l'experiència de llançar un dau equilibrat: 
 
- De la simetria perfecta deduïm la hipòtesi de la equiprobabilitat de les cares.  
- Per tant, repartim el valor 1 en sis parts iguals.  
  La probabilitat d'aparició de cada cara és, doncs, igual a 1 / 6,  
 
Suposem que el dau té 4 cares blaves i 2 vermelles i preguntem per la 
probabilitat d'obtenir una cara vermella. El succés "vermella" està compost per 
les dues cares vermelles, cadascuna de les quals, en ser successos elementals, 
té una probabilitat igual a 1 / 6.  
 Segons l'axioma 3:  
pr(V) = pr(v1) + pr(v2) = 1/6 + 1/6 = 2/6 = 1/3 = 0,33  
 
 
La definició axiomàtica de probabilitat només dóna els mateixos resultats que la 
definició clàssica quan tots els successos elementals de l'experiència tenen idèntica 
probabilitat (dau equilibrat, moneda perfecta, urna amb boles que només es 
diferencien en el color, etc.). La teoria axiomàtica de probabilitat només imposa 
que es compleixin els tres postulats o axiomes anteriorment esmentats.  
 
El valor de la probabilitat d'un succés elemental no ho assigna la teoria de 
probabilitat, sinó que s'atribueix d'acord amb certes hipòtesis referides a 
l'experiència aleatòria de què es tracti en cada cas (jocs d'atzar, experiències 
educatives, psicològiques, sociològiques, biològiques, etc). 
 
 
1.1.4. La noció experimental de probabilitat 
 
Independentment de la teoria de probabilitat, necessitem recolzar-nos en certes 
hipòtesis per poder atribuir probabilitats a cada un dels esdeveniments elementals 
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associats a una experiència aleatòria. En aquest sentit ens podem trobar amb tres 
situacions: 
 - Unes vegades disposem d'aquestes hipòtesis. 
 - Altres vegades aquestes hipòtesis són més o menys arbitràries. 
 - Altres, no les tenim.  
En aquests dos últims casos podem estimar la probabilitat d'un succés X partir d'un 
estudi estadístic d'observació sobre la freqüència relativa del succés, sempre que 
l'experiència aleatòria es repeteixi diverses vegades en les mateixes condicions. 
Si fem l'experiència n vegades i d'elles hx vegades observem el succés X, la 
freqüència relativa (o proporció) de X val: 
Aquesta freqüència relativa de X es pot considerar com una estimació (^) de la 
probabilitat de X: 
Es demostra experimentalment que, com més vegades es repeteix l'experiència 
(major és n), més tendeix la freqüència relativa del succés X cap a la probabilitat 
real de X. De tal manera que es pot afirmar que la probabilitat d'un succés X seria 
el límit de la seva freqüència relativa quan n (nombre de proves) tendeix a infinit: 
 
Així, doncs, la noció experimental de probabilitat d'un succés es recolza, d'una 
banda, en la noció estadística-experimental de freqüència relativa (proporció) 
d'aquest succés en una sèrie n de proves i, d'altra, en el fenomen experimental de 
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a) Freqüència relativa d'un succés. 
Considerem una experiència aleatòria i interessem-nos per un determinat 
succés (x) relacionat amb aquesta experiència. La freqüència observada h(x) 
d'aquest succés al llarg d'un nombre n de proves és el nombre de vegades que 
aquest succés s'ha presentat en aquestes n proves i la seva freqüència relativa 
(proporció) val: 
b) Regularitat estadística o llei dels grans nombres.  
Les freqüències relatives de qualsevol succés no són sempre les mateixes i, 
quan el nombre de proves (n) és petit, poden presentar grans oscillacions. 
Però, si augmentem el nombre de proves i en la mesura en què ho fem, les 
freqüències relatives tendeixen a estabilitzar al voltant d'un valor fix que és la 
probabilitat de tal succés. 
 
 
Quan manquem d'hipòtesis que ens permetin saber amb exactitud la probabilitat de 
cada succés elemental o quan les hipòtesis no són segures, és més correcte utilitzar 
la noció experimental de probabilitat. Això es pot illustrar amb un parell 
d'exemples:  
a.- Si ens preguntem per la probabilitat de néixer home a Espanya, tindrem la 
temptació de basar-nos en la hipòtesi de equiprobabilitat dels dos sexes, 
segons la qual: 
però aquesta hipòtesi no és exacta, perquè realment neixen més homes que 
dones, almenys això és el que ens diuen les xifres de l'Anuari Estadístic 
d'Espanya, segons el qual hi va haver 73.064 naixements en un determinat 
any, dels quals 37.289 van ser homes. D'aquestes dades podem estimar la 
probabilitat (experimental) de néixer home, que serà: 
 
Aquesta estimació s'acosta més a la probabilitat real que la que deduíem de la 
hipòtesi primera d'equiprobabilitat d'ambdós sexes. 
n
h














b.- De manera similar podem pensar que una torrada amb mantega, a causa 
de la simetria d'aquesta, té la mateixa probabilitat de caure sobre qualsevol 
dels dos costats. No obstant això està comprovat que, per a la nostra 
desgràcia, al voltant del 80% de les vegades cau sobre el costat untat amb 
mantega. La probabilitat real que la torrada caigui sobre aquest costat està 
més prop de 0,8 que de 0,5. 
 
1.2  Llei de probabilitat de variables aleatòries discretes  
Variable aleatòria. 
- Una variable aleatòria es defineix en associar a cada succés elemental d'una 
experiència aleatòria un nombre real segons una determinada llei.  
Variable aleatòria discreta. 
- Una variable aleatòria és discreta si, en associar a cada esdeveniment elemental 
un nombre real, la variable aleatòria  només pot prendre determinats valors dins de 
certs límits. 
 Exemple: 
Sigui una població composta per 200 boles, que només es diferencien en el 
nombre, que es distribueixen així:  
30 boles amb el número 1 
50   "        "   "       "      2  
20   "        "   "       "      3  
60   "        "   "       "      4  
40   "        "  "        "      5  
 
Com és obvi, es tracta d'una variable aleatòria discreta, ja que només pot 
prendre els valors 1, 2, 3, 4, 5. A cada extracció a l'atzar la variable prendrà un 
d'aquests cinc valors.  
Es defineix una llei de probabilitat d'una variable aleatòria quan associem a cada 








Seguint amb l’exemple: 
- La probabilitat d'obtenir el valor 1 és:  pr(x = 1) = 30/200 = 0,15 
- La probabilitat d'obtenir el valor 2 és:  pr(x =2) = 50/200 = 0,25 
- La probabilitat d'obtenir el valor 3 és:  pr(x =3) = 20/200 = 0,10 
- La probabilitat d'obtenir el valor 4 és:  pr(x =4) = 60/200 = 0,30 
- La probabilitat d'obtenir el valor 5 és:  pr(x =5) = 40/200 = 0,20 
Amb aquestes probabilitats hem definit la llei de probabilitat de la variable 
aleatòria discreta X: 













  1,00 
La suma de les probabilitats associades a tots els possibles valors de la variable X 
val sempre 1.  
El conjunt de tots els possibles valors d'una variable aleatòria X (discreta en aquest 
cas) i de les probabilitats associades a cada un dels possibles valors rep el nom de 
Llei de probabilitat de la variable X. 
 
1.2.1. La funció de densitat i la funció de distribució  
Són dos aspectes importants quan estem parlant de probabilitat d’una variable, 
veiem a continuació la definició d’aquets conceptes: 
a.- Funció de densitat o densitat de probabilitat (pr(Xi)). 
És la funció que indica la probabilitat que la variable aleatòria X prengui un valor 
igual a xi 
      - És a dir: pr(Xi) = pr(X=Xi) 




















































    
 
b) Funció distribució (Pr(Xi)).  
 
És la funció que indica la probabilitat que la variable aleatòria X prengui un valor 
igual o menor que xi. 
 
- És  a dir   Pr(Xi) = pr(X#Xi)  
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La taula, pel nostre exemple, és la 
següent: 
 
      xi  Pr(Xi) 
     1 
     2 
     3 
     4 

































També podem expressar les dues funcions en una mateixa taula: 



















1.2.2. Models de probabilitat de variables aleatòries discretes 
 
Hi ha diversos models de probabilitat de variables aleatòries discretes. En recerca 
educativa - en general en ciències humanes o socials - les més freqüents són la Llei 
binomial o de Bernouilli i la de Poisson (és un cas particular de la binomial, 
aplicable a successos "rars", que tenen una probabilitat d'ocurrència molt baixa). La 
Llei binomial convergeix molt ràpidament en la Llei Normal, tant més ràpidament 




1.3  Llei de probabilitat de variables aleatòries continues 
 
Variable aleatòria contínua  
.- Una variable aleatòria és contínua si, en associar a cada esdeveniment elemental 
un nombre real, la variable aleatòria pot prendre qualsevol valor dins de certs 
límits.  
 
Per exemple, la variable talla, fins i tot dins d'un interval petit com és un 
centímetre, pot prendre qualsevol valor. Entre 173 cm. i 174cm. la variable talla 
pot tenir infinits valors. 
 
Això implica que hem de matisar el concepte de funció densitat o densitat de 
probabilitat: no és la probabilitat que la variable adopti un determinat valor (pr (x = 
xi)), perquè el quocient entre casos favorables i possibles - com hi ha infinits valors 
possibles - ens donaria sempre zero.  
 
Per això la funció densitat es defineix com la probabilitat que la variable adopti un 
valor comprès dins d'un interval (pr (x1 ≥ x ≤ x2) ). 
 
El concepte de funció distribució és el mateix: la probabilitat que la variable tingui 










1.3.1 Models de probabilitat de variables aleatòries contínues 
 
Existeixen multitud de models de probabilitat de variables aleatòries contínues. Les 
més freqüentment utilitzades són la Llei Normal, la Llei χ2, la Llei de Student-Fisher 




1.3.2. La llei Normal 
 
Concepte: 
Es diu així perquè es va observar des de fa molt temps que la representació gràfica 
de les variables contínues, quan la n era prou gran, normalment tendia a adoptar 
una determinada figura en forma de campana (per això es diu també campana de 
Gauss), tal com la figura següent: 













Van ser els matemàtics Laplace i Gauss qui, ja en el segle XIX, van formular, 
independentment, la funció matemàtica d'aquesta gràfica. 
 















.- És una corba simètrica respecte a un eix en el qual estan la mitjana, la mediana i 
la moda.  
.- Té dos punts d'inflexió (on hi ha un canvi de curvatura): 
               1) x = µ – σx,     2) x = µ + σx. 
.- És asimptòtica respecte a l'eix d'abscisses (va fins a l'infinit, gairebé tangent, 
però sense tallar).  
.- Queda definida per dos paràmetres: mitjana (µ) i variància (σ2).  
.- En termes de probabilitat l'àrea total sota la corba és igual a 1.  
.- Es pot resoldre, a partir de la fórmula, qualsevol qüestió de probabilitat que es 
plantegi, resolent en cada cas la integral o confeccionant la taula corresponent. 
Aquesta taula només serviria per a una mitjana i variància determinades, perquè 
hi ha tantes lleis normals com possibles valors de la mitjana i la variància. 
Però si fem servir les puntuacions estàndard o típiques, qualsevol variable, sigui 
quina sigui la seva mitjana i la seva variància, totes les variables que segueixen 
la llei normal es converteixen en una única variable, que sempre té per mitjana 0 
i per variància 1, anomenada llei normal estàndard. 
 
 
Llei Normal estàndard ("típica", "reduïda", "centrada i reduïda") 
 
La llei Normal Estàndard sempre té una mitjana igual a 0 i una variància (també la 
desviació típica) igual a 1. Té les mateixes característiques que qualsevol llei 
normal, llevat que oscilla, al voltant de 0 i va des - ∞ fins a + ∞. Gràficament 














Per aquesta distribució sí que hi ha una taula que ens permet solucionar problemes 
de probabilitat sense haver de resoldre integrals. Hi ha diverses modalitats de 
presentació. La que utilitzarem ens dóna la funció distribució, és a dir l'àrea que 
queda per sota d'una determinada puntuació Z. 
 
 
Aplicacions de la llei Normal Estàndard. 
 
Sigui una mostra que segueix la llei normal en la població (per exemple la talla) i 
suposem que utilitzem puntuacions estàndard.  
Ens podem plantejar diverses qüestions: 
 
  a.- Probabilitat que, si triem un subjecte a l'atzar, tingui una puntuació Z igual o 
menor que -1,72  










Trobem la solució en la taula:  
 
pr (z ≤ -1,72) = 0,0427 ó 4,27%) 
 
 
b) Probabilitat de tenir un valor Z igual o major que -1,72 









Serà l’àrea total menys el valor de la 
taula:  
pr (z ≥ -1,72) = 1 – 0,0427 = 0,9573 ó 
95,73% 
 
c) Probabilitat de tenir un valor Z comprès entre - 0,26 i 1,38 
 









Serà l’àrea que queda per sota de 
1,38Z menys la que queda per sota de 
-0,26:  
pr (-0,26 ≥z ≤ 1,38) = 0,9162 – 0,3974 = 












d) Probabilitat de trobar un valor comprès entre 2,02 i 0,85 









Serà la probabilitat d’un valor igual o 
menor que 2,02 (0,9783) menys la 
probabilitat d’un valor igual o menor 
que 0,85 (0,8023):  
pr (0,85 ≥ x ≤ 2,02) = 0,9783 – 0,8023 = 




e) A partir de quin valor z estarà el 20% més alt? 









 Serà un valor que deixi per sota el 
80% (o un àrea de 0,8000). Mirant el 
cos de la taula el valor més pròxim es 
0,7995, que correspon a un valor 
 Z = 0,84. 
 
 
f) Entre quins valors hi ha el 95% (central) de la distribució? 









Estarà entre el valor Z que deixa per 
sota el 2’5% (0,0250), que segons la 
taula és  -1,96  i el que deixa per sota 




Aplicacions a distribucions que segueixen la Llei Normal. 
 
També es pot utilitzar la taula de la Llei Normal Estàndard per resoldre problemes 
de probabilitat de qualsevol variable X que segueixi la Llei Normal, sigui quina sigui 
la seva mitjana i la seva variància, sense necessitat de calcular la integral 
corresponent. 
 
Només cal convertir la puntuació directa (XI)  en puntuació estàndard (ZI):  
 
















Mitjançant la fórmula que coneixem: 








Sigui, per Exemple, una variable que segueix la llei normal amb una mitjana de 35 
i una variància de 25 (desviació típica = 5).  
Ens plantegem les següents preguntes: 
a) Quina és la probabilitat que un subjecte escollit a l'atzar tingui un valor igual o 
menor que 29? 









 Z 29 = (29 – 35)/5 = -1,2  (serà la 
mateixa que tenir una valor Z igual o 
menor que –1,2) 
Segons la taula: 
 pr ( z ≤ 1,2) = 0,1151 ó 11,51% 
 
 
b) Quina és la probabilitat que un subjecte escollit a l'atzar tingui un valor igual o 
major que 38? 
Z X 
S S = 
1 
0 X  















 Z38 = (38 – 35)/5 =  0, 6 
Com la taula dona la funció de 
distribució d’un valor Z i l’àrea total és 
igual a 1. 
pr ( x ≥ 38 ) = pr ( z ≥ 0,6 ) = 1 – 0,7257 
= 0,2743 ó 27,43% 
 
 
c) Quina és la probabilitat que un subjecte escollit a l'atzar tingui un valor 
comprès entre 37 i 44? 









Z 44 = (44 – 35)/5 = 1,8 
Z 37 = (37 – 35)/5 = 0,4 
pr (37 ≤ x ≤ 44 ) = pr (0,4 ≤ z ≤ 1,8) = 0,9642 
– 0,6554 = 0,3088 ó 30,88% 
 
d) Entre quins valors estarà comprès el 95% (central) de la distribució?  
El problema és l'invers dels tres anteriors. Es tracta de calcular l’ interval (límits 
inferior i superior, X1 I X2) que conté un determinat percentatge de la distribució. 
Per això primer hem de buscar els valors z (Z1 i Z2) que contenen aquest 95% 
central (-1,96 i 1,96) i després calcular la puntuacions X corresponents a aquests 
valors Z, d'acord amb la fórmula: 
 
Plantejament del cas 
 








X1 = 35 + 5 . (-1,96) =35 – 9,8 =            
25,2 
X2 = 35 + 5 . 1,96 = 35 + 9,8 = 44,8 
Per tant el 95% central de la 









35 37 44 X 
s=5 







0 1’96 - 1’96 
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1.3.3. Proves de normalitat (Kolmogorov) 
Per poder realitzar les aplicacions anteriors (i per aplicar diverses proves 
estadístiques) la condició és que la distribució segueixi la llei normal (en 
realitat que provingui d'una població en la qual la variable segueix la llei normal). 
Per això hem de realitzar una prova de normalitat.  
Hi ha diverses proves i la d'ús més freqüent és la prova de Kolmogorov. Estudia, 
d'una banda, la distribució empírica o observada i d’altra banda, la distribució 
teòrica normal. Poden ser més o menys semblants, però difícilment una distribució 
en una mostra serà igual que la distribució teòrica normal. Com menors siguin les 
diferències més s'assemblarà la distribució empírica a la teòrica.  
El que fa la prova de Kolmogorov és calcular i analitzar les diferències entre la 
distribució empírica o observada i la distribució teòrica (normal); per no estudiar 
totes les diferències, es calculen les àrees acumulades, tant de la distribució 
empírica (pa) com les de la distribució teòrica (sa ) i s'estudia només la diferència 
màxima |di máx.| i prenent-la en valor absolut (perquè el que importa no és si la 
diferència és en més o en menys, sinó la magnitud d'aquesta diferència) es 
compara amb el valor de la taula corresponent (Taula de la prova de Kolmogorov). 
Aquesta taula dóna els valors màxims admissibles en funció del valor de “n” i del 
nivell de significació α (se sol utilitzar el 0,05). Poden ocórrer dos casos:  
* Si |di màx.| ≤ que el valor de la taula, direm que es pot acceptar com a normal  
* Si |di màx.|> que el valor de la taula, direm que no es pot acceptar com a normal  
 
Vegem-ho amb un exemple: disposem de les puntuacions en un examen 
d'Estadística de un grup de 25 alumnes i volem verificar (amb un nivell de 
confiança o un valor α = 0,05) si aquesta distribució prové d'una població que 
segueix la llei normal en aquesta variable. 
 Les puntuacions són: 
5, 4, 7, 5, 4, 6, 5, 6, 3, 5, 5, 2, 5, 4, 6, 8, 5, 4, 7, 3, 5, 7, 3, 6, 8 
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(En negreta la distribució empírica o observada i en cursiva la distribució teòrica 




















Si busquem a la taula "Prova de Kolmogorov" (columna Lilliefors) el valor 
corresponent per a una n = 25 i α = 0,05 i trobem 0,180 (diferència màxima 
admissible per acceptar que en la població origen la variable segueix una llei 
normal).  
Com la nostra diferència màxima: 0,0413 és menor que 0,180, podem acceptar que 
segueix la Llei Normal. 
 
Amb l'SPSS també podem verificar la normalitat d'una determinada 






 Figura 1. Prova de normalitat amb SPSS 
 
Com podem observar a la figura 1, quan accedim al quadre de diàleg de la prova de 
Kolmogorov-Smirnov hem de seleccionar aquelles variables a les quals volem 
sotmetre a aquesta prova, així com hem d'escollir el tipus de distribució amb la que 
volem contrastar les variables, i en el cas que ens ocupa la distribució Normal, ja 
que el nostre objectiu, tal com hem comentat anteriorment, és verificar la 




Per interpretar el resultat obtingut d'aplicar la prova de normalitat ens hem de 
centrar en la diferència absoluta, ja que aquesta fa referència a la diferència 
màxima en valor absolut, podent observar que tant comptem en l'output amb la 
diferència màxima (o extrema) positiva com amb la negativa.  
 
Des del moment que obtenim la diferència màxima el procés a seguir serà el mateix 
que hem comentat anteriorment, és a dir, comparem aquesta amb el valor de la 
taula de la prova de Kolmogorov i es pren la decisió en funció de:  
- Si |di màx .| ≤ que el valor de la taula, direm que es pot acceptar com a 
normal 
- Si |di màx.| > que el valor de la taula, direm que no es pot acceptar com 
a normal. 





















La distribución de contraste es la Normal.a. 
Se han calculado a partir de los datos.b. 
 
En l'output mostrat observem que la diferència màxima absoluta és 0,106, tot 
seguit busquem a la taula "Prova de Kolmogorov" (columna Lilliefors) el valor 
corresponent per a una n = 48 i α = 0,05 i trobem que quan la mida de la mostra 
és superior a 35 hem d'aplicar 
n
0,886   , de manera que la diferència màxima 
admissible per acceptar que en la població origen la variable segueix una llei 
normal és 0,128. 
Com la nostra diferència màxima: 0,106 és menor que 0,128, podem 
acceptar que segueix la Llei Normal. 
Finalment hem de fer referència al fet que no hi ha una única interpretació de la 
normalitat mitjançant l'output obtingut amb el SPSS, ja que també es pot arribar a 
la mateixa conclusió interpretant el valor de significació (sig. asintot (bilateral)) que 








 P R O V A  D E  K O LM OG O R O V  
 
 Massey  Lilliefors Tamany de la 
mostra (n) 



























































































































































MASSEY s’aplica quan els 
paràmetres són coneguts 
LILLIEFORS s’aplica quan es 
desconeixen els paràmetres 
