The aim of this research was to evaluate the performance of a new spectroscopic system in the diagnosis of melanoma. This study involves a consecutive series of 1278 patients with 1391 cutaneous pigmented lesions including 184 melanomas. In an attempt to approach the 'real world' of lesion population, a further set of 1022 not excised clinically reassuring lesions was also considered for analysis. Each lesion was imaged in vivo by a multispectral imaging system. The system operates at wavelengths between 483 and 950 nm by acquiring 15 images at equally spaced wavelength intervals. From the images, different lesion descriptors were extracted related to the colour distribution and morphology of the lesions. Data reduction techniques were applied before setting up a neural network classifier designed to perform automated diagnosis. The data set was randomly divided into three sets: train (696 lesions, including 90 melanomas) and verify (348 lesions, including 53 melanomas) for the instruction of a proper neural network, and an independent test set (347 lesions, including 41 melanomas). The neural network was able to discriminate between melanomas and non-melanoma lesions with a sensitivity of 80.4% and a specificity of 75.6% in the 1391 histologized cases data set. No major variations were found in classification scores when train, verify and test subsets were separately evaluated. Following receiver operating characteristic (ROC) analysis, the resulting area under the curve was 0.85. No significant differences were found among areas under train, verify and test set curves, supporting the good network ability to generalize for new cases. In addition, specificity and area under ROC curve increased up to 90% and 0.90, respectively, when the additional set of 1022 lesions without histology was added to the test set. Our data show that performance of an automated system is greatly population dependent, suggesting caution in the comparison with results reported in the literature. In our opinion, scientific reports should provide, at least, the median values of thickness and dimension of melanomas, as well as the number of small ( 6 mm) melanomas.
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Introduction
Successful treatment of melanoma depends directly on early diagnosis, since the best survival chances for the patient bearing this affection are related to the complete surgical removal of the disease (NIH Consensus Conference 1992 , Balch et al 2001 .
The ABCD (asymmetry, border, colour, dimension) clinical rule was introduced for assisting the visual recognition of early melanoma (Friedman et al 1985) and further improvements in diagnostic accuracy have been reported through the use of dermatoscopy , Binder et al 1995 . However, the evaluation of a pigmented lesion, either on clinical grounds or with dermatoscopy, is, to a large extent, subjective.
The goal of translating knowledge of expert physicians into a computer program has been the object of several studies and carried out by means of an analysis of images of skin pigmented lesions acquired in standard colour or in multispectral bands (Farina et al 2000 , Elbaum et al 2001 , Ganster et al 2001 , Moncrieff et al 2002 , Rubegni et al 2002 , Tomatis et al 2003 . If reached, this goal would lead to several advantages, such as the elimination of subjectiveness in the diagnosis and a possible transfer outside specialized centres of the diagnostic capability of expert physicians.
However, some problems make these attempts difficult, which are related, first, to the great variability of melanoma clinical features (i.e., lesion colour can range from brown to black, can be variegated with black areas and/or regression areas, sometimes may be reddish or very poorly pigmented, etc) and, second, to the fact that melanoma should be diagnosed at a stage as early as possible. In particular, the discovery of smaller and smaller melanomas, far below the threshold (e.g., 6 mm) of the D parameter of the ABCD rule, leads to a deep revision of the main characteristics usually accepted to perform a correct clinical diagnosis and, as a consequence, also to perform an automated diagnosis (Shaw and McCarthy 1992 , Bono et al 1999 .
The present paper deals with a novel spectrophotometer provided with a neural network classifier for melanoma detection. Data are presented to describe the system features and to show the discriminating power of the neural network on a large series of consecutively acquired pigmented lesions.
Materials and methods

Patients
Between September 2002 and April 2004, 1359 patients (762 females and 597 males) with 1485 cutaneous pigmented lesions were enrolled in the study at the National Cancer Institute of Milan. The median age of the patients was 36 years, ranging between 5 and 88 years. These lesions were consecutively recruited at the Melanoma Unit among the patients visited on the same four days of the week. The lesion selection was based on clinical and/or dermoscopic features that supported a suspicion for cutaneous melanoma (CM). All the lesions were then subjected to surgery and histological examination. The slides were evaluated according to widely accepted criteria for the hystopathological diagnoses of the various pigmented lesions (Elder and Murphy 1991) . Lesions excluded in the study were those clearly appearing as thick or large melanomas and awkwardly situated lesions, like those placed in the interdigital spaces, on ears, on the nose, in the navel, etc. If the lesion and the surrounding skin were hairy, to not interfere with reflectance measurement hairs were shaved with a razor before acquiring the image. The lesions' dimension ranged from 1 mm to 20 mm to maximum linear extent. Before surgery, images of the 1485 pigmented lesions were acquired in vivo. Not all the images of the 1485 lesions were considered suitable for the analysis because not correctly acquired (e.g., lesions out of focus, 46 cases, 3%) or because the system failed to correctly segment the lesion border (48 cases, 3%). As a consequence, 94 images were rejected.
Lesions under study were located in the trunk (921 cases, 66.2%), in the arms (126 cases, 9.1%), in the legs (236 cases, 17%), in the head and neck region (41 cases, 2.9%) and in the limbs (67 cases, 4.8%). Twenty (11%) of the 184 melanomas were in situ. One hundred and forty (85%) of the 164 invasive melanomas were lesions with Breslow thickness less than 1 mm. Hence, a total of 160 (87%) lesions were thin. The median thickness of the 164 invasive melanomas was 0.58 mm, ranging from 0.1 mm to 2.7 mm. Median dimension of CM was 9 mm in maximum diameter. Melanoma dimension was found to be less than or equal to 6 mm in 44 cases (24%). The distribution of the excised lesions according to the histological diagnosis is represented in table 1.
In order to account for a general lesion population and not only for the suspicious cases, a further set of 1022 lesions without histology was added to the above data set. These lesions were all diagnosed as clearly benign common nevi which were not excised for ethical reasons. All these lesions were diagnosed as benign at both clinical and dermoscopic evaluations.
Image-acquisition system
The spectrophotometric system (SpectroShade R , MHT, Verona, Italy) used to acquire multispectral images of the lesions is mainly composed of an illumination assembly located inside a PC and an external detection device placed in a hand-held probe. The principal components of the illumination assembly are a light source, a concave mirror incorporating a diffraction grating (monochromator) and a bundle of optical fibres coupled to the probe head. The individual fibres are arranged in such a way to ensure an illumination as homogeneous as possible of the lesion and the surrounding normal skin. Moved by a stepping motor, the mirror permits us to select 15 different spectral bands (30 nm bandwidth) between 483 and 950 nm. A blue cut-off filter is inserted between the light source and the monochromator.
The detection device includes a digital colour CCD camera and a digital BW CCD camera. For each spectral band, a reflectance image is captured by the B/W CCD camera, with a 256 grey levels contrast resolution. For each pixel, a calibrated reflectance, R λ , is automatically calculated with the function
, where S λ is the uncalibrated reading at wavelength λ, W λ is the reading of a uniform white reflectance standard (>98%) at λ, and D λ is the measured dark signal at λ. In addition, at each acquisition session one image of the pigmented skin lesion illuminated by white light was acquired by the colour CCD camera. All images (640 × 480 pixels), acquired within a useful area of 18 × 14 mm 2 (spatial resolution of 33 pixels mm −1 ) were stored in a PC. Image analysis was performed by a dedicated software integrated in the computerized system.
Image segmentation and lesion analysis
After calibration of an image, the lesion segmentation is obtained with an hybrid algorithm combining a region-oriented and a thresholding method, previously developed by our group. The former, called region growing by pixel aggregation method, groups pixels into larger regions by appending neighbouring pixels with similar intensity properties. The thresholding technique determines the best segmentation threshold for the lesion and its internal dark areas, defining the maximal intensity level for the region growing method. Based on this algorithm, both lesion and dark sub-regions inside the lesion (islands) were segmented and reflectance properties were evaluated.
The following lesion descriptors were taken into account and evaluated: (i) reflectance (R), i.e., the fraction of light back-diffused by the lesion averaged within the lesion contour; (ii) variegation (V), defined as the standard deviation of the reflectance within the lesion; this parameter is reasonably related to the pigment distribution inside the lesion; (iii) area (A), i.e., the number of pixels that compose the segmentation mask multiplied by the pixel area; (iv) dark area ratio (DAR), defined as the ratio between the surface of the dark islands and the area A of the entire lesion; (v) dark island reflectance (DIR), i.e., the average reflectance within the dark areas of the lesion; (vi) dark distribution factor (DDF), defined as the distance between the barycentre of the whole lesion and the barycentre of the dark islands; (vii) dark permanence (D PER) defined as the longer wavelength where a dark area could be detected by the system, being wavelengths from 483 to 950 nm numbered by integers from 1 to 15, respectively. R and V were calculated from each of the 15 spectral images acquired between 483 and 950 nm. DAR, DIR and DDF were evaluated at wavelengths up to 584 nm because this was the longer wavelength at which internal dark areas were recognizable in each of the 2413 analysed lesions. In fact, dark areas of CM and non-melanoma (NM) lesions were recognized by the system up to 650 nm except for 68 NM whose smoothly distributed pigmentation within the lesion did not allow detection of any darker area above 584 nm. Lesion area was evaluated only from the image acquired at 584 nm, wavelength at which the skin-lesion contrast was the greatest.
Statistical analysis
The system performances in discriminating CM from NM populations were described using ROC (receiver operating characteristic) analysis. A ROC curve is a plot showing all possible combinations between sensitivity and specificity that can be obtained by the classifier. Sensitivity (the fraction of correctly classified melanomas) and specificity (the fraction of correctly classified benign lesions) are indexes used to summarize the discriminating power of the system. The area under ROC curve (AUC) was evaluated as a useful index of the classification ability of the system.
The overall population was split into three sets: train, verify and test. The cases were randomly assigned to the above sets among all the 1391 lesions with histology. The train group (696 cases, including 90 melanomas) was used to optimize the inner fitting weights of the neural network by means of a training algorithm. The verify set (348 cases, including 53 melanomas) was used to properly stop the training process preventing the so-called overlearning, i.e., a drop in the generalization capabilities of the classifier which would otherwise fit the noise pattern of the data instead of defining a proper boundary between malignant and benign moles. The test set (347 cases, including 41 melanomas) was used to confirm, by independent data, the discrimination performances of the system as obtained from the previous data sets. Additionally, a further test was performed by including in the test set 1022 non-excised lesions.
All variables were standardized except A and D PER. The variables A and DDF were log transformed, to obtain a Gaussian-like shape of data distribution as it was for the other parameters. In order to minimize redundant information in the data set, a factor analysis (FA) for data reduction technique was applied to reflectance and variegation parameters. The FA model used is the principal-component analysis (PCA). By this technique, the new factors (principal components) used to describe data are determined as mutually uncorrelated linear combinations of the initial variables. Since it is usually difficult to determine whether a factor is related to a particular interpretable subset of the variables more than to another, additional methods aimed at increasing the interpretation of data after performing PCA are available (Kleinbaum et al 1998) . All methods perform a suitable rotation of the reference system in the factor loading space, where factor loadings are defined as the correlation coefficients between factors and initial variables. In this study, the varimax orthogonal rotation algorithm was applied. Factors were retained as new parameters if the ratio between the sum of the variances of the selected factors and the total variation (the sum of the variances of the original variables) was at least 0.95 (variance explained = 95%). Details about FA and PCA are extensively reported elsewhere (Kleinbaum et al 1998) . Statistical calculations were performed by using a commercially available software (Statistica, Stat Soft, Tulsa, OK, USA)
Neural network (NN)
After having performed the data reduction, factors and variables were inserted as input for setting and testing a neural network classifier. A multilayer perceptron NN model with one hidden layer and one output neuron was chosen as a basis for all the different network configurations examined. Train and verify lesion groups were used to assess the best performing network. The training procedure involves the evaluation of the difference (error) between the network output and the known (target) coded output (histology) of the set used for training. Different procedures have been set up to minimize the error by iterative algorithms, such as back-propagation (BP) or conjugate gradient descent (CGD). The training progress is monitored at each step, called epoch, by evaluating at the same time the error of the verify set. A decrease in the train error at the expense of an increase of the verify error often indicates a loss in the generalization capability of the classifier. For our analysis, we used a combination of BP and CGD training algorithms. The decision on when to stop the training was taken following the 'early stopping' method. According to this method, the training process is terminated when a minimum in the verify error is detected (Bishop 1995) . The best network found in the previous phases was subsequently evaluated with independent test sets. The neural network analysis was performed by using a commercial software (Statistica, Stat Soft, Tulsa, OK, USA). Figure 1 shows the mean values of reflectance, variegation, DAR, DIR and DDF of the histologized lesions as well as the significance levels (P-values) of the difference between melanoma and non-melanoma lesions.
Results
Univariate t tests were performed also for A and D PER which resulted in highly significantly different (P < 10 −15 ) comparing CM with NM (table 2). As regards the dimensional reduction of data with respect to the available wavelengths, factor analysis allowed us to limit to only two and three components the wavelength dependence of reflectance and variegation, respectively. The variance explained was of 95.4% for reflectance and 95.6% for variegation. The corresponding factor loadings are shown in figure 2. DAR and DDF were described by two variables with a per cent of the variance explained of 97.4 for DAR and 95.8 for DDF. A single factor was retained to describe the behaviour of DIR, with a variance explained of 97.2%. Factor loadings are shown in figure 2. To identify the components of each image descriptor, a footer indicating the component number was added to each descriptor name. After FA, the variable set was thus reduced to the following 12 parameters: R 1 , R 2 , V 1 , V 2 , V 3 , DAR 1 , DAR 2 , DIR 1 , DDF 1 , DDF 2 , A and D PER.
Network setup
Different network configurations were taken into account in order to couple a suitable set of input variables to a proper structure of the hidden layer, whose neuron number was also to be set. Not all the variables were included in the network input, because some of them did not add any significant improvement to the discrimination when inserted in the model with other input components. A network architecture with seven inputs, ten neurons in the hidden layer and one neuron output was finally selected as the NN able to balance the system stability with an optimal classification performance. Variables retained as input data were R 1 , R 2 , V 2 , V 3 , DAR 2 , DDF 2 and A. This network was trained using both train and verify data sets. The training process stopped after 100 iterations (epochs) composed by 50 epochs with back-propagation and 50 epochs with the conjugated gradient descent training algorithm. Finally, data from the independent test set were classified according to the trained network. Figure 3 shows the ROC curves for train, verify and test set for the 1391 histologized lesions and the additional 1022 cases without histology. In this case, the 1022 benign moles were added to the test set. Given a setting of 80% sensitivity in the train set of the ROC curve, the resulting specificity was 75.9%. Sensitivity and specificity of 81.1% and 73.6%, respectively, were found in the verify set. As regards the independent test set, sensitivity was 80.5% and specificity 77.1%. The differences of both sensitivity and specificity values among the different data sets did not result significant. When the 1022 cases without histology were added, specificity in the test series increased up to 90% (P 0.01). An overall evaluation within the 1391 cases with histology led to sensitivity and specificity rates of 80.4% and 75.6%, respectively. Table 3 shows that no major differences were observed among areas under ROC curves in the evaluated sets, with the exception of the extended test set that included the non-excised benign lesions.
Discussion
Mean values of reflectance of CM are significantly lower (i.e., darker colours) when compared to those of NM at all wavelengths, with P values continuously decreasing from 10 −3 to 10
from 483 to 950 nm ( figure 1(a) ). Similarly, a highly significant difference is found when the variegation of CM is compared with that of NM, especially above 600 nm ( figure 1(b) ). These findings agree well with previously published results involving spectrophotometry of pigmented skin lesions, which assess that melanomas show darker and more variegated colours with respect to other skin lesions, assigning a major importance for classification purposes to red and near infrared wavelengths when reflectance characteristics of the lesions are considered (Marchesini et al 1995 , Tomatis et al 1998 , 2003 . Variegation behaviour shows a strong dependence from blood absorption characteristics. The major separation between CM and NM variegation mean values ( figure 1(b) ) occurs above 600 nm, i.e., where the influence of blood absorption between 542 nm and 577 nm is greatly reduced (Ashley and Van Gemert 1995) . At longer wavelengths, the presence of melanin is likely to be better recognized because its absorption spectrum extends to infrared wavelengths. In contrast, in that region absorption of blood is very small and hence it does not affect the variegation spectra. As a consequence, the increased difference between variegation spectra of CM and NM above 600 nm is mainly determined by the melanin content in the lesion.
From our data, lesion dimension is significantly larger in melanomas than in NM population (table 2) . Although the number of the clinically detected small melanomas is steadily increasing, such small lesions still represent a relatively low fraction among all the lesions excised.
Melanomas show, on average, a significantly greater DAR and a smaller DIR with respect to NM (figures 1(c), (d)), indicating that the inner islands of melanoma are generally larger and darker than those of NM. It follows that dark areas in CM are more likely to be still detectable at longer wavelengths than in NM, as confirmed by the significantly higher mean value of the variable D PER for CM with respect to NM (table 2).
Dependence of reflectance and variegation by wavelength following FA is effectively summarized (variance explained above 95%) by the five components R 1 , R 2 , V 1 , V 2 and V 3 . With reference to the factor loading characteristics shown in figure 2, each factor can be interpreted as a synthetic description of the behaviour of the corresponding variable at wavelengths where factor loadings are higher (Kleinbaum et al 1998) . For instance, the first component of reflectance, R 1 , is mainly related to lesions reflectance in the visible, and, to a lesser extent, in the red-infrared part of the spectrum, whereas the second reflectance component, R 2 , better describes reflectance at red and, especially, infrared wavelengths ( figure 2(a) ). Following this interpretation of FA, the selected input variables include all the available reflectance information carried out by the factors R 1 and R 2 , as well as specific information focused on variegation represented by the factors V 2 and V 3 in the red and near infrared bands, respectively. The other factors included as input, i.e., DAR 2 and DDF 2 , are morphologic parameters representative of their original variables in the wavelength range between 500 and 600 nm. It is interesting to observe that, as a consequence of the multivariate structure of the NN model, a variable such as DDF has been selected even though it was not significant when considered alone in an univariate test ( figure 1(e) ).
ROC analysis shows agreement between AUCs of the three different groups (train, verify and test set) of the histologized lesions ( figure 3, table 3 ). This finding indicates a good ability to generalize the diagnostic results of the NN classifier for new data. Classification rates, with sensitivities ranging from 80% to 81.1% and specificities from 73.6% up to 77.1%, are encouraging because the values are close to the diagnostic accuracy of expert clinicians (Grin et al 1990 , Wolf et al 1998 . Moreover, our study demonstrates a great increase in the classifier performance when a more general lesion population is considered by adding 1022 pigmented benign lesions ( figure 3, table 3 ). Our Institute is a national referral centre for early melanoma diagnosis and the majority of cases seen at the Melanoma Unit underwent previous selection by general practitioners or dermatologists. The above-mentioned variation in classification rates (specificity varying from 77.1% to 90%, P 0.01) highlights the great dependence of automated classification results from the specific data set (population) involved in the setup of the classifier model. This issue is a matter of debate and several questions have arisen. How to compare performances of computer-assisted diagnosis claimed by different research groups when comparison of the recruited lesions is not always feasible? Should the lesion data sets be generalized to somehow mimic the 'real world' of the pigmented skin lesions? Might the lesions' recruitment be somehow biased? In an attempt to answer the questions, several guidelines have been recently suggested, including the proposal of an index to be related to Breslow thickness and dimension of melanoma (Marchesini et al 2002 , Rosado et al 2003 .
Melanoma thickness is a major predictor of prognosis, since thinner the lesion better the survival for the patient (Balch et al 2001) . Nevertheless, lack of information about melanoma thickness is not uncommon in many published works. An analysis of 30 studies published between 1991 and 2002 (Rosado et al 2003) shows that invasion thickness is not reported or not assessable in 22 cases (73.3%) of which nine out of 13 (69.2%) from the year 2000 on. Melanoma dimension is also scarcely reported. It has been recently pointed out that recognition of smaller and smaller lesions ( 6 mm) is the diagnostic frontier for the next few years (Bono et al 1999 and that 'micromelanomas' (diameter 3 mm) may be detected with a careful clinical and dermoscopic examination (Bono et al 2004) . Figure 4 reports the scatterplot relating thickness and dimension of our melanoma cases. Data are scattered and very poorly correlated (r = 0.26), if not at all, suggesting that comparison of performances of different systems for computer diagnosis is hardly feasible whether median values of thickness and dimension of melanomas, at least, are not reported in the description of the clinical cases. The median is preferable to the mean because it is representative regardless of the underlying data distribution. Additional considerations can be derived by a further analysis of the present data, considering the 1391 lesions with histology. Figure 5 shows the variation in sensitivity, with no change in specificity, by considering only melanomas which have a dimension larger than a given threshold dim 0 or a thickness greater than a given value thk 0 . Sensitivity increases from 80.4% to 90% and to 100% for melanoma dimension grater than 1 mm, 6 mm and 11 mm, respectively. The AUC varied from 0.85 to 0.89 when the classification from the set of 1391 histologized lesions is compared with that including only melanomas with diameter greater than 6 mm. As regards the sensitivity dependence on thickness, a similar trend is shown in the figure. Sensitivity increases from 80.4% to 90% and to 100% for melanoma thickness greater than 0 mm (including in situ melanomas), 0.63 mm and 0.9 mm, respectively. The AUC varied from 0.85 to 0.95 when only thick (thickness>1 mm) melanomas were considered. These findings further suggest that the evaluation of classification results should be considered with caution because they could be affected by the characteristics of the lesions in the available database. Information on melanoma dimension (e.g., number of small melanomas, 6mm) would help in the task to better understand and deem the discriminating power of a system for automated melanoma diagnosis.
A comparison between our classification rates and those from the literature is hard to be consistently performed. Several papers have already been reviewed dealing with different imaging systems and different data processing (Marchesini et al 2002 , Rosado et al 2003 . As expected, published classification rates show a very wide variation, ranging from 65 up to 100% sensitivity and from 46 up to 99.8% specificity, with sensitivity and specificity mean values ± SD of 86.4 ± 9.3% and 81.9 ± 13.5%, respectively, figures that are not in contrast with the present results. A recent study reports results of automated diagnosis of melanoma performed with a neural network-based expert system (Hoffmann et al 2003) . In that paper, the system was trained with a population of both histologized (968 cases, 187 melanomas) and not histologized (1250 cases) lesions. The reported ROC curve resulted in a specificity and a sensitivity of about 88% and 80%, respectively. Results are similar to ours, but melanoma features, i.e., dimension and thickness, were not reported.
Finally, a pitfall in the performance of our device is the proper classification of early amelanotic melanomas (five cases in our study). These rare elusive lesions represent a challenge even for experienced clinicians. Although our system was able to recognize two out of five amelanotic melanomas, the small number of such lesions involved prevents any significant conclusion.
Conclusions
Our analysis substantially confirms that the computer automated diagnosis of pigmented skin lesions when based on multispectral image processing provides diagnostic accuracy comparable to that of expert clinicians. However, the claimed performance of any automated system for melanoma detection should be evaluated with caution since results greatly depend on the lesions' features, mainly dimension and thickness of melanomas. Scientific publications must report full details of the analysed lesions, including the median value of dimension and thickness, as well as the number of small ( 6 mm) melanomas.
