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In L2 performance assessment, raters can significantly affect test validity due to 
rater variability, a source of construct-irrelevant variance in scores caused by differences 
in raters’ characteristics rather than test takers’ ability. To improve scoring validity, we 
must investigate what rater characteristics are likely to contribute to rater variability. The 
current study thus investigated the combined effects of three major rater characteristics, 
i.e., rater expertise, working memory capacity (WMC), and cognitive functionality, on 
raters’ scoring performance in L2 speaking assessment. Exploring these questions may 
increase our understanding of what rater-associated factors contribute to rater variability, 
thereby shedding light on rater selection, training, and scoring practices. 
To this end, 90 raters from the US and the UK participated in two parts of the 
study. In Part I, the 90 raters completed a rater background survey designed to measure 
their L2 performance assessment-related experience, scored 27 responses from the Aptis 
speaking test, and completed one verbal working memory task. Hierarchical regression 
analyses were conducted to explore: 1) the relative contributions of rater expertise and 
WMC to scoring performance, and 2) any possible interaction between the two 
characteristics in their joint influences on scoring performance. Results from the analysis 
indicate that rater expertise had a significant effect on raters’ scoring accuracy. However, 
WMC was not found to significantly influence raters’ scoring performance. In addition, 
no significant interaction was found between rater expertise and WMC, which suggests 
independent influences of these two characteristics on scoring performance.  
In Part II, six out of the 90 raters were randomly selected to participate in a 
cognitive lab session, where they scored three Aptis spoken responses and verbally 
reported their thinking process during scoring. The raters’ reports were coded and 
analyzed based on a hypothesized taxonomy of rater strategies invoked in the L2 scoring 
process. Fourteen major strategies were identified from the raters’ verbal reports. 
Differences were also found in the expert and novice raters’ quantity and quality of 
strategy use. These findings have revealed the mental mechanisms underlying raters’ 
scoring performance and associated differences in the raters’ strategy use to different 
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In second language (L2) speaking assessment, raters can significantly affect test 
validity due to rater variability (Eckes, 2011), which has been conceptualized as a source 
of construct-irrelevant variance in scores (Messick, 1989) caused by individual 
differences in raters’ characteristics rather than examinees’ ability. To improve the 
validity of interpretations and decisions based on raters’ scores, we must investigate what 
rater characteristics are likely to contribute to rater variability. Research in L2 
performance assessment has shown that rater variability can be attributed to raters’ 
experiential characteristics related to L2 performance assessment (e.g., Cumming, 1990; 
Davis, 2012; H. J. Kim, 2011). These characteristics, collectively referred to as rater 
expertise (Davis, 2012; H. J. Kim, 2011), include a rater’s L2 teaching and rating 
experiences, and engagement in professional training and educational activities. Studies 
in L2 assessment (e.g., Barkaoui, 2010; Davis, 2012, 2016; H. J. Kim, 2011, 2015) that 
have explored the influence of rater expertise on scoring have found noticeable 
differences in the scoring performance and behavior between novice and expert raters. 




range of language features while scoring (Cumming, 1990; H. J. Kim, 2011; Sakyi, 
2003), and are better at distinguishing different levels on a rubric (H. J. Kim, 2011). 
Although rater expertise has been found to associate with different levels of scoring 
performance, it is likely not the only rater characteristic responsible for rater variability. 
Various other rater characteristics (e.g., raters’ occupation, language background, and 
cognitive characteristics) also possibly influence raters’ scoring performance (Brown, 
1995; Isaacs & Trofimovich, 2011; Kang, 2008; Winke et al., 2013; Zhang & Elder, 
2011). Among these characteristics, raters’ working memory capacity (WMC) seems to 
play an important role.  
WMC is the mental capacity to maintain information in an active and quickly 
retrievable state while processing new information simultaneously (Conway et al., 2005). 
A number of researchers, especially in L2 acquisition and assessment, have found that 
WMC contributes to performance on language comprehension and acquisition (Daneman 
& Merikle, 1996; Linck et al., 2013; Mackey et al., 2002). Other researchers have 
discovered that WMC is associated with a range of higher-level, general cognitive 
abilities such as reasoning and fluid intelligence1 (e.g., Ackerman et al., 2002; Engle et 
al., 1999; M. J. Kane et al., 2004; Kyllonen & Christal, 1990). Still others have observed 
the joint effects of expertise and WMC on complex cognitive performance, such as the 
memory and comprehension of domain-related materials (Alptekin & Erçetin, 2011; 
Hambrick & Engle, 2002; Hambrick & Oswald, 2005; Joh & Plakans, 2017; Payne et al., 
2009; Ricks & Wiley, 2009). Specifically, most of these researchers found that expertise 
was a predominant contributor to cognitive performance, while WMC had a unique, 
 
1 According to Bugg et al. (2006), fluid intelligence generally refers to the capacity to think logically 




albeit much minor, effect on performance. Given that WMC has a relationship with most 
cognitive tasks, one would expect it to be related to a complex task like rating L2 
learners’ speaking performance. However, few studies in L2 assessment have examined 
the actual effect of raters’ WMC on scoring performance, especially after accounting for 
the effects of rater expertise and commonly-used measures to reduce raters’ cognitive 
load during scoring (e.g., allowing raters to re-listen to responses and giving them 
constant access to the scoring rubric). Exploring this question may strengthen our 
assumptions about the relative contributions of raters’ cognitive characteristics to rater 
variability, and whether it is necessary to employ further measures to reduce raters’ 
cognitive load during the scoring process. 
While it is important to investigate the joint effects of rater expertise and WMC 
on scoring performance, raters’ mental mechanisms invoked during scoring, also known 
as raters’ cognitive functionality (Purpura, 2014), can explain scoring performance on a 
deeper level. Rater’s cognitive functionality refers to the coordinate functioning of 
different components of the mind’s architecture (e.g., attention, short-term memory, 
working memory, and long-term memory) during information processing (Purpura, 
2014); thus, it underlies the mental processes (e.g., comprehending, remembering, 
retrieving, and evaluating) that raters undergo during scoring (Purpura, 2014). To 
actualize these mental processes, raters need to employ various strategies related to 
information processing, such as attending, decoding, retrieving, and evaluating, to make 
judgments of the response input (Purpura, 2014). These strategies, therefore, become 
indicators of how well the raters’ minds function to support their mental processes, and 




of examinees’ processing of L2 input in an assessment context, he identified a series of 
mental processes that examinees go through, and associated these processes to clusters of 
(meta)cognitive strategies (e.g., attending, decoding, evaluating, and planning). Purpura’s 
framework can be adapted to identify the strategies related to information processing that 
raters employ in the L2 rating process. The differences in raters’ use of these strategies 
can explain rater variability from a cognitive-processing perspective (Purpura, 2014).  
Seeing the possible contributions of rater expertise, WMC, and cognitive 
functionality to rater variability, it is necessary to examine the combined effects of these 
characteristics on raters’ scoring performance. Despite an increasing amount of research 
on rater expertise in L2 performance assessment (e.g., Barkaoui, 2010; Davis, 2012; H. J. 
Kim, 2011; Lumley, 2005), few studies have explored the effect of cognitive 
characteristics on raters’ scoring performance. On the one hand, little research is 
available for understanding the effect of WMC, particularly, its joint influence with rater 
expertise, on raters’ scoring performance. On the other hand, although some researchers 
in L2 performance assessment have examined raters’ strategy use during the scoring 
process (e.g., Cumming, 1990; Cumming et al., 2002; Lindhardsen, 2009), few have 
conceptualized rater strategies in relation to information processing (Purpura, 2014), thus 
not linking raters’ strategy use to their cognitive functionality. The current study, 
therefore, attempted to address these gaps with a mixed methods research design, 
consisting of two parts. Part I, or the quantitative part, investigated the relative 
contributions of rater expertise and WMC to raters’ scoring performance, and any 
possible interactions between these two characteristics in their joint influences on scoring 




the scoring process and the difference in the patterns of strategy use between expert and 
novice raters based on a cognitive-processing approach (Purpura, 2014). Through these 
explorations, we may gain a more thorough understanding of what rater-associated 
factors may cause rater variability, thereby shedding light on current rater selection, 
training, and scoring practices. With improved scoring performance, test scores can 
capture a more accurate portrayal of L2 learners’ speaking ability.   
While the focus of the current study is on the three aforementioned rater 
characteristics, raters’ language background may also need to be considered as a potential 
moderating variable. Raters’ language background has typically been examined in recent 
L2 studies (Gui, 2012; Wei & Llosa, 2015; Winke et al., 2013; Zhang & Elder, 2011) as a 
rater’s native-speaking status of the target language (i.e., the language that is being 
assessed in a test). Specifically, these studies investigated whether native and non-native 
speaking raters varied in their scoring performance. Most of these studies, however, did 
not find significant differences in the scoring patterns between the two groups of raters 
(e.g., Gui, 2012; Wei & Llosa, 2015; Zhang & Elder, 2011). Similar results were found in 
a recently conducted pilot study for the current dissertation, where native and non-native 
speaking raters’ scoring performance was compared in terms of both scoring accuracy 
and consistency, and no significant differences were found in either aspect of the raters’ 
performance. Thus, in the current study, raters’ language background would only be 
controlled if it were found to induce rater variability based on preliminary data analysis 
(i.e., independent-samples t-tests where the average scoring performance of the native 





Purpose of the Study 
 
 
The purpose of the current study was to examine the combined effects of three 
rater characteristics, i.e., rater expertise, WMC, and cognitive functionality, on the 
performance of raters who score L2 speaking assessments. There were two parts to the 
study. Part I focused on the joint effects of two rater characteristics (i.e., rater expertise 
and WMC) on raters’ scoring performance. Specifically, the relative contributions of 
these two characteristics and their possible interactions were investigated. Before 
investigating these questions, however, raters’ scoring performance indices were 
calculated and the potential influence of their language background (i.e., native-speaking 
status of English) on their scoring performance was investigated to prevent moderating 
effects. Part II of the current study focused on the third rater characteristic, i.e., raters’ 
cognitive functionality, and explored what strategies related to information processing 
raters employed during the scoring process and how the raters’ uses of these strategies 





The following research questions were addressed in the current study: 
1. How well did the current group of raters perform in terms of scoring accuracy, 
severity, and consistency? 
2. Were there any statistically significant differences in scoring accuracy, 
severity, and consistency between the native and non-native speaking raters? 





3-1. What were the relative contributions of rater expertise and WMC to 
scoring performance?  
3-2. What possible interaction was there between rater expertise and WMC 
in their joint influences on scoring performance?  
4. What strategies did the raters use during their scoring process? 
5. How did the expert and novice raters differ in the patterns of strategy use?  
 
 
Definition of Key Terms 
 
 
In this section, a number of key terms are defined. These terms are broadly 




Rater scoring performance. Raters’ scoring performance has been discussed in 
various studies in L2 assessment (e.g., Barkaoui, 2010; Davis, 2012; Eckes, 2012; H. J. 
Kim, 2011; Myford & Wolfe, 2009). Most of these studies (e.g., Davis, 2012; H. J. Kim, 
2011; Myford & Wolfe, 2009) examined scoring performance as a rater’s scoring 
patterns (e.g., scoring accuracy, severity, and consistency), which can be statistically 
evaluated using many-facet Rasch measurement (MFRM) analysis and correlation 
analysis. However, some studies (e.g., Barkaoui, 2010; Davis, 2012; Eckes, 2012; H. J. 
Kim, 2011) regarded scoring performance not only as a final product of scoring, but also 
as a process that involves the interplay of various mental mechanisms of a rater (e.g., 
rater focus, attitudes, beliefs, scoring approaches and inner scoring criteria) that underly 
observed scoring patterns. Still others (e.g., Davis, 2012; H. J. Kim, 2011), with an 




level of experience in L2 performance assessment. That is, raters with higher levels of 
experience tend to score with more accuracy, consistency, and appropriate level of 
severity than those with lower levels of experience. Since the current study aimed to 
explore the combined effects of rater expertise, WMC, and cognitive functionality on 
raters’ scoring performance, all these perspectives seem relevant to the definition of 
scoring performance. Thus, scoring performance is defined in the current study at two 
levels. Quantitatively, scoring performance is defined as the scoring patterns (i.e., scoring 
accuracy, severity, and consistency) jointly determined by a rater’s experiential and 
cognitive characteristics. Specifically, for Part I of the current study, the combined effects 
of rater expertise and WMC on raters’ scoring patterns were explored. Qualitatively, 
scoring performance is defined in terms of the cognitive functionality underlying a rater’s 
observed scoring patterns. In Part II of the current study, the cognitive functionality of a 
rater was explored in terms of the strategies related to information processing that were 
invoked during a rater’s scoring process. Specifically, the quantity (i.e., range and 
frequency) and quality (i.e., efficiency and effectiveness) of a rater’s strategy use were 
explored.  
Rater characteristics. Examining raters in terms of the characteristics that 
influence their scoring performance is essential for understanding rater variability. 
O’Sullivan (2008) called for a systematic examination of these characteristics and created 
a framework based on which these characteristics can be categorized. According to 
O’Sullivan, three types of characteristics may contribute to rater variability: 
physical/physiological characteristics (e.g., age and sex), psychological characteristics 




education and relevant experiences in L2 performance assessment). An attempt to 
systematically examine these characteristics and their relative effects on raters’ scoring 
performance is necessary to understand rater variability. Similar to O’Sullivan, H. J. Kim 
(2011), one of the few L2 researchers who systematically studied raters’ experiential 
characteristics, suggested characterizing raters according to their “background (e.g., 
gender and native language), previous experience (e.g., rating and teaching experience), 
educational background (e.g., relevant coursework completed), rating ability (e.g., expert 
vs. novice), socio-psychological or socio-cultural characteristics (e.g., attitudes and 
motivation), personality characteristics (e.g., self-esteem and anxiety), and cognitive 
characteristics (e.g., aptitude)” (pp. 11-12). H. J. Kim’s study results have shown that 
raters’ expertise levels are important to their scoring performance and the development of 
their rating ability. The current study thus draws on both O’Sullivan’s and H. J. Kim’s 
frameworks to define rater characteristics and focuses on two types of characteristics: i.e., 
experiential and cognitive. Specifically, raters’ experiential characteristics include their 
experience in rating L2 speaking performance assessments, the training/norming they 
received during their rating experiences, and their experience in teaching English as a 
second/foreign language (TESOL/TEFOL). The coursework that raters have completed in 
Applied Linguistics, TESOL, and/or a relevant educational program is also considered. 
Raters’ cognitive characteristics in the current study refer to not only their WMC, but 
also their cognitive functionality, which is defined as the strategies related to information 
processing that are invoked during raters’ scoring process. 
Rater expertise. Most researchers in L2 performance assessment have discussed 




researchers have defined rater expertise in terms of the actual scoring performance that a 
rater demonstrates (i.e., the extent to which a rater shows desirable scoring patterns) 
(Davis, 2012; Lim, 2011; Wolfe, 1997), other researchers have conceptualized rater 
expertise in terms of raters’ experiences related to L2 performance assessment (H. J. 
Kim, 2011; Lumley, 2005). These researchers believe that through a great amount of L2 
performance assessment-related experiences and deliberate practice, raters acquire the 
knowledge that enables them to score like an expert. Based on this perspective, rater 
expertise is often evaluated through rater background questionnaires designed to gauge 
the amount (sometimes also the quality) of relevant experiences that raters have 
accumulated. Synthesizing both perspectives, the current study defines rater expertise in 
terms of a rater’s knowledge of scoring acquired through L2 performance assessment-
related experiences, which the rater draws on to assign scores as accurately, consistently, 
and appropriately severely as possible.  
Rater knowledge. Knowledge represents the core of expertise (Ericsson, 2018a; 
Feltovich et al., 2018) because experts not only know more and have a deeper 
understanding of what they know, but they also excel at organizing, consolidating, and 
integrating their knowledge (Chi, 2006) for task performance. Despite its importance, few 
studies in L2 assessment have defined rater knowledge or examined its role in scoring 
performance directly. H. J. Kim (2011) used the term knowledge of performance rating to 
refer to any rating-related knowledge stored in raters’ LTM as the “mental representation 
of information structures related to judging the quality of L2 performance according to 
some pre-determined criteria” (p. 16). According to H. J. Kim, knowledge of 




and assessment,” and specifically relates to “constructs of speaking ability (theoretical 
definition) and predetermined components of speaking ability…[which are] often 
reflected in the rating scales (operational definition)” (p. 16). The current study adapts 
H.J. Kim’s definition of rater knowledge for the specific context of L2 speaking 
performance assessment, and conceptualizes rater knowledge as any rating-related 
knowledge (e.g., pre-existing understanding of speaking ability and knowledge of L2 
performance assessment) stored in raters’ long-term memory (LTM), which can be 
constantly retrieved and utilized by working memory (WM) for scoring. Although no 
direct measures of rating-related knowledge are available in L2 assessment (H. J. Kim, 
2011), rater knowledge can be indirectly assessed based on raters’ self-reported 
experiences in L2 performance assessment.  
Working memory capacity. WMC has been frequently theorized and researched 
in cognitive psychology (e.g., Baddeley, 1986, 2000; Conway et al., 2002; Cowan, 2005; 
Daneman & Carpenter, 1980; Engle, 1996, 2001; M. J. Kane et al., 2004) and its role in 
second language acquisition (SLA) has also been extensively researched (Juffs & 
Harrington, 2011). Seminal theories of human cognition (e.g., Baddeley, 1986, 2000; 
Cowan, 2005; Daneman & Carpenter, 1980; Engle, 1996, 2001; M. J. Kane et al., 2001) 
have conceptualized WM as a multifunctional component in our cognitive system that 
involves the converging processes of information storage and supervisory attention 
control (a.k.a. executive attention). The capacity of WM is thus regarded as the ability to 
maintain information in an active and quickly retrievable state in the face of on-going 
processing of new information or disturbance from other stimuli (Conway et al., 2005). 




2007; Cowan, 2005; Engle, 2001, 2002). The individual differences in WMC have been 
widely researched in cognitive psychology and have been found to account for a 
significant portion of variance in general intellectual ability and in complex cognitive 
performance (e.g., Conway et al., 2002; Cowan, 2014; Daneman & Carpenter, 1980; 
Engle et al., 1999; M. J. Kane et al., 2004). Particularly, the supervisory attention control 
function of WM has been highlighted as the essential component of WM (Engle, 1996, 
2001; M. J. Kane et al., 2001), and complex WM span tasks that focus on this component 
have been developed as commonly-used measures of WMC (e.g., Conway et al., 2005; 
Daneman & Carpenter, 1980; Shah & Miyake, 1996; Turner &Engle, 1989).  
Drawing on these theories, the current study conceptualizes WM as an 
information processing system with a limited capacity, which allows for the active 
maintenance of information despite distraction from processing other sources of 
information or tackling other cognitive tasks simultaneously. The individual differences 
in people’s WMC can lead to variability in their general cognitive ability and complex 
cognitive performance. To measure raters’ WMC in the process of scoring L2 spoken 
responses, a complex verbal WM span task (i.e., the listening span) was used in the 
current study. 
Rater cognition. Rater cognition has been increasingly examined to explain rater 
variability on a deeper level in L2 performance assessment (e.g., Davis, 2012; H. J. Kim, 
2011; Wei & Llosa, 2015). Davis (2012) defined rater cognition as follows: 
   Rater cognition refers to the mental processes occurring during scoring, at either 
a conscious or unconscious level. This includes both the features of examinee 
performance attended to while scoring, as well as the mental actions taken to 





Based on Davis’ definition, studies of rater cognition have been concerned with raters’ 
mental processes underlying scoring performance. These processes occur with or without 
the raters’ awareness and are generally categorized into two types: processes about raters’ 
focal attention (i.e., selective attention to aspects and features of examinees’ responses) 
and other processes (e.g., comprehending, remembering, retrieving, and evaluating) that 
enable raters to execute scoring tasks. As Davis (2012) indicated, most recent studies on 
rater cognition in L2 assessment, especially L2 speaking assessment, were designed to 
examine raters’ focal attention, whereas the range of other mental processes (e.g., 
comprehending, remembering, retrieving, and evaluating) have rarely been explored 
systematically.  
In the current study, rater cognition refers to both raters’ focal attention and the 
wide range of other mental processes (e.g., comprehending, remembering, retrieving, and 
evaluating) that raters employ to carry out rating tasks. Raters’ focal attention can reflect 
raters’ inner scoring criteria, which is shaped by their rating-related knowledge (H. J. 
Kim, 2011). The other mental processes can reflect the strategies related to information 
processing that raters use during the scoring process. The use of these strategies enables 
raters to harness rating-related knowledge to perform scoring tasks. Both these aspects of 
rater cognition are important for delivering accurate, consistent, and appropriately severe 
scoring performance.  
Raters’ cognitive functionality. As discussed above, rater cognition in the 
current study refers to both raters’ focal attention and the wide range of other mental 
processes (e.g., comprehending, remembering, retrieving, and evaluating) that raters 




their relation to the mental processes (e.g., comprehending, remembering, retrieving, and 
evaluating) invoked during different stages of information processing, the current study 
defines raters’ cognitive functionality in terms of the strategies related to information 
processing that raters employ during each stage of the L2 scoring process (Bejar, 2012). 
For example, while scoring, a rater could employ a comprehending strategy at the stage 
of forming a mental response representation (e.g., comprehending examinee’s speech to 
create a mental representation of the examinee’s response) and a retrieval strategy at the 
stage of comparing the mental response representation and the mental rubric 
representation (e.g., retrieving relevant response information and rubric criteria to help 
with decision-making). Raters’ strategy use was examined qualitatively via cognitive lab 
(a.k.a. verbal protocol analysis), a method that allows for the elicitation and analysis of 
participants’ mental processes invoked during task performance. 
Rater language background. Information about raters’ native language 
background has been used to investigate whether raters’ native-speaking status of the 
target language assessed lead to variability in raters’ performance scoring L2 speaking 
assessments (Gui, 2012; Wei & Llosa, 2015; Zhang & Elder, 2011). In the current study, 




Many-facet Rasch measurement analysis. Rasch analysis has been extensively 
used in L2 performance assessment to measure both examinees’ language ability (e.g., 
Bonk & Ockey, 2003; Brown, 2005; Grabowski, 2009; McNamara, 1996) and raters’ 
scoring performance (e.g., Bachman et al., 1995; Davis, 2012; Eckes, 2005; Goodwin, 




commonly-used Rasch models, the dichotomous model and the rating scale model, 
employ logistic regression to respectively estimate an examinee’s probability of getting 
an item correct (Rasch, 1960) and his/her probability of achieving a certain category on a 
rating scale (Andrich, 1978). The basic forms of these Rasch models only measure two 
facets in an assessment situation, i.e., examinee ability and item difficulty. Extending 
these basic forms, the many-facet Rasch measurement (MFRM) analysis allows other 
facets in the assessment situation (e.g., raters, occasions, and scoring criteria) to be 
included in the model (Linacre, 1992). A special program designed for running MFRM 
analysis is FACETS (Linacre, 2004), which enables the measurement of all facets in the 
same scale and generates relevant statistics (e.g., measures, standard error, and fit 
statistics) for each element of every facet. The current study employed FACETS to 
measure raters’ scoring severity and consistency using MFRM analysis.  
Hierarchical regression analysis. As a variant of the standard multiple 
regression procedure, hierarchical regression analysis is a method of comparing 
regression models generated from a sequential entry of independent variables based on 
their relative contributions to the dependent variable (B. Kim, 2016). The primary 
purpose of hierarchical regression analysis is to examine if sequentially-entered 
independent variables explain statistically significant amounts of variance in the 
dependent variable, after accounting for the contributions of other independent variables 
entered. In the current study, hierarchical regression analysis was used to examine the 
unique contributions of three sequentially-entered independent variables to scoring 





Cognitive lab. Cognitive labs have been widely used to investigate raters’ mental 
processes while scoring L2 performance assessments (e.g., Davis, 2012; H. J. Kim, 2011; 
Wei & Llosa, 2015). Zucker et al. (2004) provided the following definition of this 
method:  
   A cognitive lab is a method of studying the mental processes one uses when  
completing a task such as solving a mathematics problem or interpreting a  
passage of text. Developed and formalized using modern scientific research,  
cognitive labs have not only provided an effective insight into the functioning  
of the human mind, they also have been practically applied in the development  
of surveys, questionnaires, and assessments. (p.2) 
 
The current study conducted a cognitive lab to tap into raters’ mental processes invoked 
in the process of scoring L2 spoken responses. Based on raters’ verbal reports, the 
strategies that raters used while scoring were identified and the patterns in raters’ strategy 
use were compared to explain differences in expert and novice raters’ scoring 
performance.  
 
Significance of the Study 
 
 
The current study examined the combined effects of rater expertise, WMC, and 
cognitive functionality on raters’ scoring performance. It has a number of theoretical, 
methodological, and practical implications for the field of L2 performance assessment, in 




Rater variability has been a persistent concern in L2 performance assessment 
(e.g., Bachman et al., 1995; Fulcher, 2003; Norris et al., 1998; O’Sullivan, 2008) and it 




characteristic that has been increasingly discussed in relation to rater variability is rater 
expertise (e.g., Davis, 2012; H. J. Kim, 2011). Rater expertise represents the rating-
related knowledge that raters draw on to score responses. To use this knowledge in the 
scoring process and to process and evaluate the response input in the meantime, raters 
need to rely on their WMC, which is the ability to deal with multiple sources of 
information during complex cognitive performance. Also, raters’ cognitive functionality, 
defined in terms of strategies related to information processing, determines how well 
raters can execute scoring tasks and thus underlies raters’ scoring performance. Despite 
the possible importance of all three rater characteristics to scoring performance, little 
research in L2 performance assessment has been done to verify their combined influences 
on scoring, particularly regarding the actual effect of raters’ WMC on scoring 
performance, after accounting for the effects of rater expertise and commonly-used 
measures to reduce raters’ cognitive load during scoring (e.g., allowing raters to re-listen 
to responses and giving them constant access to the scoring rubric). Additionally, raters’ 
strategy use has rarely been investigated from a cognitive-processing perspective 
(Purpura, 2014) that links strategies to a framework of information processing. The 
current study thus attempted to address these gaps and its findings may help us better 
understand what rater-associated factors cause rater variability, thereby adding to the 
existing body of literature on rater characteristics and rater cognition. The study also 
investigated the differences in expert and novice raters’ strategy use and may thus shed 









One of the goals of the current study was to investigate the effect of rater 
expertise on scoring performance. Although previous L2 studies (Davis, 2012; H. J. Kim, 
2011; Lim, 2009) also attempted to explore the same question, the methods used in those 
studies were mostly descriptive rather than statistical. On the one hand, the raters in those 
studies were categorized into different levels of expertise based on a rather general 
consideration of different types of assessment-related experience (e.g., L2 rating 
experience, teaching experience, and rater training received) that raters reported. In other 
words, few studies attempted to measure rater expertise quantitatively by integrating the 
different types of assessment-related experiences into a single, composite variable. On 
the other hand, previous L2 studies tended to explore the effect of rater expertise on 
scoring performance descriptively (by comparing the scoring patterns of different groups 
of raters) rather than statistically (by exploring the contribution of rater expertise via 
inferential statistical procedures). In contrast, the current study used hierarchical 
regression analysis to explore the predictive effects of rater expertise and a rater cognitive 
characteristic, WMC, on scoring performance. Thus, more generalizable and 
comprehensive results can be obtained. The method used in the current study may 
provide methodological implications for future studies investigating the combined effects 
of multiple rater characteristics on scoring performance. 
Another methodological implication of the current study is regarding the 
integration of features of deliberate practice (Ericsson, 2018b) into the evaluation of rater 
expertise. According to Ericsson (2018b), deliberate practice is critical for the 




opportunity to focus on improving specific aspects of the targeted performance through 
repeated practices, which are usually guided by more experienced professionals in the 
field who can provide immediate and helpful feedback. While previous studies in L2 
performance assessment (Davis, 2012; H. J. Kim, 2011; Lim, 2009) attempted to evaluate 
rater expertise based on raters’ assessment-related experiences, few of them accounted 
for the influence of deliberate practice (in the form of proper rater training received) on 
the development of rater expertise. The current study, by integrating the critical features 
of deliberate practice into the evaluation of rater expertise, provided an example for L2 
researchers to take deliberate practice into account when evaluating rater expertise in 




In L2 performance assessment, raters have normally been evaluated based on their 
L2 rating, teaching, and other professional experiences. While the amount of relevant 
experiences has been found to associate with different levels of scoring performance (H. 
J. Kim, 2011; Lumley, 2005), categorizing raters purely based on their general, 
assessment-related experiences may not accurately predict the actual scoring performance 
that raters can deliver in a specific rating context. In particular, rating experiences 
without proper training (or deliberate practice) may reduce the contribution of these 
experiences to the development of rater expertise. Thus, results from this study, which 
incorporated critical features of deliberate practice into the evaluation of rater expertise, 
may provide insights on rater selection and categorization, and prompt L2 testers to 




Another practical implication of the current study pertains to the potential insights 
that findings may have for rater training. Rater training has often been a focus of research 
in L2 speaking assessment (e.g., Davis, 2012; H. J. Kim, 2011; Xi & Mollaun, 2011). 
Several studies have investigated the benefits of special training (e.g., Xi & Mollaun, 
2011) and the effect of systematically sustained training (i.e., training raters through 
multiple occasions) (Davis, 2012; H. J. Kim, 2011) on scoring performance and rater 
expertise development. However, almost no studies in L2 speaking assessment have 
investigated what underlying mental mechanisms, in the form of strategies related to 
information processing, distinguish expert raters from novice ones. The results from the 
current study revealed differences in the patterns of strategy use between expert and 
novice raters, thus indicating the potential of training novice raters to use strategies in a 
way that resembles the patterns of an expert’s strategy use in the scoring process. This 
may eventually improve novice raters’ scoring performance and help develop their rating 
ability.  
 
Limitations of the Study 
 
 
Despite its potential contributions to the field of L2 speaking assessment, the 
current study may be strengthened by addressing the following limitations. To begin with, 
the current study employed no direct measurement of rater knowledge. Domain 
knowledge has been considered the core of expertise in both cognitive psychology and 
language assessment (Chi, 2006; H. J. Kim, 2011). Even though raters’ teaching, rating, 
and other professional experiences can serve as indicators of rater expertise, they may not 




Thus, measuring rater expertise based on an experience-oriented approach may have 
limited the precision of the results obtained.  
Moreover, rater expertise was measured in terms of raters’ general, assessment-
related experiences rather than test-specific experiences (i.e., experiences specifically 
related to scoring the Aptis speaking test) in the current study. As Feltovich et al. (2018) 
point out, expertise is “limited to a domain of knowledge,” and experts’ superior 
performance is mediated by “domain-specific skills and adaptations” (p. 66). As a result, 
rater expertise measured as raters’ general, assessment-related experiences may have 
limited the transferability of these experiences to the specific test scored (i.e., the Aptis 
speaking test), given that the scoring criteria and procedures for different assessments 
may vary considerably. This, in the end, may have tempered the effect size of rater 
expertise found in the current study. 
Another limitation of the current study is that the possible effect of raters’ L2s on 
scoring performance was not accounted for. Winke et al. (2013) found that raters tend to 
assign higher scores to examinees whose first languages (L1s) match their L2s, due to 
familiarity with and positive personal reactions to examinees’ native accents. Even 
though Winke et al. (2013) only examined raters from three L2 backgrounds (i.e., 
Spanish, Chinese, and Korean), she found significant biases from raters whose L2s were 
Spanish and Chinese. The current study, designed to include raters from more 
heterogeneous L2 backgrounds, was less likely to have similar problems identified by 
Winke et al. However, given the considerable percentage (30%) of L2 Spanish speaking 
raters in the sample, one may not rule out the possibility that these raters’ judgments 




Lastly, a few other methodological limitations in the current study should be 
considered. First, the number (N=90) of raters was insufficient for employing more 
sophisticated quantitative analytic procedures, such as structural equation modeling 
(SEM) analysis (Byrne, 2012), in the current study. SEM analysis has been increasingly 
used in L2 assessment (Andringa et al., 2012; Purpura, 1997) for capturing the interactive 
relationships between different latent variables (constructs) measured by multiple 
observed variables. However, conducting SEM analysis usually requires a large sample 
of participants to reach sufficient statistical power (Kline, 2011; Tabachnick & Fidell, 
2013). Due to its relatively small sample size, the current study only used hierarchical 
regression analysis to explore the predictive relationship between multiple observed 
independent variables and one observed dependent variable. This has likely limited the 
types of conclusions that could be drawn from data analysis. In addition to the limitation 
of sample size, the raters’ verbal reports in the current study were not coded by a second 
coder. As a result, it was not possible to report intercoder reliability. Future research can 
compensate for this by asking a second coder to verify at least part of the coding results 
to improve the validity of the qualitative findings. Finally, the generalizability of the 
current findings might have been limited by the particular context of the current study, 
given that this study only used one speaking task featuring a scoring rubric specifically 
designed for this task. Future studies can be designed to include different tasks and rubric 
characteristics to explore how these characteristics might interact with rater 











This chapter provided a brief background of the gaps in the literature and the 
motivation for the current study. The purpose of the study was then introduced, followed 
by the research questions. Key terms, as used in the study, were defined. The significance 
of the study from theoretical, methodological, and practical perspectives was also 
summarized. Finally, limitations of the study were acknowledged. 
In this chapter, it was hypothesized that rater expertise, WMC, and cognitive 
functionality may contribute to rater variability based on previous literature in cognitive 
psychology and language assessment. On the one hand, the joint effects of rater expertise 
and WMC need to be examined to better understand their relative contributions to rater 
variability and any possible interaction between them in their joint influences on scoring 
performance. On the other hand, the need for examining raters’ cognitive functionality, 
defined in terms of strategies related to information processing, was discussed. 
Examining the combined effects of all three rater characteristics can strengthen our 
assumptions about what rater-associated factors possibly influence scoring performance, 
and shed light on current rater selection and categorization, rater training, and rating 
practices. With improved scoring performance, test scores can capture a more accurate 










The current study was designed to investigate the combined effects of rater 
expertise, WMC, and cognitive functionality on raters’ scoring performance when 
evaluating L2 spoken responses. Chapter II surveys research in areas relevant to the 
current study, including L2 speaking ability, rater scoring performance, rater expertise, 
WMC, interactions between expertise and WMC, and rater strategy use. This chapter 
first reviews how speaking ability has been conceptualized in L2 assessment. Then, it 
discusses how expertise has been conceptualized in cognitive psychology and how this 
conceptualization has influenced researchers’ definitions of rater expertise in L2 
assessment. Next, it directs its attention to WM and the different relationships between 
expertise and WMC in existing cognitive psychology and L2 assessment research. 
Finally, this chapter surveys the literature on strategy use in cognitive psychology and 
L2 assessment, and concludes with a review of the research methods that were used in 
the current study.   
 
L2 Speaking Ability 
 
 
L2 speaking ability has normally been conceptualized within the larger context 




to define L2 ability. The earliest attempt came from Lado (1961), who adopted a skills-
and-elements approach to L2 ability. According to Lado, L2 ability comprises different 
elements of language (pronunciation, grammatical structure, the lexicon, and cultural 
meanings), and these elements are observed in different language skills (speaking, 
listening, reading, and writing). Lado’s perspective was updated by subsequent L2 
researchers in response to a practical need to assess examinees’ performance in a 
language use situation (H. J. Kim, 2011). For example, Carroll (1961) recognized the 
need to evaluate examinees’ integrated performance and overall communicative effect 
in L2 assessment. Similarly, Davies (1968, 1977) highlighted the importance of 
evaluating examinees’ use of language knowledge and skills beyond testing individual 
elements of language. Spolsky (1973), another advocate for integrated performance, 
also argued for the evaluation of examinees’ ability to function in a specific 
communicative situation, rather than focusing on selected surface features of the 
language. Although all three scholars promoted the notion of performance in L2 testing, 
they did not specify concrete components of performance. 
The incipient notion of performance in L2 testing has influenced subsequent 
researchers’ definition of speaking ability. One of the L2 researchers, J. L. D. Clark 
(1975), defined speaking ability in terms of the real-life nature of performance, i.e., the 
ability to “communicate accurately and effectively in real-life language-use contexts” 
(p. 23). Building upon J. L. D. Clark’s notion, Jones (1985) suggested testing “various 
combinations of language skills” in a way that “reflects the real tasks associated with 
the situations” (p. 21). He also suggested using simulation activities (e.g., role plays) to 




Savignon (1972) argued that the core of speaking ability is communicative 
effectiveness, and highlighted the evaluation of overall communication in speaking 
tests. Similarly, Morrow (1979) emphasized examinees’ communicative language 
performance and suggested integrating language use features (e.g., interaction, 
unpredictability, authentic language, and appropriate language forms according to the 
situational and linguistic context) into L2 assessment. Compared to the earliest scholars, 
these L2 researchers have broadened the perception of L2 speaking ability and provided 
detailed specifications for its assessment.  
Since the 1980s, L2 researchers have been expanding the notion of language 
ability with theories of communicative competence, communicative language ability, 
and the conveyance of meanings in communication. A seminal theoretical framework of 
language proficiency (termed as “communicative competence”) was presented by 
Canale and Swain (1980), and later Canale (1983), who conceptualized language ability 
in terms of grammatical competence, sociolinguistic competence, discourse 
competence, and strategic competence. Based on this framework, Bachman and Palmer 
(1996) proposed a multi-componential model of communicative language ability, which 
consists of language knowledge and strategic competence. Viewing language skills as 
the “contextualized realization of the ability to use language in the performance of 
specific language use tasks” (pp. 75-76), Bachman and Palmer suggested the potential 
of applying their model to the assessment of all language skills (Luoma, 2004), which 
includes speaking. Building upon these theories, Purpura (2004, 2017) offered a slightly 
different perspective of L2 proficiency, in which meaning and meaning conveyance in 




(Purpura, 2017), L2 knowledge consists of two fundamental components: semantico-
grammatical knowledge and pragmatic knowledge. A synergy of these knowledge 
components plays a central role in L2 communication and assessment. For measurement 
purposes, Purpura specified each knowledge component in terms of the mental 
resources related to the communication of different types of meaning. For example, 
pragmatic knowledge involves not only functional knowledge, which is the ability to 
“use propositions to express/interpret agency or communicative intentionality,” but also 
implicational knowledge, which is the ability to encode implied meanings (i.e., 
situational meanings, sociolinguistic meanings, sociocultural/intercultural meanings, 
psychological meanings, literary meanings, rhetorical meanings, and interactional 
meanings) in propositional messages and texts (Purpura, 2017, p. 20). These models 
prompted L2 researchers to update the conceptualization of L2 speaking ability within 
the context of communicative competence, communicative language ability, and L2 
proficiency with an emphasis on meaning conveyance.  
Influenced by the theories above, a number of recent L2 researchers have 
attempted to conceptualize L2 speaking ability accordingly. Adapting Bachman and 
Palmer’s (1996) model, Fulcher (2003) proposed a model of speaking ability consisting 
of: (1) language competence (phonology, accuracy of syntax, vocabulary and cohesion, 
and fluency); (2) strategic capacity (achievement strategies and avoidance strategies); 
(3) textual knowledge (turn-taking, adjacency pairs, and openings and closings); (4) 
pragmatic knowledge (appropriacy, implicature, and expressing being); and (5) 
sociolinguistic knowledge (situational, topical, and cultural). Similar to Fulcher, Luoma 




hand, she specified the sounds of speech (e.g., pronunciation, stress, pausing, and 
intonation), spoken grammar, and spoken vocabulary as the linguistic aspects of 
speaking ability. On the other hand, she considered meaningful interaction (in terms of 
purpose of talk, speaking situations, and speaker roles) as an indispensable aspect of 
language use. Although both Fulcher and Luoma attempted to account for examinees’ 
interactional competence, they fell short on specifying how to measure such 
competence in real-life assessment tasks (H. J. Kim, 2011), especially regarding the 
conveyance of meaning in interactions. To address this gap, Grabowski (2009) drew on 
Purpura’s (2004) meaning-oriented framework of L2 ability, and defined speaking 
ability as the ability to use both grammatical and pragmatic knowledge while 
performing contextually rich, communicative speaking tasks. In particular, she 
operationalized pragmatic knowledge as “the appropriate conveyance and interpretation 
of implied sociolinguistic, sociocultural, and psychological meanings encoded in high-
context language use” (p. 10), thus more explicitly specifying the interactional aspect of 
L2 speaking ability. 
In the real-life assessment of L2 speaking ability, learners respond to a test task 
designed to elicit samples of speaking performance. These samples are then given to 
raters to score, based on a rubric designed to measure the criteria specified in a model of 
L2 proficiency. The accuracy, severity, and consistency with which raters apply the 
scoring rubric are critical to the validity of the scores assigned and the subsequent uses 
of these scores. Thus, it is important to evaluate raters’ scoring performance. However, 




performance is defined in the current study in light of existing literature in L2 
performance assessment. 
 
Rater Scoring Performance in L2 Performance Assessment 
 
 
As discussed in Chapter I, rater scoring performance in the current study is 
defined in terms of the scoring patterns that reflect a rater’s level of expertise in scoring. 
As a rater’s expertise increases, his/her scoring patterns will more closely approximate 
those of an expert rater’s. In recent L2 studies, several rater scoring patterns have been 
discussed, such as the accuracy, severity, and consistency in scoring (e.g., Davis, 2012; 
H. J. Kim, 2011; Lim, 2011). These patterns have been frequently examined with two 
approaches: the Classical Testing Theory (CTT) approach and the many-facet Rasch 
measurement (MFRM) approach (Eckes, 2011). The CTT approach measures inter- and 
intra-rater reliability by calculating different types of rater agreement indices (e.g., 
percentage of agreement, Cohen’s Kappa, and Pearson’s r). The MFRM approach 
usually examines raters’ severity in scoring, consistency in using the rating scale, and 
interactions with other facets of the measurement (i.e., examinees, tasks, and rating 
scales). The corresponding indices calculated for these aspects of scoring performance 
are raters’ severity logits, fit statistics, and bias interaction terms.  
In a recent L2 speaking assessment study, Davis (2012) employed both 
approaches to evaluate raters’ scoring performance for the TOEFL iBT speaking test. 
He first investigated raters’ severity in scoring, consistency in using the rating scale, 
and interactions with other facets of the measurement using MFRM analysis, through 




examinee interaction terms. Then, he examined rater accuracy and consistency via the 
CTT approach. Specifically, Davis measured rater accuracy as a type of inter-rater 
consistency between raters’ scores and some benchmark scores established by 
experienced, operational TOEFL raters. As for rater consistency, Davis measured it as a 
type of intra-rater consistency that reflected the agreement between raters’ scores 
assigned on different scoring occasions. Using correlation and agreement analyses, 
Davis calculated Pearson’s r and Cohen’s kappa for both categories. The methodology 
that Davis used to examine raters’ scoring performance indicates that the two 
approaches (i.e., CCT and MFRM) can provide complementary information about 
scoring performance, and the selection of which approach to use depends on the specific 
purpose of a study.  
The current study examined rater scoring performance in terms of three criteria: 
1) raters’ agreement with the benchmark scores, 2) raters’ relative severity in scoring, 
and 3) raters’ consistency in applying the scoring rubric across different examinees and 
occasions. As in Davis’ (2012) study, raters’ agreement with some benchmark scores 
was defined as scoring accuracy in the current study. These benchmark scores were 
assigned by operational raters of the specific test scored (i.e., the Aptis speaking test). 
According to recently published Aptis research reports (Fairbairn & Dunlea, 2017; 
O’Sullivan & Dunlea, 2015), the operational Aptis raters were trained and routinely 
monitored for scoring the Aptis speaking test. Specifically, they were trained online “for 
a recommended 20 hours over eight days” and had to “pass an accreditation test before 
starting live online rating” (Fairbairn & Dunlea, 2017, p. 4). In addition, they were 




scored by a group of senior Aptis raters), which were interspersed randomly within the 
live responses scored to “provide operational estimates of rater reliability” (i.e., inter-
rater reliability between the regular Aptis raters and the senior ones who pre-scored the 
control items) and “automatically suspend[s] raters who are marking outside of a set 
tolerance” (Fairbairn & Dunlea, 2017, p. 8). For the current study, which used the 
operational ratings from 2016 as benchmarks for scoring accuracy, the estimated rater 
reliability for that year was a high 0.89 (Dunn, 2019), which indicates that the regular 
Aptis raters in that year had a high level of agreement with their senior colleagues in 
scoring the control items. Thus, they were also likely to have agreed with the senior 
Aptis raters in scoring the live responses. This has made their ratings (termed as 
“official Aptis speaking scores” later) suitable for benchmarking purposes in the current 
study. Scoring accuracy in the current study was measured as the correlations between 
the raters’ scores and the benchmark scores.  
Apart from scoring accuracy, raters’ relative severity in scoring and their 
consistency in applying the scoring rubric across examinees and scoring occasions were 
respectively defined as scoring consistency and scoring severity in the current study. As 
in Davis’ (2012) study, scoring severity and consistency were measured via MFRM 
analysis, which produced raters’ severity logits and fit statistics. Variations in all three 
aspects of scoring performance can affect the validity of test scores assigned by the 
raters.  
Although raters’ scoring performance has been increasingly discussed in L2 
assessment research, the underlying rater characteristics that contribute to rater 




patterns “have been analyzed excessively without efforts to understand who they are 
and what they bring to the assessment context” (p. 241). Because of the limited 
discussion of rater characteristics and their possible influences on scoring, it has been 
difficult to “understand why raters assign ratings the way they do and what attributes or 
elements they still need to improve their rating performance” (H. J. Kim, 2015, p. 241). 
Therefore, it is necessary to first understand rater characteristics from various 
perspectives before analyzing rater behavior or raters’ decision-making process (H. J. 
Kim, 2015). One of the recently explored rater characteristics that have been 
hypothesized to shape scoring performance is rater expertise. To better understand the 
role of rater expertise in scoring, a survey of theories about expertise in cognitive 
psychology is needed. These theories have been developed based on many years of 
research on expertise and expertise development in various professional domains (e.g., 
chess, music, and mathematics), and thus can shed light on how rater expertise should 
be conceptualized and measured in the current study.  
 
Expertise in Cognitive Psychology 
 
 
The study of expertise has long been an area of interest in cognitive psychology. 
Research has shown that expertise is crucial for human performance in a variety of 
professional domains, such as chess (e.g., Chase & Simon, 1973a, 1973b; de Groot, 
1978), music (e.g., Ericsson et al., 1993; Gruson, 2001), mathematics (e.g., Butterworth, 
2018; Kellman & Massey, 2013), teaching (e.g., Cavalluzzo, 2004; Hogan & 
Rabinowitz, 2009; Nye et al., 2004), professional writing (e.g., Alamargot et al., 2010; 




Prystowsky, 2005; Vickers et al., 2007, 2008, 2009). Even in L2 assessment, the level 
of rater expertise has also been associated with different levels of scoring performance 
(e.g., Barkaoui, 2010; Davis, 2012, 2016; H. J. Kim, 2011, 2015). Therefore, 
understanding the nature of expertise (i.e., what shapes it and how it is developed) is 
important for explaining rater variability in L2 performance assessment. 
To study the nature of rater expertise, one needs to start with a broad definition 
of expertise in the general context. Based on many years of research, cognitive 
psychologists (e.g., Ericsson, 2018a; Feltovich et al., 2018) have generally agreed that 
an expert is someone who possesses the knowledge and skills in a particular field. Thus, 
expertise refers to the set of “characteristics, skills, and knowledge that distinguish 
experts from novices,” and is manifested as “reliably superior performance on 
representative tasks” in a specific domain (Ericsson, 2018a, p. 3). More specifically, the 
development of expertise has been continuously explored and research suggests that 
experience is a prerequisite for developing expertise (Ericsson, 1996; Ericsson & 
Lehmann, 1996), especially in the early stage of skill acquisition (J. R. Anderson, 1982; 
Ericsson et al., 1993; Fitts & Posner, 1967; Groeger & Brady, 2004). However, the 
continued development of expertise beyond an average, functional level depends on the 
type of experience one is gaining. According to Ericsson and colleagues (Ericsson, 
2015; Ericsson et al., 1993; Ericsson & Ward, 2007), experience that involves mere 
repetitions of routine and proficiently-performed tasks, without opportunities to receive 
immediate and helpful feedback, does not lead to further improvement of expertise. 




aspects of the performance, is beneficial for the maintenance and continued 
development of expertise (Ericsson, 2018b). 
Since the development of expertise requires not just simple experience but 
deliberate practice, it is important to understand the essential features of deliberate 
practice so that rater expertise can be properly measured in the current study. Deliberate 
practice refers to the type of training activities that “allows individuals to work on 
improving specific aspects [of performance], with the help of a teacher, in a protected 
environment with opportunities for reflection, exploration of alternatives, and problem-
solving—as well as repetition with informative feedback” (Feltovich et al., 2018, p. 75). 
Ericsson and colleagues (e.g., Ericsson, 1996, 2002, 2015; Ericsson et al., 1993; 
Ericsson & Ward, 2007; Lehmann & Ericsson, 1993) explored the effects of deliberate 
practice on performance in multiple professional domains and found several critical 
elements to deliberate practice (Ericsson, 2018b). First, a coach or teacher who is more 
experienced than the performer in the field of practice should guide the practice. 
Second, the performer should engage in repeated practice on the target task. Third, 
immediate and helpful feedback should be provided to the performer during the 
practice. Fourth, there need to be sufficient opportunities for the performer to reflect on 
his/her performance and explore new solutions to problems. Lastly, the teacher or coach 
can monitor the performer’s attainment of practice goals to make sure that these goals 
can transpire to improvements in actual performance. Ideally, all these features should 
be present in the training activities for maximum development of expertise.  
To illustrate how deliberate practice plays a role in the evaluation of rater 




performance is used as an example here. Specifically, H. J. Kim evaluated rater 
expertise not only in terms of raters’ experience scoring L2 speaking assessments, but 
also in terms of the training/norming that raters had received from their scoring 
experiences. As training provided opportunities for the development of rater expertise, 
when evaluating raters’ training experiences, H. J. Kim asked about specific aspects 
such as what type of rubric was used for the training, whether the training was self-
guided or led by a trainer, if there were opportunities to receive immediate feedback 
during the training, and whether face-to-face discussions with the trainer were available. 
H. J. Kim’s approach to evaluating raters’ training experiences accounted for some 
critical features of deliberate practice and was thus more likely to produce accurate 
estimation of how much raters have learned from those training experiences than simply 
asking raters to indicate how much training/norming they had received. Despite this 
advantage, collecting and synthesizing different types (both quantitative and qualitative) 
of data can be rather challenging and time- and resource-consuming.  
 
Rater Expertise in L2 Performance Assessment 
 
 
Rater expertise has been increasingly discussed in L2 performance assessment 
as a factor that influences scoring performance and behavior (e.g., Barkaoui, 2010; 
Davis, 2012; H. J. Kim, 2011; Lumley, 2005). Typically, rater expertise has been used 
as a criterion for rater selection and classification—that is, raters were either identified 
as expert raters or classified into different levels of rater expertise based on a few rater 
experiential characteristics such as L2 rating and teaching experiences (e.g., Cumming, 




specifically what rater experiential characteristics comprise rater expertise, or examined 
the unique contributions of these characteristics to the development of rater expertise. 
One of the exceptions was H. J. Kim (2011), who explored the relationships between 
raters’ experiential characteristics and the development of rating ability (or rater 
expertise) in L2 speaking performance assessment. 
Specifically, H. J. Kim (2011) suggested four rater experiential characteristics 
that possibly contribute to rater expertise. These characteristics include raters’ rating 
experience, TESOL experience, rater training experience, and relevant coursework. 
Drawing on literature in general education, cognitive psychology, and L2 performance 
assessment, H. J. Kim argued that each characteristic plays a role in the creation of 
knowledge and knowledge structures that are central to rater expertise. Specifically, 
raters’ prior rating experience is directly related to scoring and plays a critical role in 
building a well-organized knowledge structure for rater expertise (Chi et al., 1988; Orr, 
2002). Apart from rating experience, raters’ TESOL experience is the general life 
experience that indirectly shapes scoring performance. As H. J. Kim (2011) argued, 
raters can “establish and challenge their knowledge and perceptions about L2 learners’ 
speaking ability” while interacting with learners in the classroom (H. J. Kim, 2011, p. 
54). As a result, raters’ TESOL experience is likely to influence their scoring decisions 
and behaviors in a future assessment context (H. J. Kim, 2011). Along with rating and 
TESOL experiences, raters’ training experience also appears to influence scoring 
performance, because training has been found to reduce rater effects (Myford & Wolfe, 
2003) that may cause rater variability (McNamara, 1996). The last factor that has been 




al., 2001). Through instruction, raters can gain received knowledge (e.g., facts, data, 
and theories) that interact with other factors (e.g., practice and reflection) that seem to 
enhance rating ability (H. J. Kim, 2011). Thus, the knowledge that raters have received 
from instruction can ultimately contribute to the growth of rater expertise (Wallace, 
1991).  
Based on this framework of rater expertise, H. J. Kim (2011) developed a rater 
background questionnaire that taps into both the amount and the quality of a rater’s 
assessment-related experiences in the four areas specified above. According to the 
responses received, H. J. Kim categorized her raters into three different levels of rater 
expertise (i.e., novice, developing, and expert) and analyzed their scoring performance 
and behavior using MFRM and verbal protocol analyses. The quantitative (i.e., MFRM) 
results suggested that the raters’ levels of expertise were related to some, but not all, 
aspects of scoring performance. To be specific, although the three groups of raters 
displayed similar scoring severity or consistency over time (i.e., across three scoring 
occasions), the expert raters were the only group that was free from rater bias or rater 
interaction effects with examinee ability, tasks, or rating scales. However, the 
qualitative (i.e., verbal protocol) findings revealed differences in the raters’ scoring 
behaviors underlying their observed scoring patterns. Specifically, the expert raters 
demonstrated the greatest rating ability amongst the three groups, as they were the only 
group that scored examinees’ performance consistently and interpreted the rating scales 
as described in the rubric. These findings seem to indicate that H. J. Kim’s hypothesized 
model of rater expertise has the potential of distinguishing raters of different levels of 




adapted her rater background questionnaire to gauge raters’ expertise levels based on 
their general, assessment-related experiences.  
Although rater expertise can be evaluated in terms of raters’ experiences related 
to L2 performance assessment, there is a major limitation to this approach. The 
limitation is that rater knowledge, which is considered the core of rater expertise (H. J. 
Kim, 2015), cannot be directly measured. As H. J. Kim (2015) pointed out, in L2 
performance assessment, rater knowledge has not been typically included as a criterion 
for evaluating rater expertise. While experience is certainly important in shaping rater 
knowledge (H. J. Kim, 2011), estimating rater knowledge purely based on experience 
might not provide a thorough understanding of the depth, organization, consolidation 
(i.e., the efficiency and speed of knowledge retrieval), and integration (i.e., the degree to 
which concepts and principles are related) of rater knowledge (Chi, 2006). Thus, the 
experience-based approach may not be very thorough in the evaluation of rater 
expertise. This limitation should be acknowledged when interpreting the results of the 
current study.  
Another gap in existing L2 research about rater expertise is that raters’ training 
experiences have not been typically included in the evaluation of rater expertise. There 
are two possible drawbacks related to this. First, not incorporating rater training in the 
evaluation of rater expertise may have discounted the potential contribution of the 
training experiences to the development of rater expertise. Since properly designed and 
conducted rater training sessions can provide valuable opportunities for raters to 
develop their rating-related knowledge and skills, not accounting for the influence of 




a result, the current study was designed to incorporate raters’ training experiences into 
the evaluation of rater expertise. Secondly, rarely any studies in L2 performance 
assessment have evaluated raters’ training experiences in light of the critical features of 
deliberate practice (Ericsson, 2018b). As previously mentioned, deliberate practice is 
important for the development of expertise in any domain. Without satisfying the basic 
requirements of deliberate practice, raters’ training experiences may not be fully 
effective in improving rater expertise. Although one of the L2 researchers, H. J. Kim 
(2011), attempted to account for features of deliberate practice when evaluating raters’ 
training experiences, she simply collected relevant information (e.g., whether a trainer 
was present during the training session to provide immediate and helpful feedback) 
without specifying how this information was later used to determine the effects of the 
training on the development of rater expertise. Therefore, the current study was 
designed to address this gap by evaluating raters’ training experiences in light of 
features of deliberate practice.  
Specifically, in the current study, the level of a rater’s expertise was partially 
determined by the rater’s rating experiences, which were evaluated not only in terms of 
how much rating the rater had done, but also in light of how rigorous the training he/she 
had received for these rating experiences. The appropriateness and adequacy of the 
raters’ reported training experiences were evaluated based on the five critical elements 
of deliberate practice (Ericsson, 2018b), as summarized previously. If the rater did not 
receive any training or only received minimal training for a certain rating experience, 
the importance of this rating experience would be discounted. In other words, only 




trained by a more experienced rater for the particular test scored, practiced scoring 
repetitively with multiple samples, received immediate and informative feedback during 
practice) were considered sufficient for the development of rater expertise. Details 
about how this evaluation process was operationalized in the current study are provided 
in the instruments and data analysis sections in Chapter III.  
Apart from the effect of rater expertise on scoring performance, another rater-
associated factor that may influence scoring performance is raters’ WMC. While rater 
expertise represents the rating-related knowledge that is necessary for carrying out 
scoring tasks, the ability to use this knowledge in the scoring process and to process on-
going response input is determined by raters’ WMC. While scoring L2 spoken 
responses, raters need to rely on their WM to focus their attention on the task, actively 
process information from the response and encode that information into a mental 
response representation, and maintain that response representation in a relatively active 
state throughout the scoring process. Simultaneously, raters rely on their WM to 
constantly retrieve relevant information (e.g., criteria in the scoring rubric, relevant 
response information, and prior knowledge and experience) as needed, and compare the 
mental response representation with the mental rubric to make scoring decisions (Bejar, 
2012; Purpura, 2014). All these processes seem to tax raters’ WM and make it necessary 
to examine the possible contribution of WMC to scoring performance.  
Despite the seemingly important role of WM in rater’s scoring process, previous 
studies in cognitive psychology and L2 assessment have shown that compared to the 
contribution of expertise, individual differences in WMC have a much smaller 




2002; Joh & Plakans, 2017; Payne et al., 2009). In addition, those studies did not 
explore to what extent WMC would still impose a significant influence on performance 
after accounting for factors that are designed to compensate for low WMC. Therefore, it 
is necessary for the current study to explore the actual importance of WMC to scoring 
performance after accounting for the effect of rater expertise and the factors designed to 
reduce raters’ cognitive load in the scoring process (e.g., allowing raters to replay 
response audios and giving them constant access to the scoring rubric). Before 
exploring this question, however, we need to first understand the nature of WM and 
WMC by reviewing how WM has been conceptualized in the form of well-
acknowledged models of human cognition, and how WMC has been measured via 
complex span tasks in cognitive psychology and L2-related research.  
 
Working Memory in Cognitive Psychology 
 
 
The conceptualization of WM as a major component of the human cognitive 
system began in the 1970s, when Baddeley and Hitch (1974) proposed a multi-
componential model of WM (see Figure 2.1). In this model, WM is conceptualized as “a 
system for the temporary holding and manipulation of information during the 
performance of a range of cognitive tasks such as comprehension, learning, and 
reasoning” (Baddeley, 1986, p. 34). According to this model, WM consists of three 
subcomponents: a phonological loop, a visuospatial sketchpad, and a central executive 
that controls the other two subcomponents. The phonological loop and the visuospatial 
sketchpad are respectively responsible for temporarily storing phonological and visual 




all kinds of temporarily stored information. Neurological research findings (Norman & 
Shallice, 1986) have also linked the central executive to the frontal lobes, which are the 
brain areas responsible for attentional control (e.g., focusing attention on environmental 
input, dividing attention among tasks, switching attention between different tasks, and 
monitoring behavior). A few decades later, Baddeley (2000) added another 
subcomponent, the episodic buffer, to the WM system. The purpose of adding the 
episodic buffer was to account for the integrated storage, manipulation, and 
modification of information in different modalities (i.e., phonological, visual, and other 
types) and from different sources (e.g., sensory receptors, LTM, and other 
subcomponents of WM). Another purpose for adding the episodic buffer, according to 
Baddeley, was to link WM (central executive) with LTM (episodic LTM) to explain the 
connection between memory and conscious awareness (see Figure 2.1).  
Figure 2.1 
The Multi-componential Model of Working Memory 
 
Note. From “The Episodic Buffer: A New Component of Working Memory?,” by A. J. Baddeley, 2000, 
Trends in Cognitive Sciences, 4(11), p. 421 (https://doi.org/10.1016/S1364-6613(00)01538-2). Copyright 






A recent update of M. J. Kane and Engle’s theory (Unsworth & Engle, 2007) 
links WM even closer to LTM, where WM is viewed as a subset of activated 
information in LTM. In light of this notion, WMC represents the ability to use highly-
activated information for short-term processing while maintaining the rest of the 
information in a relatively active state for longer intervals. This view is consistent with 
Cowan’s (1993, 1998, 1999, 2005) embedded-processes model of WM (see Figure 2.2), 
which has greatly altered the view of WMC (Dehn, 2008). Cowan’s model 
conceptualizes WM as part of LTM, which is a single memory-storage where 
information is triggered at three different levels of activation. At the first level of 
activation, a large set of elements is stored in an inactive state in LTM. Within this large 
set of elements, a smaller pool of items is activated above a certain threshold; at this 
level of activation, information may be readily accessible but may get lost through 
decay or interference. At the third level of activation, a few items (typically between 
three to five chunks) within this smaller pool of activated items are even more activated, 
which enables these items to efficiently “move in and out of the focus of attention” 
under the control of central executive processes (Dehn, 2008, p. 30). As illustrated in 
Figure 2.2, the focus of attention (the oval area) is embedded within the pool of 
activated items (the polygonal area) stored in LTM (the square area). Under the control 
of central executive processes, the focus of attention (the oval area) can be switched to 
any items within this activated portion (the polygonal area) of LTM, whose capacity is 
large enough to handle a limitless amount of information. Cowan’s model manages to 
explain why people seem to be able to perform tasks that require the concurrent 




with LTM, Cowan also manages to explain how WM (essentially executive attention) 
accesses the knowledge and information stored in LTM during task performance. For 
the current study, Cowan’s model has provided a theoretical basis for how WM enables 
raters to handle a large amount of information from various sources (i.e., response input, 
criteria on the rubric, and prior knowledge and experience) simultaneously. The 
importance of rater expertise (stored as rating-related knowledge in LTM) in the process 
of scoring is also highlighted.  
Figure 2.2  
The Embedded-processes Model of Working Memory 
 
Note. From “What Are the Differences between Long-term, Short-term, and Working memory?,” by N. 
Cowan, 2008, Progress in Brain Research, 323, p. 421 (https://doi.org/10.1016/S0079-6123(07)00020-9). 











The Measurement of Working Memory Capacity 
 
 
The above review of WM models indicates that WM is predominantly executive 
attention, which is responsible for the “active maintenance of information in the face of 
on-going processing and/or distraction” (Conway et al., 2005, p. 770). This view of 
WM suggests that any simple span tasks that measure only the storage capacity of WM 
are not suitable for the current study. As previously explained, scoring L2 speaking 
performance involves the coordinated use of a host of knowledge, skills, and 
information. This requires executive attention, which is the processing component of 
WM. The current study, therefore, needs to select a complex WM span task that focuses 
on the processing (instead of storage) function of WM. Even more appropriately, this 
task should feature auditory, verbal stimuli, which is similar to the type of input (i.e., 
speech) that raters process while scoring spoken responses. 
Viewing WM as mainly executive attention, Daneman and Carpenter (1980) 
developed the first complex WM span task, the reading span, specifically for higher-
level processing of linguistic information. Observing only low correlations between 
simple span tasks (e.g., digit span) with higher-level cognitive performance (e.g., 
language comprehension), Daneman and Carpenter argued that these simple tasks 
cannot examine the essential dimension of WM, i.e., processing. To support their 
argument, they further explained that smaller WM storage capacity may be caused by 
inefficient processing capacity, which reduces the resources available for the retention 
of information. In other words, given the limited capacity of WM, the more efficient 
processing is, the more WM resources can be spared for short-term storage. Daneman 




subsequently, in L2 assessment. Their reading span task has been widely used in studies 
of L2 reading comprehension (e.g., Alptekin & Erçetin, 2011; Joh & Plakans, 2017; 
Payne et al., 2009). An auditory version of the reading span, the listening span, was also 
created for the context of listening comprehension (Daneman & Carpenter, 1980). 
Considering how WMC has been conceptualized in the current study and the type of 
stimuli (i.e., speech) that raters need to process while scoring spoken responses, 
Daneman and Carpenter’s listening span task was selected as a measure of raters’ verbal 
WMC in the current study.  
 
The Interplay between Expertise and Working Memory Capacity 
 
 
The complexity of scoring L2 spoken responses has been emphasized 
throughout this dissertation. Considering the various rater characteristics that may be 
involved in the scoring process, the investigation of any rater characteristic should not 
be separated from the possible interaction that it might have with other characteristics. 
Previous sections in this literature review have discussed, separately, the possible roles 
of rater expertise and WMC in the act of scoring. However, existing research in L2 
assessment has not yet explored the combined effects of these two characteristics on 
scoring performance, particularly regarding the relative contributions of either 
characteristic to scoring performance and the possible interaction (if any) between them. 
Thus, the current study was designed to address this gap. To provide a theoretical basis 
for the investigation of the relationship between rater expertise and WMC in the current 




L2 assessment on the interplay between expertise and WMC in their joint influences on 
cognitive performance.  
 
Three Hypotheses about the Interplay between Expertise and Working Memory 
Capacity 
 
An increasing amount of research on the combined effects of expertise and 
WMC on cognitive performance has been conducted in cognitive psychology and L2 
assessment.1 One seminal study was conducted by Hambrick and Engle (2002), who 
explored the effects of WMC and pre-existing knowledge about baseball on adults’ 
memory of simulated radio broadcasts of baseball games. The primary purpose of their 
study was to investigate one of the influential viewpoints regarding the combined 
effects of domain knowledge and WMC on cognitive performance, i.e., the knowledge-
is-power hypothesis (Feigenbaum, 1989; Minsky & Papert, 1974). This hypothesis 
contends that “domain knowledge is the primary determinant of success in cognitive 
endeavors, whereas ‘basic’ cognitive abilities [such as WMC] play a less important 
role” (Hambrick & Engle, 2002, p. 340). It is true that knowledge plays an important 
role in cognitive performance (Allard & Starkes, 1991; Chase & Simon, 1973a, 1973b; 
Engle & Bukstel, 1978; Glaser & Chi, 1988; Meinz & Salthouse, 1998; Voss et al., 
1983), particularly on the comprehension and memory of domain-relevant materials 
(Chiesi et al., 1979; Fincher-Kiefer et al., 1988; Spilich et al., 1979). However, a large 
amount of evidence also seems to support the unique contribution of WMC to cognitive 
performance, such as in reading comprehension and language learning (e.g., Adams & 
Hitch, 1997; Benton et al., 1984; Daneman & Merikle, 1996; Engel et al., 1991; 
 




Kyllonen & Christal, 1990). To further clarify the relative contributions of expertise and 
WMC to cognitive performance, as well as any possible interactions between these two 
characteristics, some researchers, including Hambrick and Engle, have attempted to 
explore the joint influences of these two characteristics on cognitive performance.  
Given limited research on this topic, Hambrick and Engle (2002) set out to 
explore three models postulating different relationships between expertise and WM in 
their joint influences on complex cognitive performance. The first model, known as the 
knowledge-is-power hypothesis, predicts that high levels of domain knowledge 
compensate for low levels of WMC. This model is broadly consistent with the notion 
that the effect of basic cognitive abilities (e.g., WMC) on cognitive performance 
decreases as expertise develops (e.g., Ackerman, 1988; Fitts & Posner, 1967; Fleishman 
& Hempel, 1954). The second model, known as the independent influences hypothesis, 
postulates that WMC has an influence on cognitive performance even at high levels of 
domain knowledge. This hypothesis is based on the view that ability characteristics, 
such as WMC, underlie a series of basic cognitive processes required for task 
performance, and this contribution of WMC cannot be replaced or mitigated by domain 
knowledge. The third and final model also states that WMC contributes to individual 
differences in cognitive performance; however, high levels of WMC should strengthen 
the effect of domain knowledge on cognitive performance. According to this model, 
high WMC individuals should benefit more from their pre-existing domain knowledge 
than low WMC individuals, because they are better at activating information stored in 
LTM and maintaining that activation during task performance (e.g., Cantor & Engle, 




Since Hambrick and Engle (2002) were one of the earliest researchers who examined 
these three hypotheses with empirical data, a detailed discussion of these hypotheses 
begins with their study below.  
Empirical evidence for the rich-get-richer model. To explore the 
aforementioned hypotheses, Hambrick and Engle (2002) asked 181 adult participants to 
listen to and answer questions about simulated radio broadcasts of baseball games based 
on their memory of the broadcasts. The participants’ prior knowledge on baseball was 
measured by three tests (i.e., one multiple-choice test, one fill-in-the-blank test, and one 
true-or-false test) about the rules, regulations, and terminology of baseball games. Their 
WMC was measured with two complex verbal WM span tasks—the operation span 
(Turner & Engle, 1989) and the counting span (Case et al., 1982; Engle et al., 1999). 
Participants’ scores from two of the three baseball knowledge tests2 and the two WM 
span tasks were used as predictors in hierarchical regression analysis to explore the joint 
effects of baseball knowledge and WMC on memory performance. To use these scores 
as predictors in hierarchical regression analyses, “unit-weighted composite variables” 
representing baseball knowledge and WMC were created by “averaging the z-scores for 
the variables corresponding to these constructs” (Hambrick & Engle, 2002, p. 360). The 
results from hierarchical regression analyses suggested that WMC had a significant and 
positive effect on participants’ performance on the baseball broadcast memory test. 
Although the contribution of WMC is much smaller compared to that of baseball 
knowledge (4.5% versus 54.9%), this contribution was not attenuated by baseball 
 
2 According to Hambrick and Engle (2002), Baseball Knowledge Test 3 (i.e., the true-or-false test) 
was eliminated from hierarchical regression analysis because it had very low reliability (0.35) and weak 




knowledge. On the contrary, WMC was found to enhance the effect of baseball 
knowledge on memory performance, which provided supporting evidence for the rich-
get-richer hypothesis.  
Empirical evidence for the independent influences model. Inspired by 
Hambrick and Engle’s work, an increasing number of researchers in cognitive 
psychology (e.g., Hambrick & Oswald, 2005; Ricks & Wiley, 2009) and L2 assessment 
(e.g., Alptekin & Erçetin, 2011; Joh & Plakans, 2017; Payne et al., 2009) have also 
explored the validity of the three hypotheses. Most researchers (e.g., Alptekin & 
Erçetin, 2011; Hambrick & Oswald, 2005; Payne et al., 2009) found supporting 
evidence for the independent influences model.  
As an extension of Hambrick and Engle’s (2002) work, Hambrick and Oswald 
(2005) examined the validity of the three hypotheses with 309 college undergraduates’ 
data. These data were collected from one baseball memory task, two baseball 
knowledge tests, and four complex WM span tasks (two verbal and two spatial). Using 
hierarchical regression analysis, the researchers found that the use of baseball 
knowledge, even at high levels, did not affect the relationship between WMC and 
baseball task performance. In fact, the interaction effect between WMC and baseball 
knowledge was not found to be statistically significant, which supported the 
independent influences model.  
Similarly, Payne et al. (2009) examined the relative contributions of WMC and 
domain experience (i.e., experience in learning Spanish) to L2 Spanish reading 
comprehension. They used multiple regression to analyze 73 college students’ data from 




reading comprehension tasks, and one survey on the numbers of Spanish classes taken 
and years actively learning Spanish. Payne and colleagues found that both WMC and 
years of Spanish learning significantly predicted students’ L2 Spanish reading 
performance. However, the contribution of Spanish-learning experience was much more 
significant than that of WMC (24.6% versus 3.8%). Besides, no significant interaction 
was found between WMC and Spanish-learning experience in their joint influences on 
L2 Spanish reading comprehension, which provided corroborating evidence for the 
independent influences hypothesis. 
In line with previous researchers’ findings (Hambrick & Oswald, 2005; Payne et 
al., 2009), Alptekin and Erçetin (2011) also found independent effects of WMC and 
domain knowledge (operationalized as content familiarity) on inferential L2 reading 
comprehension. They collected data from 62 Turkish undergraduate students enrolled in 
an English-medium university in Turkey. These students completed one complex WM 
span task (i.e., reading span) and one multiple-choice reading comprehension test 
featuring a short story presented in two versions—an original English version and a 
nativized English version. The nativized English version is an adapted version of the 
original English text, where a conservative number of textual and contextual cues were 
added based on the Turkish readers’ native social setting. For example, to add textual 
cues, details about settings, locations, characters, or occupations in the story were 
changed (e.g., from “New York City” to “Istanbul,” from “church” to “mosque,” and 
from “motorman” to “ticket collector”). Similarly, to add contextual cues, information 
about culture-specific customs, rituals, beliefs, values, and structures were changed. 




on the students’ cultural-specific knowledge. By conducting a between-subjects 
multivariate analysis of variance, the two researchers compared the means of students’ 
performance on both versions of the reading comprehension. The results suggested that 
the effect of content familiarity on the students’ reading performance was highly 
significant (Wilks’ Λ = 0.896, F(2, 57) = 4.30, p = 0.018), while the influence of WMC 
on the students’ reading performance only approached significance (Wilks’ Λ = 0.901, 
F(2, 57) = 3.10, p = 0.053). Furthermore, there was no interaction effect between these 
two variables, which suggested that WMC and domain knowledge operated 
independently in this particular context.  
Empirical evidence for the knowledge-is-power model. Despite several 
studies supporting the independent influences model, some researchers found 
corroborating evidence for the knowledge-is-power model. Ricks and Wiley (2009) 
specifically investigated the potential influence of domain knowledge on the functional 
capacity of WM by studying participants’ performance on a reading span task featuring 
baseball knowledge. To figure out how domain knowledge improves functional WM, 
Ricks and Wiley adjusted their reading span task in a way that baseball-related 
information only appeared when WM was required to perform one of its functions—
either processing or storage. For example, a WM span task that featured baseball-related 
information in the processing component only asked participants to read sentences 
containing baseball-related information, but to remember randomly assigned letters 
after reading each sentence. In contrast, a span task featuring baseball-related 
information in the storage component only asked participants to solve math equations 




baseball-related words. The results from a series of hierarchical regression analyses 
suggested that baseball knowledge led to an increase in WM span task performance 
“only when the storage component was related to baseball, and participants were made 
aware of that relation” (Ricks & Wiley, 2009, p. 519). This finding was discussed in 
relation to Ericsson and Kintsch’s (1995) theory of long-term working memory (LT-
WM), which has been widely used to explain the expanded functional WMC that 
enables experts to produce efficient and successful performance. Even though Ricks and 
Wiley’s study seems to support the knowledge-is-power hypothesis, their unique study 
design has posed a condition to the generalizability of their findings. That is, domain 
knowledge seems to moderate the effect of WMC on task performance only when the 
relevance of the knowledge is explicitly recognized by the performers.  
A similar study was conducted by Joh and Plakans (2017), who found that the 
effect of WMC on L2 reading comprehension performance was moderated by readers’ 
prior knowledge only when the knowledge reached a certain level. The two researchers 
collected data from 80 Korean college students, who completed a reading span task, a 
33-item L2 reading comprehension test, and two measures of prior knowledge (i.e., one 
L2 linguistic knowledge test and one topic knowledge test). Multiple regression 
analyses were first conducted for all examinees and then for the high- and low-
knowledge groups. The results suggested that for all the examinees, L2 knowledge was 
the strongest predictor of L2 reading comprehension (explaining 27% of the variance), 
followed by topic knowledge (5.3%) and WM (2.6%). However, when it comes to the 
analyses by groups, divergent results were found. For groups with different L2 




for the higher knowledge group, whereas L2 knowledge was the single significant 
predictor for the lower knowledge group. For groups with different topic knowledge 
levels, L2 knowledge was still the single significant factor that influences reading 
comprehension for the lower knowledge group. Yet for the higher knowledge group, 
WMC had the most predominant influence on performance. Based on these results, Joh 
and Plakans concluded largely in line with the knowledge-is-power hypothesis, i.e., the 
contribution of WM to L2 reading comprehension varies as a function of readers’ L2 
and topic knowledge. More specifically, “WM seems to facilitate L2 reading 
comprehension only when a reader has enough knowledge of topic-related vocabulary 
in a given context” (Joh & Plakans, 2017, p. 115). This conclusion corresponds to 
Cowan’s (2014) explanation for the increase in the effect of WM on cognitive 
performance as a way to compensate for one’s limited long-term knowledge of a certain 
topic. 
The current section of the literature review has surveyed representative studies 
that explored the possible interaction between expertise and WMC on a variety of 
complex cognitive performances in both cognitive psychology and L2 assessment. 
These studies have provided both theoretical and methodological guidance for the 
current study to explore the possible interplay between rater expertise and WMC in 
their joint influences on raters’ scoring performance. It can be seen from the discussion 
above that most studies employed multiple regression analysis as the method for 
exploring this question. While statistical analyses can reveal whether and to what extent 
raters’ WMC influences scoring performance, raters’ cognitive functionality, which 




evaluating) and strategies related to information processing (e.g., attending, decoding, 
retrieving, and evaluating) that underly scoring performance (Purpura, 2014), can only 
be discovered through cognitive labs (Zucker et al., 2004), where raters can verbally 
report their mental processes and strategies invoked during the scoring process. 
Although criticisms exist regarding the inaccessibility of verbalization to unconscious 
mental processes (Dechert, 1987; Ericsson & Simon, 1993), researchers (Cumming, 
1990; Ericsson & Simon, 1993; Matsumoto, 1993; Schmidt, 1994) have argued for the 
use of verbal reports to “reflect what is going on in one’s (e.g., rater) mind when he or 
she performs an activity (e.g., rating), as long as verbal reports are regarded as an 
indicator of cognitive process, not as direct evidence” (H. J. Kim, 2011).  
So far, in L2 performance assessment, many studies have used cognitive labs to 
explore rater strategies, mostly in terms of the aspects of a response that raters attend to, 
or the different approaches (e.g., analytic versus holistic) that raters adopt while scoring. 
Little research has linked rater strategies to a framework of information processing to 
explain the underlying mental mechanisms that are invoked in raters’ scoring process. 
Moreover, in L2 speaking performance assessment, few attempts have been made to 
associate the difference in raters’ levels of expertise with the difference in the patterns 
of strategy use between expert and novice raters. To address these gaps, the current 
study was designed to explore the strategies related to information processing that raters 
use during the scoring process, based on Purpura’s (2014) cognitive-processing 







Research on Strategies in Cognitive Psychology 
 
 
Before rater strategy use can be examined in the current study, it is necessary to 
first clarify the nature of strategies, i.e., what are strategies and how strategies are used 
to perform tasks. Also, we should think about how to conceptualize and categorize 
strategies based on existing theories about strategies in cognitive psychology. As most 
L2 researchers (e.g., Bachman, 1990; A. D. Cohen & Aphek, 1981; O’Malley & 
Chamot, 1990; Purpura, 1997) drew on advances in cognitive psychology to inform 
their research, defining strategies should start from a review of the primary research on 
strategies underlying expert performance, which has been a widely researched area in 
cognitive psychology. Next, examining research related to raters’ strategy use in 
language assessment is necessary to help contextualize the current study. While very 
few studies in L2 speaking assessment have looked at raters’ strategy use, a good 
number of studies can be found in L1 and L2 writing assessment. These studies, 
however, did not seem to link rater strategies to a framework of information processing. 
Lastly, relevant studies on learners’ and examinees’ strategy use in L2 assessment are 
discussed in light of Purpura’s (2014) three commonly-used approaches to investigating 
cognition in language assessment. Although these studies are not directly related to 
raters, they represent some fundamental perspectives held by current L2 scholars on 
strategy use in general, which can provide a theoretical basis for investigating rater 
strategies in the current study. 
As previously mentioned, relevant research on strategies in cognitive 
psychology needs to be reviewed first to provide a theoretical basis for the discussion of 




intrigued by the mental mechanisms associated with expert superiority (Ericsson & J. 
Smith, 1991; Ericsson & Ward, 2007). These mechanisms were found to give experts 
the advantages over novices in multiple aspects of cognitive functioning such as 
perception, mental representation, memory, reasoning, knowledge retrieval and 
utilization, and self-monitoring.  
One of the frequently studied expert mechanisms in cognitive psychology is 
perception. Research shows that experts tend to organize perceptually available 
information into larger and more integrated cognitive units, which is a cognitive process 
known as “chunking” (Chase & Simon, 1973a, 1973b; de Groot, 1978; Simon & Chase, 
1973). As Chase and Simon (1973a, 1973b) illustrated in their study of expert and 
novice chess players’ mental processes, experts had acquired a large number of memory 
structures in the form of board patterns, which could bond different single chess 
positions into larger units of organization, known as chunks. These chunks were the 
familiar patterns that enabled experts to recognize chess positions in a real game and 
associate these positions with good moves in the past. Novices, in contrast, did not have 
enough experience to help them develop or recognize such patterns. As a result, novices 
had to process board patterns in a more piece-by-piece manner.  
Apart from perception, experts were also found to excel at representing tasks on 
a deeper and more functional level (Chi et al., 1981; Chiesi et al., 1979; Feltovich et al., 
1984; Spilich et al., 1979). Specifically, experts tend to create mental representations of 
tasks based on major principles in their fields in a more integral and better-organized 
manner. In one of the earliest studies, Chi et al. (1981) compared the categorization of 




novices (college students after their first mechanics course) in physics, and found that 
experts sorted the problems based on major physics principles (e.g., conservation and 
force laws), while novices classified the problems in terms of salient objects (e.g., 
springs and inclined planes) and features contained in the problem statements. Another 
representative study was conducted by Feltovich et al. (1984), who compared expert 
and novice diagnosticians’ processes of making diagnosis within a sub-specialty of 
medicine. They found that experts organized their diagnostic hypotheses based on the 
pertinent pathophysiological issues in a case, whereas novices relied more on patient 
cues to make diagnoses. Similarly, Voss et al. (1983) compared the performance on a 
baseball game recall task between ardent (expert) and more casual (novice) baseball 
fans, and found that experts’ recalls were structured in terms of major goal-related 
sequences of the game (e.g., advancing runs, scoring runs, and preventing scoring runs), 
whereas novices’ recalls were less integral in terms of game sequencing and contained 
more game-irrelevant information.  
Another mechanism that has been found to distinguish experts from novices 
pertains to experts’ skill to encode relevant information in LTM, in a manner that allows 
automatic retrieval of this information for subsequent processing. This skill is closely 
associated with a concept called LT-WM (Ericsson & Kintcsh, 1995), which allows 
experts to preserve automatic access to a large body of relevant information in LTM. 
This does not take up WM resources, as LTM is limitless in capacity. To further explain 
how LT-WM works, Ericsson and Kintsch (1995) stated that with experience, experts 
can anticipate potential future contexts where encountered information might be 




automatic activation when new, relevant information is encountered subsequently. 
Ericsson and Kintsch’s LT-WM theory has been frequently used to explain the apparent 
automaticity in expert’s performance, especially regarding their superior ability to 
memorize task-related information and retrieve task-relevant knowledge (e.g., Charness, 
1976; Ericsson, 2018c; Feltovih et al., 1984; Jeffries et al., 1981).  
Apart from the aforementioned mechanisms, experts were also found to excel at 
monitoring their representation of the current situation (a.k.a., “situational awareness”) 
(Endsley, 2018; Feltovich & Barrows, 1984; Klein, 1998; Koschmann et al., 2001), 
selectively accessing information that is relevant to task performance (Chi et al., 1981; 
Hinsley et al., 1977; Patel & Groen, 1991; Spilich et al., 1979), and reflecting on their 
thought processes and methods used during performance (Chi et al., 1981; Glaser & 
Chi, 1988; Groen & Patel, 1988; Patel & Groen, 1991). These mechanisms, together 
with those discussed previously, can provide insights into the nature of strategies and 
strategy use. Specifically, strategies are regarded in cognitive psychology as an integral 
part of the cognitive skills and abilities that allow people to reason, make decisions, 
solve problems and perform a series of other relevant tasks more successfully and 
adeptly. The use of these skills and abilities is supported by the mind’s architecture of 
information processing, which involves the interplay between different components of 
the mind (e.g., WM and LTM) and their functionality (e.g., comprehending, 
remembering and storing, and accessing and retrieval). Based on this conceptualization, 
some researchers in SLA and L2 assessment have perceived strategies and strategic 
competence in similar ways. O’Malley and Chamot (1990), for example, regarded 




representing strategies “as a set of productions that are compiled and fine-tuned until 
they become procedural knowledge” (p. 43). Similarly, Purpura (1997) conceptualizes 
examinees’ strategies in the context of L2 processing as “conscious or unconscious 
mental or behavioral activities, related directly or indirectly to specific stages in the 
overall process of SLA, second language use, or second language testing” (pp. 293-
294). In particular, he emphasized the nature of strategies as embedded in the “mental 
processes” that are “inherent to the process of second language learning” (p. 294).  
Applying these conceptualizations of strategies to the context of scoring L2 
performance, one can see that the strategies that raters use during scoring can reflect 
their relative expertise in L2 performance assessment and explain differences in their 
scoring performance and behaviors in a variety of ways. For instance, during the 
scoring process, raters need to constantly activate and retrieve their rating-related 
knowledge from LTM to help make scoring decisions (Purpura, 2014). Due to their 
ability to encode relevant information in LTM in a manner that allows automatic 
retrieval (Ericsson & Kintcsh, 1995), expert raters may be faster at scoring than non-
expert raters (Sakyi, 2003). This advantage in knowledge retrieval might also reduce 
expert raters’ reliance on WMC so that more WM resources could be available for 
processing new input information (Ericsson & Kintcsh, 1995), which may ultimately 
enhance the accuracy and consistency of experts’ judgment. Moreover, expert raters 
may be better at representing responses on a deeper and more functional level. That is, 
instead of making mental response representations based on isolated, superficial or even 
rubric-irrelevant features, expert raters may be more adept at recognizing patterns in the 




integrating multiple inferences to form a mental response representation that can be 
easily connected to the rubric. In sum, there seems to be potential in the investigation of 
rater strategy use in light of cognitive psychology findings of the underlying 
mechanisms of expert performance. 
 
Rater Strategy Use in Language Performance Assessment 
 
 
Since scoring is a critical link within the validity argument (M. T. Kane, 2006), 
exploring raters’ mental processes invoked during the scoring process is important for 
understanding what causes rater variability on a deeper, cognitive-processing level. 
Even though raters’ mental processes have received considerable attention in language 
performance assessment, many studies, especially those in L2 speaking assessment, 
merely focused on the salient aspects and features of responses that raters attend to, 
leaving the rest of the mental processes (e.g., comprehending, remembering, retrieving, 
and evaluating) largely unexplored. In writing assessment, while some studies looked at 
the mental processes besides raters’ focal attention and even the “strategies” raters 
employed in the scoring process (Cumming, 1990; Cumming et al., 2002; Wolfe et al., 
1998; Zhang, 2016), those studies either mixed strategies with rating approaches, or did 
not link strategies to a framework of information processing (Purpura, 2014). This 
section provides a brief review of the relevant studies in language performance 









Studies in L1 Writing Assessment  
 
Although the current literature review is focused on L2 performance assessment, 
a few studies in L1 writing assessment conducted by Wolfe and colleagues (Wolfe, 
1997; Wolfe & Feltovich, 1994; Wolfe et al., 1998) were among the earliest that 
attempted to investigate raters’ mental processes while scoring. Thus, these studies had 
influenced some of the fundamental conceptualizations related to rater cognition in L2 
performance assessment, such as the framework of the scoring process later proposed 
by Bejar (2012). Wolfe and colleagues’ works also shed light on L2 researchers’ 
investigation of raters’ decision-making behaviors in the scoring process (Barkaoui, 
2010; Cumming et al., 2002; Zhang, 2016). Therefore, a review of the literature on rater 
strategy use in language performance assessment begins with a summary of Wolfe and 
colleagues’ works below. 
The earliest of Wolfe and colleagues’ (Wolfe, 1997; Wolfe & Feltovich, 1994; 
Wolfe et al., 1998) works was a study conducted by Wolfe and Feltovich (1994), who 
investigated and compared novice and expert raters’ scoring behaviors while rating K-
12 graders’ essays on a large-scale standardized writing assessment. Raters’ think-aloud 
protocols were coded in terms of processing actions (similar to decision-making 
processes/behaviors in subsequent L2 studies) and content focus. The identified 
processing actions were categorized into four types: interpretive (processes related to 
obtaining information), evaluative (processes related to forming a decision), 
justification (processes related to providing a rationale for a decision), and interactive 
(processes related to personal insights about the rating and reading task). To execute 




of knowledge or information, which can be his/her model of performance or pre-
established mental scoring criteria, the examinee’s written response, other responses 
that the rater has read previously for comparison purposes, and/or the scoring rubric. By 
comparing the novice and expert raters’ scoring behaviors based on this framework, 
Wolfe and Feltovich found that the expert raters stopped more often in the scoring 
process to make comments, and they made more non-evaluative comments about the 
text itself or the writer than the novice raters. Moreover, the expert raters were also 
more consistent in their reading styles and their use of content categories when 
discussing essay characteristics than the novice raters. In terms of raters’ focal attention, 
the expert raters tended to focus on complex and abstract qualities (e.g., writers’ voice 
or content development) than the novice raters did.  
Drawing on Wolfe and Feltovich’s (1994) framework of rater decision-making 
behaviors and a few other relevant studies (Freedman & Calfee, 1983; Wolfe, 1995; 
Wolfe & Kao, 1996), Wolfe (1997) proposed a model of rater cognition which 
interfaces two cognitive aspects of the essay scoring process: a framework of scoring 
and a framework of writing. The framework of scoring categorizes raters’ decision-
making behaviors (termed as “processing actions” by Wolfe) into three types: 
interpretation behaviors (reading and commenting), evaluation behaviors (monitoring, 
reviewing, and deciding), and justification behaviors (diagnosing, providing rationales, 
and comparing). These behaviors, as Wolfe stated, can explain the process through 
which a mental representation of the examinee’s written response is “created, compared 
to the scoring criteria, and used as the basis of generating a scoring decision” (p. 89). 




of the criteria specified in the scoring rubric, such as essay appearance (the legibility or 
length of an essay), mechanics (spelling, punctuation, and grammar in writing), and 
organization (structure and focus of the writing). A rater’s scoring process is thus 
regarded as the process of interpreting and evaluating bits of an essay based on the 
criteria specified in the rater’s mental representation of the scoring rubric, which may 
differ across raters due to individual differences such as scoring experience and 
familiarity with the rubric. The rater’s scoring process also entails summarizing and 
weighting all relevant judgments made to reach a final decision. Adopting this model, 
Wolfe (1997) explored the relationship between a rater’s reading style and his/her level 
of proficiency. Based on 36 essay raters’ think-aloud protocols, Wolfe found that the 
expert raters were better at withholding judgment until they completed the full reading 
process, and were less likely to make personal essay/writer judgments than the novice 
raters. 
Based on previous works, Wolfe et al. (1998) investigated the cognitive 
differences in proficient and non-proficient essay raters by analyzing 36 raters’ think-
aloud protocols. The raters’ protocols were coded based on an updated framework of 
rater cognition, which specified four processing-action categories or categories of 
raters’ decision-making behaviors. The four major categories include monitoring 
(referring elements of an essay in terms of a rubric-related criterion during reading), 
reviewing (referring elements of an essay in terms of a rubric-related criterion after 
completing the reading), diagnosing (referring the shortcomings of an essay in terms of 
a rubric-related criterion), and rationale (referring elements of an essay in terms of a 




updated framework even more closely ties a rater’s scoring behaviors with the rubric-
related criteria that he or she may focus on while executing these behaviors. The 
integration of raters’ scoring behaviors and focal attention has influenced researchers’ 
conceptualization of rater decision-making behaviors in L2 writing assessment (e.g., 
Cumming, 1990; Cumming et al., 2002; Zhang, 2016). The results of Wolfe et al.’s 
study revealed that more proficient raters focused on more general, instead of specific, 
features of the essay than less proficient ones. Moreover, more proficient raters tended 
to use the language in, rather than outside, the scoring rubric to describe essay quality. 
Compared to less proficient raters, more proficient raters were also prone to score 
essays more holistically based on an overall image of the essay.  
As mentioned at the beginning of the current section, Wolfe and colleagues’ 
(Wolfe, 1997; Wolfe & Feltovich, 1994; Wolfe et al., 1998) research has provided 
useful theoretical and empirical insights for researchers in L2 performance assessment 
to conceptualize issues related to rater cognition, particularly regarding raters’ focal 
attention and decision-making behaviors. Despite these contributions, Wolfe and 
colleagues did not seem to have provided a fine-grained categorization of the various 
(meta)cognitive strategies related to information processing that underlie raters’ mental 
processes invoked during the scoring process. This, unfortunately, has somewhat 
limited subsequent researchers’ examination of rater strategies in L2 performance 
assessment, as most researchers were simply interested in raters’ focal attention and the 
decision-making behaviors related to raters’ focal attention. The following subsections 





Studies in L2 Writing Assessment 
 
While many studies in L2 writing assessment (e.g., Sakyi, 2000; D. Smith, 2000; 
Vaughn, 1991) tended to report the diversity in the aspects and features that raters 
focused on while scoring examinees’ writing performance, quite a few also examined 
raters’ mental processes and behaviors during the scoring process. However, as 
previously mentioned, these processes and behaviors were commonly identified in 
terms of the aspects and features of the writing performance that raters focused on.  
Earlier representative studies in L2 writing assessment were conducted by 
Cumming and colleagues (Cumming, 1990; Cumming et al., 2002), who investigated 
differences in raters’ decision-making behaviors while rating English as a Second 
Language (ESL) learners’ writing performance from both a Canadian university 
placement test and the Test of English as a Foreign or Other Language (TOEFL). Based 
on 13 raters’ think-aloud protocols, Cumming (1990) identified 28 decision-making 
behaviors for essay rating. These behaviors include seven “interpretation strategies” and 
21 “judgment strategies.” The interpretation strategies were used for essay reading and 
comprehension, while the judgment strategies were used for the evaluation of essay 
quality. Through a comparison of the mean frequencies, standard deviations, and t-test 
results between the novices’ and experts’ use of these strategies, Cumming found 
appreciable variability in the two groups’ frequency of using specific strategies. He 
suggested that these results might reflect differences in the raters’ underlying mental 
processes while making scoring decisions. Based on the strategies identified from the 
raters’ verbal reports, Cumming also compiled a taxonomy of essay-rating strategies. In 




(content, organization, and language) and features (e.g., development of topics, 
rhetorical structures, and errors) of the essay that the raters focused on while using these 
strategies. The rest of the strategies described eight “self-control” (Cumming, 1990, p. 
37) behaviors (e.g., compare compositions and summarize judgments collectively) that 
the raters reported during their decision-making process.  
Cumming’s (1990) taxonomy was subsequently adopted to explore raters’ 
strategy use in a study about the TOEFL Test of Written English (Cumming et al., 
2002), where 10 experienced English as a Second or Foreign (ESL/EFL) raters’ and 7 
experienced English-mother-tongue (EMT) composition raters’ think-aloud protocols 
were analyzed. Based on these think-aloud protocols, Cumming et al. (2002) identified 
27 distinct decision-making behaviors. Following the same framework established by 
Cumming (1990), these 27 decision-making behaviors were categorized into two types 
of strategies (interpretation and judgment) and three kinds of focus (self-monitoring, 
rhetorical and ideational, and language). For example, reading or re-reading 
composition was considered an interpretation strategy with a self-monitoring focus, as 
raters need to read and comprehend an examinee’s written response to be able to 
interpret it. Meanwhile, to monitor their own decision-making process, raters may also 
need to re-read the same response to draw a more accurate conclusion. Similarly, an 
instance of a judgment strategy with a rhetorical and ideational focus is assessing task 
completion or relevance, and an instance of an interpretation strategy with a language 
focus is interpreting or editing ambiguous or unclear phrases. Apart from the 
taxonomy of decision-making behaviors, Cuming et al. also identified a prototypical, 




essay, noticing surface-level features such as the length, format, and paragraphing of the 
essay. Second, they read the essay more carefully by using both interpretation and 
judgment strategies (e.g., classifying error types, identifying text comprehensibility, and 
rating ideas and rhetoric), which can help them scrutinize different aspects (content, 
organization, and language) of the examinee’s performance. Third, after synthesizing 
and reviewing the judgments made earlier, raters decide on a final score. This three-step 
decision-making framework seems to incorporate individual strategies into a coherent 
process of scoring, which shows how raters’ strategy use underlies the successful 
completion of each stage of the scoring process.  
The major contribution of Cumming and colleagues’ (Cumming, 1990; 
Cumming et al., 2002) works is that they have provided a useful framework of reference 
for subsequent studies in L2 writing assessment to analyze raters’ decision-making 
process and behaviors (e.g., Barkaoui, 2007, 2010; Erdorsy, 2004; Zhang, 2016). 
However, this taxonomy of decision-making strategies does not seem to explicitly relate 
to a framework of information processing, which means that it may not conveniently 
explain raters’ cognitive functionality (i.e., the mental processes and the strategies 
related to information processing that are invoked to actualize these processes) during 
the scoring process. Instead, Cumming and colleagues’ taxonomy seems to focus more 
on the aspects of a response that raters attend to while scoring, which, as previously 
discussed, shares the same limitation in Wolfe and colleagues’ (Wolfe, 1997; Wolfe & 
Feltovich, 1994; Wolfe et al., 1998) framework.  
Influenced by Cumming and colleagues’ (Cumming 1990; Cumming et al., 




between expert raters (those who are accurate in scoring performance) and non-expert 
raters (those who are less accurate in scoring performance). These raters scored 
examinees’ essays from China’s CET4 examination. Drawing on Cumming’s taxonomy 
of rater decision-making strategies and Purpura’s (1999) framework of L2 test 
performance strategies, Zhang identified seven broad categories of decision-making 
processes from 13 raters’ think-aloud protocols and categorized these processes into 
two types of strategies: cognitive strategies (evaluating, comparing, inferring, 
summarizing, and rating) and metacognitive strategies (monitoring rating and 
monitoring reading). By examining the raters’ use of these strategies, Zhang found 
remarkable differences between the two groups in terms of both the frequency and the 
quality of strategy use, and associated these differences with the differences in the 
raters’ levels of scoring accuracy. For example, the expert raters were found to use 
evaluating strategies more often than the non-expert raters, particularly regarding the 
provision of specific editing advice and the diagnosis of the type and the gravity of 
linguistic errors. Also, the expert raters excelled at summarizing essay features and 
using pre-formed judgments of the essay to help make comprehensive and informed 
scoring decisions. Another noteworthy difference in the raters’ strategy use is that the 
expert raters tended to monitor their own rating process to ensure that there was 
adequate evidence for judgments, so that over-harsh/lenient judgments could be 
avoided. Such differences, as Zhang explained, not only revealed how the variability in 
raters’ cognition impacted rating quality, but also shed light on how the current rater 
training practices may be improved. Zhang’s study was an attempt to integrate both the 




aspects and features of a response that raters attend to (e.g., Cumming, 1990; Cumming 
et al., 2002), with a more cognitive-processing perspective that emphasizes information 
processing and the differentiation between metacognitive and cognitive processes and 
strategies (Purpura, 2014). Additionally, Zhang’s study explored the differences in 
expert and non-expert raters’ strategy use in terms of both quantity and quality, thus 
providing methodological insights for the current study to explore differences in raters’ 
strategy use in the context of L2 speaking assessment.  
Apart from the aforementioned studies, a small number of studies in L2 writing 
assessment have also reported a variety of decision-making sequences or rating styles 
used by raters. Vaughan (1991) identified the following five different essay-reading 
styles: (1) a “single focus” approach, where scores were quickly decided based on a 
specific indicator or rule (e.g., features that would automatically cause an essay to 
receive a “fail” grade); (2) a “first impression dominates” approach, where the first 
impression of an essay determines the scores given; (3) a “two category” approach, 
which considers two major areas (e.g., content and grammar) of an essay; (4) a 
“laughing rater” approach, which shows that raters’ personal reactions to an essay 
predominantly influence a score decision; and (5) a “grammar oriented” approach, 
which focuses strongly on the grammatical accuracy of an essay. While these 
approaches describe different rater cognitive styles, they were too broad to be 
considered “strategies,” which should reveal the subtle differences in raters’ mental 
processes. Similar to Vaughn’s findings, D. Smith (2000) also found raters adopting 
several approaches to scoring, which included the “first-impression-dominates” 




“performance criteria-focused” approach.” In line with D. Smith’s findings, Milanovic, 
Saville, and Shen (1996) identified similar rating approaches: (1) a “provisional mark” 
approach similar to the “first impression dominates” approach; (2) a “principled two-
read” approach that involves two readings before making a decision; (3) a “pragmatic 
two-read” approach where a second reading was conducted only when it was difficult to 
decide on a score during the first reading; and (4) a last approach which involves 
reading through the essay only once and figuring out the strong and weak points of the 
essay. Even though these approaches were regarded as strategies, they are more 
indicative of raters’ decision-making sequences or rating styles, which are too broad to 
represent the microscopic actions or mental processes that underlie raters’ scoring 
performance.  
 
Studies in L2 Speaking Assessment 
 
In contrast to the abundant research in L2 writing assessment, much less 
research has been available in L2 speaking assessment. Thus far, most studies in L2 
speaking assessment have focused on what aspects and features of the spoken response 
raters attend to (Ang-Aw & Goh, 2011; Davis, 2012; H. J. Kim, 2011), and what inner 
scoring criteria raters use for making scoring decisions (Brown, 2000; May, 2006; Orr, 
2002). Only a few examined raters’ mental processes while scoring.  
In one of these studies, Pollitt and Murray (1996) observed untrained raters’ 
judgment processes while evaluating examinees’ video-recorded interviews. They 
found that raters appeared to adopt two approaches: (1) creating an initial impression of 
the performance and then supporting/revising this initial evaluation by gathering more 




then making a final overall judgment based on a synthesis of these evaluations. These 
approaches seem to be similar to the “first impression dominates” and the “performance 
criteria-focused” approaches identified in the L2 writing assessment research discussed 
above. In alignment with Pollitt and Murray’s findings, Meiron (1998) also identified 
two approaches to scoring used by raters who were trained to score the Speaking 
Proficiency English Assessment Kit (SPEAK) test. One was similar to the “first-
impression-dominates” approach, where raters listened to a response once and assigned 
a score based on an overall impression. The other was described as a “feature 
focus/multiple listening” approach, where raters replayed a response multiple times and 
listened for specific language features before making a decision. Similar to Meiron, 
Brown (2000) investigated the scoring process of operational IELTS speaking test raters 
and noted a “feature focus” approach, where raters generated an initial judgment and 
then accepted or revised this judgment based on further evaluations of the specific 
features of a response, and a “section focus” approach, where raters made separate 
considerations of each section of the response and weighted them together to assign a 
score.  
Like researchers in L2 writing assessment, researchers in L2 speaking 
assessment seemed to have reached similar conclusions regarding raters’ approaches to 
scoring, and they considered these approaches as rating strategies. The same limitations 
can be stated about their findings. First, analyzing raters’ mental processes in broad 
terms such as rating sequences, styles, or approaches cannot reveal the strategies that 
raters use, because strategies are much more fine-grained to capture the subtle 




information processing in the L2 assessment context makes it difficult to understand 
how raters complete the series of mental processes and stages in the process of scoring. 
Thus, it is important to adopt an appropriate approach to investigating raters’ strategy 
use in the current study. This is why the following section is devoted to a review of the 
three approaches that have been employed so far in language assessment to investigate 
strategy use.  
 
Three Approaches to Investigating Strategy Use in Language Assessment 
 
 
In the prior section, relevant studies on raters’ strategy use in cognitive 
psychology and language assessment were discussed. A major limitation in those studies 
is that due to the lack of a theoretically-driven approach to investigating raters’ strategy 
use, many of those studies did not report strategies, but only rating styles or 
approaches. In addition, most of those studies did not link strategies to a framework of 
information processing to explain how raters complete the series of mental processes 
and stages in the process of scoring. In this section, studies on language learners’ or 
examinees’ strategy use (e.g., Bachman, 1990; A. D. Cohen & Aphek, 1981; O’Malley 
& Chamot, 1990; Purpura, 1997) are reviewed to inform us on how to conceptualize 
and categorize strategies based on a theoretically-driven approach. Although these 
studies are not directly related to raters, they represent some fundamental perspectives 
held by L2 researchers on strategy use, which can provide helpful insights on the 
approaches to adopt to investigate rater strategies in the current study. Specifically, 
these studies have adopted three major approaches, which have been identified by 




and the cognitive processing approach. Among these approaches, the cognitive-
processing approach seems to be the only one that highlights the connection between 
strategies and the mental processes invoked during information processing. The 
following literature review will first go over the other two approaches (i.e., the learner 
strategies approach and the strategic competence approach) briefly, and then focus on 
the cognitive-processing approach.  
 
The Learner Strategies Approach 
 
The learner strategies approach has been adopted by some L2 researchers to 
uncover examinees’ thoughts and behaviors during test performance. Typically, 
examinees were asked to verbally report the strategies that they used when responding 
to test questions. The strategies they reported were then used for two main purposes. 
First, they were used to determine if the examinees’ mental processes invoked during 
test performance were relevant to the intended test construct. A recent example of this 
was illustrated by A. D. Cohen and Upton (2007), who examined examinees’ strategy 
use while completing different types of multiple-choice reading tasks on the TOEFL. 
Their findings showed that examinees employed academic-like reading and test 
management strategies rather than test-wiseness strategies to respond to the reading task 
questions, which provided supporting evidence for the claim that the TOEFL multiple-
choice reading tasks induced examinees’ use of construct-relevant strategies. The 
second use of examinees’ reported strategies pertains to the creation of taxonomies of 
test-taking strategies. This was usually achieved by categorizing examinees’ reported 
strategies into different clusters or types. For instance, A. D. Cohen (2011) asked 




comprehension tests. He grouped the reported strategies into two types: strategies 
related to language use and strategies related to test-wiseness. Based on his findings, 
Cohen complied an influential taxonomy of strategies for taking reading comprehension 
tests in L2 assessment.  
As Purpura (2014) pointed out, the major strength of the learner strategies 
approach is its ability to identify a compelling range of strategies or clusters of 
strategies from a bottom-up perspective. This allows for the creation of taxonomies of 
strategies as frameworks of reference for subsequent studies examining similar topics. 
Nevertheless, the learner strategies approach “is purely descriptive, based on student 
self-reports, and largely atheoretical in that strategy use is not referenced to a theory of 
learning or of human cognition” (Purpura, 2014, p. 5). These limitations have prevented 
studies adopting this approach from uncovering how the strategies used by examinees 
relate to information processing or the process of completing the specific tasks 
involved. 
 
The Strategic Competence Approach 
 
The strategic competence approach originated from Canale and Swain’s (1980) 
model of communicative competence, which features a component called strategic 
competence. Canale and Swain characterized strategic competence in terms of the use 
of strategies to reconcile communication problems (e.g., using clarification strategies 
for lack of comprehension); thus, their notion emphasized on the compensatory 
functions of communication strategies. Based on and adding to Canale and Swain’s 
theory, Bachman (1990) characterized strategic competence as the range of mechanisms 




execution) of an oral communicative activity. For example, to perform an L2 speaking 
task, examinees first mentally assess the information they need for the task. Then, they 
formulate a mental plan for completing the task using relevant linguistic resources and 
topical information. Lastly, they employ their psychophysiological mechanisms to 
execute the task in real time. In a recent update on Bachman’s framework, Bachman and 
Palmer (2010) conceptualized strategic competence as the “higher-order metacognitive 
strategies that provide a management function in language use, as well as in other 
cognitive activities” (p. 48). Highlighting the importance of metacognition and its 
regulatory role in communication, Bachman and Palmer’s notion of strategic 
competence consists of three metacognitive strategies: goal-setting (deciding what one 
is going to do), appraising (taking stock of what is needed, what one has to work with, 
and how well one has done), and planning (deciding how to use the resources one has) 
(Bachman & Palmer, 2010, p. 49). Even though the strategic competence approach has 
identified the metacognitive strategies invoked during performance (i.e., thinking and 
deciding to do an action), it falls short at accounting for the cognitive strategies (i.e., the 
actual doing of the action), which are equally important to cognitive performance 
(Purpura, 2014). In addition, the strategic competence approach lacks connection with 
the “different stages of, and . . . the processes associated with” L2 test performance 
(Purpura, 2014, p.7). This limitation was later addressed by researchers such as Purpura 
(1997) and Stemmer (1991), who adopted the cognitive processing approach in their 








The Cognitive Processing Approach 
 
Compared to the two previously discussed approaches, the cognitive-processing 
approach is perhaps the most closely related to information processing. Although this 
approach was adopted in some earlier endeavors in defining learning or test-taking 
strategies (Oller, 1979, 1983; O’Malley and Chamot, 1990), it was not formally 
established as a theoretical approach to investigating strategy use until Purpura (1997) 
used it in his work on L2 examinees’ strategy use.  
Drawing on theories of information processing and their applications in general 
education (Gagné et al., 1993), Purpura (1997) investigated the relationship between L2 
learners’ cognitive processing and strategy use. To explore this question, Purpura 
proposed a taxonomy comprised of two types of strategies: metacognitive strategies and 
cognitive strategies. He conceptualized metacognitive strategies as a series of mental 
processes associated with assessing the situation (e.g., planning or goal-setting), 
monitoring performance as it occurs, and evaluating performance after it occurs. Then, 
he conceptualized cognitive strategies as a range of actions associated with attending 
(focusing), comprehending input (e.g., clarifying, verifying, and analyzing inductively), 
storing/memory (e.g., associating, repeating, rehearsing, summarizing, and applying 
rules), and retrieval/using (e.g., transferring from L1 to L2, inferencing, and linking 
with prior knowledge). This taxonomy was used to create and validate an 80-item 
questionnaire for investigating examinees’ (meta)cognitive processes underlying L2 
performance (Purpura, 1997).   
Purpura (1997) administered this questionnaire to 1,382 examinees in his study. 




(meta)cognitive processes and the strategies that the examinees reported using through 
the questionnaire. He found that the (meta)cognitive processes were generally well 
measured by the clusters of strategies. Moreover, he discovered that the cognitive 
processes were highly correlated with each other, whereas the metacognitive processes 
seemed to control the cognitive processes and have an indirect influence on examinees’ 
performance. These results provided empirical evidence for the existence of both 
metacognitive and cognitive strategies in a model of strategic competence. Updated 
taxonomies of these strategies can be found in Purpura’s later work (2012, 2014).   
The significance of Purpura’s study (1997) is that it demonstrated how a 
cognitive-processing approach can be adopted to analyze the underlying 
(meta)cognitive processes and strategies invoked during information processing in a 
language assessment context. By empirically validating his proposed taxonomy of 
(meta) strategies, he showed that “specific clusters of strategies were indeed associated 
with the different stages of processing” (Purpura, 2014, p. 10), and that metacognitive 
processes have a strong regulative effect on cognitive processes. These findings 
provided theoretical and methodological implications for subsequent research 
conducted by Phakiti (2003, 2007) on examinees’ strategy use in L2 assessment. 
Like Purpura (1997), Stemmer (1991) also adopted a cognitive-processing 
approach to analyze examinees’ mental processes during test performance. Specifically, 
she conceptualized strategies in relation to the components of memory (WM and LTM) 
and an information processing model. However, unlike Purpura, who collected 
quantitative data from a large sample (N= 1,382), Stemmer used verbal protocol 




analyzed that information descriptively. To tap into examinees’ strategy use, Stemmer 
used two methods to elicit the examinees’ verbal protocols. First, she audio-recorded the 
examinees’ concurrent verbal reports (think-aloud protocols) of their thoughts and 
mental processes invoked during test performance. Immediately afterwards, she 
conducted retrospective interviews (stimulated recall) which asked the examinees to 
listen to their think-aloud recordings and make spontaneous comments on their 
behaviors during test performance. Probing questions were asked when the interviewer 
needed immediate validation from the examinees for any interpretations of their think-
aloud data or additional information about their problem-solving process. After data 
collection, the raters’ verbal reports were transcribed, coded, and submitted to logical 
interpretative analysis, through which the strategies used by the examinees were 
identified and extracted. Stemmer’s results showed that the C-test actually measured 
low-level processing through several local recall strategies rather than text 
comprehension, and that the texts of more difficulty seemed to have reduced the number 
of automatic retrieval strategies and increase the overall number of strategies used. 
Although both Stemmer and Purpura adopted the cognitive processing approach to 
study examinees’ strategy use, Stemmer used qualitative methods (i.e., verbal protocol 
analysis) to elicit and identify strategies. Her study has provided some methodological 
guidance for the current study to explore rater strategies using cognitive lab. 
 
Examining Rater Strategy Use with a Cognitive Processing Approach 
 
 
The previous section reviewed three commonly-used approaches to investigating 




approach seems to be the only one that links strategies with the mental processes 
invoked during information processing. Therefore, the current study adopted the 
cognitive-processing approach to explore raters’ strategy use while scoring L2 spoken 
responses. As one of the earliest researchers who adopted this approach to examine 
strategy use in the L2 assessment context, Purpura (1997) created a taxonomy of 
strategies that are associated with the (meta)cognitive processes invoked during each 
stage of information processing. Details regarding these strategies, the (meta)cognitive 
processes, and the different stages of information processing can be found in Purpura’s 
(2012) most recent model (see Figure 2.3).  
Figure 2.3 
The Interface of Cognitive Competence and L2 Processing in Assessment 
 
Note. From “Cognition and Language Assessment,” by J. E. Purpura, 2014, in A. J. Kunnan (Ed.), The 
Companion to Language Assessment, p. 21 (https://doi.org/10.1002/9781118411360.wbcla150). 





In Purpura’s (2012) model, information processing in the L2 assessment context 
consists of five stages, each corresponding to one particular (meta)cognitive process 
supported by the use of a range of relevant (meta)cognitive strategies. All five stages, 
together with the relevant (meta)cognitive processes and strategies, form a process that 
demonstrates what goes on in a learner’s mind while processing L2 input during test 
performance. First, test input is noticed, processed, and understood by employing 
comprehending processes and strategies (e.g., attending, parsing, and decoding). Then, 
the comprehended input is retained in WM through storing or memory processes and 
strategies (e.g., repeating and rehearsing). At the same time, relevant knowledge in LTM 
is activated via access and retrieval processes and strategies (e.g., associating, 
transferring, and linking to prior knowledge or LPK) to prepare for a response. Lastly, 
the response is generated in the form of spoken or written output with the help of output 
processes and strategies (e.g., adjusting a response and expressing propositions). 
Throughout the process, metacognitive strategies (e.g., goal-setting, planning, and 
monitoring) are invoked to regulate examinees’ thoughts and behaviors during test 
performance. 
Following Purpura’s (2012) model of strategies related to information 
processing during L2 test performance, the current study associated rater strategies with 
a model of information processing in the context of rating L2 speaking performance, 
and interfaced rater strategy use with a model of the rating process proposed by Bejar 
(2012), who viewed the process in terms of two phases: the assessment design phase 




According to Bejar’s (2012) model, activities involving raters in the assessment 
design phase include: (1) rater training (i.e., raters are trained using the scoring rubric, 
benchmarks and rangefinders); (2) mental rubric formation (i.e., raters form a mental 
representation of the scoring rubric based on the training). In the scoring phase, raters’ 
(meta)cognitive strategies are invoked when they: (1) read a response and form a mental 
response representation; (2) compare the similarity of the mental response 
representation with the mental scoring rubric; (3) assign the response to a score 
category based on the comparison. These activities are highlighted by dot-lined boxes in 
Figure 2.4.  
Figure 2.4 
The Descriptive Model of the Rating Process 
 
Note. Dotted-lined boxes highlight the activities within each phase that are supposed to invoke raters’ 
(meta)cognitive strategies during scoring. From “Rater Cognition: Implications for Validity,” by I. I. 
Bejar, 2012, Educational Measurement: Issues and Practice, 31(3), p. 5 (https://doi.org/10.1111/j.1745-






Adapting Bejar’s (2012) model and integrating it with Purpura’s (2012) 
taxonomy of strategies invoked in the process of L2 processing, a hypothesized 
interface between rater strategies related to information processing and the various 
stages of the scoring process can be illustrated in Figure 2.5.  
Figure 2.5  
A Hypothesized Interface of Rater Strategies Related to Information Processing and the 
Process of Scoring L2 Speaking Performance 
 
Note. Adapted from “Cognition and Language Assessment,” by J. E. Purpura, 2014, in A. J. Kunnan 
(Ed.), The Companion to Language Assessment, p. 21 
(https://doi.org/10.1002/9781118411360.wbcla150). Copyright 2014 by John Wiley and Sons. Adapted 
with permission. Also adapted from “Rater Cognition: Implications for Validity,” by I. I. Bejar, 2012, 
Educational Measurement: Issues and Practice, 31(3), p. 5 (https://doi.org/10.1111/j.1745-
3992.2012.00238.x). Copyright 2012 by John Wiley and Sons. Adapted with permission. 
 
 
According to Figure 2.5, before scoring, raters use their WM to internalize (e.g., 
attending, comprehending, decoding, and encoding new information) the scoring rubric 




LTM for subsequent use. During scoring, raters rely on their WM to focus their 
attention on the important features of the L2 response (i.e., attending and noticing), 
actively process and form a mental representation of the response (e.g., comprehending, 
decoding and encoding new input), retrieve the mental rubric they formed earlier from 
LTM (e.g., retrieving relevant information from LTM), and compare the mental 
response representation with the mental rubric to assign a score (e.g., associating, 
applying rules, inferencing, reasoning, judging, and deciding). All these steps involve a 
range of (meta)cognitive strategies that allow raters to actualize different mental 
processes required by the scoring process. The extent to which raters can successfully 
and adeptly employ these (meta)cognitive strategies determines the accuracy, 
consistency, and efficiency of their scoring performance.  
 
Review of Analytic Methods 
 
 
In this section, three major analytic methods employed in the current study are 
reviewed: the many-facet Rasch measurement (MFRM) analysis, hierarchical 
regression analysis, and cognitive lab. 
 
Many-facet Rasch Measurement Analysis 
 
Rasch analysis has been extensively used in L2 performance assessment to 
measure examinees’ language ability (e.g., Bonk & Ockey, 2003; Brown, 2005; 
Grabowski, 2009; Wiseman, 2008) while accounting for the effects of other facets (e.g., 
item difficulty, rater severity, and rating scale functionality) on examinees’ 
performance. The basic Rasch model (Rasch, 1960) was designed for dichotomous 




probability is determined by a logistic function of the examinee’s ability and the 
difficulty of the item, expressed by the following equation: 




where xni is the score of examinee n for item i, with xni = 1 for a correct response and xni 
= 0 for an incorrect response. Bn is the ability of examinee n, Di is the difficulty of item 
i, and e(Bn−Di) is the base of the natural logarithm (i.e., e approximately equals to 
2.7183) raised to the power Bn – Di. Based on this formula, if an examinee’s ability is 
equivalent to the difficulty of an item (i.e., Bn = Di), he or she has a 0.50 probability of 
answering the item correctly. As the examinee’s ability increases relative to the 
difficulty of the item, his/her probability of getting the item correct also increases.  
An extension of the basic Rasch model is the rating scale model (Andrich, 
1978), which allows for the analysis of ordered polytomous data generated from the use 
of a rating scale. By adding a threshold parameter (F) to represent “the relative 
difficulty of a transition from one category (k) of the scale to the next (k-1)” (Eckes, 
2011, p.11), the rating scale model can be used to estimate the probability that an 
examinee’s response to an item falls into a certain category of the scale. The following 
equation expresses this model as: 




where Bn is the ability of examinee n, Di is the difficulty of item i, and Fk is the 
threshold of score k. Since the rating scale model requires the same set of threshold 
parameters across all items on a test (Eckes, 2011), it is suitable for analysis of data 




response categories. Since the raters in the current study used a holistic rating scale to 
score examinees’ responses, the rating scale model was used to analyze the raters’ 
scoring performance. 
As previously described, Rasch models estimate the probability of an examinee 
answering an item correctly or achieving a certain category of the rating scale as a 
function of two major facets: the ability of the examinee and the difficulty of an item. 
However, in most L2 performance assessment contexts, additional facets (e.g., raters 
and scoring occasions) are usually involved and thus, can also influence examinees’ 
performance. To account for additional facets in the analysis, the original two-facet 
Rasch model was extended to the many-facet Rasch measurement (MFRM) model 
(Linacre, 1992), which allows for the positioning of all facets on the same scale by 
transforming qualitatively-ordered variables (i.e., rating scale categories) into linear 
measures (i.e., equal-interval scale in logits) (Eckes, 2011; Linacre, 2004; Myford & 
Wolfe, 2000). A program widely used for running MFRM analysis, FACETS, can be 
used to calculate “a measure (linear quantity), its standard error (precision) and five fit 
statistics (statistical validity)” for each element of each facet (Linacre, 2004, p.3).  
MFRM analysis has been employed substantively in L2 performance assessment 
to examine sources of variability in complex rating situations, especially rater effects on 
performance assessment (e.g., Bachman et al., 1995; Davis, 2012; Eckes, 2005; 
Goodwin, 2016; Grabowski, 2009; H. J. Kim, 2011; Lim, 2009; Lumley & McNamara, 
1995; Wind et al., 2017; Wiseman, 2008). When investigating rater effects, more than 
one scoring occasions were sometimes added to the model to examine the variability in 




scoring performance (Davis, 2012; H. J. Kim, 2011; Lim, 2009; Lumley & McNamara, 
1995). Following previous studies, the current study employed FACETS to conduct 
MFRM analysis on raters’ holistic ratings assigned on two scoring occasions using an 
adapted rating scale model (see data analysis section for details). 
 
Hierarchical Regression Analysis 
 
Hierarchical regression analysis is a variant of the standard multiple regression 
analysis. Although both are used to explore the predictive relationships between 
multiple independent variables and one dependent variable, standard multiple regression 
is atheoretical (Tabachnick & Fidell, 2013) in a way that the selection and ordering of 
the independent variables are not based on theoretical or logical considerations of their 
relative contributions to the dependent variable. To address this limitation, hierarchical 
regression analysis allows for the sequential entry of independent variables based on the 
comparative salience of their relationships with the dependent variable. Thus, the 
different models generated from a hierarchical regression analysis can be compared in 
terms of whether adding certain independent variables can significantly increase the 
predictive power of existing variables in the regression solution.  
In the social sciences, hierarchical regression analysis has been widely used as a 
statistical procedure. Specifically, it has been employed in L2 and cognitive psychology 
studies (e.g., Brisbois, 1995; Hambrick & Engle, 2002; Hambrick & Oswald, 2005; 
Linck & Weiss, 2011; Mecartty, 2000) to examine whether a hypothesized relationship 
(usually a linear one) exists between one dependent variable and multiple independent 
variables, and to “assess the fit of multiple models [generated from the sequential entry 




parsimonious) model” (Jeon, 2015, p. 141). Through hierarchical regression analysis, 
researchers could determine not only the strength of the relationship between the 
dependent variable and the independent variables altogether, but also the contribution of 
each independent variable to the dependent variable. Moreover, researchers could also 
analyze the unique contribution(s) of certain independent variable(s) while factoring out 
the other independent variable(s) in each sequential step of the variable entry process. 
The following subsections review relevant L2 and cognitive psychology studies 
adopting hierarchical regression analysis as a statistical method. 
Hierarchical regression analysis in L2 studies. Many L2 researchers have 
used hierarchical regression analysis to examine the predictive relationships between 
multiple learner/examinee characteristics (e.g., language knowledge and WMC) and L2 
proficiency. One of the earlier studies was conducted by Brisbois (1995), who 
investigated the unique contributions of three learner characteristics (i.e., L1 reading, 
L2 vocabulary, and L2 grammatical skill) to L2 reading performance, taking account of 
learners’ course level in the meantime. Specifically, Brisbois ran separate hierarchical 
regression analyses for beginner and upper-intermediate and -advanced level L2 
learners. In each analysis, she modeled the data in terms of a predictive relationship 
between one dependent variable (i.e., L2 reading score) and three sequentially entered 
independent variables: L1 reading score, L2 vocabulary score, and L2 grammar score. 
The sequential entry of these independent variables was primarily determined by a 
logical analysis of previous findings (Henning, 1975; Koda, 1989) about the relative 
contributions of these variables to L2 reading performance. In her study, Brisbois found 




contributed the most to L2 reading performance. Following L1 reading was L2 
vocabulary, which had a greater contribution than L2 grammar to L2 reading 
performance. These findings were in line with the transfer phenomenon (Carson et al., 
1990; Groebel, 1980), which argued that L2 learners can benefit from the transfer of 
their L1 skills to comprehend an L2. In addition, these findings corroborated previous 
research suggesting a greater contribution of L2 vocabulary than that of grammar to L2 
reading comprehension.  
Although hierarchical regression analysis allowed for sequential entry of 
different variables based on their comparative salience to the dependent variable, 
Brisbois pointed out a limitation in this method, stating that this method “allow[s] 
variables entered earlier to take some of the variance from the variables entered later,” 
which may lead to ignorance of the possibility that the latter variables “could have 
contributed more than the model indicates” (p. 574). Due to this limitation, a pre-check 
of the actual relationships between each independent variable and the dependent 
variable in the current study was conducted, using preliminary correlation analysis. 
Doing this may provide a more accurate estimation of the relative contribution of each 
independent variable to the dependent variable than purely relying on prior research 
findings.  
Like Brisbois, Mecartty (2000) employed hierarchical regression analysis to 
explore the relationships between L2 lexical and grammatical knowledge and L2 
reading and listening comprehension. Specifically, he administered four different 
Spanish tests to 154 native English-speaking learners of Spanish. These tests 




comprehension, and listening comprehension. With data collected from these measures, 
Mecartty conducted two separate hierarchical regression analyses, with the learners’ 
lexical and grammatical knowledge scores predicting either their listening or reading 
scores. His results indicated that lexical knowledge was significantly related to both 
listening and reading comprehension and explained a larger proportion of variance in 
reading than listening comprehension. In comparison, grammatical knowledge was not 
found to contribute to either reading or listening comprehension at a significant level. 
These findings highlighted the importance of lexical knowledge to the development of 
L2 comprehension, especially reading comprehension. The non-significant results 
related to grammatical knowledge also warranted further research on the uncertain role 
of L2 grammatical knowledge in L2 comprehension.  
Another interesting study was conducted by Linck and Weiss (2011), who 
investigated the predictive validity of two specific cognitive processing abilities, WMC 
and inhibitory control, for the acquisition of explicit L2 knowledge through a test-retest 
design. The researchers first measured 24 college students’ explicit L2 knowledge in 
German or Spanish with two separate, parallel forms of the same multiple-choice test of 
grammar and vocabulary. To reduce testing effect, a three-month interval was arranged 
between the test and the re-test occasions. Then, the researchers used scores from five 
different measures to predict L2 knowledge: one WMC measure (the operation span), 
one inhibitory control measure (the Simon task), two general academic performance 
measures (GPA and SAT), and one motivation measure (an attitude/motivation test 
battery) (Gardner, 2004). These scores were entered into regression analyses for both 




variance in explicit L2 knowledge explained by GPA and SAT scores. After factoring 
out the explained variance, the second step identified any unique variance that could be 
attributed to motivation. Finally, the third step determined whether WMC and inhibitory 
control accounted for any additional variance in L2 knowledge. Results from these 
analyses suggested that even though the five predictors altogether accounted for a 
considerable amount (around 60%) of the variance in L2 knowledge, GPA was the only 
significant contributor to L2 knowledge on both the test and the re-test occasions, 
accounting for around 15% of the total variance. SAT, motivation, and inhibitory 
control did not account for any significant amount of variance on both testing occasions. 
WMC, however, was found to significantly contribute to L2 knowledge on only the re-
test occasion, accounting for 31% of the total variance. Based on these results, Linck 
and Weiss concluded that WM is a robust predictor for L2 learning, which seems to 
support previous research findings that greater WM resources are related to better L2 
learning (e.g., Hummel, 2009; Miyake & Friedman, 1998). Moreover, given that the 
magnitude of the predictive relationship between WMC and L2 knowledge on the re-
test occasion was much stronger than that on the test occasion, Linck and Weiss 
inferred that WM’s contribution to L2 proficiency might be stronger as a learner’s 
proficiency increases. Despite the significant findings related to WM, Linck and Weiss 
acknowledged the limitations in their study, i.e., the small sample size (N=24) and the 
possible range restriction in their sample caused by the pre-selection of college students 
based on high school GPA and SAT. Thus, it seems that the actual level of importance 




for multiple regression analysis may undermine the generalizability of the analysis 
results (Tabachnick & Fidell, 2013). 
Hierarchical regression analysis in cognitive psychology studies. Like in the 
L2 studies, hierarchical regression analysis has also been used in cognitive psychology 
studies to explore the contributions of multiple individual characteristics to cognitive 
performance. Given that the current study focused on the combined effects of expertise 
and WMC on performance, only two relevant studies are reviewed. These studies 
examined the combined effects of baseball knowledge (representing domain expertise) 
and WMC, together with a few other relevant variables (e.g., age and perceptual speed), 
on the performance of memorizing details in baseball game simulations (Hambrick & 
Engle, 2002; Hambrick & Oswald, 2005). Through hierarchical regression analysis, the 
possible interaction between expertise and WMC were also investigated.  
The earlier of the two studies was conducted by Hambrick and Engle (2002), 
who used hierarchical regression analysis to analyze the joint influences of baseball 
knowledge, WMC, and age on 181 adult participants’ performance on memorizing 
baseball game details. They computed a composite “baseball knowledge” score from 
three specifically designed tests3 which measured participants’ knowledge about the 
rules, regulations, and terminology of baseball, and a composite “WMC” score from 
two complex WM span tasks (the operational span and the counting span). These two 
composite scores, together with participant age, were used as independent variables in a 
hierarchical regression analysis to predict memory performance. The analysis consisted 
 
3 Baseball Knowledge Test 1 consisted of 30 multiple-choice questions. Baseball Knowledge Test 2 
comprised 40 fill-in-the-blank questions. Baseball Knowledge Test 3 included 30 true/false questions; 
however, this test was eliminated from the analyses because it “had very low reliability and weak 




of three steps. First, all three variables were entered into the model as main effects. 
Then, the two-way interactions for each pair of variables were entered. Lastly, the three-
way interaction for all three variables was entered. Results from the analysis showed 
that baseball knowledge, WMC, and age, altogether, accounted for 77% of the variance 
in the memory performance. In particular, each variable contributed uniquely to 
memory performance at a statistically significant level: baseball knowledge (54.9%), 
WMC (4.5%), and age (6.6%). It should be noted that WMC, compared to baseball 
knowledge, had a much weaker effect on memory performance. Apart from these main 
effects, however, the baseball knowledge × WMC interaction was found statistically 
significant; however, this interaction only accounted for 0.7% of the total variance in 
the memory performance. Using scatterplots recommended by J. Cohen and P. Cohen 
(1983) for representing interactions between different independent variables, Hambrick 
and Engle demonstrated the relation of baseball knowledge to memory performance as a 
function of WMC (see Figure 2.6). The plot shows steeper slopes of baseball 
knowledge on memory performance for participants with higher WMC levels, which 
indicates that as participants’ WMC increased, the effect of baseball knowledge on 
memory performance also strengthened. This finding provides empirical evidence for 
one of the three influential hypotheses (i.e., the rich-get-richer model) regarding the 









The Relation of Baseball Knowledge to Memory Performance as a Function of WMC 
 
 
Note. Values along each axis are z-scores. From “Effects of Domain Knowledge, Working Memory 
Capacity, and Age on Cognitive Performance: An Investigation of the knowledge-Is-Power Hypothesis,” 
by D. Z. Hambrick and R. W. Engle, 2002, Cognitive Psychology, 44(4), p. 363 (https://doi-
org.ezproxy.cul.columbia.edu/10.1006/cogp.2001.0769). Copyright 2002 by Elsevier Science (USA). 
Reprinted with permission.  
 
 
As an extension to Hambrick and Engle’s (2002) study, Hambrick and Oswald 
(2005) used hierarchical regression analysis to explore the contributions of baseball 
knowledge, WMC, task, and perceptual speed on memory performance. In particular, 
they wanted to see whether task relevance could strengthen the effect of domain 
knowledge on task performance. Another goal of their study was to confirm Hambrick 
and Engle’s previous findings regarding the interaction between expertise and WMC. 
The two researchers measured 318 college undergraduates’ baseball knowledge, WMC, 
and perceptual speed with three baseball knowledge tests,4 four complex WM span 
 
4 According to Hambrick and Oswald (2005), the first test consisted of 20 multiple-choice questions 
and the second, 20 fill-in-the-blank questions. Both tests measured knowledge of baseball rules, 
regulations, and terminology. The third test assessed knowledge of the baseball players used in the 




tasks, and four perceptual speed tests. Participants’ performance on two memory tasks 
respectively about baseball and spaceship were also assessed. Then, hierarchical 
regression analysis was conducted in two steps. First, the main effects of task, WMC, 
perceptual speed, and baseball knowledge, as well as the three two-way interactions 
involving task relevance (task × WMC, task × perceptual speed, task × baseball 
knowledge), were entered into regression analysis. Second, the three two-way 
interactions not involving task relevance (baseball knowledge × WMC, baseball 
knowledge × perceptual speed, WMC × perceptual speed) and the three-way interaction 
involving task (e.g., WMC × baseball knowledge × task) were included. Based on the 
results, baseball knowledge had a greater contribution to memory performance on the 
baseball task, compared to its contribution to memory performance on the spaceship 
task. This indicates that task relevance seems to increase the influence of domain 
knowledge on memory performance. Meanwhile, no statistically significant interactions 
were found between baseball knowledge and WMC, indicating that the level of WMC 
did not change the relationship between baseball knowledge and task performance. This 
result is inconsistent with the rich-get-richer hypothesis found in Hambrick and Engle’s 
(2002) study. Instead, it seems to align with the independent influences hypothesis 




The previous subsections discussed the statistical procedures used in the current 
study. Along with statistical analyses, a cognitive lab, also known as verbal report 
analysis, was conducted to explore the raters’ strategy use in the current study. 




investigate subjects’ mental processes during problem-solving, memory performance, 
and test-taking (e.g., N. J. Anderson, 1989; A. D. Cohen & Upton, 2007; Dansereau & 
Gregg, 1966; Ericsson & Polson, 1988; Ericsson et al., 1980; Gilhooly et al., 1997). 
Specifically, cognitive labs have been used in cognitive psychology research to 
investigate a variety of interesting topics including how individuals apply knowledge 
and procedures to solve novel problems (Anzai & Simon, 1979; Dansereau & Gregg, 
1966; Larkin et al., 1980), what mental processes mediate superior memory 
performance (Ericsson & Polson, 1988; Ericsson et al., 1980; Ericsson et al., 2004), and 
what mental mechanisms underlie and mediate expert performance in a variety of 
domains (e.g., Abernethy et al., 1994; Azevedo et al., 2007; Gilhooly et al., 1997; de 
Groot, 1978; Whitehead et al., 2015). In L2 assessment, cognitive labs have also been 
used to explore L2 learners’ language learning, language use, and test-taking strategies 
(e.g., A. D. Cohen & Upton, 2007; Lawson & Hogben, 1996; Penrose, 1993; Poulisse et 
al., 1987). As A. D. Cohen (2011) explained, teachers cannot simply rely on classroom 
observations or test scores to understand what is going on in learners’ minds while they 
are tackling a specific learning, communicative, or assessment task. Hence, cognitive 
labs are needed as a supplement to other types of methods to reveal learners’ underlying 
mental processes. Apart from learners, raters’ mental processes invoked during the 
process of scoring L2 performance have also been investigated using cognitive labs. 
While early studies of raters mainly came from L2 writing performance assessment 
(Cumming, 1990; Lumley, 2002, 2005; Milanovic et al., 1996; Vaughan, 1991; Weigle, 
1994a, 1994b), an increasing number of studies have also been conducted in L2 




Brown, 2000; Brown et al., 2005; Davis, 2012; H. J. Kim, 2011, 2015; May, 2006; 
Meiron, 1998; Orr, 2002; Wei & Llosa, 2015). A common limitation of these studies, as 
discussed in previous sections, is that these studies were mainly concerned with raters’ 
focal attention (i.e., the salient aspects and features of an examinee’s response that 
raters attend to), while the wide range of other mental processes (e.g., comprehending, 
remembering, retrieving, and evaluating) invoked during the scoring process were not 
systematically investigated. Despite this limitation, the studies of raters in L2 
performance assessment have provided valuable qualitative information about raters’ 
thoughts and decision-making behaviors while scoring, which complemented statistical 
analyses of the quantitative data collected.  
Given that cognitive labs are a useful method to gain data on subjects’ mental 
processes during task performance, researchers have developed three types of cognitive 
labs (or verbal reporting methods). They are self-report (descriptions of a general 
approach to performance), self-observation (introspective or retrospective inspections of 
performance), and self-revelation (reports of thoughts while performing a task) (A. D. 
Cohen, 2011). Among these methods, self-revelation, also known as think-aloud, “is the 
most commonly used and preferred type” of method (H. J. Kim, 2011, p. 68) in 
cognitive psychology and L2 assessment, because it can effectively suppress subjects’ 
tendency to introspect and analyze their own thought processes so that more authentic 
reports can be elicited (Ericsson, 2018d; Ericsson & Simon, 1993). In cognitive 
psychology, self-revelation (i.e., think-aloud) has been widely used as a technique to 
elicit spontaneous verbalizations from subjects during task performance. A majority of 




investigate raters’ mental processes during scoring. However, in L2 speaking 
performance assessment, many researchers (e.g., Brown, 2005; Davis, 2012; H. J. Kim, 
2011; Lumley & Brown, 2005) insisted that self-observation (i.e., retrospective verbal 
report) is more useful than self-revelation for examining raters’ scoring processes, due 
to a few restrictions on the scoring of on-going, continuous speech. In particular, Brown 
(2005) contended that it is inappropriate to use self-revelation to study the process of 
scoring speaking performance simply because “it is not possible for raters to listen to 
and evaluate the interaction as it unfolds in real-time… and to talk about it at the same 
time” (p. 84). Due to the real-time nature of scoring speaking performance, asking raters 
to perform think-aloud during scoring will “limit what can be inferred about the process 
of rating, as opposed to the performance features attended to” (Brown, 2005, p. 84). In 
her own study, Brown used a retrospective verbal reporting procedure called stimulated 
verbal recall to help raters recollect and report their thoughts after completing a scoring 
task. She noticed that although raters did not verbalize their thoughts while they were 
scoring, they could still remember their original behaviors when the same stimulus 
(examinees’ spoken responses) was presented. Thus, the validity of their retrospective 
reports did not seem to be affected by the delay in reporting. Moreover, since the raters 
did not have to verbalize their thoughts simultaneously, Brown believed that the raters 
were less interrupted while they were listening to and scoring the responses.  
In addition to the advantages listed by Brown (2005), Gass and Mackey (2017) 
also discussed the relative ease of training subjects to produce stimulated verbal recall 
protocols, and the potential improvement in the fidelity and depth of the recall due to 




employed stimulated verbal recall to investigate raters’ scoring process in their own 
dissertation studies. Although both researchers mainly examined raters’ focal attention 
instead of the range of other mental processes (e.g., comprehending, remembering, 
retrieving, and evaluating) that raters underwent during the scoring process, their results 
and methodologies did reflect the usefulness and advantages of using stimulated verbal 
recall to tap into raters’ underlying mental mechanisms while scoring L2 speaking 





Chapter II first outlined the evolving notions of speaking ability throughout the 
history of L2 assessment. Then, it reviewed how expertise has been conceptualized in 
cognitive psychology, based on which rater expertise in the context of scoring L2 
performance was also discussed. Subsequently, the nature of WM and WMC was 
discussed based on a review of influential models of WM in cognitive psychology. 
Relevant complex WM span tasks designed to measure WMC mainly as executive 
attention were also discussed. In light of existing research on the combined effects of 
expertise and WMC on cognitive performance, three hypotheses related to the possible 
interactions between expertise and WMC were specified. Lastly, rater strategy use was 
discussed based on a review of both cognitive psychology research and relevant L2 
studies. The chapter concluded with a review of the three main analytic tools (i.e., 
many-facet Rasch measurement analysis, hierarchical regression analysis, and cognitive 











This chapter outlines the methodological procedures used to investigate the 
combined effects of rater expertise, WMC, and cognitive functionality on scoring 
performance. First, the research design and the context of the study are described. Then, 
details about the participants and the instruments are provided. Lastly, the data collection 





The present study employed a mixed methods research design (Creswell & V. L. 
P. Clark, 2017) to examine the combined effects of three rater characteristics, i.e., rater 
expertise, WMC, and cognitive functionality, on the scoring of L2 speaking performance. 
Quantitative data on raters’ scoring performance, expertise in L2 performance 
assessment, and WMC were collected and then analyzed using statistical procedures 
(mainly many-facet Rasch measurement analysis and hierarchical regression analysis). 
Subsequently, raters’ verbal reports were elicited, transcribed, and analyzed in terms of 
the strategies that they used during the scoring process and the differences in strategy use 





analyses were integrated to reveal the combined effects of the three rater characteristics 
on scoring performance. 
 
Context of the Study 
 
 
The present study was situated in the context of one particular test, the Aptis 
speaking test (British Council, 2016). The Aptis test is a low-to-medium-stakes, general 
English proficiency test developed by the British Council to cater to the diverse 
assessment needs of different organizations around the world. It comprises five 
components designed to measure an examinee’s English grammar and vocabulary 
knowledge, reading, listening, speaking, and writing skills. Among these components, 
speaking is arguably the most important determinant of a person’s success in learning 
English as an L2, as studies in social sciences have substantiated the importance of 
speaking skills for various social and professional opportunities (e.g., Batalova & Fix, 
2010; Chiswick & Miller, 1995; Kossoudji, 1988; Park, 1999; Richards, 2008). Despite 
the importance of speaking ability to a person’s success in an L2 speaking society, 
existing research in L2 assessment has revealed ongoing concerns about the validity of 
assessing speaking ability, especially regarding the validity of human scoring. As 
O’Sullivan (2008) pointed out, little research has been attempted to systematically 
explore a wide variety of rater characteristics (e.g., physical, psychological and 
experiential) that may lead to rater variability, which is a construct-irrelevant variance 
(Messick, 1989) that can undermine the validity of test scores and the inferences based on 
these scores (M. T. Kane, 2006). Given the need for validating human scoring for a 





combined effects of three hypothetically important rater characteristics (i.e., rater 





The current study involves two groups of participants: 90 raters and 27 Aptis 
examinees. The 90 raters were recruited on a voluntary basis from major universities in 
the United States and a reputable language testing organization in the United Kingdom. 
These raters were either graduate students studying TESOL, Applied Linguistics, or a 
relevant field (e.g., Bilingual Education and English Education), or professionals working 
in ESL/EFL teaching and/or assessment industries. Among the 90 raters, roughly half 
were non-native speakers of English.  
A stratified random sample of 27 examinees’ responses to one Aptis speaking task 
(i.e., Task 4) was drawn from a pool of 9,000 to be scored by the 90 raters. Stratification 
was based on the examinees’ native languages and official Aptis speaking scores. The 
examinees were selected from a variety of L1 backgrounds: Spanish (30%), Arabic 
(13%), Hindi (13%), Indonesian (7%), Thai (7%), and others (30%).1 They also had a 
wide range of speaking proficiency levels as was reflected by their official Aptis speaking 
scores. These scores have been formally linked to the Common European Framework of 




1 Percentages in the parentheses indicate the proportions of examinees speaking a particular native 






Examinee Distribution along the Rating Scale for Aptis Speaking Task 4 
Scale range Score Point Corresponding 
CEFR Level 
Number of examinees 
selected  
 6 C2 2 
 
 
0 to 6 
5 C1 5 
4 B2.2 (higher B2) 5 
3 B2.1 (lower B2) 4 
2 B1.2 (higher B1) 4 
1 B1.1 (lower B1) 5 
0 A1/A2 2 
Note. N= 27. Adapted from “Aptis Candidate Guide,” by the British Council, 2016, April, p. 37 






The Aptis Speaking Test and Task 4 on the Test 
 
The Aptis speaking test is designed to measure an examinee’s general English-
speaking proficiency in various social and professional contexts on CEFR levels A1 to 
C2. The test consists of four tasks of increasing complexity and levels of difficulty 
(British Council, 2016). Task 1 is designed to assess examinees’ ability to describe 
personal, day-to-day life. Task 2 evaluates examinees’ ability to describe a picture, 
express opinions, and then provide reasons and explanations for their opinions in relation 
to the picture. Task 3 measures examinees’ ability to describe two contrasting pictures, 
make comparisons of the pictures, and provide relevant explanations based on the 
pictures and their general world knowledge. And Task 4 evaluates examinees’ ability to 
discuss personal experiences and opinions about an abstract topic. All four tasks are 





The current study focuses on Task 4, which requires an examinee to address three 
questions in one coherent response within two minutes. The reasons for selecting Task 4 
for the current study are threefold. First, among all the Aptis speaking tasks, Task 4 
covers the widest range of CEFR proficiency levels (i.e., A1 to C2), while the other three 
tasks only cover CEFR levels A1 to B2 (British Council, 2016). Second, Task 4 has the 
best potential of engaging raters’ WM since it generates the longest and the most 
ideationally complex spoken response. Specifically, Task 4 requires examinees to 
integrate ideas (e.g., giving and justifying opinions, discussing advantages and 
disadvantages) on an abstract topic and to deliver these ideas verbally within a coherent, 
two-minute response. As a result, a sufficient response for this task should be relatively 
longer, more sophisticated and information-rich than the ones for the other three tasks, 
which only require examinees to answer simple questions about familiar, day-to-day 
topics and address each question separately within a 40-second response (O’Sullivan & 
Dunlea, 2015). The last reason for selecting Task 4 was based on a practical 
consideration. That is, it is more realistic and economical to ask raters to score multiple 
examinees’ samples for one, instead of four, speaking tasks, within a limited amount of 
time. This, admittedly, may affect the generalizability of the findings of the current study, 
because rater variability associated with task types was not accounted for.  
The scoring rubric for Task 4. To reduce raters’ cognitive load during scoring 
and maximize scoring efficiency (Fairbairn & Dunlea, 2017), the Aptis speaking test 
features a holistic scoring rubric for Task 4, which contains relatively short and straight-
forward descriptors (see Appendix A) that address six dimensions of examinees’ 





vocabulary range and accuracy, pronunciation, fluency, and response cohesion. When 
assessing task fulfillment/ topic relevance, raters need to consider whether an examinee’s 
response is on-topic for all three questions in the task. In assessing grammar, raters 
evaluate the complexity and the accuracy of grammar constructions that an examinee 
uses. For vocabulary, raters assess an examinee’s range of vocabulary and accuracy of 
lexical choices. To assess pronunciation, raters focus on the intelligibility of an 
examinee’s pronunciation. For fluency, raters look for noticeable pausing, false starts, 
reformulations, and repetitions that interrupt the flow of an examinee’s speech. Finally, 
raters evaluate cohesion based on the range of cohesive devices that an examinee uses.  
 
The Rater Background Survey 
 
The rater background survey used in the current study (see Appendix B) was 
adapted from H. J. Kim’s (2011) rater background questionnaire, which consists of four 
sections that respectively evaluate raters’ rating experience, TESOL experience, rater 
training received, and relevant coursework. An additional section of H. J. Kim’s 
questionnaire was designed to collect raters’ relevant personal background information 
(e.g., gender and native language). Given the specific purpose of the current study and a 
slightly different conceptualization of the relationships between different types of L2 
assessment-related experience, H. J. Kim’s questionnaire was modified to create the 
current rater background survey, which consists of the following four sections. 
Personal background information. The first section of the current survey was 
designed to collect raters’ relevant personal background information, such as gender, 
native language(s), and other language(s) spoken. The influences of these personal 





studies (e.g., Brown, 1995; Johnson & Lim, 2009; Winke et al., 2013; Xi & Mollaun, 
2011). However, these personal characteristics, according to H. J. Kim (2011), only 
influence scoring performance to the extent of “evaluating particular examinee groups or 
in the use of particular scoring criteria” (p. 88). As a result, they do not necessarily play a 
role in the development of rater expertise. Given this reason, raters’ personal background 
characteristics were not treated equally as raters’ experiential characteristics (e.g., rating 
and teaching experience) in the current study. Only general questions about these 
characteristics were asked.  
L2 speaking assessment rating experience. The second section of the survey 
investigated raters’ experience in rating L2 speaking assessments while accounting for the 
training/norming that raters had received from their rating experiences. Only raters’ L2 
speaking (instead of writing) assessment experience was evaluated because expertise is 
domain-specific and can hardly transfer to a different domain (Feltovich et al., 2018).  
To gauge raters’ L2 speaking assessment rating experience, this survey section 
first investigated the specific speaking assessments that raters had scored, together with 
the amount of experience that they had for scoring these assessments.2 To allow for the 
comparison of different speaking assessments, the speaking assessments reported were 
classified into three levels according to their purposes, stakes, and contexts of use. Level-
1 assessments are formal classroom-based assessments such as a speaking achievement 
test and a formally evaluated class presentation. These assessments are usually designed 
to measure a small group of students’ learning achievements/progress and are thus 
 
2 Raters were asked to select the number of times/years they had scored each assessment, which was 





normally scored by a teacher following a self-developed or adapted rubric specifically 
designed for the class taught. Since these assessments are usually of low stakes, the 
amount of time and resources invested in the development of the test and its rubric are 
usually limited, and raters (usually teachers for the classes taught) are unlikely to receive 
training/norming before carrying out the rating tasks. In comparison, Level-2 assessments 
mostly include speaking placement tests for university ESL programs and locally 
administered, standardized speaking proficiency assessments (e.g., New York State 
English as a Second Language Achievement Test, Chinese College English Test). These 
assessments are designed to measure the speaking proficiency of a larger group of 
learners for higher-stakes purposes (e.g., determining a candidate’s suitability for a class, 
a program, or a teaching assistant position). Therefore, the scoring criteria and procedures 
for these assessments are more likely to be thoughtfully developed, piloted, and 
implemented. Similarly, the raters for these assessments are usually selected from 
qualified graduate students or professionals in the field, who are more likely to go 
through professionally conducted training/norming procedures. Despite these advantages, 
the quality of the scoring criteria and the standardization procedures of these local 
assessments can still vary across programs and regions. In contrast, Level-3 assessments 
refer to large-scale, standardized speaking proficiency assessments developed by 
reputable language testing organizations in major native English-speaking countries. 
Such speaking assessments are usually used around the world or in major native English-
speaking countries for education, employment, and immigration purposes (e.g., TOEFL, 
TOEIC, IELTS). Due to the high stakes of these assessments, a rigorous design and 





normally selected from a pool of experienced professionals in the field and are trained 
and certified by the testing organizations to ensure the validity of the scoring process. 
Through rigorous training and certification, which are likely to incorporate features of 
deliberate practice (Ericsson, 2018b), raters for these assessments should be able to better 
develop their rating expertise, which can later be transferred to a similar rating context.  
To further investigate the training/norming that raters had received from their 
rating experiences, a follow-up questionnaire (see Appendix C) was added to the rater 
background survey. This questionnaire looked into whether the training/norming reported 
by a rater would meet the criteria for deliberate practice (Ericsson, 2018b). Specifically, 
raters were asked to indicate whether they: (1) were trained by an experienced rater for 
the test they had scored; (2) practiced scoring the test repeatedly with multiple samples; 
(3) received immediate and informative feedback (i.e., benchmark scores and 
explanations for these scores) during practice; (4) had the opportunity to discuss the 
feedback with a trainer/supervisor; (5) were monitored and provided individual feedback 
during scoring. A reported training/norming experience must satisfy at least three of the 
first four criteria to be considered proper training. Training experiences that met all five 
criteria were considered rigorous training. For classroom-based assessments where raters 
did not receive any training/norming, questions were asked to see if raters had used 
rubrics to score those assessments. 
ESL/EFL teaching experience. The third section of the survey gauged raters’ 





engaged in teaching ESL/EFL.3 To control the type of teaching experiences reported, the 
raters were asked to only consider classroom teaching where learners’ ages were 16 and 
above.  
Relevant coursework. Lastly, information about the number of graduate-level 
courses4 that raters had completed in a relevant program (e.g., TESOL, Applied 
Linguistics, or Bilingual Education) was collected. This information was used as an 
initial screener to ensure that raters had the appropriate educational background for the 
current study.5  
 
The Listening Span Task 
 
Apart from rater expertise information, raters’ WMC was also measured using a 
complex WM span task, the listening span.6 Lasting for approximately 20 minutes, the 
listening span task had 15 trials. Each trial was randomly assigned a set size of two to six 
sentences. On each trial, raters heard a set of sentences, each containing approximately 10 
to 15 words, and were asked to judge whether the sentences were literally sensible.7 After 
hearing each sentence, raters were asked to remember the last word of the sentence and to 
keep that word in mind until they reached the end of the sentence set. In the end, raters 
would be asked to recall all the sentence last words.8 Below is an example of a single 
 
3 The raters were asked to select the number of years they had taught ESL/EFL, measured by an ordinal 
scale. See Appendix B (pp. 287-288) for details. 
4 The raters were asked to select the number of courses they had completed in a relevant program, 
measured by an ordinal scale. See Appendix B (p. 288) for details. 
5 The coursework section required the completion of at least a few M.A.-level courses to qualify for 
participation in the current study. The data collected from the 90 raters recruited showed that all of them 
satisfied this requirement.  
6 The current study used a listening span task with word recall adapted from Cai et al.’s (2015) study. 
Sentences used in the current script were not original to Cai et al, but were taken from the Inquisit 
automatedlspan.iqx script. 
7 Approximately half of the sentences were literally sensible.  





trial. Note that the quoted sentences are what the raters hear in the task audio, while the 
italicized part indicates what the raters are expected to do: 
“At the end of my typewriter, I felt excited when I crossed the finish line.”  
Indicate if this sentence is literally sensible. Also, remember the last word of the  
sentence. 
“In the summer, you can often watch movies outdoors.”  
Indicate if this sentence is literally sensible. Also, remember the last word of the  
sentence. 
 “On Memorial Day, my neighbors like to have barbecues.”  
Indicate if this sentence is literally sensible. Also, remember the last word of the  
sentence. 
End of the sentence set. Now recall all the sentence last words. 
The score for the listening span task was the sum of all correctly recalled words 
across all sentences. For example, if a rater recalled 3 words correctly in a set size of 3, 4 
words in a set size of 4, and another 4 words in a set size of 5, his/her span score would 
be 11= (3 + 4 + 4). This partial-credit scoring approach was used instead of the 
traditional all-or-nothing scoring approaches9 (Conway et al., 2005), because partial-
credit measures were found to be “more normally distributed” and have “higher 
reliability and higher correlations with criterion measures (reading comprehension and 
verbal SAT scores)” (Friedman & Miyake, 2005, p. 581). Although raters’ scores were 
automatically computed by Inquisit, the computer software used to administer the task, 
 
9 The all-or-nothing approaches only count the highest set size completed or the number of words in 





these scores were double-checked via manual scoring to ensure that any misspelling of a 
word would not be counted as an incorrect response unless it changed the meaning of the 
word in the context of the sentence heard. For example, if the word “gazelles” is heard in 
a sentence, an acceptable misspelling of the word could be a phonologically plausible 
form such as gezelles, or a visually similar spelling such as gazeles, or even a 
combination of both, gezels. However, if the mis-spelling does not contain the word-
ending plural-form marker s, the meaning of the word in the context of the sentence heard 
is changed, and such mis-spelling would be counted as an incorrect response. 
 
Examinee Data Collection Procedures 
 
 
As previously mentioned, 27 Aptis examinees were randomly selected from a 
pool of 9,000 to participate in the current study. These examinees’ data (relevant 
background information, spoken responses, and official Aptis speaking scores) were 
recorded by the Aptis testing system and were made available to the researcher of the 
current study after IRB approval. Since it was the raters, not the examinees, who were the 
objects of measurement in the current study, the Aptis test administration and scoring 
procedures are not further described in the current dissertation. Relevant details can be 
found at the official Aptis speaking test website (https://www.britishcouncil.org/aptis-
speaking-video) and in the Aptis Candidate Guide (British Council, 2016).  
 
Rater Data Collection Procedures 
 
 
Previous sections of this chapter described that 90 raters were recruited to 





these 90 raters’ data, four study sessions were conducted on separate days. Specifically, 
the raters completed a rater background survey on Day 1, a scoring session on Day 2, a 
re-scoring and WM task session on Day 3, and a cognitive lab session on Day 4. While 
the first three sessions were completed by the raters independently and remotely, the last 
session required the raters’ face-to-face interaction with the researcher and was thus 
conducted via Zoom, an online video conferencing platform. The data collection 
procedures are illustrated in Figure 3.1 below. 
Figure 3.1 




Computer Equipment and Software 
 
Qualtrics (https://www.qualtrics.com/research-core/), an online survey software, 
was used to administer the rater background survey, the norming and the independent 
scoring surveys, and the re-scoring survey. An online psychological experiment software 
called Inquisit Web (http://www.millisecond.com/products/inquisit5/weboverview.aspx) 
was used to conduct the listening span task.  
The cognitive lab session was held via Zoom (https://zoom.us/), which allowed 





recorded the raters’ verbal reports. A specifically designed Qualtrics survey was used to 
guide the raters throughout the cognitive lab session. The survey contained the 
instructions for the raters to follow to complete all the tasks entailed in the cognitive lab 
session. It also provided the raters with the norming samples and the spoken responses to 
be scored during verbal reporting. 
 
The Rater Background Survey Session (Day 1) 
 
On Day 1, the raters completed a rater background survey on Qualtrics. The 
survey was designed to measure raters’ experiences related to L2 performance 
assessment. After raters responded to the survey, the researcher of the current study 
would examine their responses to determine if they would qualify to participate in further 
sessions of the study. The researcher would notify qualified raters via an email with 
further participation instructions. 
 
The Rater Norming and Independent Scoring Session (Day 2) 
 
On Day 2, the raters participated in a 115-minute rater norming and independent 
scoring session on Qualtrics. The session consisted of two parts. The first part was a 45-
minute rater norming session, followed by the second part, a 70-minute independent 
scoring session. 
Unlike regular rater training sessions conducted in a large-scale assessment 
context (Xi & Mollaun, 2011), the purpose of the norming session was not to develop the 
raters’ expertise in rating this particular test. Instead, the raters were simply primed for 
the rating tasks that they were expected to perform later. Therefore, only minimal 





raters used training materials adapted from the official Aptis rater training website to 
familiarize themselves with the Aptis speaking test, Task 4 on the test, and its scoring 
rubric and scoring procedures. In particular, the raters were instructed to follow a “two-
part range-finding holistic rating process” (Fairbairn & Dunlea, 2017, p. 15) to score. 
Specifically, this rating process requires raters to first score an examinee’s response 
“holistically based on the qualitative linguistic features” of the response (e.g., grammar, 
vocabulary, cohesion) and estimate the examinee’s CEFR level10  based on his/her overall 
language performance (Fairbairn & Dunlea, 2017, p. 15). Then, raters need to decide 
whether the examinee “has sustained the CEFR level across the response” (Fairbairn & 
Dunlea, 2017, p. 15). In other words, raters should decide whether the examinee has 
adequately addressed all three questions in the task. The ability to sustain the CEFR level 
throughout the response determines whether the examinee will be placed to a higher or 
lower sublevel within this CEFR level. After going over the instructions, the raters 
practiced scoring seven speech samples and were provided the official Aptis scores for 
these samples, together with the rationales11 for these scores. To help the raters better 
understand the official scores and the accompanying rationales for these scores, The 
raters were encouraged to contact the researcher for a brief discussion12 if they had any 
questions.  
 
10 As previously mentioned, score levels on the Aptis speaking rubric have been officially linked to the 
CEFR levels (O’Sullivan, 2015b). In particular, four score levels on the Aptis Speaking Task 4 rubric 
represent sublevels on the CEFR. They are scores of 1 (B1.1), 2 (B1.2), 3 (B2.1), and 4 (B2.2).  
11 The rationales were in written form, provided by the operational Aptis raters who scored the speech 
samples in real life. 
12 The raters could contact the researcher via instant messaging or video-conferencing platforms (e.g., 





After the norming session, the raters independently scored 27 Aptis examinees’ 
spoken responses. To avoid introducing any confounding elements into the study, the 
raters were all given a maximum of 70 minutes to finish the scoring. This means that the 
raters could only selectively re-listen to four (about 15%) of the 27 spoken responses if 
they needed to. The re-listening opportunities were designed in the current study to 
replicate what typically happens in real-life rating practices, where raters are allowed to 
re-listen to responses as they need, but are also under time pressure to complete rating 
quotas required by testing organizations. In addition to re-listening opportunities, the 
raters were given constant access to the scoring rubric. This, together with the re-listening 
opportunities, were purposefully arranged in the current study to avoid over-taxation of 
the raters’ WM.  
Although the raters were given re-listening opportunities and constant access to 
the scoring rubric, they were not allowed to take notes to further compensate for low 
WMC. Note-taking was prohibited in the current study to prevent the possible 
confounding effects caused by variability in the raters’ note-taking styles and the resultant 
products of note-taking. Moreover, given the limited amount of time that raters usually 
have in real-life rating practices, it is likely that raters would not have much time to take 
notes during scoring anyway. It was thus decided to eliminate note-taking in the current 
study.  
After scoring, the raters waited for at least seven days before they could 
participate in the re-scoring session. This relatively long interval was arranged to reduce 
the raters’ memory of the responses that they had just scored so that any potential 





The Re-scoring and Working Memory Task Session (Day 3) 
 
On Day 3, the raters were given 30 minutes to re-score 10 (about 45%) of the 27 
responses that they had scored on Day 2. Re-scoring was designed to account for the 
potential variability in the raters’ scoring performance across different scoring occasions. 
Following the re-scoring task, the raters were given 20 minutes to complete the listening 
span task. Like in the independent scoring session on Day 2, time limits were set for both 
the re-scoring and the WM tasks to control potential confounding effects associated with 
variability in performance time. 
 
The Cognitive Lab Session (Day 4) 
 
On Day 4, six raters from the original sample of 90 were invited to participate in a 
90-minute cognitive lab session. These raters were randomly selected from two levels of 
rater expertise (i.e., expert and novice). The raters’ expertise levels in the current study 
were determined based on their responses to the rater background survey, where a rater-
expertise composite score for each rater was calculated.13 Based on this score, the top 
28% of the raters were categorized as experts, and the bottom 30% were categorized as 
novices. Among the expert group, 13 raters ranked the highest with rater-expertise 
composite scores at least two standard deviations above the mean. Similarly, among the 
bottom 30%, 12 raters ranked the lowest with rater-expertise composite scores at least 
two standard deviations below the mean. From the top 13 raters, three were randomly 
selected to represent the expert group. Similarly, from the bottom 12 raters, three were 
 
13 See details on how this score was calculated in the quantitative data analysis procedures section on 





randomly selected to represent the novice group. Thus, a total of six raters were selected 
to participate in the cognitive lab session.  
The cognitive lab session consisted of two parts. First, the six raters completed a 
30-minute, self-guided norming session. The norming session was not designed to 
increase the raters’ expertise in rating the Aptis speaking test, but was simply used to 
refresh their memory about the test and the scoring rubric and scoring procedures for 
Task 4. Another purpose of the norming session was to verify if the expert raters could 
indeed produce expert-level performance. This was determined based on whether the 
expert raters’ scoring patterns generally indicate higher levels of scoring accuracy and 
consistency than the novice raters’. Specifically, the six raters’ scoring accuracy indices 
were calculated by correlating their ratings for the norming samples with the benchmark 
ratings provided by the operational Aptis raters who had scored these samples in real life. 
It was expected that the three expert raters’ scoring accuracy indices should generally be 
higher than the novice raters’. In terms of scoring consistency, intra-rater consistency 
indices were calculated to reflect the six raters’ consistency with themselves in scoring 
the three norming samples across two different scoring occasions (i.e., the norming 
session on Day 2 and the current norming session). Similarly, it was expected that the 
expert raters’ scoring consistency indices should be generally higher than the novice 
raters’. Although the norming session was self-guided, the researcher of the current study 
was on Zoom with each rater to answer any questions they might have.  
After the norming session, the raters participated in a verbal report session, during 
which they scored five spoken responses and verbally reported their thoughts and mental 





by the researcher. It should be noted that among the five spoken responses scored, the 
first two were used as samples to train the raters for doing verbal reports, while the last 
three were used to collect the raters’ verbal protocols for analysis. The raters participated 
in this session also individually with the researcher, who was there to train the raters to do 
verbal reports, answer any questions the raters might have, and probe further information 
related to the raters’ verbal reports as needed.  
Training for verbal reports. Before providing verbal reports, the raters were first 
trained on how to verbally report their thoughts and mental processes during the scoring 
process. Specifically, the researcher of the current study explained to the raters what a 
verbal report is, how to do it, and why it is used for the current study. However, to avoid 
disclosing any information that might distort the raters’ natural scoring process, the 
researcher simply informed the raters that their verbal reports would be used to identify 
any interesting thoughts and behaviors they had during scoring, while the real purpose of 
the study (i.e., to explore raters’ strategy use while scoring) was temporarily withheld. 
Also, the raters were not shown any verbal report sample or demonstration by the 
researcher, for the reason that this might interfere with or limit the content of the raters’ 
own reports (Gass & Mackey, 2017). Once the raters understood the procedures for doing 
verbal reports, they practiced verbal reporting with two sample responses. During 
practice, the raters were prompted to talk as much as possible about their thoughts and 
mental processes invoked. These thoughts and mental processes may include but are not 
limited to: (1) what raters thought and paid attention to; (2) how they approached rating 





(4) what their conceptualizations of L2 speaking ability were and how these 
conceptualizations influenced their decision making.  
Scoring with verbal reports. After the training, the raters scored three 
examinees’ responses (i.e., one beginner, one intermediate, and one advanced) and 
verbally reported their thoughts and mental processes invoked during the scoring process. 
The three responses were randomly selected from the 10 that the raters had re-scored on 
Day 3. Following the procedures introduced by May (2006, 2011) and adapted by Wei 
and Llosa (2015), the raters’ verbal reports were collected in two steps. In the first step, 
the raters listened to the entire spoken response and decided if they wanted to assign a 
score immediately. If they did assign a score, they would need to orally explain their 
score decisions. If they did not assign a score immediately, they would only need to make 
an oral comment about their general impression of the response. Raters were told that 
their score decision in this step would not affect their participation in the rest of the 
verbal report session. Then, in the second step, the raters re-listened to the response. 
During the re-listening process, they could pause and replay the response audio whenever 
they needed and were required to make comments about any features or thoughts they 
considered interesting or important until they reached a final score decision.  
The whole verbal reporting process was largely controlled by the raters 
themselves so that the process could best reflect the raters’ own rating habits and styles. 
There was no limit on the number of times that the raters could re-listen to, pause and 
play, or rewind and replay the response audios. Nor was there any limit on the length of 
the verbal reports. If raters forgot to provide justifications for any judgments, the 





would also ask follow-up questions if she needed immediate validation from the raters 
about her interpretation of their thought processes during the verbal reporting, or any 





This section delineates the quantitative and qualitative data analysis procedures 
for the current study. The quantitative data collected from the 90 raters included their 
holistic ratings from both the scoring (Day 2) and the re-scoring (Day 3) sessions, their 
WM scores, and the information about their L2 performance assessment-related 
experience, which was obtained from their responses to the rater background survey. 
These data were analyzed using a series of statistical procedures (i.e., descriptive 
statistics analysis, preliminary outlier analysis, correlation analysis, MFRM analysis, 
independent-samples t-test,14 and hierarchical regression analysis) to investigate the first 
three research questions of this dissertation. The qualitative data obtained from the raters’ 
verbal reports were coded and analyzed in terms of the strategies that the raters reported 
using during the scoring process to address the last two research questions.  
 
Computer Equipment and Software 
 
For the quantitative analysis, the raters’ data were entered and organized in 
Microsoft Office Excel (2016). SPSS version 25 for PC was used to examine the raters’ 
scoring accuracy, and FACETS version 3.71.4 (Linacre, 2014) was used to examine the 
raters’ scoring severity and consistency. Also, SPSS was used for descriptive statistics 
 
14 The Mann-Whitney U test was used as a robust alternative to the independent-samples t-test if the 





analysis, correlation analysis, outlier analysis, independent-samples t-test (or Mann-
Whitney U tests), and hierarchical regression analysis.  
For the qualitative analysis, audio recordings of the raters’ verbal reports were 
transcribed using N-Vivo Transcription (https://www.qsrinternational.com/nvivo/nvivo-
products/transcription), an automated audio transcription software. The transcriptions 
generated were double-checked by the researcher and any mistakes in these transcriptions 
were manually corrected. The finalized transcriptions were submitted to further analyses. 
 
Quantitative Data Analysis Procedures 
 
The quantitative data analyses were conducted to answer Research Questions 1 to 
3. Research Question 1 looked at the current group of raters’ scoring performance in 
terms of scoring accuracy, severity, and consistency. Research Question 2 was concerned 
with whether there was any significant difference in scoring performance between the 
native and non-native speaking raters. Addressing these two questions prepared for the 
investigation of the third research question, which explored the combined effects of rater 
expertise and WMC on scoring performance. Specifically, two sub-questions were 
investigated: 1) what were the relative contributions of rater expertise and WMC to 
scoring performance, and 2) what possible interaction was there between rater expertise 
and WMC in their joint influences on scoring performance. To address these research 
questions, statistical procedures were conducted in the following three phases. 
The first phase (Phase I) was designed to examine the 90 raters’ scoring 
performance. For this purpose, three scoring performance indices that respectively 
reflected the raters’ scoring accuracy, severity, and consistency were computed based on 





Descriptive statistics were then computed for these indices to evaluate the raters’ scoring 
performance as a group. Preliminary outlier analysis was also performed to make sure 
that only raters whose scoring performance indices were within acceptable ranges of 
normal observations would be included for subsequent hierarchical regression analysis. 
The second phase (Phase II) was designed to investigate whether the native and 
the non-native speaking raters were significantly different in scoring accuracy, severity, 
and consistency. To investigate this, independent-samples t-tests (or Mann-Whitney U 
tests) were conducted to compare the two groups of raters’ scoring performance indices. 
Lastly, to investigate the relative contributions of rater expertise and WMC to 
scoring performance and their possible interaction, hierarchical regression analysis was 
conducted with the raters’ expertise measures, WM scores, and the cross-product term for 
these variables serving as predictors for the three scoring performance indices. Before 
conducting hierarchical regression analysis, three preliminary analyses (i.e., descriptive 
statistics analysis, outlier analysis, and correlation analysis) were performed to explore 
the distributional characteristics of the predictors (i.e., raters’ expertise measures and 
WM scores) and the relationship between these predictors and the three scoring 
performance indices. All quantitative data analysis procedures are delineated below. 
Phase I. Rater scoring performance. The 90 raters’ scoring performance in the 
current study was examined in terms of three aspects: 1) scoring accuracy, 2) scoring 
severity, and 3) scoring consistency. Scoring accuracy was examined through inter-rater 
reliability analysis which correlated the raters’ holistic ratings with the benchmark ratings 





scoring session on Day 2. The resultant correlation coefficient, Spearman’s Rho,15 was 
used as the index of scoring accuracy. Spearman’s rho ranges from -1 to 1. A rater’s 
scoring accuracy was determined by seeing how close his/her Rho value was to 1, which 
indicates perfect agreement with the official Aptis speaking scores in the rank-ordering of 
the examinees’ responses scored.  
Raters’ scoring severity and consistency were examined using MFRM analysis. A 
three-facet rating scale model, which included the facets of examinees, raters16, and 
scoring occasions, was used to examine individual raters’ scoring performance. The 
model can be mathematically expressed as below: 




where Bn is the ability of examinee n 
         Cj is the severity of rater j 
         Tt is the effect of scoring occasion t on the current group of raters’ average severity 
         Fk is the threshold of score k 
Alternatively, the model can also be expressed in the following fashion: 
Log (Pnjtk / Pnjt(k-1)) = Bn -Cj – Tt – Fk 
The three-facet Rasch model estimated each facet independently and positioned all facets 
on a common, interval scale for comparison. Individual raters, as elements of the rater 
facet, were analyzed in terms of the severity in their scoring and the degree of 
consistency in their use of the scoring rubric across examinees and scoring occasions.  
 
15 Spearman’s Rho is the appropriate correlation coefficient for ordinal (rank-ordered) variables, such as 
scores generated from the use of a rating scale.  
16 Since it was the raters (instead of examinees) who were treated as the object of measurement in the 





Two types of commonly-reported Rasch indices for rater performance, rater 
severity logit and fit statistics (McNamara, 1996), were examined to evaluate the raters’ 
scoring severity and scoring consistency. A rater’s severity logit measure shows the 
probability or odds at which the rater assigns a certain category on a rating scale to a 
response, thus indicating the relative severity of the rater in scoring. Higher logit 
measures indicate more harshness in the rater’s scoring performance; on the contrary, a 
lower logit measure indicates that a rater is relatively lenient in his/her scoring 
performance. To evaluate if the spread in the raters’ severity was statistically different, a 
chi-square test result reported by FACETS was also examined. A significant chi-square 
statistic indicates that the severity of the raters in the current sample is not at the same 
level, and this difference is not due to chance. To further verify the chi-square test result, 
a strata value, which indicates the number of statistically distinct levels of rater severity 
detected by the model, together with its reliability statistic, was also consulted.  
Apart from scoring severity, the raters’ scoring consistency was also evaluated. A 
rater’s scoring consistency is typically evaluated in MFRM analysis in terms of how well 
the rater’s scoring patterns match the Rasch model’s prediction. To examine this aspect, 
FACETS provides two types of fit statistics: outfit (outlier sensitive fit statistic) and infit 
(information-weighted fit statistic) (Bond & Fox, 2007). The outfit statistics account for 
every single observation in the dataset and are thus likely to be influenced by outlying 
(i.e., extremely unpredictable) observations. The infit statistics, however, only include the 
most typical observations in the data and can thus provide a “more sensitive picture of the 
fit in the set of observations of greatest interest” (McNamara, 1996, p. 180). As a result, 





1992; McNamara, 1996) and was thus used in the current study to determine raters’ 
scoring consistency.  
The infit statistic is normally expressed in two forms: mean square or t (a 
standardized form of the mean square). Since mean square is more reliable than t with 
relatively large samples (i.e., samples containing more than 400 data points) (McNamara, 
1996), only mean square values were reported in the current study.17 Mean square 
expresses rater fit on a ratio scale and has a range of zero to positive infinity. Its expected 
value is 1, indicating a perfect model-data fit. The further a rater’s value is from 1, the 
less likely the rater’s scoring pattern would match the model’s prediction. If an observed 
value is above 1, it means that more variation exists in the rater’s scoring pattern than 
what the model predicts. A value below 1 indicates the opposite. Whether the rater’s 
scoring pattern can be considered problematic in terms of fit depends on how much 
his/her mean square value is away from 1. Although there are various standards for 
judging statistically significant problems of fit (Lim, 2009), one of the rules of thumb 
suggests that values in the range of approximately 0.4 to 1.5 are considered acceptable; 
values greater than 1.5 suggest significant misfit (i.e., lack of predictability), while those 
below 0.4 suggest significant overfit (i.e., superfluous predictability) (Linacre, 2002; 
Wright et al., 1994).  
Once all the raters’ scoring performance indices were computed, these indices 
were examined via descriptive statistics analysis, which reported the central tendency 
(e.g., mean, median, mode), dispersion (maximum, minimum, range, and standard 
 





deviation) and distribution (e.g., skewness and kurtosis) of the 90 raters’ scoring 
performance as a group.  
In addition, preliminary outlier analysis was conducted to make sure that only 
raters whose scoring performance indices were within acceptable ranges of normal 
observations were included for the main part of the quantitative analysis (i.e., hierarchical 
regression analysis). These ranges were calculated based on the following formula 
recommended by Dawson (2011): 
Lower bound = First quartile – 1.5 × Interquartile Range  
Higher bound = Third quartile + 1.5 × Interquartile Range  
According to this formula, a rater’s scoring performance indices need to be more 
than 1.5 interquartile ranges (IQRs) below the first quartile, and less than 1.5 interquartile 
ranges above the third quartile, to be considered normal observations. Otherwise, this 
rater would be removed as an outlier from subsequent hierarchical regression analyses.  
Phase II. Rater language background on scoring performance. Before 
examining the combined effects of rater expertise and WMC on scoring performance, the 
effect of raters’ language background on scoring performance was examined to see if the 
raters’ native-speaking status of English might be a confounder for subsequent 
hierarchical regression analysis. To confirm this, independent-samples t-test, a statistical 
procedure designed to compare group means between two independent samples, was 
conducted on each of the three scoring performance indices (i.e., Spearman’s Rho, 
severity logit, and infit mean square)18 generated from Phase I. Results from the test 
 
18 For indices that failed the assumptions of independent-samples t-test, the Mann-Whitney U test was 





could indicate whether any statistically significant (p< 0.05) differences existed in the 
scoring performance indices between the native and non-native speaking raters. Non-
significant results would suggest that no such differences existed and there would be no 
need to control rater language background as a confounding variable in subsequent 
hierarchical regression analysis. If the t-test results were significant, rater language 
background would be controlled as a categorical predictor (0=native speaker, 1=non-
native speaker) in hierarchical regression analysis.  
Phase III. Rater expertise and working memory capacity on scoring 
performance. The purpose of Research Question 3 was to investigate the combined 
effects of rater expertise and WMC on scoring performance. To do this, a series of 
hierarchical regression analyses were performed, with rater expertise, WMC, and their 
interaction term as independent variables predicting each of the three scoring 
performance indices. Since rater expertise and WMC were treated as main effects in 
hierarchical regression analyses, descriptive statistics for these variables were first 
computed to gain some understanding of the central tendency, dispersion, and 
distribution of these variables. Then, preliminary outlier analyses were conducted on 
these variables to detect if any outliers existed in the current rater sample. Afterwards, 
correlation analysis was run to explore the relationships between these variables and the 
scoring performance indices. Finally, the hierarchical regression analyses were conducted 
to examine the combined effects of rater expertise and WMC on scoring performance. 
Descriptive statistics. Descriptive statistics for the two main effects (i.e., rater 
expertise and WMC) in hierarchical regression analyses were first computed to gain some 





Before descriptive statistics analysis was performed, measures for the two main effects 
(i.e., rater-expertise composite scores and WM scores) were first created based on the 90 
raters’ responses to the rater background survey and the listening span task.  
A rater-expertise composite score was first computed for each rater based on their 
reported experiences in rating L2 speaking assessments and teaching ESL/EFL. In terms 
of the experience in rating L2 speaking assessments, the raters were categorized into 
three levels (i.e., 1= novice, 2= developing, 3= expert) according to the types of speaking 
assessments they had scored,19 the amount of scoring they did for each type of 
assessments, and the training/norming they had received for scoring each speaking 
assessment. Table 3.2 below provides an overview of these categorization criteria. Given 
the complexity of the criteria specified in Table 3.2, an example is provided here to help 
clarify the rater categorization process. Let us take the level of expert raters for example. 
Based on the criteria for expert raters specified Table 3.2 (see the bottom row), a rater can 
be categorized as an expert if he/she satisfies one of the three conditions: (1) he/she has 
extensive or substantial experience(s) scoring at least one Level-3 assessment; (2) he/she 
has extensive or substantial experiences scoring multiple (i.e., three or more) Level-2 
assessment; or (3) he/she has a combination of moderate to extensive experiences scoring 
Level-2 and Level-3 assessments. Since deliberate practice is taken into account when 
evaluating raters’ rating experiences in the current study, only experiences including 
proper rater training can be considered sufficient for their initially assigned levels. In 
other words, experiences without proper rater training would be downgraded to the next 
 
19 All speaking assessments were categorized into three types (or levels) depending on their purposes, 





highest level (see second note under Table 3.2). To be specific, if a rater has experience 
scoring a Level-3 test but was not properly trained for scoring this test, this scoring 
experience will be treated as a Level-2 test scoring experience. Similarly, if a rater has 
experience scoring a Level-2 test but was not properly trained for scoring this test, this 
scoring experience will be downgraded to a Level-1 test scoring experience. 
Now let us suppose that a rater has extensive or substantial experience scoring 
one Level-3 assessment, and this rating experience is the only one that he/she has. Based 
on the criteria specified in Table 3.2, this rating experience alone can qualify the rater as 
an expert (see the first criteria under “Expert”). However, if the rater has not received 
proper training for this rating experience, he/she cannot be categorized as an expert rater 
anymore, because the only experience he/she has now (i.e., after accounting for the 
quality of the rater training received for this experience) has been downgraded Level 2. 
As a result, after accounting for rater training, the rater only has one Level-2 rating 
experience, and can thus be categorized as a developing (instead of expert) rater (see the 
first criteria under “Developing” in Table 3.2). Based on this categorization procedure, an 
ordinal measure for each rater’s rating experience, which represents an important aspect 





Rater Categorization Criteria Based on L2 Speaking Assessment Rating Experience 
 Levels of L2 Speaking Assessment Rating Experiences 
• Level 1: Experience scoring formal classroom-based assessments (e.g., a speaking achievement test, a formally-
evaluated class presentation) 
• Level 2: Experience scoring adult ESL program speaking placement tests (e.g., the Oral English Proficiency Test of 
Purdue University, the American English Oral Communicative Test of Penn State University) and standardized, 
locally-administered speaking proficiency assessments (e.g., New York State English as a Second Language 
Achievement Test, Chinese College English Test) 
• Level 3:  Experience scoring large-scale, standardized speaking proficiency assessments developed by reputable 
language testing organizations in major native English-speaking countries. Such speaking assessments are usually used 
around the world or in major native English-speaking countries for education, employment, or immigration-related 
purposes (e.g., TOEFL, TOEIC, IELTS) 
Levels Rater Categorization Criteria 
Novice • No rating experiences or 
• A little experience scoring Level-1 assessments only 
Developing • A little, moderate, substantial, or extensive experience scoring at least ONE Level-2 assessment or 
• Moderate, substantial, or extensive experience scoring Level-1 assessments, using rubrics featuring detailed descriptors 
Expert • Extensive or substantial experience scoring at least ONE Level-3 assessment or 
• Extensive or substantial experience scoring multiple (i.e., three or more) Level-2 assessment or 
• A combination of moderate-to-extensive experience scoring Level-2 and Level-3 assessments 
Note. Extensive experience in scoring a Level-2 test can also qualify for the expert level if the rater has received rigorous training for the experience. Experience 








As for the experience in teaching ESL/EFL, the raters were categorized into five 
levels according to the amount of ESL/EFL classroom teaching they did (i.e., 1= less than 
one year, 2= one to three years, 3= three to five years, 4= five to eight years, 5= eight 
years or more). This categorization procedure generated an ordinal measure for each 
rater’s teaching experience, which represents another important aspect of rater expertise 
because teaching experiences indirectly contribute to the development of rater expertise 
(H. J. Kim, 2011).  
The aforementioned two ordinal measures captured different aspects (i.e., rating 
and teaching) of rater expertise as conceptualized in the current study. These two 
measures were thus combined to form one rater-expertise composite score. Since the two 
measures had different numbers of levels, standardized scores (i.e., Z-scores) for these 
measures were computed before the combination. According to P. Cohen et al. (2002) and 
DiStefano et al. (2009), standardized scores could help deal with variation in the standard 
deviation values of the raw data and eliminate potential multicollinearity issues in 
hierarchical regression analysis. After the standardization, a rater-expertise composite 
score was created by summing the two standardized scores. Then, descriptive statistics 
were computed on the 90 raters’ composite scores to examine the central tendency, 
dispersion, and distribution of their rater expertise.  
Following the same procedures, standardized scores (i.e., Z-scores) for the 90 
raters’ listening span raw scores were calculated and descriptive statistics analysis was 
performed on these standardized scores to examine the central tendency, dispersion, and 




Preliminary outlier analysis. After descriptive statistics analysis, preliminary 
outlier analysis was conducted on the 90 raters’ rater-expertise composite scores and 
listening span scores to ensure that only raters with normally observed score values were 
included in subsequent analyses. Again, the formulas recommended by Dawson (2011) 
(see the subsection on rater scoring performance in this chapter) were used to determine 
whether a rater was an outlier.  
Correlation analysis. To understand the relationship between the two main effects 
(i.e., rater expertise and WMC) and the dependent variable (i.e., scoring performance), 
Pearson’s r correlation coefficients were computed between the raters’ rater-expertise 
composite scores, listening span scores, and the three scoring performance indices (i.e., 
Spearman’s Rho, severity logit, and infit mean square) calculated previously. The sizes of 
the correlation coefficients, which reflected the relative strengths of the relationships 
between each main effect and each scoring performance index, were used to determine 
the order of entry of the main effects into hierarchical regression analyses. 
Hierarchical regression analysis. Following the preliminary analyses conducted 
above, a series of hierarchical regression analyses were run to explore the combined 
effects of rater expertise and WMC on raters’ scoring performance. The forward entry 
method (Tabachnick & Fidell, 2013) was used to enter the two main effects (i.e., rater 
expertise and WMC) and their interaction term into regression analyses. The order of 
entry of the two main effects was determined based on the findings from preliminary 
correlation analysis as described in the previous subsection. 
Assumptions check for hierarchical regression analysis. A critical part of 




the current data can be analyzed using hierarchical regression analysis. Satisfying these 
assumptions is important for obtaining valid results from the analysis. If an assumption is 
violated, corrections (e.g., transformation of variables and deletion of outliers) need to be 
made until the assumption is satisfied. If the assumption fails to hold eventually, one 
must find an alternative statistical procedure to analyze the data. All the assumptions can 
be checked as part of the regression analysis procedure using SPSS.  
Assumption #1. The dependent variable should be measured on a continuous 
scale. This assumption was already satisfied in the current study as the raters’ scoring 
performance indices (i.e., Spearman’s Rho, severity logit, infit mean square) were all 
continuous.   
Assumption #2. There are two or more independent variables, which can be either 
continuous (i.e., interval or ratio) or categorical (i.e., ordinal or nominal). This 
assumption was also met as there were at least three independent variables (i.e., rater 
expertise, WMC, and rater expertise × WMC) for hierarchical regression analyses. If 
rater language background needs to be controlled, four more independent variables would 
be added. These variables would be language background, the two-way interactions 
involving language background (rater expertise × language background and WMC × 
language background), and the three-way interaction involving language background 
(rater expertise × WMC × language background). 
Assumption #3. There should be independence of observations, which means that 
adjacent observations in the current sample should not be correlated. This assumption 
was checked using the Durbin-Watson statistic. The Durbin-Watson statistic can range 




the residuals of adjacent observations. Based on the design of the current study, the 
observations between different raters were unlikely to be inter-related as each rater 
participated in the study independently and without communication with the others. Thus, 
this assumption was likely met.  
Assumption #4. There needs to be a linear relationship between (a) the dependent 
variable and the independent variables collectively, and (b) the dependent variable and 
each of the independent variables. To test assumption (a), a scatterplot of the studentized 
residuals against the unstandardized predicted values was examined. If the residuals form 
a horizontal band, the relationship between the dependent variable and the independent 
variables is likely linear. To test assumption (b), partial regression plots between each 
independent variable and the dependent variable were inspected. If the plotted 
observations form a non-horizontal line, the relationships between these variables are 
likely to be linear. Violation of these assumptions can be remediated by data 
transformation that can coax a nonlinear relationship to a linear one (Box & Cox, 1964). 
Assumption #5. The data need to show homoscedasticity of residuals (equal error 
variances) for all values of the dependent variable. To check this, one of the plots created 
for Assumption #4, i.e., the plot examining linearity in the relationship between the 
dependent variable and the independent variables collectively, was used. If there is 
homoscedasticity, the spread of the residuals will not increase or decrease as one moves 
across the predicted values. If heteroscedasticity exists, however, the residuals will not be 
evenly spread. In this case, a data transformation can be used to resolve 
heteroscedasticity, or an alternative statistical test (e.g., the weighted least squares 




Assumption #6. The data must not show multicollinearity. Multicollinearity 
occurs when two or more independent variables are highly correlated with each other. 
This leads to problems understanding which independent variable contributes to the 
variance explained in the dependent variable, as well as technical issues in calculating a 
regression model. To check this assumption, correlation coefficients and Tolerance/VIF 
values were inspected. First, none of the correlations between the independent variables 
should be greater than 0.7. Second and more importantly, either the Tolerance or the VIF 
should be consulted. If the Tolerance value is less than 0.1, which corresponds to a VIF 
of greater than 10, there might be a collinearity problem (Hair et al., 2014).  
Assumption #7. There should be no significant outliers, high leverage points, or 
highly influential points. Outliers, leverage, and influential points are observations in the 
data set that can negatively impact the regression equation and reduce the accuracy of the 
study results. To detect outliers, casewise diagnostics were conducted and the resulting 
studentized deleted residuals were inspected. Any case that had a standardized residual 
value of more than ±3 was regarded as a potential outlier and was investigated to 
determine if it should be removed. To spot leverage points, the leverage values for each 
case were checked. One general rule of thumb is to consider leverage values less than 0.2 
as safe, 0.2 to less than 0.5 as risky, and 0.5 and above as dangerous (Huber, 1981). 
Based on this rule, any cases with values above 0.2 were either removed or further 
checked to see if they might also be high-influence points. To check for influential points, 
a measure of influence known as the Cook’s Distance was consulted. As a rule of thumb, 
Cook’s Distance values above 1 should be investigated and considered for either deletion 




Assumption #8. The residuals are approximately normally distributed. In order to 
be able to run inferential statistics, the errors in prediction (i.e., the residuals) need to be 
normally distributed. Two common methods can be used to check this assumption: (a) a 
histogram with a superimposed normal curve and a P-P Plot; or (b) a Normal Q-Q Plot of 
the studentized residuals. The output for both methods can be generated as part of the 
regression analysis procedure using SPSS. Even though histograms can show whether the 
standardized residuals appear to be approximately normally distributed, they can be 
deceptive because their appearance can be largely dependent on the selection of the 
correct bin width (column width). To confirm the findings, a P-P Plot was inspected. If 
the residuals are normally distributed, the points in the plot will be approximately aligned 
along the diagonal line.  
The other method for testing the normality of the residuals is a Normal Q-Q Plot. 
Like the P-P Plot, the residuals in the Q-Q Plot also need to be roughly aligned along the 
diagonal line as an indication of normally distributed residuals. If the assumption of 
normality is markedly violated, one can either perform a transformation on the dependent 
and/or independent variables to try to coax the error residuals to normality, or run the 
regression analysis anyway because it is fairly robust to non-normality. 
Procedures for hierarchical regression analysis. After testing all eight 
assumptions, a series of hierarchical regression analyses were performed to investigate 
the joint influences of rater expertise and WMC on scoring performance. Specifically, 
three separate hierarchical regression analyses were run to evaluate the main and 
interactive effects of rater expertise and WMC on each aspect of the raters’ scoring 




rater-expertise composite scores, listening span scores, and the interaction terms between 
these two variables were entered into each of the three regression analyses to predict the 
raters’ scoring accuracy indices (Spearman’s Rho), scoring severity indices (severity 
logit), and scoring consistency indices (i.e., infit mean square).  
Since rater language background (i.e., native-speaking status of English) was 
treated as a possible confounder in the current study, hierarchical regression analysis 
would be conducted either controlling or without controlling this variable. The resultant 
conditions are discussed below. 
Hierarchical regression analysis without controlling rater language background. 
If results from the independent-samples t-tests (or Mann-Whitney U tests) were mostly 
non-significant, rater language background would not need to be controlled in 
hierarchical regression analysis. Thus, the following regression equation would be run: 
Ŷ= b0 + b1X1 + b2X2+ b3X1X2 
where Ŷ is the expected value of the dependent variable (scoring performance), X1 and 
X2 are the two main effects (rater expertise and WMC), X1X2 is the interaction between 
the two main effects (rater expertise × WMC). B0 is the value of Y when both main 
effects are equal to zero, b1 to b3 are the estimated regression coefficients that determine 
the relative contributions of the main effects and their interaction to the dependent 
variable.  
Three hierarchical regression analyses predicting different scoring performance 
indices (Spearman’s Rho, severity logit, and infit mean square) would be performed to 
explore the combined effects of rater expertise and WMC on different aspects (the 




carried out in three steps (see Table 3.3). In the first two steps, rater expertise and WMC 
scores would be entered to evaluate the relative contributions of the two main effects to 
scoring performance. The order for entering these variables would be determined by the 
relative strengths of their relationships with each scoring performance index, based on the 
results from preliminary correlation analyses conducted previously. Then, the cross-
product term representing the two-way interaction between rater expertise and WMC 
would be entered in the third step. Each step would generate a unique regression model 
representing the predictive relationship(s) between the entered independent variable(s) 
and the dependent variable. Table 3.3 specifies each model generated from each step of 
the variable entry process. 
Table 3.3 
Hierarchical Regression Analysis without Controlling Rater Language Background 
 
Note. Ŷ= scoring performance. X1 and X2 = the two main effects (i.e., rater expertise and WMC) ranked by 




As Table 3.3 shows, the steps of entry of the independent variables into regression 
analysis would generate three different models. Step 1 and Step 2 would generate two 
partial models, as they only account for the main effects. Step 3 would generate a full 
model, which includes not only the main effects but also the interaction term.  
Step Predictors  
(ranked by strength of prediction) 
Regression model 
1 X1  Ŷ= b0 + b1X1 
2 X2 Ŷ= b0 + b1X1 + b2X2  




The models generated from each step would be examined in several aspects. First, 
the p-value for the F statistic of each model would be examined, which indicates the 
statistical significance of each model. Also examined would be the adj. R2 and the R2 
change, which respectively indicate the proportion of variance and the increment in 
variance in scoring performance accounted for by the independent variable(s) entered. 
Then, the standardized regression coefficient (β) for each independent variable would be 
examined to understand the relative contribution of the variable to scoring performance. 
A larger β value suggests a greater contribution. Along with β, the semi-partial correlation 
(sr) for each independent variable would also be examined to understand the proportion 
of variance in scoring performance uniquely explained by the variable.  
If the interaction between rater expertise and WMC were found to be statistically 
significant, as indicated by a significant β value for this interaction, this interaction could 
be further illuminated with graphs displaying two relationships: (1) the relation of WMC 
to scoring performance as a function of rater expertise, which is a way to examine the 
“knowledge-is-power” hypothesis; (2) the relation of rater expertise to scoring 
performance as a function of WMC, which is a way to examine the “rich-get-richer” 
hypothesis. These graphs would be generated following P. Cohen et al.’s (2002) 
recommended procedures for graphing continuous variable interactions. Specifically, the 
unstandardized regression coefficients for the two main effects and the interaction would 
be used to evaluate the relation of one main effect to the dependent variable as a function 
of the different levels of the other main effect. For example, to evaluate the “rich-get-
richer” hypothesis, the relation of rater expertise to scoring performance as a function of 




performance on rater expertise at each level of WMC, generating three simple regression 
lines. A scatter plot could be created by plotting the three regression lines at three levels 
of WMC: the mean of WMC (Avg. WM), one standard deviation below the mean of 
WMC (Low WM), and one standard deviation above the mean of WMC (High WM) (see 
Figure 3.2 for an example). In Figure 3.2, it can be seen that the slopes of the regression 
lines associated with each level of WMC get steeper as the level of WMC increases, 
which indicates that the effect of rater expertise on raters’ scoring accuracy (measured by 
Spearman’s Rho) strengthens as raters’ WMC increases. Such a finding could provide 
empirical evidence for the “rich-get-richer” hypothesis.  
Figure 3.2 




Similarly, to evaluate the “knowledge-is-power” hypothesis, the relation of WMC 
to scoring performance can be explored as a function of three levels (low, average, or 
high) of rater expertise, following the same procedure. The generated regression lines can 














































If the interaction between rater expertise and WMC were not statistically 
significant, as indicated by a non-significant β value, this result would be regarded as 
empirical evidence supporting the “independent influences” hypothesis.  
Hierarchical regression analysis controlling rater language background. If 
independent-samples t-tests (or Mann-Whitney U tests) indicated that rater language 
background did induce statistically significant differences in the raters’ scoring 
performance, rater language background would be controlled in the hierarchical 
regression analyses as a categorical independent variable (0=native raters, 1=non-native 
raters), resulting in the following regression equation: 
Ŷ= b0 + b1X1 + b2X2+ b3X3 + b4X1X2 + b5X1X3+ b6X2X3 + b7X1X2X3 
where Ŷ is the expected value of the dependent variable (scoring performance), X1, X2, 
and X3 are the three main effects (rater expertise, WMC, and rater language background), 
X1X2, X1X3, X2X3 are the three two-way interactions between rater expertise, WMC, and 
rater language background, and X1X2X3 is the three-way interaction amongst rater 
expertise, WMC, and rater language background. B0 is the value of Y when all the three 
main effects are equal to zero, b1 to b3 are the estimated regression coefficients indicating 
the relative contributions of the three main effects to scoring performance, b4 to b6 
indicate the relative contributions of the three two-way interactions (rater expertise × 
WMC, rater expertise × rater language background, WMC × rater language background) 
to scoring performance, and b7 indicates the contribution of the three-way interaction 




Three hierarchical regression analyses would be performed to explore the 
combined effects of rater expertise and WMC, controlling rater language background, on 
scoring performance. Each analysis would be carried out in three steps (see Table 3.4).  
Table 3.4 
Hierarchical Regression Analysis Controlling Rater Language Background 
 
Note. Ŷ= scoring performance. X1, X2, X3 = the three main effects (i.e., rater expertise, WMC, and 
language background) ranked by the strength of their relationships with scoring performance. b0 = intercept. 
b1, b2… b7 = regression coefficient. 
 
 
As Table 3.4 shows, rater expertise, WMC, and rater language background would 
be entered in the first step to evaluate the relative contribution of each main effect to 
scoring performance. The forward entry method would be used to enter these variables in 
the order indicated by preliminary correlation analysis results, which showed the relative 
strengths of the relationships between these variables and scoring performance. Then, in 
the second step, the cross-product terms representing the three two-way interactions (rater 
expertise × WMC, WMC × rater language background, rater expertise × rater language 
background) would be entered. To determine the order of entry of these interactions, 
another correlation analysis would be conducted to explore the relative strengths of the 
relationships between these interactions and scoring performance. Lastly, in the third 
Step Predictors  
(ranked by strength of 
prediction) 
Regression model 
1 X1, X2 , X3 Ŷ= b0 + b1X1 + b2X2 + b3X3 
2 X1X2, X2X3, X1X3 Ŷ= b0 + b1X1 + b2X2+ b3X3 + b4X1X2 + b6X1X3 + 
b5X2X3  
3 X1X2X3 Ŷ= b0 + b1X1 + b2X2+ b3X3 + b4X1X2 + b5X2X3 + 




step, the three-way interaction (rater expertise × WMC × rater language background) 
would be entered into the analysis.  
The three steps of entering the different independent variables into the regression 
analysis would generate three different models. Step 1 and Step 2 would generate two 
partial models, as they only account for the main effects and the two-way interactions. 
Step 3 would generate a full model, which accounts for the main effects, the two-way 
interactions, and the three-way interaction.  
The models generated from each step would be examined in several aspects. First, 
the p-value for the F statistic of each model would be examined, which indicates the 
statistical significance of each model. Also examined would be the adj. R2 and the R2 
change, which respectively indicate the proportion of variance and the increment in 
variance in scoring performance accounted for by the independent variable(s) entered. 
Then, the standardized regression coefficient (β) for each independent variable would be 
examined to understand the relative contribution of the variable to scoring performance. 
A larger β value suggests a greater relative contribution. Along with β, the semi-partial 
correlation (sr) for each independent variable would be examined to understand the 
proportion of variance in scoring performance uniquely accounted for by the variable.  
If any of the two-way interactions (i.e., rater expertise × WMC, rater expertise × 
rater language background, and WMC × rater language background) were found 
statistically significant, these interactions would be illuminated with the graphs 
recommended by P. Cohen et al. (2002), as discussed previously. In the less likely 
situation where the three-way interaction (rater expertise × WMC × rater language 




the same type of graphs recommended by P. Cohen et al. (2002), but accounting for three 
variables. Figure 3.3 shows a fabricated example of such graphs. A fabricated, instead of 
an anticipated, example is provided because research is limited on the interaction 
amongst the three rater characteristics in their joint influences on scoring performance, 
which makes it difficult to predict any specific interaction that may be found in the 
analysis. 
Figure 3.3 shows a fabricated example illustrating the interactions between rater 
expertise, WMC, and rater language background in their joint effects on scoring 
accuracy. Specifically, this example shows that the pattern of regression of scoring 
accuracy on WMC, as a function of rater expertise, differs depending on the language 
background (i.e., native-speaking status) of a rater. For non-native speaking raters (see 
the top graph), the scoring accuracy index (i.e., Spearman’s Rho) increases with an 
increase in WMC. The amount of increase depends on the level of rater expertise—that 
is, raters who have lower levels of rater expertise benefit more from their WMC than 
those who have higher expertise levels. In comparison, for native-speaking raters (see the 
bottom graph), although the scoring performance accuracy index (i.e., Spearman’s Rho) 
still increases with increasing WMC, raters with lower levels of expertise do not show a 
stronger benefit from WMC than those with higher levels of expertise. In other words, it 
seems that the special benefit of WMC for raters of lower expertise levels has been offset 
by their native-speaking status. Thus, using such graphs, the intricate relationships 














Note. Regression of scoring accuracy on WMC is shown at three levels of rater expertise 
and two levels of rater language background (native versus non-native raters)  
 
 
Qualitative Data Analysis Procedures 
 
In addition to the combined effects of rater expertise and WMC on scoring 


































































cognitive functionality on scoring performance. Since raters’ cognitive functionality was 
defined in terms of strategies related to information processing in the current study, the 
qualitative part was designed to explore two research questions. Research Questions 4 
investigated what strategies raters used in the scoring process. Research Question 5 
looked at how these strategies underlay different levels of scoring performance 
demonstrated by raters of different levels of expertise. It was necessary, therefore, to 
elicit and analyze raters’ verbal reports of their mental processes invoked during the 
scoring process to address these questions.  
As specified in the data collection section, six selected raters (i.e., three experts 
and three novices) first scored three norming samples and their scoring performance (in 
terms of scoring accuracy and consistency) was evaluated. Based on the results of the 
evaluation, decisions were made on whether the expert raters had indeed demonstrated 
expert-level scoring performance and should thus be invited to participate in the verbal 
report session. In the present study, retrospective (stimulated recall) instead of concurrent 
(think-aloud) verbal reports were used to avoid potential disturbances caused by 
simultaneous verbalization of thoughts on raters’ scoring process. The retrospective 
verbal reports were recorded and then analyzed, based on a hypothesized interface of 
rater strategies related to information processing and the process of scoring L2 speaking 
performance (see Figure 2.5), to examine what strategies the raters had used during the 
scoring process. Furthermore, the expert and novice raters’ quantity (i.e., the range and 
frequency) and quality (i.e., the efficiency and effectiveness) of strategy use were 




of raters during the scoring process and associate the differences in strategy use to 
different levels of rater expertise.  
Most previous studies about rater cognition in L2 speaking assessment focused on 
raters’ selective attention to salient aspects and features of a response. In the current 
study, the focus of the analysis was on raters’ strategies, which mainly pertains to the 
variety of mental processes (e.g., comprehending, remembering, retrieving, and 
evaluating) that raters invoked during the scoring process. For analysis, the audio-
recorded verbal reports of each rater were transcribed and coded. The coding process 
consisted of two steps. First, the transcribed verbal reports were segmented into “ideas 
units” following Brown et al.’s (2005) definition, which refers to “a single or several 
utterances, either continuous or separated by other talk but falling within the same turn, 
with a single aspect of the performance as the focus” (p. 14). Then, each ideas unit was 
analyzed using a coding scheme (see Figure 2.5) adapted from Purpura’s (2012) 
taxonomy of strategies of L2 processing and Bejar’s (2012) model of stages of the L2 
scoring process. In this coding scheme, a range of (meta)cognitive strategies, as specified 
in Purpura’s taxonomy (see Figure 2.3), were hypothesized to be involved in each stage 
of the scoring process described in Bejar’s model (see Figure 2.4). For example, to form a 
mental representation of a response, raters need to selectively pay attention to (using 
attending and noticing strategies) important features of the response, actively process the 
information in the response (using decoding, encoding, and comprehending strategies), 
and temporarily store that response in WM (using rehearsing and remembering 
strategies). To compare the mental response representation with the mental rubric, raters 




evaluating, and reasoning) to match relevant criteria in the rubric with corresponding 
features in the response and make evaluations of the response. Meanwhile, raters may 
need to constantly retrieve relevant prior knowledge and experience stored in LTM (using 
the retrieving strategy) and apply that knowledge and experience (using the linking to 
prior knowledge and experience strategy) to the current scoring situation. Base on this 
coding scheme, each ideas unit of the raters’ verbal protocols was coded. Given that the 
raters frequently reported employing multiple strategies simultaneously during their 
judgment process (e.g., evaluating the response while retrieving relevant response 
information from WM and applying relevant criteria from the rubric), it was quite 
common to find multiple strategies within a single ideas unit. In such cases, efforts were 
made to ensure that the codings for each strategy were unique; thus, specific and 
mutually-exclusive definitions were provided for each strategy to avoid confusion and 
overlaps. For example, to distinguish the deciding and the evaluating strategies, it was 
made specific in the current study that the deciding strategy only applies to situations 
where a rater needed to make/withhold/revoke a score decision based on a holistic 
consideration of the response, while the evaluating strategy only pertains to the situations 
where raters needed to make more microscopic judgments (i.e., judgments about certain 
aspects or features of a response). More details regarding the codings can be found in the 
section on rater strategies used during the scoring process in Chapter V. Apart from the a 
priori, theoretically motivated approach to coding, an inductive, data-driven approach to 
coding (Glaser & Strauss, 2017) was also used to “detect trends and patterns that 
emerged from the present data” through “iterative impressionistic interpretation and 




After the raters’ strategies had been identified from their verbal reports, the expert 
and novice raters’ strategy use was compared by analyzing their coded verbal protocols 
in two aspects: the quantity and the quality of strategy use. Firstly, the quantity of the 
raters’ strategy use was examined in terms of both the range of strategies used and the 
frequency of using these strategies. The range of strategies that each rater used was 
determined by how many different strategies (e.g., comprehending, evaluating, and 
retrieving relevant response information from WM) they had verbally reported. 
Admittedly, due to the limitation of verbal reports (i.e., inaccessibility of verbalization to 
unconscious mental processes), it was unlikely that the raters had provided an exhaustive 
report of the strategies invoked during their scoring process. As a result, their verbal 
reports could only be used as an indicator, rather than direct evidence, of the strategies 
they had invoked while scoring (H. J. Kim, 2011). Similarly, the frequencies with which 
the raters used each strategy were tabulated from their coded verbal protocols and 
interpreted with the same limitation in mind. The second aspect examined was the quality 
of the rater’s strategy use, i.e., how efficiently and effectively the raters used the 
strategies reported. The efficiency of the raters’ strategy use was examined based on the 
average time that a rater spent using each strategy. This average time was estimated by 
dividing the total time of the rater’s verbal report with the total number of strategies 
identified in his/her verbal report. As for the effectiveness of the raters’ strategy use, how 
successfully and competently the raters employed strategies and strategy clusters during 
the scoring process was investigated. For example, to examine how effectively the raters 
used the strategy of linking to prior knowledge and experience during the scoring 




retrieve accurate and relevant prior knowledge and experience from LTM and apply that 
knowledge and experience appropriately to the current scoring situation. Similarly, to 
examine how effectively the raters used the inferencing strategy, each rater’s verbal 
report was examined in terms of whether he/she could make accurate and plausible 
inferences about an examinee’s speaking ability based on an appropriate match of the 
features of the examinee’s response with the corresponding criteria and category in the 
scoring rubric. Lastly, the effectiveness of the raters’ use of strategy clusters was 
compared, and patterns of the raters’ strategy use were linked to Purpura’s (2014) 
information processing model in the L2 assessment context. Through an examination of 
all these aspects, differences in the quantity and quality of the expert and novice raters’ 
strategy use were uncovered, and variability in these two groups of raters’ scoring 





The purpose of this chapter is to provide an overview of the research 
methodology that was used in the current study. The research design and the context of 
the study were first introduced. Then, the intended participants and instruments were 
introduced. Lastly, the chapter presented the data collection procedures, followed by a 










Part I of the current study was mainly designed to investigate the combined 
effects of rater expertise and WMC on raters’ scoring performance. To this end, three 
research questions were addressed. Research Question 1 was concerned with the 90 
raters’ scoring performance in terms of scoring accuracy, severity, and consistency. To 
answer this question, the raters’ scoring performance was first analyzed using correlation 
and MFRM analyses to calculate three scoring performance indices (i.e., Spearman’s 
Rho, severity logit, and infit mean square), which respectively reflected the raters’ 
agreement with the benchmark scores, relative severity in scoring, and consistency in 
using the scoring rubric across examinees and scoring occasions. Then, descriptive 
statistics on the raters’ scoring performance indices were computed to examine the 
central tendency, dispersion, and distribution of the current group of raters’ scoring 
performance. Research Question 2 asked about whether the native and non-native 
speaking raters differed significantly in their scoring performance. This was explored 
through independent-samples t-tests (or Mann-Whitney U tests) to compare the means (or 
medians) of the two groups of raters’ scoring performance indices. Research Question 3, 
the major question in Part I, investigated the combined effects of rater expertise and 




(i.e., descriptive statistics analysis, preliminary outlier analysis, and correlation analysis) 
was first conducted to examine the central tendency, dispersion, and distribution of the 
raters’ scoring performance indices, to detect outliers in the current rater sample, and to 
explore the relative strengths of the relationships between the two main effects (i.e., rater 
expertise and WMC) and the dependent variable (i.e., scoring performance). Then, a 
series of hierarchical regression analyses were conducted to explore: 1) the relative 
contributions of rater expertise and WMC to scoring performance, and 2) any possible 
interaction between rater expertise and WMC in their joint influences on scoring 
performance. The results for all these analyses are presented in the sections below.  
 
Rater Scoring Performance 
 
 
Research Question 1 investigated how well, in terms of scoring accuracy, 
severity, and consistency, the 90 raters in the current study performed in scoring the 27 
Aptis examinees’ spoken responses. To address this question, three scoring performance 
indices (i.e., Spearman’s Rho, severity logit, and infit mean square) were first calculated 
based on the raters’ holistic ratings, using correlation and MFRM analyses. Then, 
descriptive statistics were computed on the raters’ scoring performance indices to provide 
an overview of the central tendency, dispersion, and distribution of the current group of 
raters’ scoring performance. Results from the descriptive statistics analyses are presented 








Descriptive Statistics for the Scoring Accuracy Index 
 
Note. N= 90. 
aMultiple modes exist. The smallest values are shown. 
 
 
Table 4.1 shows the descriptive statistics for the 90 raters’ scoring accuracy index 
(i.e., Spearman’s Rho) values. The central tendency statistics (i.e., the mean, median, and 
mode) reflect this group of raters’ average scoring accuracy. According to the above-0.7 
mean and median of Spearman’s Rho, this group of raters had moderately high agreement 
with the official Aptis speaking scores (i.e., the benchmarks for scoring accuracy) in 
rank-ordering the 27 responses scored. The dispersion statistics (i.e., the min, max, range, 
and SD) reflect the variability of this group of raters’ scoring accuracy. Specifically, the 
sizable range and standard deviation of Spearman’s Rho show that the current group of 
raters had considerable variability in scoring accuracy. This finding is expected as the 
raters were purposefully selected to form a heterogeneous sample in terms of rater 
expertise (i.e., relevant experience in L2 speaking performance assessment and ESL/EFL 
teaching), which has been hypothesized in the current study as a factor for differing 
levels of scoring performance. Lastly, the distribution statistics (i.e., skewness and 
kurtosis) indicate that the raters’ scoring accuracy indices were slight-to-moderately 
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normal univariate distribution (i.e., -2 to +2) (George & Mallery, 2010). This means that 
the raters’ scoring accuracy indices were approximately normally distributed. Further 
normality test (i.e., Shapiro-Wilk test) results confirmed this interpretation.  
After the descriptive statistics analysis, preliminary outlier analysis was 
conducted on the scoring accuracy index (i.e., Spearman’s Rho) based on the interquartile 
range (0.118) and the first and third quartiles (0.681 and 0.798, respectively) of the 
observational values for this index. The resultant range of normal observations was 
(0.504, 0.975). A review of the 90 raters’ scoring accuracy index values against this range 
verified that no outliers existed in the current rater sample in terms of scoring accuracy.  
After examining the raters’ scoring accuracy, the raters’ scoring severity and 
consistency were examined based on the descriptive statistics computed for these two 
scoring performance indices, as shown in Table 4.2. 
Table 4.2 
 Descriptive Statistics for the Scoring Severity and Consistency Indices 
 Note. N= 90. 
 aMultiple modes exist. The smallest values are shown. 
 
 
According to Table 4.2, the central tendency statistics (i.e., the mean, median, and 
mode) reflect this group of raters’ average scoring severity and consistency. In terms of 
scoring severity, the slightly-above-zero mean and median of the raters’ scoring severity 
Measurement  
Categories 
Indices Central tendency Dispersion Distribution 















index (severity logit) values suggest that this group of raters were slightly severe in their 
ratings on average. Meanwhile, the raters’ average consistency in scoring, as indicated by 
the close-to-1 mean and median of their scoring consistency index (infit mean square) 
values, seemed to be very good. 
The dispersion statistics (i.e., the min, max, range, and SD) reflect the variability 
of the current group of raters’ scoring severity and consistency. The sizable ranges and 
standard deviations of both scoring performance indices show that this group of raters 
had considerable variability in scoring severity and consistency. These results are not 
surprising because the raters, who were purposefully selected to form a heterogeneous 
sample in terms of rater expertise (i.e., relevant experience in L2 speaking performance 
assessment and ESL/EFL teaching), are expected to demonstrate different levels of 
scoring performance. In particular, the raters’ severity logit values (see the Wright map 
generated from the MFRM analysis in Appendix D) ranged from -1.30 to 2.60, with a 
3.90 logit spread. The chi-square test result for the logit values suggests that the current 
group of raters was not exercising the same level of severity while scoring the spoken 
responses (χ2(89)= 1164.2, p < 0.001). These results are further supported by the reported 
strata value (5.14, with a reliability of 0.93), which suggests that the current group of 
raters fell within about five statistically distinct levels of severity. Along with the severity 
values, the infit mean square values of individual raters were examined. Twelve out of the 
90 raters had mean square values above 1.5, indicating that about 13.3% of the raters 
lacked consistency in their scoring patterns and would thus need further training or even 
removal from the rating process (McNamara, 1996). Meanwhile, another two raters had 




of the raters had superfluous consistency, or were too predictable, in scoring. As 
McNamara (1996) pointed out, low fit values, unlike high ones, may mean that the raters 
are more consistent in scoring; however, more likely these raters “are not using the whole 
available scale, and that caution has led them to avoid chances or error” (p. 140). As a 
result, low fit values could also be problematic in scoring practices and may require 
further training.  
Lastly, the distribution statistics (i.e., skewness and kurtosis) suggest that both the 
scoring severity and consistency indices were slight-to-moderately skewed. Even though 
both statistics fell within the range of approximately normal univariate distribution (i.e., -
2 to +2) (George & Mallery, 2010), further normality test results showed that only the 
scoring severity index (i.e., severity logit) values were indeed normally distributed. The 
scoring consistency index (i.e., infit mean square) values, which were not normally 
distributed, would need to be transformed for hierarchical regression analysis. Therefore, 
before conducting hierarchical regression analyses, a square-root transformation was 
performed on the raters’ infit mean square values and the transformed values were 
checked by another normality test. Results from this normality test showed that the 
transformed values still did not satisfy univariate normality. Given that regression 
analysis is relatively robust to non-normality (Tabachnick & Fidell, 2013), it was decided 
that the untransformed infit mean square values were used anyway as dependent variables 
in subsequent hierarchical regression analyses. 
After the descriptive statistics analyses, preliminary outlier analyses were 
conducted on the raters’ scoring severity and consistency indices (i.e., severity logit and 




(0.90) and first and third quartiles (-0.2 and 0.7, respectively) were used to calculate the 
range of normal observations, which was (0.7, 1.16). For the scoring consistency index 
(i.e., infit mean square), its interquartile range (0.46) and first and third quartiles (0.7 and 
1.16, respectively) were used to calculate the range of normal observations, which was 
(0.01, 1.85). A review of all the raters’ scoring indices revealed that two raters had 
scoring severity values out of the normal range, while another two had scoring 
consistency values out of the normal range. These four raters were thus treated as outliers 
and removed from subsequent correlation and hierarchical regression analyses for the 
corresponding scoring performance indices evaluated. 
 
Rater Language Background on Scoring Performance 
 
 
Research Question 2 investigated whether statistically significant differences 
existed in the native and non-native speaking raters’ scoring performance. To address this 
question, a series of independent-samples t-tests were conducted. Several assumptions of 
independent-samples t-tests were first checked: (1) no significant outliers; (2) 
approximately normal distribution of the dependent variable (i.e., rater scoring 
performance indices) for each group of the independent variable (i.e., native and non-
native speaking raters); and (3) homogeneity of variance for each group of the 
independent variable (i.e., native and non-native speaking raters). Assumption checks 
suggested that among the three scoring performance indices, the scoring accuracy index 
(i.e., Spearman’s Rho) was the only one that met all required assumptions. As a result, an 
independent-samples t-test was run for this index only. Due to the unbalanced design of 




raters), the Welch instead of the standard t-test result was consulted (Howell, 2010). The 
result indicated that there was no statistically significant difference in scoring accuracy 
between the native and non-native speaking raters (Mean Difference = -.023, 95% CI [-
0.056, 0.09], t(81.810) = -1.442, p = .950) in the current study.  
The remaining two scoring performance indices (i.e., severity logit and infit mean 
square) violated either the first or the second assumption of independent-samples t-test. 
As a result, the Mann-Whitney U test was performed on these two indices as a more 
robust alternative. The results showed that these two scoring performance indices not 
only had similar shapes of distribution between the native and non-native speaking raters, 
but were also not significantly different in median values (see Table 4.3). This means that 
no statistically significant differences existed in scoring severity and consistency between 
the native and non-native speaking raters. This finding is in line with existing research 
also finding no significant difference in native and non-native speaking raters’ scoring 
patterns (Gui, 2012; Wei & Llosa, 2015; Zhang & Elder, 2011). 
Table 4.3 
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Severity Logit 41.22 51.10 1213.00 1.780 0.075 
Infit Mean 
Square 




Rater Expertise and Working Memory Capacity on Scoring Performance 
 
 
Research Question 3 explored the combined effects of rater expertise and WMC 
on scoring performance mainly using hierarchical regression analyses. Specifically, it 
explored the relative contributions of these two variables to scoring performance and any 
possible interactions between them in their joint influences on scoring performance. 
Since the results from Research Question 2 suggested no statistically significant 
difference in the native and non-native speaking raters’ scoring performance, it was thus 
decided not to control raters’ language background as a confounding variable in 




Before conducting hierarchical regression analyses, three preliminary analyses 
(i.e., descriptive statistics analysis, preliminary outlier analysis, and correlation analysis) 
were conducted as necessary steps to prepare for hierarchical regression analyses. Details 
for these analyses are presented below. 
Descriptive statistics. As previously described in Chapter 3, two measures 
representing the main effects (rater expertise and WMC) in the hierarchical regression 
analyses, i.e., the rater-expertise composite scores and the listening span scores, were first 
created based on the raters’ responses to the rater background survey and the listening 
span task. Then, descriptive statistics were computed on the standardized rater-expertise 
composite scores (Expertise_Z-score) and listening span scores (LSpan_Z-score) to 




WMC measures. Results from the descriptive statistics analyses are presented in Table 
4.4. 
Table 4.4 
Descriptive Statistics for the Rater Expertise and Listening Span Scores 
 
 
According to Table 4.4, the central tendency statistics (i.e., mean, mode, and 
median) for both variables suggest that the 90 raters’ average rater-expertise composite 
scores and listening span scores were very close to 0, which is the mean for a standard 
normal (i.e., Z-score) distribution. This suggests that most of the raters in the current 
sample had rater-expertise and WMC measures around the mean of a normal distribution, 
which is a desirable quality for running parametric procedures such as Pearson’s r 
correlation and linear regression analysis. Similarly, the dispersion statistics (i.e., min, 
max, range, and SD) for both variables show that the 90 raters had considerable 
variability in their rater-expertise and WMC measures, which is expected as the current 
group of raters was purposefully selected to form a heterogeneous sample in terms of 
both assessment-related experiences and background characteristics (e.g., age, education, 
and native languages). Adequate variability in the distribution of the independent 
variables is also a desirable quality for regression analysis. Lastly, the distribution 
statistics (i.e., skewness and kurtosis) for both variables indicate that the rater-expertise 
and WMC measures were approximately normally distributed. Like variability, normality 
Variables Central tendency Dispersion Distribution 
 Mean Mode Median Min Max Range SD Skewness Kurtosis 
Expertise_Z-scores 0 -0.70 0 -2.96 2.95 5.90 1.67 0.07 -0.53 




in distribution is desirable for independent variables in regression analysis. In sum, the 
results from descriptive statistics analyses have shown that the two standardized 
measures (Expertise_Z-scores and LSpan_Z-scores) of rater expertise and WMC were 
suitable as main effects for hierarchical regression analyses. 
Preliminary outlier analysis. Subsequent to the descriptive statistics analyses, 
preliminary outlier analyses were conducted on the standardized rater-expertise 
composite scores and listening span scores to make sure that only raters with normal 
observations were included in the subsequent correlation and hierarchical regression 
analyses. For the rater-expertise composite scores, its interquartile range (2.09) and first 
and third quartiles (-0.70 and 1.39, respectively) were used to calculate the range of 
normal observations, which was (-3.84, 4.53). For the listening span scores, its 
interquartile range (1.58) and first and third quartiles (-0.75 and 0.80, respectively) were 
used to calculate the range of normal observations, which was (-3.12, 3.17). A review of 
all 90 raters’ data against these ranges has shown that no raters had rater-expertise 
composite scores out of the normal range, while one rater had a listening span score 
below the lower bound of its normal range. This rater, therefore, was removed from 
subsequent correlation and hierarchical regression analyses. 
Correlation analysis. To understand the relationships between the independent 
and dependent variables for hierarchical regression analyses, correlation coefficients 
between the measures of the two main effects and the three scoring performance indices 







Rater Expertise and WMC with Scoring Performance 
 
 
As Table 4.5 shows, the rater-expertise composite scores are positively related to 
the scoring accuracy indices (i.e., Spearman’s Rho), and this correlation is statistically 
significant (r= 0.262, p< 0.05). This suggests that in the current sample, the more 
experienced raters tended to have higher scoring accuracy than the less experienced ones. 
In other words, as the raters’ levels of expertise increases, they tend to have stronger 
agreements with the official Aptis speaking scores (i.e., the benchmarks for scoring 
accuracy) in rank-ordering the examinees’ responses. The rater-expertise composite 
scores, however, are not significantly related to either the scoring severity (i.e., severity 
logit) or the scoring consistency (i.e., infit mean square) indices. This suggests that the 
raters’ levels of expertise are not significantly related to their relative severity in scoring 
or their consistency in using the scoring rubric across examinees and occasions. These 
non-significant relationships are not surprising, as not much research in L2 assessment 
has found statistically significant influences of rater expertise on raters’ severity or 
consistency in scoring (Davis, 2012; H. J., Kim, 2011; Lim, 2009).  
As for the relationship between raters’ WMC and scoring performance, the results 
in Table 4.5 suggest that the raters’ listening span scores were not significantly related to 








(Infit mean square) 
N=87 
Expertise_Z-scores 0.262* -0.175 -0.162 




any of the three rater performance indices. This result is expected, given the fact that the 
current study was specifically designed to reduce raters’ cognitive load during the scoring 
process. By allowing raters to re-listen to responses and giving them constant access to 
the scoring rubric, the essentialness of a larger WMC in the scoring process seems to 
have been reduced. Non-significant correlations between WMC and scoring performance 
may even seem to indicate that these measures were effective in mitigating the possible 
influence of raters’ WMC on scoring performance. However, more targeted research is 
needed to verify this inference. Although WMC has been found in some previous studies 
to have a significant relationship with complex cognitive performance (Hambrick & 
Engle, 2002; Joh & Plakans, 2017; Payne et al., 2009), the actual effect sizes found in 
those studies were rather small, with WMC mostly explaining up to 5% of the total 
variance in performance. Therefore, it is not surprising to find, in the current study, non-
significant results related to WMC. 
In sum, results from the correlation analyses seem to indicate that rater expertise 
is significantly related to raters’ scoring accuracy, but not scoring severity or consistency. 
WMC, on the other hand, did not have significant relationships with any of the three 
aspects (i.e., the accuracy, severity, and consistency) of scoring performance. The reason 
for the non-significant correlations regarding WMC was that commonly-used measures in 
real-life rating practices were taken to reduce raters’ cognitive load while scoring in the 
current study.  
Based on the sizes of all the correlation coefficients in Table 4.5, rater expertise 
seems to have stronger relationships with all three aspects of scoring performance (i.e., 




hierarchical regression analyses, rater expertise should be entered into the analyses before 
WMC. The interaction term between rater expertise and WMC should be entered after the 
two main effects.  
 
Hierarchical Regression Analyses 
 
Following the above preliminary analyses, three hierarchical regression analyses 
were performed, each with the rater-expertise composite scores, listening span scores, 
and their interaction terms as independent variables predicting one of the scoring 
performance indices (i.e., Spearman’s Rho, severity logit, and infit mean square). 
Assumptions of hierarchical regression analysis were checked during the process of 
running the analyses using SPSS. The results for each of the three analyses are delineated 
in the subsections below.  
Analysis #1. Rater expertise and working memory capacity on scoring 
accuracy. The first hierarchical regression analysis explored the extent to which rater 
expertise, WMC, and the interaction of these two variables contributed to how accurately 
a rater scored L2 spoken responses. To explore this, the rater-expertise composite scores, 
listening span scores, and their interaction terms were sequentially entered into the 
regression analysis to predict the scoring accuracy indices (i.e., Spearman’s Rho). Three 
models were generated from the analysis (see Table 4.6).  
As shown in Table 4.6, the first model (Model 1) is a partial model with rater 
expertise as the only predictor for scoring accuracy; thus, this model is named the 
“Expertise-Only” model. The second model (Model 2) is a partial model with both rater 
expertise and WMC jointly predicting scoring accuracy. Yet without accounting for the 




“Expertise-and-WMC” model. The third model (Model 3) is the full model with rater 
expertise, WMC, and their interaction predicting scoring accuracy altogether. This model 
is named the “Expertise-and-WMC-plus-Interaction” model.  
Table 4.6 
Rater Expertise and WMC Predicting Scoring Accuracy  
 Scoring Accuracy (Spearman’s Rho) 
 Model 1 
(Expertise Only) 
Model 2 
(Expertise and WMC) 
Model 3 
(Expertise and WMC 
plus Interaction) 
Variable β sr β sr β sr 
Expertise 0.266* 0.266* 0.279* 0.277* 0.259* 0.253* 
WMC   -0.097 -0.096 -0.092 -0.091 
Interaction 
 
    -0.133 -0.131 
R2 0.071*  0.080*  0.097*  
ΔR2 0.071*  0.009  0.017  
Note. N=89.  
* p< 0.05. 
 
 
While running hierarchical regression analysis using SPSS, the assumptions for 
regression analysis were checked. First, linearity in the relationships between the 
dependent variable and each and all of the independent variables was confirmed by 
partial regression plots and a plot of studentized residuals1 against the predicted values. 
Independence of the residuals was also checked; the close-to-2 Durbin-Watson statistic 
(1.90) showed that this assumption was met. Then, homoscedasticity was assessed via 
visual inspection of a plot of studentized residuals versus unstandardized predicted 
values; the even spread of the residuals verified the satisfaction of this assumption. Next, 
 
1 In statistics, a studentized residual is the quotient resulting from the division of a residual by an 




no evidence of multicollinearity was found, as the tolerance values were above 0.1. 
Additionally, there were no studentized deleted residuals greater than ±3 standard 
deviations, no leverage values greater than 0.2, and no values for Cook’s distance above 
1. Lastly, the assumption of normality was met, as assessed by Q-Q Plot.  
After confirming all the assumptions for regression analysis, the results of this 
analysis were examined. As Table 4.6 shows, the three models (i.e., Expertise-Only, 
Expertise-and-WMC, Expertise-and-WMC-plus-Interaction) were examined at both the 
model level and the individual-parameter level. At the model level, all three models 
showed statistical significance (R2= 0.071*, 0.080*, and 0.097*, respectively) which 
indicates good model-data fits. Specifically, the Expertise-Only model (Model 1) was 
statistically significant [R2 = 0.071, F(1, 87) = 6.645, p < 0.05, adjusted R2 = 0.060], 
meaning that rater expertise, as measured in the current study, significantly predicted 
around 7.1% (adjusted value 6%) of the variance in the raters’ scoring accuracy. 
However, adding WMC to the prediction of scoring accuracy, as shown in the Expertise-
and-WMC model (Model 2), did not lead to a statistically significant increase in R2 (ΔR2= 
0.009). This means that WMC did not make any additional, significant contribution to the 
raters’ scoring accuracy. Similarly, the interaction between rater expertise and WMC did 
not add significantly to the analysis either, as is indicated by the non-significant increase 
in R2 (ΔR2= 0.017) in the Expertise-and-WMC-plus-Interaction model (Model 3).  
To sum up, the model-level analysis of the regression results shows that rater 
expertise was the only variable that significantly contributed to how accurately a rater 
scored the spoken responses in the current study. This finding corroborates previous 




application of the rating scale than less proficient raters (Davis, 2012; H. J. Kim, 2011), 
especially if the rating scale is holistic (Barkaoui, 2010).  Apart from rater expertise, 
WMC did not make any additional, statistically significant contribution to scoring 
performance. This can probably be attributed to the fact that raters’ cognitive load during 
the scoring process was reduced in the current study. By allowing the raters to re-listen to 
the spoken responses and giving them constant access to the scoring rubric, the 
essentialness of a larger WMC was likely mitigated. 
To better understand the unique contribution of rater expertise to scoring 
accuracy, the best fitting (and also the most parsimonious) model, i.e., the Expertise-Only 
model (Model 1), was further examined. The standardized β value for rater expertise in 
this model indicates that one standard deviation (SD) of increase in rater expertise led to 
a 0.266 SD of increase in scoring accuracy. The semi-partial correlation coefficient (sr) 
value (0.266) indicates a moderate effect size (0.25 < sr < 0.6) associated with rater 
expertise (Plonsky & Oswald, 2014), which means that rater expertise had a moderate 
influence on how accurately a rater scored L2 spoken responses. While both the 
standardized β and the semi-partial correlation coefficient (sr) for rater expertise were 
statistically significant, the low and statistically non-significant β and sr values for the 
added independent variables (i.e., WMC and the interaction between WMC and rater 
expertise) suggest that these two variables made no unique, significant contributions to 
the variability in the raters’ scoring accuracy. On the one hand, WMC by itself did not 
significantly influence the raters’ accuracy in scoring. As previously explained, this result 
can probably be attributed to the current study design, which adopted measures to reduce 




significant interaction effect between WMC and rater expertise. This result seems to align 
with previous research findings that supported the independent influences model 
(Alptekin & Erçetin, 2011; Hambrick & Oswald, 2005; Payne et al., 2009).  
Analysis #2. Rater expertise and working memory capacity on scoring 
severity. The second hierarchical analysis explored the extent to which rater expertise, 
WMC, and the interaction of these two variables contributed to how severely a rater 
scored examinees’ spoken responses. In this analysis, the rater-expertise composite 
scores, listening span scores, and their interaction terms were sequentially entered as 
independent variables to predict raters’ scoring severity indices (i.e., severity logit), 
resulting in three different models shown in Table 4.7.  
As seen in Table 4.7, the first model (Model 1) was a partial model with rater 
expertise alone predicting scoring severity; thus, this model is named the “Expertise-
Only” model. The second model (Model 2) was a partial model with both rater expertise 
and WMC jointly predicting scoring severity. Because this model did not account for the 
interaction effect between these two variables, it is named the “Expertise-and-WMC” 
model. The third model (Model 3) was the full model with rater expertise, WMC, and 
their interaction predicting scoring severity altogether. This model is thus named the 
“Expertise-and-WMC-plus-Interaction” model.  
While running the hierarchical regression analysis using SPSS, the assumptions 
for regression analysis were checked. First, linearity in the relationships between the 
dependent variable and each and all of the independent variables was confirmed by 
partial regression plots and a plot of studentized residuals against the predicted values. 




(1.85) showed that this assumption was met. Homoscedasticity was then assessed via 
visual inspection of a plot of studentized residuals versus unstandardized predicted 
values; the even spread of the residuals verified the satisfaction of this assumption. In 
addition, there was no evidence of multicollinearity, as assessed by tolerance values 
greater than 0.1. Nor were there any studentized deleted residuals greater than ±3 
standard deviations, or leverage values greater than 0.2, or Cook’s distance values above 
1. Lastly, the assumption of normality was met, as assessed by Q-Q Plot.  
Table 4.7 
Rater Expertise and WMC Predicting Scoring Severity 
 Scoring Severity (Severity Logit) 
 Model 1 
(Expertise only) 
Model 2 





Variable β sr β sr β sr 
Expertise -0.175 -0.175 -0.173 -0.172 -0.189 -0.186 
WMC   -0.021 -0.021 -0.011 -0.011 
Interaction 
 
    -0.140 -0.139 
R2 0.031  0.031  0.050  
ΔR2 0.031  0.000  0.019  
Note. N=87.  
* p< 0.05. 
 
 
Since all the assumptions for regression analysis were met, the results of this 
hierarchical regression analysis were further examined. As shown in Table 4.7, the three 
models (i.e., Expertise-Only, Expertise-and-WMC, Expertise-and-WMC-plus-
Interaction) were analyzed at both the model and the individual-parameter levels. At the 




0.050, respectively), which indicates problematic model-data fits for all three models. 
Based on the R2 and ΔR2 values, it seems that rater expertise explained only 3.1% 
(adjusted R2 1.9%) of the total variance in the raters’ scoring severity. Adding WMC and 
the interaction effect between WMC and rater expertise to the analysis explained very 
little additional variance (ΔR2= 0 and ΔR2= 0.019, respectively). More importantly, none 
of the three independent variables seem to have significantly explained any unique 
variance in the raters’ scoring severity, according to the small and non-significant 
standardized β and sr values (ranging from -0.189 and -0.011) for these variables. It can 
thus be concluded that rater expertise, WMC, or their interaction did not significantly 
influence how severely a rater scored L2 spoken responses in the current study. This 
finding is in line with some previous research findings in L2 performance assessment 
(Davis, 2012; H. J. Kim, 2011; Lim, 2009), where raters’ severity in scoring was not 
found to be associated with their expertise levels. Also, due to the current study design, 
which purposefully allowed the raters to re-listen to the spoken responses and constantly 
refer to the scoring rubric, it is not surprising to find that the raters’ WMC did not 
significantly contribute to their scoring severity.  
Analysis #3. Rater expertise and working memory capacity on scoring 
consistency. The third hierarchical analysis explored the extent to which rater expertise, 
WMC, and the interaction of these two variables contributed to how consistently a rater 
scored examinees’ L2 spoken responses. In this analysis, the rater-expertise composite 
scores, listening span scores, and their interaction terms were sequentially entered as 
independent variables to predict the raters’ scoring consistency indices (i.e., infit mean 





Rater Expertise and WMC Predicting Scoring Consistency 
 Scoring Consistency (Infit Mean Square) 
 Model 1 
(Expertise only) 
Model 2 
(Expertise and WMC) 
Model 3 
(Expertise and WMC 
plus Interaction) 
Variable β sr β sr β sr 
Expertise -0.152 -0.152 -0.144 -0.143 -0.147 -0.145 
WMC   -0.080 -0.080 -0.078 -0.077 
Interaction 
 
    -0.027 -0.027 
R2 0.023  0.029  0.030  
ΔR2 0.023  0.006  0.001  
Note. N=87.  
* p< 0.05. 
 
 
As in previous hierarchical regression analyses, in this analysis, the first model 
(Model 1, the “Expertise-Only” model) was a partial model with rater expertise alone 
predicting scoring consistency. The second model (Model 2, the “Expertise-and-WMC” 
model) was a partial model with both rater expertise and WMC jointly predicting scoring 
consistency, without accounting for the possible interaction between these two variables. 
The third model (Model 3, the “Expertise-and-WMC-plus-Interaction” model) was the 
full model with rater expertise, WMC, and their interaction all predicting scoring 
consistency.  
The assumptions of hierarchical regression analysis were first checked by running 
the hierarchical regression analysis using SPSS. The linearity in the relationships between 
the dependent variable and each and all of the independent variables was first confirmed 




Then, the independence of residuals was checked; the close-to-2 Durbin-Watson statistic 
(1.91) showed that this assumption was met. Homoscedasticity was also assessed via 
visual inspection of a plot of studentized residuals versus unstandardized predicted 
values; the even spread of the residuals verified the satisfaction of this assumption. No 
evidence of multicollinearity, as assessed by tolerance values greater than 0.1, was found. 
Also, there were no studentized deleted residuals greater than ±3 standard deviations, no 
leverage values greater than 0.2, and no values for Cook’s distance above 1. Lastly, the 
assumption of normality was met, as assessed by Q-Q Plot. 
As all assumptions for regression analysis were met, the results of this analysis 
were further examined. As in the previous two analyses, the three models (i.e., Expertise-
Only, Expertise-and-WMC, Expertise-and-WMC-plus-Interaction) in Table 4.8 were 
analyzed at both the model level and the individual-parameter level. At the model level, 
none of the three models, again, were statistically significant (R2= 0.023, 0.029, and 
0.030, respectively), which indicated problematic model-data fit. Based on the R2 and 
ΔR2 values, it seems that rater expertise explained only 2.3% (adjusted R2 1.2%) of the 
total variance in the raters’ scoring consistency. Adding WMC and the interaction effect 
to the analysis explained very little additional variance (ΔR2= 0.006 and ΔR2= 0.001, 
respectively). More importantly, none of the three independent variables significantly 
explained any unique variance in the raters’ scoring consistency, as indicated by the small 
and non-significant standardized β and sr values (ranging from -0.152 to -0.027). It can 
be concluded, therefore, that rater expertise, WMC, or their interaction did not 
significantly influence how consistently a rater used the scoring rubric to score spoken 




speaking assessment research findings suggesting that rater expertise does not 
significantly influence raters’ scoring consistency (Davis, 2012; H. J. Kim, 2011). The 
lack of significant contribution of WMC to scoring consistency can also be attributed to 






This chapter presented results and discussion regarding the first three research 
questions in the current study. First, the 90 raters’ scoring performance was examined 
and was found to vary considerably in terms of scoring accuracy, severity, and 
consistency. However, as a group, these raters showed moderately high scoring accuracy 
and were slightly severe, but highly consistent, in scoring. Second, the raters’ language 
background (i.e., native-speaking status) was not found to induce significant differences 
in their scoring performance. This is in line with some existing research findings also 
showing no significant difference in native and non-native speaking raters’ scoring 
patterns. Lastly, rater expertise in the current study was found to significantly contribute 
to raters’ scoring accuracy, with a small-to-moderate effect size. However, rater expertise 
was not found to have significant effects on either scoring severity or scoring 
consistency, which aligned with similar research findings in L2 performance assessment. 
WMC, on the other hand, was not found to significantly predict any aspect of scoring 
performance (i.e., accuracy, severity, and consistency). This, as previously discussed, 
should be due to the particular design of the current study, which adopted measures to 




was found between rater expertise and WMC in their joint influences on scoring 













In the previous chapter, the combined effects of rater expertise and WMC on 
raters’ scoring performance were explored using hierarchical regression analysis. The 
results suggested that rater expertise significantly contributed to scoring performance 
(specifically, scoring accuracy) with a moderate effect size. Meanwhile, raters’ WMC 
was not found to significantly contribute to scoring performance. Although hierarchical 
regression analysis has revealed whether and to what extent rater expertise and WMC 
influenced raters’ scoring performance, it cannot provide information about the cognitive 
functionality of a rater, in terms of the strategies related to information processing that 
he/she invoked during the scoring process. To explore this question, a cognitive lab was 
conducted to elicit and analyze raters’ verbal reports. Through the cognitive lab, the 
strategies that raters employed in the scoring process were identified. Also, the expert and 
novice raters’ strategy use was compared to uncover differences in the two groups of 







Profiles for the Six Selected Raters 
 
 
For the qualitative part (Part II) of the current study, six raters were selected to 
participate in a cognitive lab session. These six raters, as discussed in Chapter III (see the 
subsection on the cognitive lab session on Day 4), were selected based on not only their 
levels of rater expertise, which were measured in terms of their general, assessment-
related experiences, but also on their actual levels of scoring performance, which were 
measured in terms of their accuracy and consistency in scoring the three norming samples 
before the verbal report session. Brief profiles of the six raters are provided below. 
In terms of rater expertise levels, the six raters reported having varied L2 
performance assessment related experience in their responses to the rater background 
survey. Among them, the three expert raters (Doris, Molly, and Olivia) reported wide 
ranges of experience in scoring L2 speaking assessments and in teaching ESL/EFL. 
Specifically, two of the three expert raters, Doris and Molly, were operational Aptis raters 
and the third expert rater, Olivia, was a doctoral candidate in Educational Theory and 
Practice (with a specialization in TESOL) at a major US university. As operational Aptis 
raters, Doris and Molly had substantial to extensive experience scoring the Aptis 
speaking test. During their scoring experiences, they also received regular training from 
their senior colleagues following rigorous rater training procedures. That is, not only did 
they practice scoring with multiple samples repeatedly, but they also received immediate 
and informative feedback (i.e., benchmark scores and score explanations) from senior 
colleagues and had the opportunity to discuss the feedback with their colleagues. 
Furthermore, during their rating experiences, Doris and Molly were frequently monitored 




scores were out of tolerance at any point, they would be required to reflect on their 
performance and provide self-evaluations. Apart from the experience rating the Aptis 
speaking test, Doris and Molly also reported having moderate to extensive experience 
scoring a variety of other large-scale speaking assessments (e.g., IELTS, KET, PET, 
BEC) managed by the Cambridge English Language Assessment and the British Council. 
In addition, both raters reported having at least five years of ESL/EFL teaching 
experiences. 
Compared to the two operational Aptis speaking raters, the third expert rater, 
Olivia, also had a good amount of experience scoring L2 speaking performance 
assessments. Specifically, she reported having substantial experience scoring a speaking 
test as part of a proficiency exam of her current university, and moderate experience 
scoring the TOEFL speaking test, a well-known and internationally recognized large-
scale English proficiency test managed by the Educational Testing Service. For both 
scoring experiences, she received proper training. That is, she was trained by senior (or 
operational) raters of the tests, practiced rating with multiple samples repeatedly, 
received immediate and informative feedback (i.e., benchmark scores and score 
explanations) during the practice, and had the opportunity to discuss the feedback with 
the senior raters. Apart from the rating experiences, Olivia also had at least five years of 
experience teaching ESL/EFL.  
In contrast to the expert raters, the three novice raters (Christine, Sarah, and 
Nancy) had no experience scoring any L2 speaking assessments and only had taught 
ESL/EFL for less than one year. However, all three novice raters had relevant educational 




in Applied Linguistics or a related field (i.e., bilingual education). All of them also 
reported having completed at least one or two core courses required by their programs.    
In terms of the actual levels of scoring performance, correlation analyses of the 
raters’ scores with the benchmark scores for the three norming samples indicated that the 
three expert raters generally had higher levels of scoring accuracy than the three novice 
raters, with Spearman’s Rho values for the experts (1.00, 0.87, 0.87) consistently higher 
than the novices (0.87, 0.50, 0.50). Correlation analyses of the raters’ scores assigned on 
two scoring occasions for the same norming samples showed that one expert rater had 
lower intra-rater consistency than expected, while one novice rater had unexpectedly 
higher intra-rater consistency. However, the trends in the two groups of raters’ scoring 
patterns (0.87, 0.87, 0.50 for the experts and 0.87, 0.50, and 0.50 for the novices) suggest 
that in general, the expert raters performed better than the novice ones in maintaining 
consistency with themselves in scoring the norming samples. Thus, it was decided that 
the six selected raters’ levels of scoring performance generally matched their pre-
assigned levels of rater expertise, and they were suitable to participate in the verbal report 
session as two distinct rater groups.  
 
Rater Strategies Used during the Scoring Process 
 
 
The six raters’ verbal reports reflected their thoughts and mental processes 
invoked during the scoring process and were coded based on a hypothesized framework 
interfacing strategies related to information processing with the process of scoring L2 
speaking performance (see Figure 2.5) adapted from Purpura (2012) and Bejar (2012). 




reports. To avoid any overlapping or confusion of the strategy codings, definitions and 
examples for each coded strategy are provided below, with cognitive strategies 




Eleven cognitive strategies were identified from the raters’ verbal reports. These 
strategies include applying criteria from the rubric, comparing, comprehending, deciding, 
evaluating, inferencing, linking to prior knowledge and experience, noticing, reasoning, 
retrieving relevant response information from WM, and synthesizing.  During the scoring 
process, raters employed these strategies to form mental rubric and response 
representations, compare these representations, and assign scores based on the 
comparison. The following subsections provide definitions and examples for each of 
these strategies.  
Applying criteria from the rubric. One of the most frequently used strategies by 
the raters was applying criteria from the rubric. To score examinees’ responses properly, 
raters need to refer to the criteria specified in the scoring rubric and apply these criteria as 
accurately as possible to evaluate responses. The following two examples are from one 
expert rater (Doris) and one novice rater (Christine), who employed this strategy while 
evaluating the same examinee’s overall speaking performance after the first listen: 
Excerpt 5.1/ Expert/ Doris 
All three responses were on topic. She gave a lot of examples. Lots of cohesive 
devices. There was no backtracking that was interrupting the flow of speech— 
she was fine. Look, I’m looking at the rubric and the pronunciation was clear.  
Excerpt 5.2/ Novice/ Christine 
I believe she addressed all of the three questions. Um... she... has a good range of, 




The examples above show that both raters reported referring to the rubric while 
making a synthesized evaluation of the examinee’s response. Specifically, they both 
mentioned multiple criteria (see italicized parts in the excerpts) from the scoring rubric 
and used these criteria to evaluate corresponding aspects and features of the examinee’s 
response. The criteria mentioned include the number of questions that the examinee 
addressed on topic and whether there was backtracking that interrupted the flow of the 
examinee’s speech. Moreover, the examinee’s pronunciation and intelligibility, together 
with her use of grammar, vocabulary, and cohesive devices were also evaluated. Based 
on the specific criteria that each rater mentioned, it seems that the two raters focused on 
somewhat different aspects of the examinee’s response. While both mentioned criteria 
like the number of questions addressed and the examinee’s pronunciation and 
intelligibility, Doris seems to have paid more attention to the coherence (i.e., cohesive 
devices used) and delivery (i.e., backtracking and the flow of speech) of the examinee’s 
response. In contrast, Christine seems to have focused more on the linguistic aspects (i.e., 
grammar and vocabulary) of the examinee’s response. Apart from these differences, the 
expert rater, Doris, seems to be relatively more thoughtful in her way of using the rubric. 
Instead of drawing on keywords from the rubric to make quick and general judgments 
(e.g., see Christine’s excerpt), Doris seems to be a bit more elaborative in her way of 
reporting her judgment process. For example, she explained why she thought the 
examinee had fully addressed all three questions by mentioning that “she gave a lot of 
examples,” and reaffirmed her judgment that the examinee’s speech flow was not 




seems to have given less detail in her reports and simply mentioned the relevant 
keywords in the rubric. 
Comparing. Comparing is defined in the current study as a strategy used to 
estimate the similarity or dissimilarity between two responses, rubrics, or rubric levels. 
For example, if a rater cannot determine an examinee’s proficiency level purely based on 
the descriptors in the rubric, the rater may compare the examinee’s response to a 
previously scored response to help gauge the examinee’s level. Another way that the rater 
can maneuver this situation is to draw on a similar rubric (e.g., a rubric that the rater has 
used before to score a similar task) that can provide additional information. Still another 
way is to compare two adjacent levels on a rubric and determine which level describes 
the current response more accurately. Below shows two examples from two expert raters, 
Olivia and Molly, who used the comparing strategy during their decision-making process. 
Excerpt 5.3/ Expert/ Olivia 
Overall, I think I’m going to stick to 3 for this one. Yeah, I will not go for a 2 
because it’s a little bit better than the one I got to [score]. So, it’s a 3 to me.  
In the last stage of her decision-making process, Olivia decided to stick to her 
original decision and assigned a score of 3 to a response. However, she seems to have 
considered an adjacent level, 2, before making the decision. Comparing the current 
response to the one that she had previously scored helped her realize that the current 
response was “a little bit better” than the previous one, which she had scored 2.  
Excerpt 5.4/ Expert/ Molly 
I think she showed some features of C1 but it’s not sustainable. The interesting 
thing about this rubric that we’re using is that for a 5, it has to meet all the criteria 
or most of the criteria for C1. Unlike, I’m sure you’ve noticed in some of the 
rubrics for other tasks, all it will say is “likely to be above B2.” So, to me, there’s 
quite a significant difference between a clear C1 and a “like-to-be above B2.” So, 
if it were that case, I would put her down as likely to be above B2, but I don’t 




In this example, Molly reported comparing the current rubric with the rubrics for 
other tasks on the test, especially concerning the descriptors for two adjacent levels: 4 
(corresponding to B2 level on the CEFR) and 5 (corresponding to C1 level on the CEFR). 
Since Molly was a bit uncertain about which score to assign based on the current rubric, 
she referred to the rubrics for other tasks and found that the essential difference between 
the current rubric and the other ones was that the current rubric was more stringent in 
determining the C1 level. That is, the examinee’s response has to “meet all the criteria or 
most of the criteria for C1” to merit a 5. Based on this comparison, Molly seemed more 
assured that the examinee’s response did not merit a 5, because the examinee did not 
sustain a C1-level performance throughout the response. Thus, she decided to stick to her 
original score of 4. 
Comprehending. Comprehending strategies were employed frequently by the 
raters throughout the scoring process to understand the examinees’ speech, particularly 
when the speech was difficult to decipher due to pronunciation issues. While some 
comprehending strategies were used successfully, which enabled the raters to better 
understand the examinees’ speech, others achieved little success in improving the raters’ 
comprehension.  Below shows two examples of using comprehending strategies by one 
expert rater, Doris. 
Excerpt 5.5/ Expert/ Doris 
[After the first listen of a response] Her pronunciation at times was a strain. I was 
in my mind filling in the gaps so, or guessing what the word could be, according 
to the grammar around the words or logically the word would be this. So, I’m, I’m 
working a lot.  
 
Doris reported using a comprehending strategy, termed here as “filling-in-the-




pronunciation issues. She specifically mentioned that she was “working a lot” to 
speculate what word the examinee was saying, based on logical reasoning of the grammar 
and language around the word. This comprehending strategy, as she pointed out later (see 
Excerpt 5.6 below), turned out to be even more helpful than the “pause-and-play” 
strategy that she adopted while listening to the same response for a second time.  
Excerpt 5.6/ Expert/ Doris 
[After the second listen of the same response above] Now that I’ve paused and 
played and paused and played, I actually find it very difficult to understand her. 
The first time I listened to her, I didn’t pause and play so as I mentioned earlier I 
was filling in the gaps for her, saying that I knew pretty much what she wanted to 
say, but that was me [emphasis added] thinking that I heard it. Now that I’ve 
paused and played and paused and played, I actually didn’t understand that. 
 
As Doris explained in Excerpt 5.6, the reason that the pause-and-play strategy did 
not work well for her was that by pausing, she interrupted the flow of her mind’s 
proactive decoding of the examinee’s speech based on logical reasoning. As a result, 
when she clicked on play again, her mind was not able to pick up the consistent flow of 
logical reasoning and she was thus rendered heavily reliant on the examinee’s 
pronunciation and grammar.  
Another example of using the comprehending strategy is from Sarah, one of the 
novice raters. Like the expert raters, Sarah was also trying to understand part of the same 
examinee’s speech. However, it turned out her comprehending strategy did not achieve 
complete success: Excerpt 5.7 shows that Sarah, after the first listen, reported that she 
thought she heard a relative clause used by the examinee, possibly because she heard the 
relative pronoun “where.” To confirm her judgment, she replayed the same bit of the 
examinee’s response and managed to ascertain that it was indeed a relative clause that she 




the full sentence that the examinee said. Because of this, when she had to decide on a 
score for the examinee later, she mentioned that even though she thought the examinee 
might have used some relative clauses, she could still not give the examinee credit, 
because she could not hear exactly what the examinee had said after attempting to use the 
relative clauses.  
Excerpt 5.7/ Novice/ Sarah 
Examinee: This is quite important because [unintelligible] the playground where 
the children playing can take off and flourish...   
Sarah: I think I heard a relative clause? [Replays the same bit of the examinee’s 
response]. 
Sarah: Um, definitely a relative clause, but, not completely intelligible to me. 
[Laughs and continues to play the response to the end]. 
Sarah: Now it’s even harder because she seemed to have used some, two relative 
clauses. Feels like something that she should get credit for. But the general level 
of her speech, I think it fits the description of B1—“errors occur when attempting 
complex structures.” Possibly because I can’t really hear what she said after 
[emphasis added] attempting the complex structures. Can count this as error, I 
guess. 
Based on the three examples above, it seems that neither the pause-and-play 
strategy used by Doris nor the replay strategy used by Sarah was helpful for the raters to 
comprehend the examinee’s speech. In comparison, the fill-in-the-gap strategy, which 
requires raters’ logical reasoning of the examinee’s speech based on the grammar and 
language around a word, seems to be more effective. Thus, it may be inferred that raters 
with sufficient knowledge of English grammar and logical reasoning skills may be more 
successful in comprehend examinees’ speech, especially when the examinee’s 
pronunciation is problematic.   
Deciding. Deciding strategies are indispensable in the process of scoring, as every 
rater needs to make a score decision at some point. The decision can be tentative or final. 
Sometimes, a rater may withhold a decision until he/she has collected all the information 




listening to a response. Below shows four examples of deciding strategies used by two 
expert raters (Doris and Molly). Each example illustrates one of the four decision-making 
scenarios: 1) making a tentative decision, 2) making a final decision, 3) withholding a 
decision, 4) revoking an earlier decision.  
Excerpt 5.8/ Expert/ Doris [Making a tentative decision] 
There was some awkward language and that’s why I want to listen to it again. 
Some awkward language, such as collocations weren’t spot on. And that’s another 
reason I want to listen to it again. I don’t feel that her performance was above 5 
but I just want to make sure that 5 is a good evaluation of that performance. 
Regarding complex grammar constructions, there were some errors but, um, I 
want to listen to it again. 
As Excerpt 5.8 shows, Doris tentatively assigned a score of 5 to the response she 
just listened to. However, she reported that she was not certain of this score because of 
the “awkward language” that she had heard, such as misused collocations, and some 
errors in the complex grammar constructions used. The purpose of her re-listening, as she 
stated, was to gather more information specifically regarding these aspects that she had 
noticed during the first listen. 
Excerpt 5.9/ Expert/ Doris [Making a final decision] 
Ok. I’m going to stick to 5. She’s, uh, she’s covered all of the questions. She’s, 
she’s linked all of her ideas. There are some errors but they’re few. They’re not 
very distracting. Ok. I don’t think she deserves a 4 because of those errors.  
This excerpt shows that after re-listening to the same response, Doris made a final 
decision to stick to her tentative score assigned to the response earlier. To reach this final 
decision, she confirmed her previous judgments about the content and the cohesion of the 
response, and particularly noted that the errors in the examinee’s speech were “few” and 
“not very distracting.” These confirmations helped her to validate her tentative decision 





Excerpt 5.10/ Expert/ Molly [Withholding a decision] 
Ok. I’m definitely going to listen to that one again and I’m going to put undecided 
because pronunciation is a bit difficult.  
In this example, Molly, after listening to a response once, explicitly said that she 
was undecided and was going to re-listen to the response due to the examinee’s difficult 
pronunciation. As a result, she withheld assigning a score to the response.  
Excerpt 5.11/ Expert/ Molly [Revoking an earlier decision] 
Ok, I’ve changed my mind on this one. I’m going to move her downwards [from a 
4]. I feel like 2 would be too stingy so I’d probably go with 3. It’s interesting that 
at first, I came away with a much stronger impression. And then on revisiting it I 
didn’t think so much.  
Molly, after re-listening to a response, revoked her previous score decision (i.e., 
4) and moved the examinee down to a 3. As she explained, she had a much higher 
opinion of the test taker’s performance after the first listen. However, after the second 
listen, she discovered that the examinee’s overall level was lower than she had originally 
thought, which led to her decision of a mark-down. 
Evaluating. Evaluating is another commonly-used strategy during the raters’ 
scoring process. Raters often need to evaluate whether an examinee has met a certain 
criterion specified in the scoring rubric or not. From time to time, they also need to draw 
on their assessment-related knowledge and experience to make this evaluation. Different 
from the deciding strategy discussed earlier, evaluating is defined in the current study as 
the mental processes invoked to judge whether a certain aspect or feature of an 
examinee’s response has met the corresponding criterion specified in the rubric. Thus, it 
refers to the more microscopic judgments that raters make during the scoring process, 
instead of the overall judgment that raters have to make, usually when deciding on a 
score for the response. The following example shows how Molly, an expert rater, 




applying criteria from the rubric and linking to prior knowledge and experience), while 
assessing an examinee’s utterances: 
Excerpt 5.12/ Expert/ Molly 
“I thought I would lost”? I think she missed “to get lost,” which again is a very 
difficult expression, for most learners. We have a question about getting lost and 
you’d be amazed how many people you know can’t even figure out what it 
means. And “I thought my parents won’t find me.” So again, she’s having verb 
tense problems.  
In this instance, Molly first reported evaluating the examinee’s usage of the 
phrase “to get lost,” which she judged to be inaccurate. Then, she evaluated this mistake 
in light of her prior experience teaching or assessing ESL learners, commenting that this 
expression is “very difficult for most learners” to master. Toward the end, she evaluated 
another utterance by the examinee and judged that this utterance contained a “verb tense 
problem,” based on her knowledge of English grammar. Also, by pointing out that this 
was a grammatical error, she seemed to have linked her judgment to the scoring criterion 
that stipulates the control of grammatical structures. 
Another example of using the evaluating strategy is from Christine, a novice rater, 
who used the strategy to judge the same portion of the same examinee’s response: 
Excerpt 5.13/ Novice/ Christine 
So, I can “lost in the forest,” I can “get [emphasis added] lost in the forest.” I’m 
missing that bit. [Continues to play the response for a bit]. But again, the grammar 
is, should be “I thought I might” or, it’s just not the most natural presentation of 
the grammar. 
Here, Christine also seems to have noticed the examinee’s incorrect use of the 
grammatical structure “to get lost,” and even attempted to correct the error by rephrasing 
what she thought the examinee should have said. She then went on applying the relevant 
criterion in the scoring rubric (about grammar) to evaluate this instance, saying that it is 




evaluated this error in light of her prior experience teaching or assessing ESL learners, 
Christine did not seem to show a deeper understanding of how common this error is 
amongst ESL learners. Moreover, Christine did not mention what she thought about, or if 
she even noticed, the verb-tense error that the examinee had made toward the end (“I 
thought my parents won’t find me”) pointed out by Molly. Thus, it seems that Christine 
had missed an opportunity to evaluate the examinee’s response. This might have been 
attributed to her relatively lower level of experience scoring examinees’ spoken 
responses. 
Inferencing. The inferencing strategy was occasionally used by the raters to 
speculate why an examinee said certain things or behaved in certain ways during the 
performance. To make inferences, raters usually draw on their prior assessment-related 
knowledge and experience to interpret examinees’ utterances or behaviors. The following 
examples show how two expert raters, Doris and Molly, used this strategy to explain and 
further evaluate examinees’ performance. 
Excerpt 5.14/ Expert/ Doris 
There’s a lot of pausing and I believe the pausing is because the examinee is 
looking for appropriate vocabulary. She has difficulties with answering the first 
question—she can’t find the words that she wants.  
In this example, Doris reported speculating, based on her years of experience 
working as an Aptis rater, that the examinee’s constant pausing was caused by the fact 
that she was “looking for appropriate vocabulary.” She thus judged that the examinee had 
difficulty answering the first question due to insufficient vocabulary. 
Excerpt 5.15/ Expert/ Molly 
“It teach children.” Again, a common mistake and you never know whether that’s 
because they don’t know that they need to add the “-es” or whether it’s just it’s 
quite difficult for, you know, for non-L1 speakers to make an “s” sound after the 





In this instance, Molly reported making several inferences on why an examinee 
did not use the singular form of the verb “teach”, which was the grammatically-correct 
form in that context. Drawing on her experience teaching L2 speakers all over the world, 
she found two possible explanations for this. First, the examinee might have simply been 
ignorant of the grammatical rule of adding “-es” to verbs ending with “-ch.” Another 
explanation might be that the examinee had difficulty pronouncing the “s” sound after the 
“ch” sound, despite knowing this grammatical rule. In the end, Molly seems to have 
shown an understanding of why the examinee had made this error, saying that “-ches” is 
a difficult sound for learners to make and for teachers to teach. 
Linking to prior knowledge and experience. This strategy shows how raters 
draw on their prior assessment-related knowledge and experience to evaluate features of 
examinees’ performance. With the help of assessment-related knowledge and experience, 
raters can comprehend examinees’ speech better, make more plausible inferences about 
examinees’ performance, and adjust their calibration of examinees’ proficiency. With 
more relevant knowledge and experience, expert raters are more likely to use this strategy 
than novice raters during the scoring process. The following excerpt shows how Molly, 
an expert rater, employed this strategy to help herself make better judgments of an 
examinee’s performance.   
Excerpt 5.16/ Expert/ Molly 
As somebody who’s taught learners from, I don’t know, just about every part of 
the world, what I know is that you can get used to any accent. So, an accent that 
somebody finds very difficult to, understand, I might find easy to understand just 
because I’ve taught a lot of students from there, so I’ve gotten used to it.  
Drawing on her previous experience teaching ESL learners from all over the 
world, Molly said that she was able to comprehend the examinee better and discover 




discover later (not shown in the excerpt) that this examinee used some higher-level 
vocabulary correctly, despite having serious pronunciation issues. Based on this 
discovery, she recalibrated the examinee’s proficiency level instead of marking her down 
simply due to pronunciation problems. 
Similar to Molly, another example of using the strategy of linking to prior 
knowledge and experience is from one of the novice raters, Nancy: 
Excerpt 5.17/ Novice/ Nancy 
So I think it’s better to communicate well than provide, you know, grammatically 
acceptable sentences, because the target, the goal of learning English and teaching 
English should, I think, well not only me but there are scholars providing 
evidence and you know like, research that, we should focus on communication 
rather than, you know, grammaticality or acceptability of sentences. . . . When it 
comes to assessing the speech . . . we have to focus more on communication 
itself. So, taking this into consideration . . . I think I came to realize that I was too 
strict.  
In this instance, Nancy reported her thoughts about what a rater should focus on 
when evaluating language learners’ speech. That is, a rater should focus more on what is 
being communicated by the examinee rather than the “grammaticality or acceptability” of 
the examinee’s language. She supported her idea by linking to the previous research she 
had read about L2 learning and education, saying that “there are scholars providing 
evidence” that raters should “focus on communication” rather than “grammatically 
acceptable” language. This prior knowledge further helped her reflect on her scoring 
performance, as she realized that she had been “too strict” in scoring.  
Noticing. Noticing, as a strategy, was frequently used during the raters’ scoring 
process. Usually, the raters would notice important features in an examinee’s speech, 
which could be issues related to grammar and pronunciation, or merits related to content, 
coherence, and vocabulary. After noticing these features, the raters would evaluate these 




Sometimes, the raters would even attempt to make inferences about examinees’ 
proficiency levels based on the features noticed. The following example shows how 
Doris, an expert rater, used the noticing strategy to help herself evaluate an examinee’s 
performance. 
Excerpt 5.18/ Expert/ Doris 
Examinee: As common children…  
Doris: “As common children.” I know what she wants to say but that’s very 
strange. 
Examinee: I always did outdoor activities like, like... 
Doris: She’s looking of vocab. She’s trying to [laughs] find something to say. 
Here, Doris first reported noticing one awkward expression the examinee used, 
“as common children,” and then evaluated this usage (i.e., “that’s very strange”). Next, 
she reported noticing that the examinee was using the gap-filler “like” twice, each time 
followed by a two-second pause. Based on this, she inferred that the examinee was 
looking for vocabulary at that particular moment. Later on, in one of her summarizing 
comments (not shown in Excerpt 5.18), she concluded that the examinee “is struggling 
for it [vocabulary] especially in the first question.” Based on the features that she had 
noticed, she assigned the examinee to a lower score level (B1.2 instead of B2.1), even 
though the examinee had used some good vocabulary during the response.  
To provide another example, one excerpt from a novice rater, Christine, is shown 
below: 
Excerpt 5.19/ Novice/ Christine 
Examinee: As a child I was walking the forest with my dog...   
Christine: “As a child I was walking the forest with my dog.” So, there is a 
grammatical—it is not grammatical. [Continues to play the response]. 
Examinee: It was my most often outdoor activity...   
Christine: “It was my most o-sen [emphasis added] or most often”? Both of the 





Similar to Doris, Christine reported noticing a grammatical error right at the 
beginning of an examinee’s response, which, as she later explained (not shown in Excerpt 
5.19), was incorrect because one needs to use the simple past tense to describe a habitual 
activity that one did in the past. Besides, she reported noticing one awkward expression 
that the examinee used right afterwards, “most o-sen or most often,” and evaluated this 
usage by saying that “both of the choices would be weird.”  
Reasoning. Reasoning plays an important role in raters’ scoring process, as raters 
need to form judgments about an examinee’s performance using logical analysis. 
Usually, logical analysis involves the deployment of multiple strategies (e.g., analyzing, 
evaluating, inferencing, synthesizing, and linking to prior knowledge and experience) in 
light of various sources of information (e.g., the scoring rubric, relevant response 
information, and prior knowledge and experience). Since it involves so many factors, 
reasoning is a complex mental process that can show how proficient a rater is at scoring. 
The following example shows how Molly, an expert rater, revised her original score 
decision after reasoning about an examinee’s utterance. 
Excerpt 5.20/ Expert/ Molly 
The examinee: It was very fantastic moment with my dog...   
Molly: That doesn’t sound like a B2 speaker does it. Ok. First of all, I guess using 
“very fantastic,” you know, a higher level speaker is not going to say that. And 
then dropping the “are,” so “it was very fantastic moment” and then “a moment 
with my dog.” A moment with my dog? It’s just... I mean it’s ok, it’s just a bit 
odd. So, this sound—so, the overall sound right there was more of a sort of a B-1 
level speaker than a B2. Yeah, I think it was at that point that I began to revise 
downward. 
In this example, Molly seems to have drawn on her experience working as an 
operational Aptis rater and made an inference of the examinee’s proficiency level (“that 
doesn’t sound like a B2 speaker does it”) right at the start. She then began to analyze the 




on her experience assessing different levels of examinees and her knowledge of 
appropriate English grammar and language use. Lastly, she synthesized her judgments 
and drew a conclusion about the examinee’s overall proficiency level, which made her 
revise her original score decision.   
As previously mentioned, reasoning is a skill that requires a rater’s coordinated 
use of a host of strategies and sources of information. Thus, it is not surprising to find 
that the novice raters reported using this strategy much less frequently than the expert 
raters. Below shows an example from Christine, one of the novice raters in the current 
study, using the same strategy: 
Excerpt 5.21/ Novice/ Christine 
And she, like I mentioned before, has a good range of vocabulary and grammar 
constructions, if anything. I think, the fact that she’s not answering some of these 
in complete sentences is what’s throwing me off. But she’s able to maneuver that. 
So, I will go, with—uh, let me just listen again. 
In this example, Christine reported that she was evaluating an examinee’s 
speaking performance in terms of the language aspect. She started her reasoning process 
by judging that the examinee “has a good range of vocabulary and grammar 
constructions.” However, she also noticed that the examinee failed to answer some of the 
questions in complete sentences, which “threw her off” during her listening process. As 
Christine further reasoned, the examinee was able to maneuver this disadvantage. Yet 
right before deciding on a score (“So, I will go, with—uh”), Christine did not seem to be 
very confident in the results of her reasoning, and ended up choosing to listen to the 
response again. It seemed that, compared to Molly, Christine’s reasoning process was 
less smooth and confident possibly due to less experience in scoring L2 learners’ spoken 




synthesizing multiple sources of information (e.g., relevant response information, the 
scoring rubric, and prior knowledge and experience) to make a score decision. 
Retrieving relevant response information from working memory. In the 
scoring process, raters need to form a mental representation of a response and store it 
temporarily in WM. When they need to make score-related judgments and decisions, 
raters will need to retrieve relevant response information from WM and evaluate it in 
light of other sources of information (e.g., the mental rubric representation and prior 
knowledge and experience). Thus, retrieving relevant response information from WM is a 
necessary strategy for all raters during the scoring process. Due to the unconscious nature 
of the retrieving processes sometimes, raters may not explicitly report what exactly has 
been retrieved from their WM. However, based on the context of their judgment process, 
it can be inferred that raters have been constantly retrieving relevant response information 
to be able to make judgments continuously. The example below demonstrates how Doris, 
an expert rater, employed the retrieving strategy to help her make a score decision.  
Excerpt 5.22/ Expert/ Doris 
She was on topic, that was clear. But especially with regards to her performance 
responding to Question 1, her use of tense was not accurate. I thought she was 
talking about one particular event instead of something habitual in the past. Her 
use of vocab was sufficient to answer all three questions. And that’s why I 
wouldn’t consider a B1. And I wouldn’t consider it a B1 either because her 
pronunciation was, it was intelligible. There was cohesion. I don’t see the 
response falling to B1, but her lack of control of tenses that doesn’t, I don’t feel 
comfortable giving her 4 [B2.2] so I’m thinking 3 [B2.1]. 
Here, Doris reported retrieving relevant information from her mental 
representation of an examinee’s response in terms of content, grammar, vocabulary, 
cohesion, and pronunciation. Meanwhile, she compared these aspects of the examinee’s 
response with the corresponding criteria in the rubric, and specifically, commented that 




addressed all three questions), pronunciation, and cohesion would qualify her for a level 
higher than B1 (either B2.1 or B2.2). However, due to the examinee’s tense errors, she 
felt reluctant to assign the examinee to the higher B2 level (B2.2). Instead, she moved the 
examinee down to the lower B2 level (B2.1). 
Another example of retrieving relevant response information from WM is from 
one of the novice raters, Nancy: 
Excerpt 5.23/ Novice/ Nancy 
I couldn’t find, she didn’t respond to Question 2. So, I couldn’t find evidence of 
how she felt when she did one of these activities, “cycling, swimming.” . . . But 
then also in terms of Question 3, she mentioned something about, “it was good 
for” her, but then she moved on to, “it was also good for the children.” So, I think 
it was okay, but then it might have been better if she could provide a little more 
of, explain more about why it was good. . . . Anyway, so well, there was some 
evidence of responses to two questions. Kind of on topic so I gave her 2.  
 
Like Doris, Nancy also reported retrieving a considerable amount of relevant 
response information to help her determine a score for an examinee. Different from 
Doris, Nancy seems to have focused more on the content of the examinee’s response (i.e., 
the number of questions that the examinee managed to address on topic). In comparison, 
Doris seems to have had a more balanced focus and retrieved information about more 
aspects of the examinee’s response (i.e., content, grammar, vocabulary, cohesion, and 
pronunciation). Barring the difference in their focal attention, it seems that both Nancy 
and Doris were able to retrieve relevant response information from their WM to make 
score decisions. Compared to Nancy, Doris seems to have been less explicit about what 
she had retrieved, as she provided fewer quotes from the examinee’s response. However, 
based on the context of Doris’ verbal report, it was still pretty obvious that Doris had to 




Synthesizing. The synthesizing strategy was usually used when the raters needed 
to summarize all relevant information, observations, and judgments to make an overall 
evaluation of an examinee’s performance. It is different from reasoning in a way that 
synthesizing refers to the action of integrating multiple sources of information (e.g., 
relevant information from the examinees’ response, the scoring rubric, prior knowledge 
and experience, and/or previous observations and judgments) to make a score decision. In 
contrast, reasoning simply refers to the action of making logical analyses. Although these 
analyses are usually made based on a synthesis of various sources of information, 
reasoning simply refers to the analyzing, as opposed to the synthesizing, process. Due to 
the close connection between the two strategies, it is not hard to imagine that reasoning 
and synthesizing were usually used together by the raters when evaluating complicated 
instances of an examinee’s response. Below are two examples—one from Molly, an 
expert rater, and another from Christine, a novice rater—for how this strategy was used to 
determine a score for the same examinee’s response. 
Excerpt 5.24/ Expert/ Molly 
I found her level of vocabulary surprisingly high. And in the context of the rest of 
her, her language and unfortunately her pronunciation put a fair bit of strain on 
me as a listener anyway. Shoot, I don’t know. Three maybe? I probably say three. 
 
Excerpt 5.25/ Novice/ Christine 
Um, ok. So, she, responded to two questions. She did not have complex grammar 
construction. She had some simple cohesive devices. There was a limitation in 
vocabulary. Pronunciation is mostly intelligible, but there were definitely 
sentences that I missed. So, I will go with, uh, 2.  
In the examples, Molly and Christine both reported using the synthesizing 
strategy to sum up all the major observations and judgments that they had made 
previously about the examinee’s response. These observations and judgments touched 




grammar, and the number of questions addressed. During the synthesizing process, both 
raters also seem to have applied relevant criteria from the rubric to justify the various 
observations and judgments made. In the end, the two raters drew conclusions about the 




The above subsection has described the eleven cognitive strategies that the raters 
had reported using during their scoring process. Apart from the cognitive strategies, the 
raters also reported using three metacognitive strategies to regulate their thoughts and 
behaviors during the scoring process. These metacognitive strategies are goal-setting, 
monitoring, and reflecting. The raters used the goal-setting strategy to focus attention on 
the most important problems during their decision-making process, so that they could 
make decisions more accurately and efficiently. They also used the monitoring and 
reflecting strategies to observe, check, and think deeply or critically about their own 
performance and the scoring rubric to improve the accuracy of their judgments.  
Goal-setting. The goal-setting strategy was usually used when the raters finished 
listening to a response for the first time and were not sure about certain aspects and 
features of the response. To confirm their impressions or opinions about the response, the 
raters would set a goal for the second listen to pay particular attention to those aspects 
and features. By setting goals, the raters were able to focus their attention on the most 
important questions in their judgment process, thus increasing the accuracy of their 
judgments while also saving time and mental resources for the second listen. The 
following example shows how Doris, an expert rater, used this strategy to set specific 




Excerpt 5.26/ Expert/ Doris 
Regarding complex grammar constructions, there were some errors but um, I 
want to listen to it again. I want to see how many errors and if she managed to get 
some other good complex constructions in there to compensate for the errors that 
were there. That’s why I want to listen again.  
This excerpt shows that Doris, after the first listen, seemed not quite sure about 
the errors that the examinee had made when using complex grammar constructions. 
Therefore, she reported that she needed to re-listen to the response, with a particular goal 
in mind—that is, to check the number of errors in the examinee’s response and to double-
check if the examinee had used other good complex constructions to compensate for 
these errors (see the italicized part in the excerpt). With this goal in mind, Doris kept 
revisiting the relevant features in the examinee’s response during the second listen (not 
shown in the excerpt). In the end, she managed to gather enough evidence from the 
second listen to confirm her original score decision, as she mentioned later (not shown in 
the excerpt), “there are some errors but they’re few…they’re not very distracting. Ok, I 
don’t think she deserves a 4 because of those errors.”  
Another example of using the goal-setting strategy is from a novice rater, Sarah: 
Excerpt 5.27/ Novice/ Sarah 
There is a chunk that I didn’t understand well. I might have to listen to that again 
to look for maybe better use of vocabulary or grammar. 
 
In this example, Sarah also reported not understanding a certain section of the 
examinee’s response well. Therefore, she had to set a particular goal for her second 
listen. The goal was to “look for maybe better use of vocabulary or grammar.” Similar to 
Doris, during her second listen, Sarah paid particular attention to the vocabulary and the 
complex grammatical structures that the examinee had used, and found that the examinee 
seemed to have used some relative clauses. However, as she later explained (see Excerpt 




due to the examinee’s pronunciation issues. As a result, she was not sure if she could give 
the examinee any credit for attempting those complex grammatical structures.  
Monitoring. Monitoring is a strategy that the raters used to observe and check 
their own scoring behaviors in order to reduce the chance of making mistakes due to bias, 
distraction, and other factors that may affect the quality of their scoring performance. The 
following example shows how Molly, an expert rater, used this strategy to keep the 
quality of her scoring performance under review. 
Excerpt 5.28/ Expert/ Molly 
Ok, I’m definitely going to listen to that one again. Four-ish maybe? But I need to 
listen again, and notice whether she actually addressed all three questions, like my 
mind does often tend to wander when I’m listening. 
This excerpt shows that Molly, after listening to a response for the first time, 
reported that she wanted to re-listen to the response. Despite already having a rough 
estimate of the proficiency level of the examinee, Molly realized that she needed to 
confirm whether the examinee had addressed all three questions, knowing that her mind 
“does often tend to wander” during the listening process. Thus, as a result of monitoring 
her own thought and behaviors during scoring, she chose to re-listen to the response. 
Below is another example from one of the novice raters, Christine: 
Excerpt 5.29/ Novice/ Christine 
There—and then there were some parts that I couldn’t hear. Again, not sure if it’s 
the audio quality or if she just, didn’t say what I thought she should be saying. So, 
I will listen to it again. 
Like Molly, Christine also reported that she would need to re-listen to a response. 
Her reason for the re-listening, as she explained, is that there were some parts of the 
response that she could not hear. Instead of making a quick judgment, Christine analyzed 
the possible causes for the unintelligibility of those parts and realized that it could be 




examinee. As a result, she monitored her own scoring behavior by choosing to re-listen to 
the response instead of immediately assigning a score.  
Reflecting. Reflecting is a strategy that the raters used to think deeply or 
carefully, and sometimes even critically, about their own scoring performance and the 
scoring rubric. This strategy was particularly useful for raters to notice their own scoring 
patterns, such as their overall severity in scoring and any biases they might have in the 
scoring process. Another reason that the raters used this strategy was to explain their own 
scoring performance. To do that, raters usually reflected on their past experiences or the 
scoring rubric they used (together with their interpretations of the rubric), which they 
believed to have influences on their scoring performance and behaviors. The following 
two examples show how Olivia, an expert rater, used this strategy to reflect on her own 
scoring performance, as well as how her past teaching and assessment experiences (see 
Excerpt 5.30) and the scoring rubric (see Excerpt 5.31) might have influenced her scoring 
performance and behaviors. 
Excerpt 5.30/ Expert/ Olivia 
I think I’m a little bit harsh in terms of the expectations content-wise. So, I’m 
expecting them to first like, start with their main idea and then elaborate on those 
with some specific examples... not just saying for the sake of saying: “this is 
important because of this.” I’m also expecting them to make a little bit more 
connections to the main idea. I think I’m seeing this as a kind of writing a 
paragraph or essay [laughs]. I’ve taught writing for a while and my interest is in 
writing, too. So maybe that’s why it’s kind of automatically inserted in me, to see 
their conversation flowing in a meaningful way, starting with the main idea and 
then like, you know, the “top-down” [structure], going into the examples, like, 
having meaningful good examples for what they’re saying, and making some kind 
of a wrap-up to the justification of their arguments. 
In this example, Olivia reported reflecting on her own scoring performance and 
thinking that she might have been a bit harsh when scoring examinees’ responses in terms 




follow a specific structure in their oral responses, a structure that she later recognized to 
resemble the structure of writing an argumentative essay (i.e., “starting with a main idea” 
and then supporting the main idea with “meaningful good examples,” and in the end 
“wrap up” the “argument”). Interestingly, she further explained why she tended to think 
this way when scoring. That is, her prior experience and personal interest in teaching ESL 
writing (probably argumentative writing) had a deep-rooted influence on her way of 
thinking, which she probably had brought to the current assessment context. The 
following example shows how Olivia critically reflected on the scoring rubric and how 
the layout of the rubric had affected her way of thinking during the scoring process:  
Excerpt 5.31/ Expert/ Olivia 
You know, in the rubric, it says answer “two questions,” “three questions.” 
Because it starts with that, I tried to see if the responses were enough [in content], 
and then I looked at the language. So that’s kind of my [emphasis added] 
understanding or interpretation of the rubric. 
Here, Olivia reported reflecting on the scoring rubric by pointing out that the 
rubric seemed to emphasize the content of an examinee’s response (in terms of the 
number of questions adequately addressed) over the language aspect. The reason that she 
interpreted the rubric in such a way was due to the layout of the rubric descriptors. That 
is, for each score level, the rubric descriptors always started with the number of questions 
that the examinees were expected to adequately address. As a result, Olivia mentioned 
that she was “forced” to focus on the content while scoring and paid particular attention 
to how the examinees enriched and organized the content of their responses. Because of 











The above section delineated the major strategies identified from the raters’ 
verbal reports, which reflected the raters’ thoughts and mental processes invoked during 
the scoring process. Definitions and examples for each strategy were provided and 
discussed. Since the strategies were identified based on Purpura’s (2012) taxonomy of 
strategies related to L2 processing, these strategies are useful indicators of the cognitive 
functionality of the raters during the scoring process. Admittedly, due to the particular 
context of the current study (i.e., the particular scoring rubric and the task characteristics 
of the particular speaking task scored), the generalizability of the findings may be 
limited. However, given that the coding process is theoretically motivated and that the 
strategies were identified based on a previously established framework of strategies 
related to information processing (Purpura, 2012), the strategies identified in the current 
study may provide some insights on the underlying mental mechanisms of raters during 
the process of scoring L2 speaking performance in general. 
Although the strategies identified can summarize the current group of raters’ 
thoughts and behaviors during scoring, they cannot reveal, by themselves, the distinctions 
between the expert and novice raters’ strategy use, and how these differences may 
explain the two groups of raters’ levels of expertise. The following section thus provides 
details regarding how these questions were addressed through an exploration of the 










Differences in Strategy Use between the Expert and Novice Raters 
 
 
This section of the current chapter presents the results for Research Question 5, 
which explored the difference in the expert and novice raters’ strategy use while scoring 
the Aptis spoken responses. In particular, the expert and novice raters were compared in 
terms of both the quantity and quality of their strategy use. The quantity of strategy use 
was investigated in terms of the range of strategies that each rater used and the frequency 
with which he/she used each strategy. The quality of strategy use looked at how 
efficiently and successfully a rater had employed strategies during the scoring process.  
 
The Quantity of Strategy Use 
 
As previously mentioned, the quantity of raters’ strategy use was examined in 
terms of the range of strategies that each rater used and the frequency with which the 
rater used each strategy during the scoring process. After coding all six raters’ verbal 
reports, the strategies that each rater used were tabulated. The results of the tabulation are 
presented in Table 5.1.  
As Table 5.1 shows, the range of strategies used by the expert and novice raters 
were roughly the same. Both groups of raters used all 14 major strategies discussed in the 
previous section, which include eleven cognitive strategies (i.e., applying criteria from 
the rubric, comparing, comprehending, deciding, evaluating, inferencing, linking to prior 
knowledge or experience, noticing, reasoning, retrieving relevant response information 
from WM, and synthesizing) and three metacognitive strategies (i.e., goal-setting, 
monitoring, and reflecting). Among these 14 strategies, three were used most frequently 




relevant response information from WM. It is not surprising that the raters reported using 
these strategies most frequently, because the process of scoring requires raters to make 
evaluations of examinees’ responses based on the scoring criteria in the rubric. During 
the evaluation process, raters also need to constantly retrieve relevant response 
information stored temporarily in WM and evaluate this information based on the 
corresponding criteria in the rubric. In other words, the three most frequently used 
strategies were the building blocks of a rater’s scoring process. 
Apart from the three most frequently used strategies, both groups of raters also 
reported using five other strategies relatively more frequently: comprehending, noticing, 
linking to prior knowledge or experience, reasoning, and reflecting. The relatively more 
frequent use of these strategies is also expected because to evaluate examinees’ 
responses, raters first need to comprehend what they hear and notice some important 
features to evaluate. While evaluating these features, raters may also need to draw on 
their prior assessment-related knowledge and experience to help with the judgment 
process. Sometimes, the judgment process can get complicated due to multiple sources of 
information to consider (e.g., the response, the rubric, and raters’ prior knowledge and 
experience); in this case, reasoning is needed to logically analyze various factors and 
draw conclusions based on a synthesized consideration of all these factors. Meanwhile, 
raters might realize certain tendencies that they have during the scoring process; some of 
these tendencies may be a product of the influence of the scoring rubric. As a result, 
raters need to reflect on their own performance and the effect of the scoring rubric on 







A Comparison of the Frequency of Strategy Use between the Expert and Novice Raters 
Strategies Expert Raters Novice Raters 


















Applying criteria from 
the rubric 
 





different responses 0 1 1 1 0 4 1 2 
different rubrics or 
rubric levels 
1 1 1 1 0 1 1 1 
Comprehending 
 




no decision 1 1 1 1 4 1 3 3 
tentative decision 4 3 2 3 0 4 0 1 
changed decision 0 1 0 0 0 0 0 0 
final decision 3 4 2 3 3 3 3 3 
Evaluating 
 
54 38 33 42 30 32 23 28 
Inferencing 
 
7 4 2 4 2 4 3 3 




6 24 2 11 9 7 2 6 
Noticing 
 
17 13 0 10 10 10 0 7 
Reasoning 
 
17 7 10 11 1 8 5 5 
Retrieving relevant 
information from WM 
 
34 16 23 24 27 17 20 21 


















4 0 3 2 1 4 1 2 
Monitoring  
 
4 4 1 3 6 4 5 5 
 
Reflecting 
on one’s own 
performance 
4 24 8 12 5 13 10 9 










Although both the expert and novice raters reported using the same range of 
strategies, they were different in the quantity of some of the strategies used. While both 
groups of raters, among all the 14 strategies reported, most frequently used the strategies 
of applying criteria from the rubric, evaluating, and retrieving relevant response 
information from WM, the expert raters reported more frequent use of these three 
strategies on average than did the novice raters. Specifically, the expert raters reported 
using the evaluating strategy 50% times more than the novice raters on average, followed 
by the strategies of applying criteria from the rubric (26% times more) and retrieving 
relevant response information from WM (14% times more). Since these strategies are the 
building blocks of a rater’s judgment process, the expert raters’ more frequent use of 
these strategies may indicate that they were more likely to adopt the fundamental 
strategies related to scoring to drive their decision-making process. The difference in the 
frequency of using these strategies might be attributed to the expert raters’ higher level of 
expertise in L2 performance assessment. Specifically, the expert raters might be better at 
recognizing the patterns and important features (Chase & Simon, 1973a, 1973b; de 
Groot, 1978; Simon & Chase, 1973) in the examinees’ responses. This had probably 
provided them more opportunities to make evaluations throughout the judgment process. 
Also, due to more experience in L2 teaching and assessment, the expert raters could have 
developed superior ability to form deeper and more “functional” mental response 
representations (i.e., representations that were more applicable to the current assessment 
context) (Chi et al., 1981; Feltovich et al., 1984). This may explain their higher frequency 
of retrieving relevant response information throughout the scoring process. Meanwhile, 




with the scoring rubric and scoring procedures than the novice raters. As a result, they 
were more proficient in applying the scoring criteria to make evaluations, thus having 
reported using this strategy more frequently. The higher frequency of the expert raters’ 
application of the rubric criteria may also have reflected their tendency to stick to the 
rubric, rather than rely on their subjective standards (some of which may be irrelevant to 
the rubric) when making judgments. 
Apart from the difference in the frequency of using the three aforementioned 
strategies, the expert raters also reported using more comprehension and noticing 
strategies than the novice raters. Specifically, the expert raters reported using the 
comprehending strategy almost three times as often as the novice raters. They also 
reported using the noticing strategy 43% times more than the novice raters. These 
differences, again, can probably be attributed to the expert raters’ higher level of 
experience in L2 teaching and performance assessment, through which they had 
developed more familiarity with different foreign accents and commonly-heard errors and 
patterns in L2 learners speech. As a result, they could notice more features that were 
important for decision-making in the examinees’ speech. Through years of experience 
and training, the expert raters could also have accumulated more assessment-related 
knowledge, which they could retrieve and utilize more frequently during the scoring 
process. This might explain why the expert raters have also reported linking to their prior 
knowledge and experience about 83% times more than the novice raters. Apart from the 
more frequent use of the strategies of comprehending, noticing, and linking to prior 
knowledge and experience, the expert raters also reported using the reasoning strategy 




assessment-related knowledge and experience as well. Based on previous findings from 
cognitive psychology research (Chi et al., 1981; Feltovich et al., 2018), higher levels of 
assessment-related knowledge and experience may have enabled the expert raters to think 
more deeply and to integrate more sources of information when making judgments or 
decisions. Finally, the expert raters also reported reflecting on their own performance 
33% times more than the novice raters did, which aligns with cognitive psychology 
research findings suggesting that the ability to reflect on one’s thought processes and 
methods is one of the hallmarks of expertise (Feltovich et al., 2018). 
In sum, the comparison of the quantity of strategy use between the expert and 
novice raters have revealed no major difference in the ranges of strategies used by the 
two groups of raters. However, the expert raters were found to use eight strategies (i.e., 
applying criteria from the rubric, comprehending, evaluating, linking to prior knowledge 
and experience, noticing, reasoning, reflecting, and retrieving relevant response 
information from WM) more frequently than the novice raters did. It can be inferred that 
these patterns of difference may be attributed to the expert raters’ higher levels of 
expertise in L2 performance assessment and that the use of these strategies had enabled 
the expert raters to more effectively implement the mental processes necessary for 
scoring, which may explain their more accurate and consistent scoring patterns. It should 
be noted, however, that due to the small sample size used for the analysis, the group 
average frequency counts generated might have been distorted by raters who reported 
extreme scoring behaviors, and thus may not best represent the extent to which expert 




descriptive statistics, the current study further explored the subtle differences in the two 
groups of raters’ quality (i.e., the efficiency and the effectiveness) of strategy use.   
 
The Quality of Strategy Use 
 
Apart from the quantity of strategy use, the expert and novice raters were also 
compared in terms of the quality of strategy use in the current study. The raters’ quality 
of strategy use was investigated in two aspects. First, each rater’s efficiency of strategy 
use was examined in terms of his/her average time using each strategy. This was 
estimated by dividing the total time of a rater’s verbal report with the total number of 
strategies identified in his/her verbal report. Second, each rater’s effectiveness of strategy 
use was investigated by examining how successfully and competently the rater had used 
strategies and strategy clusters during the scoring process. Finally, the patterns of the 
raters’ strategy use were linked to Purpura’s (2014) information processing model in the 
L2 assessment context to illustrate the connection between strategies, as conceptualized 
in the current study, and information processing. The results from these analyses are 
presented below.   
The efficiency of strategy use. As previously mentioned, each of the six rater’s 
efficiency of strategy use was estimated as the average time of using the strategies that 
they had reported during their scoring process. Table 5.2 shows the total number of 
strategies reported by each rater and the total amount of time (in seconds) that they had 








The Efficiency of Raters’ Strategy Use 
Rater 
Group 
Rater Total number of 
strategies reported 
Total time (in 
seconds) spent 
on scoring  
Average time on using 
strategies (in seconds) 
 
Expert 
Doris 218 1659 7.6 
Molly 196 2280 11.6 
Olivia 119 1371 11.5 
 
Novice 
Christine 133 1350 10.2 
Sarah 179 2337 13.1 
Nancy 95 1523 16 
 
 
In Table 5.2, the first two columns respectively show the six raters’ group 
categories and pseudo names. Then, the third column shows the total number of strategies 
reported by each rater. It can be seen that the three expert raters generally reported using 
more strategies than the three novice raters (218, 196, and 119 versus 133, 179, and 95). 
In terms of the total amount of time (in seconds) that each rater had spent on scoring, the 
fourth column shows that the expert raters have spent, on average, an approximately 
equal amount of time in scoring as the novice raters (1659, 2280, and 1371 versus 1350, 
2337, and 1523). Dividing the total amount of time spent in scoring by the total number 
of strategies reported, the average amount of time that each rater had spent using each 
strategy reported can be found in Column 5. It can be seen that the expert raters all spent 
less average time than the novice raters in using strategies; however, the time differences 
between the two groups of raters were trivial. On average, the expert raters spent around 
10 seconds using each strategy, compared to 13 seconds by the novice raters. In other 
words, the expert raters were only three seconds faster on average than the novice raters 




to the fact that the expert raters were more elaborative in their verbal reports, which had 
caused them to spend more time spent on verbal reporting. For example, the expert raters 
tended to relate to their prior knowledge and experience more often than the novice 
raters. While relating to their prior knowledge and experience, the expert raters also 
tended to provide more details in their reports, probably because they had more to discuss 
in relation to their knowledge and experience. In contrast, the novice raters tended to be 
simpler and more straight-forward in their judgment process, as they reported using fewer 
strategies and sources of information when making score decisions. As a result, even 
though the expert raters reported using more strategies in total than the novice raters, the 
amount of time they had spent on elaborating their strategy use might have mitigated 
their efficiency of “using” (i.e., reporting) the strategies.  
The effectiveness of strategy use. Not only were the expert and novice raters 
compared in terms of the efficiency of strategy use, but they were also compared in terms 
of how effectively they could use strategies during the scoring process. The results 
revealed that in general, the expert raters were more successful and competent in using 
strategies and strategy clusters (i.e., a series of strategies used jointly to complete a 
specific goal during the scoring process), as illustrated in the following four examples. 
Comprehending. The expert and novice raters demonstrated different levels of 
success in comprehending the examinees’ speech. To provide a general picture of this 
difference, the two groups of raters’ average comprehension success rates were calculated 
by dividing each group’s number of successfully-made attempts with the total number of 
attempts identified in their verbal reports. The results suggest that the three expert raters 




novice raters. It can be seen that the expert raters were almost twice as successful in 
comprehending the examinees’ speech as the novice raters. To illustrate this difference 
with examples, the three excerpts below show how Doris, an expert rater, was more 
successful than the two novice raters, Christine and Sarah, in comprehending the same 
examinees’ response after listening to it for only once.  
Excerpt 5.32/ Expert/ Doris 
And I wouldn’t consider it a B1 either because her pronunciation was, it was 
intelligible. There was, I had, I think there was only one instance that I didn’t 
know what word she said.  
Excerpt 5.33/ Novice/ Christine 
There—and then there were some parts that I couldn’t hear. Again, not sure if it’s 
the audio quality or if she just, didn’t say what I thought she should be saying. 
Excerpt 5.34/ Novice/ Sarah  
That’s the end of it? Ok. Mm, it’s a little hard, less intelligible. I don't know if it's 
because of the noise. It's very fuzzy. I’ll listen to it again. 
As these three excerpts demonstrate, Doris, the expert rater, reported that she 
thought the examinee’s pronunciation was “intelligible” and that she only had trouble 
understanding one word that the examinee said. In contrast, Christine, one of the novice 
raters, said that there were some sections of the examinee’s response that she could not 
hear. Interestingly, she mentioned that poor audio quality might be one of the reasons for 
her difficulty in understanding the examinee’s speech. The other novice rater, Sarah, also 
mentioned that the “noise” in the audio made it sound “very fuzzy” and also made the 
examinee’s speech “less intelligible” to her. In contrast, none of the expert raters in the 
current study had raised any concerns with the audio quality in their verbal reports. These 
differences seem to indicate that not only were the expert raters more capable of 
understanding the examinees’ speech, but they were also less affected by distractions 




process. These differences may be attributed to the expert raters’ wider range of 
experience in assessing L2 learners’ speech and better familiarity with L2 accents. 
Meanwhile, the expert raters may have developed better ability to adjust to poor audio 
quality while scoring, so that they could inhibit attention to irrelevant stimuli (e.g., 
noises) and concentrate on the response instead. 
Evaluating. Not only did the expert and novice raters vary in their ability to 
comprehend the examinees’ speech, but they also seem to have shown different levels of 
success in evaluating the examinees’ responses. This difference, in part, was due to the 
two groups of raters’ different comprehension abilities. For example, two expert raters, 
Molly and Doris, and one novice rater, Sarah, demonstrated different levels of scoring 
performance while evaluating the same section of an examinee’s speech: 
Excerpt 5.35/ Expert/ Molly 
Examinee: Good outdoor playgrounds can much enough and design in such a 
way, play can come to full expression.  
Molly: You know, “come to full expression,” we’re looking at quite a high level 
of vocabulary here.  
Excerpt 5.36/ Expert/ Doris 
Examinee: Good outdoor playgrounds can much enough and design in such a 
way, play can come to full expression.  
Doris: Even though I like that she said “full expression,” I actually can’t give her 
a 3, just because she said “full expression.”  
Excerpt 5.37/ Novice/ Sarah  
Examinee: Good outdoor playgrounds can much enough and design in such a 
way, play can come to full expression.  
Sarah: “They can come to full... ”? [Replays the same section]. I hear “es-
gression,” but I, um... 
The examinee in this example had some serious pronunciation issues. Although 
all six raters had mentioned having difficulty understanding her speech, Doris and Molly 
(the two expert raters) showed a relatively better understanding of the examinee’s speech. 




end of her utterance, and they also both made a quick, concrete judgment/evaluation 
about this phrase. Specifically, both raters thought that the examinee used some good 
vocabulary here, which corresponded to one of the scoring criteria in the rubric (i.e., 
range of vocabulary and appropriacy of lexical choices). However, Doris further 
mentioned that this one instance was not sufficient for judging the examinee’s overall 
proficiency level. In contrast, the novice rater, Sarah, seems to have had a relatively 
harder time understanding the examinee’s speech in this instance and therefore, had to 
skip this evaluation opportunity. 
Although the difference in comprehension was one of the causes for the 
difference in evaluation behaviors that the expert and novice raters had demonstrated, 
other differences in the two groups of raters’ use of the evaluating strategy were found 
after a systematic comparison of the raters’ verbal reports. In particular, the expert raters 
seem to have provided more concrete evaluations than the novice raters. The novice 
raters, on the other hand, made mostly simple evaluations using a few general descriptive 
words/phrases, such as “weird,” “awkward,” or “not grammatical/natural/make sense.” 
While making evaluations, the expert raters tended to use other strategies simultaneously 
in the process, such as making inferences, applying relevant rules from the rubric, linking 
to prior knowledge and experience, and reflecting (on their own scoring performance). 
The novice raters, on the other hand, tended to use strategy clusters less often and showed 
less proficiency in using strategy clusters. Examples for these differences can be found in 
the subsection on strategy clusters (pp. 218-224). These differences, again, might be 





Linking to prior knowledge and experience. As previously mentioned, the 
strategy of linking to prior knowledge and experience had been frequently used by the 
expert raters, probably because they had sufficient knowledge and experience to draw on 
during the scoring process. Meanwhile, the expert raters reported using this strategy 
almost automatically while evaluating examinees’ speech. The novice raters, in 
comparison, did not use this strategy as often; however, they did make a good number of 
attempts. Although many of these attempts showed successful retrieval of relevant 
knowledge and accurate application of this knowledge to the current assessment context, 
the novice raters seem to have used this strategy less automatically than the expert raters, 
and sometimes even retrieved inaccurate knowledge from LTM. The following examples 
show two such instances from two novice raters, Nancy and Christine: 
Excerpt 5.38/ Novice/ Nancy  
I think I have to self-correct. I told you that in terms of the first prompt, I wanted 
test takers to focus on one [emphasis added] activity, but I think it’s ok. So, the 
nature of the use of articles in English is that even though I use one single 
[correction: singular] article, it can include you know, various activities, right? 
So, I think it was ok for her to provide different activities.  
Here, Nancy reported reflecting on her own scoring performance, which helped 
her find a flaw in her way of thinking when judging the examinee’s response to the first 
prompt in the task: “Tell me about an outdoor activity you did as a child.” Nancy said 
that she believed that to answer this question properly, examinees needed to describe only 
one outdoor activity (instead of talking about multiple activities at the same time). 
However, after linking to her prior knowledge about English articles, Nancy seemed to 
have changed her mind about this. She said that singular articles in English (she even 
made a mistake here, saying “single article”) can be used to indicate multiple nouns. This 




properly, or she could not draw on the relevant, accurate knowledge here to convincingly 
justify her reason for not marking down examinees who described multiple activities 
instead of just one activity for this prompt. 
Another example (Excerpt 5.39 below) shows that the other novice rater, 
Christine, was only able to explicitly link to her prior knowledge after being prompted to 
do so by the researcher of the current study: 
Excerpt 5.39/ Novice/ Christine 
Examinee: As a child I was walking the forest with my dog…  
Christine: “As a child I was walking the forest with my dog”? So, there is a 
grammatical—it is not grammatical. [Continues to play the rest of the response 
and making comments until the researcher of the current study interrupted]. 
Researcher: Sorry to interrupt. For the first sentence, she said, “As a child I was 
walking to the forest with my dog.” You said there was a grammatical error in 
there. What was the error? Can you explain that? 
Christine: Sure. So, the prompt said, forgetting what these exactly were, but she 
was describing an outdoor activity that she did as a child. And so, the grammatical 
construction that would be looking for is “used to,” “would,” something that 
describes a habit. Um, unless there was a narrative, where she was beginning to 
describe a story, this would work.  
In this instance, Christine was correct in judging that the examinee’s use of the 
past continuous tense was not grammatically correct in the current context; however, she 
did not specify immediately why she thought so. Instead, she kept playing the response 
recording and making comments until the researcher had to interrupt and ask her to 
explain. It was at that point that Christine explicitly linked to her prior grammatical 
knowledge regarding the use of the simple past tense and the past continuous tense. Her 
explanation was quite simple, and it took her a bit of time to get to the point. Especially 
in the beginning, she seemed to be a bit hesitant and had to pause a few times, which 
might indicate that she needed time to retrieve the relevant knowledge from her LTM and 




rater, Molly, seems to have reacted to the same utterance more proficiently (see Excerpt 
5.40 below): 
Excerpt 5.40/ Expert/ Molly 
Examinee: As a child I was walking the forest with my dog…  
Molly: So, it sounds like she’s beginning to tell us a particular story, “as I was 
walking with my dog one day, something something happened,” except she 
doesn’t. So, she has mis-learned the use of that tense? Perhaps. Or, or you know 
she just hasn’t quite mastered it.  
Here, Molly’s reaction to the same utterance was quite different from Christine’s, 
even though they both made the same judgment. Molly seemed quicker and more 
straight-forward in justifying her judgment of the grammaticality of the examinee’s 
utterance; in fact, she started her comment by explicitly linking to her prior knowledge of 
the past continuous tense. Furthermore, she made inferences as to why the examinee used 
the wrong tense here. That is, either the examinee had not learned the past continuous 
tense in the right way, or she had not mastered the use of the tense yet. It is fair to say 
that Molly, as an expert rater, was faster and more explicit in retrieving the relevant 
knowledge from LTM and applying it to the current assessment situation. She also 
seemed more competent in combining this strategy with other strategies (e.g., inferencing 
and evaluating) to make a more in-depth analysis of the examinee’s L2 proficiency and 
learning history.  
Strategy clusters. The previous subsections showed examples of how the expert 
and novice raters differed in using individual strategies during the scoring process. Since 
scoring is a complex cognitive activity, it often requires the simultaneous deployment of 
multiple strategies and sources of information. Therefore, most strategies were identified 
in clusters in the raters’ verbal reports. For example, when evaluating an examinee’s 




applying the corresponding criteria from the rubric to make a judgment. At the same 
time, they also reported drawing on their prior knowledge and experience when it was 
difficult to judge the response information purely based on the rubric criteria. During the 
judgment process, the raters sometimes reported reasoning through an assessment 
dilemma based on various sources of relevant information, and finally, drawing a 
conclusion based on a synthesis of all the information considered. The following 
examples (Excerpts 5.41 to 5.43) present a comparative analysis of the expert and novice 
raters’ uses of strategy clusters. These examples compare how one expert rater (Doris) 
and two novice raters (Christine and Sarah) made final score decisions after their second 
(and final) listen to the same examinee’s response.  
Excerpt 5.41/ Expert/ Doris 
Okay. I'm looking at the rubric and the first point is with regard to B2.2. So, to 
award a 4… I'm debating whether to award 4 or 3. I'm looking here at “some 
complex grammatical constructions used accurately. Errors did not lead to 
misunderstanding.” Well, the misunderstanding is due to the fact, as I mentioned 
before, that had she not said “my most often activity”—she used these words “my 
most often activity”—so now I know it's something habitual, but had she not said 
that, if I had relied on her grammar, I wouldn't know that it wasn't something that 
she did often, I would have—it seemed as if she was describing one particular 
event but that's just one point. [Laughs]. No. Oh yeah. So, there are other points 
says sufficient range of vocabulary. That's fine okay. Even though she says “most 
often,” that's fine. Okay. It doesn't lead to any misunderstanding. The 
pronunciation is intelligible. There is no pausing which is distracting; it doesn't 
put a strain on me as a listener. Cohesive devices are advanced. So, it's only one 
point. There are some errors. She does lose control of simple grammatical forms 
at times but not a lot. So, I'm going to award a 4 because of best fit. 
Doris, an expert rater, demonstrated a coherent and smooth process of using five 
major strategies simultaneously (i.e., applying criteria from the rubric, evaluating, 
retrieving relevant response information from WM, reasoning, and synthesizing) to make 
a final score decision. A pattern can be found in her use of these strategies. First, she 




the response heard. To do this, she constantly reported retrieving relevant information 
from the response and comparing the response information with the corresponding rubric 
criteria. For example, she mentioned looking at the criterion about grammar (i.e., “some 
complex grammatical constructions used accurately. Errors did not lead to 
misunderstanding”) and immediately retrieved from her WM the relevant response 
information regarding the examinee’s systematic and inappropriate use of the past 
continuous tense, when describing a habitual activity in the past. These errors, as Doris 
reasoned, caused her misunderstanding in her listening process because “had she not said 
‘my most often activity’…if I had relied on her grammar, I wouldn’t know that it wasn’t 
something that she did often.” Based on this reasoning, Doris judged that the examinee’s 
lack of control of the simple past tense seemed to have violated the criterion about 
grammar specified in the rubric for a level of 4. However, Doris also mentioned that this 
error was “just one point” and “there are other points” to consider when evaluating the 
response overall. Following this thought, Doris immediately went back to the rubric and 
started applying the remaining criteria (i.e., vocabulary, pronunciation and intelligibility, 
pausing and strain on the listener, cohesive devices) one by one to the examinee’s 
response, each time retrieving the relevant response information and making a quick 
judgment of whether relevant features in the response had satisfied a particular criterion. 
In the end, Doris synthesized all the judgments she had made with a summarizing 
comment: although “there are some errors” in the examinees’ response, it is “only one 
point,” and the examinee “does lose control of simple grammatical forms at times but not 
a lot.” As a result, Doris decided to award the examinee a 4 and briefly justified this 




operational rater. The whole decision process took Doris 109 seconds to complete, and 
she rarely paused or hesitated during the process.  
Excerpt 5.42/ Novice/ Christine 
So, I think there is a variety of, range of grammar constructions, [sighs], but, the 
beginning, the first question, that does, still, seem to be in-, incorrect use of 
grammar so let me see. She does address the three questions. Um, so some, 
grammar construction, ok. Um, [13-second pause]. Yeah, I mean, I think, [sighs], 
there is, awkward, choice, of vocabulary. Pronunciation is fine, I don’t, I’m not 
really straining to listen [5-second pause]. So, so, [18-second pause]. I guess I’m 
debating between 4 and 2 because she does answer all three questions on topic. 
She has some errors; I guess the errors do not lead to misunderstanding [6-second 
pause]. Mm, it’s not misunderstanding, it’s awkward. And there’s, limited number 
of cohesive devices [5-second pause]. Yes, I, will give, 4. 
In comparison, Christine, a novice rater, demonstrated a relatively less fluent 
decision-making process. Although she reached the same score decision as Doris did, it 
took her a bit more time (132 seconds) to complete her decision-making process, and the 
whole process was divided by long pauses, gap-fillers (“Um”) and hedging language 
(e.g., “seem to,” “I guess”), which indicated a considerable amount of hesitation and 
irresolution. These indecisive moments may have been due to Christine’s unfamiliarity 
with the scoring rubric and procedures for scoring this particular task, or simply, her lack 
of experience in scoring L2 learners’ speaking performance in general. In addition, most 
of the evaluations that Christine made were a bit over-simplified and repetitive. For 
instance, she used “awkward” a few times to evaluate both the examinee’s vocabulary 
and the grammatical errors that the examinee made. She also simply commented that the 
examinee’s use of grammar for the first question was “incorrect” and the examinee’s 
pronunciation was “fine.” There was very little elaboration or explanation of her 
judgments; nor did she seem to have used any other relevant strategies (e.g., reasoning, 
synthesizing, and inferencing) in her judgment process. Admittedly, due to the 




& Simon, 1993), it is possible that Christine did not report any other strategies that she 
had used but was simply unaware of during this process. However, a consistent lack of 
reports of other strategies could indicate that these strategies were used much less often, 
if at all. 
Excerpt 5.43/ Novice/ Sarah 
And now I'm just still looking through the rubrics. So, I think I'm also deciding 
between B1.2 and B2.1. Control—so the descriptions for B1.2 are: control of 
simple grammatical structures. Yes. Limitations in vocabulary. Maybe? 
Pronunciation intelligible, yes. Noticeable pausing, repetition, yes. Uses of only 
simple cohesive devices. [I think], and the descriptions for B2.1: some complex 
[grammatical structures]. Sufficient [unintelligible]. I'm reading through the, 
descriptions, of B2.1. And um, I don't think it fits that well because it mentions 
complex, some [emphasis added] complex grammar constructions, and sufficient 
range of vocabulary. And yeah there's definitely a gap between the response and 
the earlier response that I heard. In terms of language. So, I think this one should 
be on the lower level, even though I really liked her content and I think she 
answered to all three questions very well. Yeah. I think I'm, I'm very hesitant 
because, um, the content... I don't think is very, they are giving enough credit to 
content in this rubric. It's like you got to decide in terms of language first. And fit 
them into the level, and then look at how many questions they sufficiently 
answered too. B.1.2, is my final decision. 
Like Christine, Sarah, another novice rater, also showed some levels of 
uncertainty and unfamiliarity with the scoring rubric in her judgment process. She started 
with a dilemma, i.e., debating between two adjacent levels on the rubric. Interestingly, 
instead of integrating the rubric criteria with the relevant response information when 
making judgments, Sarah first had to read the rubric descriptors one by one. After reading 
each rubric descriptor, she made a quick check (in the form of “Yes/No/Maybe”) of 
whether the examinee had met the criterion or not. This probably indicates that Sarah was 
generally unfamiliar with the rubric, which may partially explain why she was pausing a 
lot during the first half of her decision-making process. While making these quick 
judgments, Sarah also provided very little explanation for these judgments, nor reported 




 In the second half of her decision-making process, however, Sarah seems to have 
become more used to the rubric and thus demonstrated better use of strategy clusters 
during this half of the judgment process. Different from the previous two raters, she made 
a comparison of the current examinee’s response with a previous response that she had 
scored, in terms of language. Although this comparison seems to have helped her decide 
on the examinee’s grammar and vocabulary levels, it has again revealed Sarah’s 
uncertainty about the rubric criteria and the finer distinctions between adjacent rubric 
levels. Another interesting comment that Sarah has made pertains to her reflection on the 
scoring rubric—toward the end of her report, she seems to have critically commented on 
the rubric’s emphasis on language over content. She later explained that due to the 
influence of the norming materials that she had received, she had thought that the rubric 
was designed to prioritize language over content (not shown in Excerpt 5.43). Although 
this understanding of the rubric was not completely accurate, Sarah’s critical reflection 
on the rubric did show that novice raters, like the expert ones (e.g., Olivia in Excerpts 
5.30 and 5.31), were also capable of reflecting on their own scoring performance and the 
influence of the scoring rubric they used. Such reflections may help them identify 
tendencies in their scoring performance and causes for these tendencies, so that they can 
adjust their ways of thinking and scoring behaviors accordingly.  
In sum, the above comparison of the examples of the expert and novice raters’ 
decision-making process seems to show that the expert raters were more likely to use and 
more proficient at using strategy clusters. While making a score decision, the expert 
raters reported referring to the scoring rubric and applying the criteria from the rubric to 




response information from their WM and matching the information with the 
corresponding rubric criteria to make a judgment. Since the expert raters had abundant 
assessment-related knowledge and experience, they also seem to have frequently linked 
to this knowledge and experience during their scoring process. In addition, the expert 
raters reported employing reasoning and synthesizing strategies to analyze and integrate 
multiple sources of information to reach a well-thought, final decision. In comparison, 
the novice raters were found to use strategy clusters less frequently and competently. 
Although they used similar strategies as the expert raters, these strategies seem to have 
been used less coherently. When the novice raters did attempt to use these strategies 
jointly, they showed less certainty and coherence in their way of thinking, which also 
seems to have affected the efficiency and clarity of their judgments. However, the novice 
raters seemed to be able to reflect on their own performance and even critically review 
the scoring rubric just as the expert raters did. This has revealed the potential of novice 
raters improving their scoring performance based on a deeper and critical understanding 
of their own scoring tendencies and the underlying factors that have caused these 
tendencies.  
Linking rater strategy use to a model of information processing. The analysis 
of strategy clusters has revealed general patterns of the raters’ strategy use, which can be 
linked to a model of information processing proposed by Purpura (2014) (see Figure 2.3). 
It should be noted that Purpura’s model specifies an L2 examinee’s mental processes and 
strategies invoked while processing input in an assessment context. In the current study, 
it was the raters who were the focus of the study, and therefore, the mental processes 




rating process in an assessment context (see Figure 2.4). A hypothesized interface 
between the stages of scoring and the strategies related to information processing invoked 
during each stage of the scoring process was thus proposed (see Figure 2.5). This 
hypothesized interface seems to explain, to a large extent, the general patterns of the 
raters’ strategy use identified in the raters’ verbal reports. Specifically, the raters 
(especially the expert ones) most frequently reported using two strategy clusters 
throughout the rating process. The first strategy cluster includes four strategies: 
comprehending the response, noticing important features/information in the response, 
applying relevant criteria from the rubric, and evaluating the response information based 
on the criteria. This strategy cluster was mostly reported while the raters were 
analytically evaluating a response (usually during re-listening), where they segmented the 
response by pausing the response audio and made evaluations of the segments heard.  In 
contrast, the second strategy cluster was mostly reported at the summative or decision 
stage, where the raters holistically evaluated the response by retrieving relevant response 
information from their WM and applying the criteria from the rubric (usually 
systematically) to evaluate the entire response. Examples of an expert rater, Doris, using 
these two strategy clusters are shown in Excerpts 5.44 and 5.45 below.  
Excerpt 5.44/ Expert/ Doris 
Examinee: It is really good because they, they interact with new people, if they 
met people in the outdoors activities. 
Doris: “If they met [emphasis added].”That’s the error with the complex structure 
that I heard during my first listening.  
 
In this example, Doris seems to have used the four strategies in the first strategy 
cluster introduced above. First, although she did not explicitly report comprehending the 




unconscious), it can be inferred that Doris should have understood what the examinee had 
said, as without comprehension, she would not have been able to make the relevant 
judgments. After comprehending the examinee’s utterance, Doris immediately noticed a 
misused past tense in the examinee’s conditional clause. By applying the criterion 
regarding complex structures in the scoring rubric, she evaluated that there was an error 
in the examinee’s use of complex structures. 
Excerpt 5.45/ Expert/ Doris 
I feel it a 2. Next, why. Ok. The test taker didn’t address the second question. But 
that’s not the reason why it’s a B1. She, her pronunciation at times was a strain. . . 
. Not only is the pronunciation of problem but also there are, there’s a lot of 
pausing . . . She has difficulties with answering the first question—she can’t find 
the words that she wants. She does say a lot at the third question though. But there 
are errors which would not allow me to award a 3.  
 
In this example, Doris made a summative evaluation of an examinee’s response. 
In this process, she mainly reported using the three strategies introduced in the second 
strategy cluster. First, she applied the rubric criterion regarding the number of questions 
adequately addressed by the examinee and made an evaluation, based on the relevant 
response information that she could retrieve from her WM, that the examinee did not 
answer the second question. Then, she applied another rubric criterion related to 
pronunciation and intelligibility and evaluated that the examinee’s pronunciation was 
difficult to understand, again based on the relevant response information that she 
retrieved from her WM. Similarly, by applying other rubric criteria and retrieving 
relevant information from her WM, Doris made evaluations about the examinee’s 
response to the first and the third question, and also about the examinees’ vocabulary 
level and grammatical accuracy. In the end, Doris decided that the examinee’s 




previously made. It should be noted that for some of the judgments she made, Doris did 
not seem to have explicitly reported the exact response information she had retrieved 
from her WM; however, based on the context of the whole judgment process, it seems 
that these retrieval processes did happen, and Doris did not report them probably because 
they took place unconsciously. This can be attributed to the inaccessibility of 
verbalization to unconscious mental processes (Dechert, 1987; Ericsson & Simon, 1993).  
As the two examples above have demonstrated, the raters’ use of the two strategy 
clusters introduced previously seems to indicate the completion of several mental 
processes (i.e., noticing and comprehending the input, storing/remembering the input 
temporarily in WM, accessing and retrieving the input from WM, and evaluating the 
input) specified in Purpura’s (2014) model of strategies related to information processing. 
Meanwhile, the raters’ use of these strategy clusters also seems to match the steps of the 
rating process proposed by Bejar (2012). That is, raters comprehend the response input 
and notice important features in the input. Then, they form a mental representation of the 
response, compare the response representation with a mental rubric that they have 
previously formed during rater training, and then make an evaluation of the mental 
response representation based on the mental rubric criteria. By interfacing both the 
strategies related to information processing and the process of rating, the hypothesized 
model of rater strategies in the current study seems to reflect the basic patterns of the 




The current chapter reported the strategies that the raters have used during their 




terms of both quantity (i.e., range and frequency) and quality (i.e., efficiency and 
effectiveness). To provide an overview of the results of the comparison, a summary is 
provided in Table 5.3.  
According to Table 5.3, the expert and novice raters were found to use a similar 
range of strategies, which have been described earlier in this chapter. Although the two 
groups of raters’ frequencies of using some of the strategies were approximately equal, 
the expert raters were found to have used eight strategies (i.e., applying criteria from the 
rubric, comprehending, evaluating, linking to prior knowledge and experience, noticing, 
reasoning, reflecting, and retrieving relevant response information from WM) 
considerably more frequently than the novice raters. The reason for the experts’ more 
frequent use of these strategies, as previously discussed, is likely the experts’ higher level 
of expertise in L2 performance assessment, which had enabled them to better recognize 
patterns and important features in the examinees’ responses, form deeper and more 
“functional” mental response representations, and apply the scoring criteria more 
proficiently when making evaluations. In terms of the efficiency of strategy use, the 
expert and novice raters were found to have spent a roughly equal amount of time on 
average in using strategies. This may be attributed to the fact that the expert raters were 
more elaborative in their verbal reporting style, which had increased the total amount of 









A Comparison of the Quantity and Quality of Strategy Use between the Expert and 
Novice Raters 
 
Aspect of comparison Result of comparison  
The quantity 
of strategy use 
Range • Similar ranges of strategies were used by the 
expert and novice raters. 
Frequency • Some strategies were used equally frequently by 
the expert and novice raters. However, eight 
strategies were used considerably more by the 
expert raters, which include applying criteria from 
the rubric, comprehending, evaluating, linking to 
prior knowledge and experience, noticing, 
reasoning, reflecting, and retrieving relevant 
response information from WM. 
The quality 
of strategy use 
Efficiency • The expert and novice raters spent an 
approximately equal amount of time on average 
using each strategy reported.  
Effectiveness • The expert raters were more successful at 
comprehending examinees’ speech and were less 
affected by distractions caused by response-
irrelevant factors (e.g., audio quality and noises).  
 
• The expert raters were more specific when 
making judgments. They tended to elaborate on 
and provide justification for their judgments. They 
also showed more proficiency and confidence 
when making judgments.  
 
• The expert raters were more successful at 
retrieving relevant prior knowledge and 
experience and applying that knowledge and 
experience accurately to current assessment 
situations. 
 
• The expert raters were more prone to use and 
more proficient in using strategy clusters (i.e., 
multiple strategies used simultaneously to achieve 
an assessment goal). These strategy clusters can 
be linked to an information processing model in 
the context of scoring L2 speaking performance 






As for the effectiveness of strategy use, examples of the expert and novice raters’ 
use of certain strategies were compared, and several differences in strategy use were 
discovered. First, the expert raters were more successful in comprehending the 
examinees’ speech, probably due to their greater experience teaching and assessing L2 
learners around the world, which had increased their familiarity with foreign accents and 
commonly-heard errors and patterns in L2 learners’ speech. Not only were the expert 
raters better at comprehension, but they also seemed less susceptible to the disturbances 
caused by poor response recording quality (e.g., background noises and interruptions in 
the recorded speech). This difference seems to have reflected the expert raters’ superior 
ability to inhibit attention to response-irrelevant factors. Secondly, the expert raters were 
more elaborative in their judgment-making style. In other words, the expert raters tended 
to describe their judgments in more detail and provide more justifications (e.g., examples 
and logical reasoning based on what they had noticed in the responses or their prior 
knowledge and experience). Compared to the novice raters, the expert raters also seemed 
more proficient and confident when making judgments. These differences, again, may be 
attributed to the expert raters' superior experience in scoring L2 speaking assessments, 
which had helped them develop a more seasoned approach to interpreting and applying 
the scoring rubric. Although the novice raters could sometimes perform on the same level 
as the experts, their verbal reports showed a less assured and fine-tuned understanding of 
the scoring rubric, and less clarity and coherence in their ways of reasoning and making 
evaluations. Another difference in the expert and novice raters’ strategy use pertains to 
their use of prior knowledge and experience. Specifically, the expert raters were found to 




evaluations, probably because they had more relevant knowledge and experience to relate 
to. Novice raters, on the contrary, did not seem to have shown as many instances of 
linking to prior knowledge and experience as the experienced raters. Occasionally, they 
were found to have linked to inaccurate knowledge. Furthermore, the expert raters were 
found to have used strategy clusters more frequently, and have shown more competence 
in using strategy clusters. Specifically, the expert raters were found to have employed 
multiple strategies coherently (e.g., applying criteria from the rubric, evaluating, and 
retrieving relevant response information from WM) and use reasoning and synthesizing 
strategies effectively to integrate multiple sources of information during their judgment 
process. The novice raters, on the other hand, reported mostly quick and simple 
judgments based on less frequent use of strategy clusters and different sources of 
information. These examples have reflected some of the major differences in the 
effectiveness of strategy use between the expert and novice raters in the current study.  
Lastly, the raters’ use of strategy clusters in the current study seems to have 
generally matched the key mental processes and strategies specified in Purpura’s (2014) 
model of information processing in an L2 assessment context, and the major steps in the 
process of scoring delineated by Bejar (2012). This has allowed the association of the 
raters’ strategy use, as discovered in the current study, to a hypothesized interface (see 
Figure 2.5) between strategies related to information processing and the stages of scoring 













Part II of the current study collected six raters’ verbal reports of their thoughts and 
mental processes invoked while scoring three Aptis examinees’ spoken responses. These 
verbal reports were analyzed to explore two research questions. Research Question 4 
looked at the strategies related to information processing that the raters employed during 
their scoring process. To explore this question, the raters’ verbal reports were transcribed 
and coded based on a hypothesized scheme interfacing rater strategies and the process of 
scoring L2 speaking performance. Fourteen major (meta)cognitive strategies were 
identified from the raters’ coded verbal reports. Then, to address Research Question 5, 
which investigated the differences in strategy use between the expert and novice raters, 
comparisons were made between these two groups of raters in terms of the quantity and 
quality of strategy use. The results regarding the quantity of strategy use suggested that 
the expert and novice raters employed similar ranges of strategies during scoring; 
however, the two groups of raters differed in the frequency of using each strategy. 
Specifically, the expert raters used eight strategies more frequently than the novice raters. 
In terms of the quality of strategy use, the expert and novice raters demonstrated 
approximately equal efficiency in using strategies (i.e., in terms of the average time spent 
on using the strategies reported). However, the expert raters seemed to be more 
successful and competent in using individual strategies and strategy clusters. These 
differences, based on existing literature about expertise in cognitive psychology, can 
probably be attributed to the expert raters’ higher levels of experience in L2 performance 
assessment and teaching. Lastly, by examining the general patterns of the raters’ use of 




interfacing rater strategies and the stages of the L2 scoring process. These findings may 
shed light on the mental mechanisms underlying raters’ scoring performance and may be 





























The purpose of the current study was to examine the combined effects of three 
rater characteristics, i.e., rater expertise, WMC, and cognitive functionality, on raters’ 
scoring performance when scoring L2 examinees’ spoken responses. For this purpose, 90 
raters completed a rater background survey designed to gauge their expertise in L2 
performance assessment and then scored 27 examinees’ responses to one Aptis speaking 
task. At least one week later, these raters re-scored 10 out of the 27 responses and also 
completed one cognitive task (i.e., the listening span) that measured their WMC. In the 
end, six out of the 90 raters (three experts and three novices) were randomly selected to 
participate in a cognitive lab session, where they scored three out of the 27 Aptis spoken 
responses and verbally reported their thoughts and mental processes invoked during the 
scoring process.  
For data analysis, the current study was divided into two parts. The first part 
investigated the joint influences of rater expertise and WMC on scoring performance. To 
do that, a few preliminary statistical analyses were first conducted. Specifically, the 90 
raters’ scoring performance was first analyzed using correlation and MFRM analyses. 
Three scoring performance indices (i.e., Spearman’s Rho, severity logit, and infit mean 




consistency. Then, these scoring performance indices were examined via descriptive 
statistics analysis to explore the central tendency, dispersion, and distribution of the 90 
raters’ scoring performance as a group. The next preliminary analysis compared the 
native and non-native speaking raters’ scoring performance. To do that, the raters were 
divided into two groups based on their native-speaking status of English. The native and 
non-native speaking raters’ scoring performance indices were then compared using 
independent-samples t-test (or the Mann-Whitney U test) to see if the raters’ language 
background might moderate their scoring performance and thus become a confounder in 
subsequent hierarchical regression analyses. After this comparison, preliminary outlier 
analyses were conducted to ensure that only raters with normal observations were 
included for subsequent analyses. Lastly, standardized scores of the raters’ expertise in 
L2 performance assessment and WM were computed and correlated with the raters’ 
scoring performance indices to determine the order of entry of these variables into 
hierarchical regression analyses. These preliminary analyses were done as preparations 
for exploring the major research question in Part I (i.e., what are the joint influences of 
rater expertise and WMC on scoring performance). 
Following the aforementioned preliminary analyses, hierarchical regression 
analyses were conducted to examine the joint influences of rater expertise and WMC on 
the raters’ scoring performance. To do this, the two main effects created earlier (i.e., the 
standardized rater-expertise and WM scores), together with their interaction terms, were 
entered into three hierarchical regression analyses to jointly predict the raters’ scoring 
performance indices. Results from the regression analyses revealed not only the relative 




interaction between these two rater characteristics in their joint influences on scoring 
performance. 
The second part of the current study explored the effects of the raters’ cognitive 
functionality (defined in terms of strategies related to information processing) on their 
scoring performance. To this end, six raters were selected from the group of 90 to 
participate in a cognitive lab session, where they scored three spoken responses and 
verbally reported their thoughts and mental processes invoked during the scoring process. 
The six raters’ verbal reports were then transcribed and coded based on a coding scheme 
adapted from Purpura’s (2012) taxonomy of strategies related to L2 processing and 
Bejar’s (2012) framework of the stages of the scoring process. Based on the raters’ coded 
verbal reports, the major strategies that they had used during the scoring process were 
identified. Then, the expert and novice raters were compared in terms of both the quantity 
and quality of strategy use. Results of the comparison have revealed differences in the 
range, frequency, efficiency, and effectiveness of strategy use between the two groups of 
raters. 
In this concluding chapter, the results of the current study are summarized and 
discussed in relation to the literature reviewed in Chapter II. The theoretical and practical 
implications of the current findings are then discussed. Finally, some directions for future 
research are suggested. 
 
Summary and Discussion of the Results 
 
 
The results of the current study are summarized and discussed in relation to each 




Research Questions 1 and 2 
 
Part I of the current study mainly explored the combined effects of rater expertise 
and WMC on raters’ scoring performance. Before addressing this question, analyses were 
first conducted to address two preliminary questions. Research Question 1 looked at the 
90 raters’ scoring accuracy, severity, and consistency both as a group and as individuals. 
As a group, the 90 raters were found to have, on average, moderately high scoring 
accuracy, slightly high scoring severity, and very good scoring consistency. However, in 
terms of individual raters’ scoring performance, considerable variability was found due to 
the heterogeneity in the raters’ L2 performance assessment-related experience (e.g., 
experience in rating L2 speaking assessments and teaching ESL) and other rater 
characteristics (e.g., language background, age, and WMC). Variability in the raters’ 
scoring performance indices suggests that the raters had different levels of scoring 
performance and that their scoring performance indices were suitable for subsequent 
hierarchical regression analysis as dependent variables. 
Research Question 2 explored whether the raters’ language background (i.e., 
native-speaking status of English) had significantly influenced their scoring performance 
and would thus need to be controlled as a confounder in subsequent hierarchical 
regression analyses. The results from independent-samples t-tests (or Mann-Whitney U 
tests) suggest that no significant differences in scoring performance existed, fortunately 
and unsurprisingly, between the native and non-native speaking raters. This result seems 
to align with findings from previous research (e.g., Wei & Llosa, 2015; Zhang & Elder, 




performance. As a result, raters’ language background was not controlled as a 
confounding variable in the current study. 
 
Research Question 3  
 
Following the preliminary analyses, three different hierarchical regression 
analyses were performed to explore the combined effects of rater expertise and WMC on 
the raters’ scoring accuracy, severity, and consistency. The results have demonstrated that 
rater expertise has significantly predicted scoring accuracy, while it did not significantly 
predict scoring severity or consistency. WMC, on the other hand, was not found to 
significantly predict any of the three aspects of scoring performance. Also, no statistically 
significant interaction was found between rater expertise and WMC in their joint 
influences on scoring performance. A discussion of these regression analysis results, as 
informed by previous literature, is delineated below. 
A number of studies have found significant contributions of expertise to complex 
cognitive performance in various domains (e.g., Alptekin & Erçetin, 2011; Hambrick & 
Engle, 2002; Joh & Plakans, 2017; Payne et al., 2009, to name a few). Similar to these 
studies, the current study has also found that raters’ scoring performance can be 
significantly predicted by raters’ expertise in L2 performance assessment. Specifically, 
rater expertise was found to significantly predict raters’ accuracy of scoring. This result 
seems to align with previous research findings showing that more proficient raters are 
more accurate and appropriate in their application of the rating scale than less proficient 
raters (Davis, 2012; H. J. Kim, 2011), especially if the scale is holistic (Barkaoui, 2010). 
The finding that rater expertise significantly predicted scoring accuracy in the 




representation (Chase & Simon, 1973a, 1973b; Chiesi et al., 1979; de Groot, 1978; Simon 
& Chase, 1973; Spilich et al., 1979). That is, more proficient raters not only have more 
rating-related knowledge but also better-established knowledge schemata (e.g., more 
complex and appropriate internalized criteria for L2 learners’ speaking ability and/or how 
to approach a rating task), which can help them excel in a new assessment situation 
(Barkaoui, 2010; H. J. Kim, 2011). For example, with superior knowledge 
representations, expert raters could be better at learning new materials (i.e., the Aptis 
speaking rubric and scoring procedures) and integrating the new materials within a 
coherent and interconnected framework that they had already established (i.e., pre-
established criteria for judging L2 learner’s speaking ability). With better knowledge 
representations, expert raters could also excel at recognizing patterns in an examinee’s 
response, noticing and remembering important features in the examinee’s response, and 
making more accurate inferences about the examinee’s speaking ability based on a deeper 
and more functional mental representation of the response.  
Another possible reason for the expert raters’ superior scoring accuracy is that 
these raters were more skillful at using their pre-established knowledge structures during 
the scoring process. For example, existing literature on expertise has revealed experts’ 
superior memory skills related to the retrieval of relevant knowledge stored in LT-WM 
(Ericsson & Kintsch, 1995; Feltovich et al., 1984) and superior ability to monitor the 
current situation (a.k.a. “situational awareness”) (Endsley, 2018) for better planning, 
reasoning, and evaluation (Feltovich & Barrows, 1984; Klein, 1998; Koschmann et al., 
2001). It is thus possible that more proficient raters in the current study were better at 




L2 speaking ability and the newly learned Aptis rubric) and applying that knowledge 
appropriately in their judgment process. Meanwhile, the expert raters might have also 
benefited from their superior ability to monitor the dynamics of the current assessment 
situation, which had helped them plan and fine-tune their reasoning and judgment 
processes. Some of these explanations have been verified by the six raters’ verbal reports 
collected from the cognitive lab session. However, a more in-depth analysis of the raters’ 
underlying mental mechanisms is still needed to illuminate the raters’ knowledge 
(structures) and their use of the knowledge (structures) during the scoring process.  
As previous research in cognitive psychology suggests, expertise plays a crucial 
role in determining individuals’ performance in a variety of domains (Ericsson, 2018a). 
Given the importance of expertise to domain performance, one may wonder why rater 
expertise in the current study did not explain more variance in the raters’ scoring 
accuracy than the small percentage (R2= 7.1%, adjusted R2= 6%) discovered. Previous 
studies in L2 assessment and other domains reported percentages of variance in 
performance ranging from 14% to 55% attributed to expertise (Brisbois, 1995; Hambrick 
& Engle, 2002; Joh & Plakans, 2017; MeCartty, 2000; Payne et al., 2009). These studies 
measured expertise mainly using two approaches—either as domain-related experience 
(e.g., number of years actively studying an L2) or as domain knowledge which can be 
directly evaluated through tests (e.g., an L2 listening comprehension test). Interestingly, 
the highest reported percentage of variance explained by expertise (more than 50%) came 
from a study (Hambrick & Engle, 2002) that measured domain knowledge directly (i.e., 
using specifically designed tests to measure participants’ knowledge about baseball). As 




rarely been measured directly in existing L2 studies. This has created a major limitation 
in the kind of conclusions that can be drawn from studies about rater expertise. While 
rating-related experience is certainly important in shaping rater knowledge (H. J. Kim, 
2011), it is difficult to estimate raters’ knowledge and the usability of their knowledge 
purely based on rating-related experiences. This is possibly a major reason that only a 
small contribution of rater expertise was found in the current study.  
Another possible explanation for the relatively low percentage of variance 
explained by rater expertise in the current study is that rater expertise may not be easily 
transferrable between different tests. Research has shown that expertise involves domain-
specific knowledge and skills which can hardly be transferred outside of domain areas 
(Ericsson & Lehmann, 1996; Feltovich et al., 2018). Even though a rater may have been 
trained on and scored multiple different tests and while some test-general knowledge and 
skills certainly do carry over, the nuances of score point decisions at certain 
category/score borderlines—the essential bit—generally do not carry over, 
and test specific samples, anchors, and training come into play far more than any 
experience with other tests. Thus, while the attempt to capture raters’ general assessment-
related experiences in the current study was worthwhile, measures based on these general 
experiences did not seem to have sufficiently represented the raters’ expertise related to 
the Aptis test in particular. This may be another reason that rater expertise in the current 
study only had a small contribution to scoring performance in the current study.  
A third question regarding the results relevant to rater expertise is that rater 
expertise was only found to significantly predict scoring accuracy in the current study. 




found. This result could be an artifact of how different aspects of scoring performance 
were measured in the current study. Scoring accuracy was measured in terms of raters’ 
agreement with the official Aptis speaking scores, which were assigned by operational 
Aptis raters. These operational raters, as previously introduced, had substantial 
experience scoring the Aptis test and had also received regular training and monitoring 
during their rating experiences (O’Sullivan, 2015a); therefore, they can be considered as 
“expert raters” for the Aptis test. Scoring accuracy in the current study thus measured the 
inter-rater agreement between the 90 raters, who had diverse levels of rater expertise, 
with the operational Aptis raters, who were “expert raters” for the test. In contrast, 
scoring severity and consistency were measured in the current study as a rater’s internal 
severity and consistency in scoring, without comparing him/her with an external standard 
(i.e., the operational Aptis raters). Thus, it is not surprising to find that rater expertise 
played a more dominant role in predicting scoring accuracy than severity or consistency 
in the current study. 
From another perspective, the fact that rater expertise was not found to 
significantly predict scoring severity was not surprising, as not much research in L2 
assessment has found any significant influence of rater expertise on rater severity. In 
particular, two recent studies in L2 speaking assessment that have analyzed raters’ 
scoring performance using MFRM found no remarkable difference in raters’ severity 
across different expertise levels (Davis, 2012; H. J. Kim, 2011). Another study in L2 
writing assessment has also found similar results (Lim, 2009). As for raters’ scoring 
consistency, one would reasonably assume that rater expertise could have influenced how 




teaching L2 learners might have helped him/her learn the new rubric better and applying 
it more consistently while scoring. However, previous L2 research exploring the same 
question did not seem to provide much supporting evidence for this assumption (Davis, 
2012; H. J. Kim, 2011). The small and non-significant contribution of rater expertise to 
scoring consistency found in the current study seems to corroborate these previous 
findings.  
 In addition to rater expertise, raters’ WMC was investigated in the current study 
to see if it could explain any additional variance in scoring performance. Since WMC has 
been found to associate with higher-level cognitive abilities (e.g., Ackerman et al., 2002; 
Engle et al., 1999; M. J. Kane et al., 2004) and complex cognitive performance in various 
domains (e.g., Alptekin & Erçetin, 2011; Daneman & Merikle, 1996; Joh & Plakans, 
2017; Linck et al., 2013, Payne et al., 2009, to name a few), one would assume that it 
should also influence raters’ scoring performance when evaluating L2 learners’ spoken 
responses. However, the extent to which raters’ WMC influences scoring performance, 
especially after accounting for the effect of rater expertise, has hardly been explored in 
L2 research. Previous studies in cognitive psychology have explored the combined 
effects of WMC and expertise on domain-specific material comprehension and memory, 
and have mostly reported significant but much smaller effect of WMC (β= 0.16 to 0.21) 
compared to that of expertise (β= 0.50 to 0.74) (Hambrick & Engle, 2002; Joh & 
Plakans, 2017; Payne et al., 2009). In the current study, WMC was not found to 
significantly influence raters’ scoring performance. This result may be explained by the 
fact that the current study was designed to reduce raters’ cognitive load during the 




performance. Specifically, the current study has attempted to make raters’ scoring 
process as authentic as possible to real-life scoring practices. Not only were the raters 
allowed to replay spoken responses as they needed during the scoring process, but they 
were also given constant access to the scoring rubric. As previously discussed in the 
literature review section, one of the reasons that raters’ WM has been hypothesized to be 
heavily taxed by the activity of scoring is that there isn’t generally an ability to pause or 
replay utterances, forcing the raters to evaluate heard information at the same time new 
information is flooding in. Replays during the scoring process could have reduced the 
essentialness of a larger WMC. In the same way, the raters’ WMC could have contributed 
more to scoring performance if the raters were not given constant access to the scoring 
rubric, which could have forced them (i.e., especially those who were not already familiar 
with the Aptis rubric) to rely more on their WM to process and integrate the rubric 
criteria with their pre-established conceptualization of L2 speaking ability. As a result of 
these factors, the effect of WMC on scoring performance may have been moderated. 
From another perspective, the finding of the current study may indicate that it is possible 
to control or even minimize the effect of WMC on raters’ scoring performance by 
adopting commonly-used measures in real-life rating practices to reduce raters’ cognitive 
load during the scoring process. These measures, in the current study, seem to have 
reduced rater variability associated with differences in raters’ WMC. More targeted 
research is needed to verify these interpretations. 
As for the interaction between rater expertise and WMC, the non-significant 
interaction effects found in the current study seem to support the independent influences 




influences on cognitive performance. Given that most previous studies in cognitive 
psychology and L2 assessment have reached similar conclusions (Alptekin & Erçetin, 
2011; Hambrick & Oswald, 2005; Payne et al., 2009), the current results are not 
surprising. However, these results do not seem to match the independent influences 
model exactly, as the model also seems to indicate unique and significant contributions of 
both characteristics to cognitive performance. As previously mentioned, rater expertise 
was the single significant predictor for scoring accuracy in the current study, while 
neither rater expertise nor WMC was found to have significantly influenced scoring 
severity or consistency. These findings, as previously explained, might have been 
attributed to how the different aspects of raters’ scoring performance were measured, and 
the limitations and moderating factors that might have reduced the potential contributions 
of rater expertise and WMC to scoring performance.  
 
Research Questions 4 and 5 
 
Part II of the current study explored how raters’ cognitive functionality, defined in 
terms of strategies related to information processing, influences scoring performance and 
contributes to variability in expert and novice raters’ scoring performance. For this 
purpose, two research questions were addressed. Research Question 4 investigated the 
strategies that the six selected raters employed while scoring. Fourteen major 
(meta)cognitive strategies were identified from the raters’ verbal reports: applying criteria 
from the rubric, comparing, comprehending, deciding, evaluating, inferencing, linking to 
prior knowledge or experience, noticing, reasoning, retrieving relevant response 
information from WM, synthesizing, goal-setting, monitoring, and reflecting. Amongst 




the rubric, evaluating, and retrieving relevant response information from WM. As 
previously discussed, these three strategies are the building blocks of a rater’s scoring 
process and were thus most commonly used by the raters in general. Moreover, these 
strategies were found to have been frequently used as a strategy cluster. This finding is 
comprehensible in light of Purpura’s (2012) model of strategies related to information 
processing in L2 assessment and Bejar’s (2012) model of the L2 rating process. Based on 
these models, raters have to constantly retrieve relevant information from their mental 
response representations during the scoring process, and compare that information with 
the corresponding criteria from their mental scoring rubrics. The comparison allows 
raters to evaluate relevant features of examinees’ speaking performance. It can thus be 
seen that the raters’ frequent use of the aforementioned three strategies as a cluster seems 
to align with the information processing model and the different stages of scoring 
proposed by Purpura and Bejar. In addition to these three strategies, four other strategies 
were found to be frequently used: reflecting, linking to prior knowledge, noticing, and 
reasoning. Reflecting, as a metacognitive strategy, has been used by the raters to think 
deeply and critically about their own scoring performance and the scoring criteria. 
Linking to prior knowledge was also frequently used by the raters to retrieve relevant 
knowledge and experience stored in their LTM to help with the decision-making process. 
Noticing was an indispensable strategy in the scoring process as the raters needed to first 
capture the important or interesting features in the examinees’ responses before they 
could make any judgments. Reasoning was also used quite often by the raters (especially 
the expert ones) to think through complicated scoring situations that required the logical 




frequently used strategies, these four strategies also represented important links in the 
raters’ scoring process and were thus identified relatively frequently from the raters’ 
verbal reports.  
Based on the strategies identified from the raters’ verbal reports, Research 
Question 5 explored the differences in both the quantity and quality of strategy use 
between the expert and novice raters. The quantity of strategy use was investigated in 
terms of the raters’ range and frequency of using strategies. The results have revealed that 
the two groups of raters used similar ranges of strategies. However, the expert raters used 
eight strategies considerably more frequently than the novice raters, which include 
applying criteria from the rubric, comprehending, evaluating, linking to prior knowledge 
or experience, noticing, reasoning, reflecting (especially on one’s own scoring 
performance), and retrieving relevant response information from WM. These differences, 
as discussed in Chapter V, can mostly be attributed to the experts’ higher level of 
expertise in L2 speaking assessment. Through years of rating and teaching experiences, 
the expert raters may have developed superior ability to form mental response and rubric 
representations at a deeper and more functional level (Glaser & Chi, 1988; Feltovich et 
al., 2018). As a result, they could retrieve and use relevant information from these mental 
representations more easily during their judgment process. The expert raters may also 
have benefited from their wider range of assessment-related knowledge and experiences, 
which had helped them comprehend L2 examinees’ speech better and notice important 
features of examinees’ speech. Due to more assessment-related experiences, the expert 
raters were also found to excel at reasoning through complicated assessment situations 




raters tended to reflect on their own scoring performance more frequently than the novice 
raters, which seems to align with cognitive psychology research suggesting that self-
reflection is an important characteristic of expertise (Feltovich et al., 2018).  
Not only were differences found in the quantity of strategy use between the expert 
and novice raters, but the two groups of raters were also found to differ in the quality of 
strategy use. Although there was no significant difference in the average time of strategy 
use between two rater groups, results have shown that the expert raters had demonstrated 
more success and competence in using strategies and strategy clusters than the novice 
raters. For example, the expert raters were found to have greater success in 
comprehending and noticing important features of the examinees’ speech, probably due 
to more assessment-related experience and better familiarity with L2 learners’ accents 
and commonly-heard errors and speech patterns. Because of these differences, the expert 
raters have also made more accurate and relevant evaluations of the examinees’ responses 
during the scoring process. In addition to these differences, the expert raters have 
demonstrated more accurate and efficient retrieval and application of prior knowledge 
and experience to the current assessment situation.  
In terms of evaluation styles, the expert raters were found to provide more 
concrete evaluations of the examinees’ responses than the novice raters. While evaluating 
examinee’s performance, the expert raters were more likely to use a variety of other 
strategies (e.g., applying relevant rules from the rubric, inferencing, linking to prior 
knowledge and experience, and reasoning) to provide evidence or justification for their 
judgments. In contrast, the novice raters’ judgments tended to be simpler and lack 




strategy clusters, the expert raters demonstrated more fluency and competence in using 
multiple strategies simultaneously to make score decisions. 
In summary, considerable differences were found in strategy use between the 
expert and novice raters in the current study. These differences can be explained in light 
of research findings in cognitive psychology about the characteristics of expertise. For 
example, research has indicated that experts, due to more knowledge and experience, can 
better recognize and recall new materials involving domain-relevant information and 
integrate new information within a coherent and interconnected framework of existing 
knowledge and information to make useful inferences (Chiesi et al., 1979; Spilich et al., 
1979). In line with these findings, the expert raters in the current study were found to be 
able to comprehend the examinees’ speech better and notice more features to evaluate 
during the scoring process. The expert raters also showed better recall of the examinees’ 
responses and the scoring criteria, as reflected by their more frequent and successful use 
of retrieval-related strategies (i.e., applying criteria from the rubric and retrieving relevant 
response information from WM). Moreover, the experts’ more frequent and confident use 
of strategy clusters reflected their higher competence in integrating various sources of 
information in the judgment process and drawing useful inferences from the information. 
Research on expertise in cognitive psychology has also found that due to more 
knowledge and experience, experts can form more complex and appropriate knowledge 
structures which allow them to think, reason, and represent tasks in a deeper and more 
functional manner (Chi et al., 1981; Feltovich et al., 1984; Spilich et al., 1979). These 
findings seem to have been corroborated by the results showing expert raters’ more 




(i.e., linking to prior knowledge and experience and retrieving relevant response 
information from WM). 
 
Implications of the Study 
 
 
The present study, which examined the combined effects of three rater 
characteristics (i.e., rater expertise, WMC, and cognitive functionality) on scoring 
performance, has several theoretical, methodological, and practical implications for the 




Rater variability has been a continuous concern in L2 performance assessment as 
a threat to test validity (Eckes, 2011). The current study thus investigated the possible 
contributions of three major rater characteristics (i.e., rater expertise, WMC, and 
cognitive functionality) to rater variability. There are two parts to the current study. The 
first part used hierarchical regression analyses to explore the joint influences of rater 
expertise and WMC on scoring performance. Results from the regression analyses have 
shown that rater expertise significantly predicted scoring accuracy, which provided 
supporting evidence for the contribution of rater expertise to scoring performance. 
However, the low-to-moderate effect size of rater expertise and its small (7%) 
contribution to scoring accuracy have raised questions about the actual importance of 
rater expertise, measured as raters’ general, assessment-related experiences, to scoring 
performance. As Lim (2011) pointed out, the meaning of the categorization of raters into 
different levels of expertise depends on whether raters can “maintain a certain level of 




assessment-related experiences, if not backed up by corresponding levels of scoring 
performance, would not be meaningful for rater selection or categorization. It is therefore 
important to reconsider our commonly-used criteria (e.g., general rating and teaching 
experiences) for rater selection and categorization in existing L2 research and rating 
practices, especially when it comes to predicting raters’ scoring performance for a 
specific test.  
Apart from rater expertise, the current study has not found any significant 
contribution of WMC to scoring performance. This result, as previously discussed, is 
likely due to the fact that the current study was designed to reduce raters’ cognitive load 
during the scoring process, as what has been typically done in real-life scoring practices. 
Although previous research in cognitive psychology and L2 assessment has found 
significant contributions of WMC to various complex cognitive tasks (e.g., Hambrick & 
Engle, 2002; Joh & Plakans, 2017; Payne et al., 2009), the effect sizes of WMC in those 
studies (β=0.16 to 0.21) were rather small, especially after accounting for the effects of 
domain-related expertise. As Feltovich et al. (2018) pointed out in their state-of-the-art 
literature review on expertise, domain-specific knowledge has no longer been regarded as 
a “nuisance variable,” but as a “dominant source of variance” in performance on many 
cognitive tasks (p. 67). In particular, studies in both cognitive psychology and L2 
assessment have found that skilled performance in a given domain is primarily influenced 
by domain-specific expertise (e.g., Hambrick & Engle, 2002; Joh & Plakans, 2017; Payne 
et al., 2009). Although WMC is a basic ability required for performing a variety of 
complex cognitive tasks, which probably includes scoring L2 learners’ spoken responses, 




expertise, should be much less appreciable. Thus, the findings about WMC in the current 
study seem to corroborate the established conclusions about the relative contributions of 
expertise and WMC to cognitive performance. These findings, from another perspective, 
also seem to support the effectiveness of commonly-used measures (e.g., giving raters 
opportunities to re-listen to responses and constant access to the scoring rubric) to reduce 
raters’ cognitive load in real-life rating practices. 
The third rater characteristic explored in the current study was raters’ cognitive 
functionality, defined as strategies related to information processing in the current study. 
By analyzing six raters’ verbal reports during the scoring process, fourteen major 
strategies were identified. These strategies can reflect the thoughts and mental processes 
that raters invoked while scoring and provide us some insights on the mental mechanisms 
that underlie raters’ scoring performance. Moreover, differences in the expert and novice 
raters’ strategy use, both in terms of quantity (i.e., range and frequency) and quality (i.e., 
efficiency and effectiveness), were discovered. These differences can help explain the 
expert and novice raters’ differing levels of scoring performance on a deeper, cognitive-
processing level (Purpura, 2014). For example, the expert raters were found to use a 
number of strategies more frequently than the novice raters, such as applying criteria 
from the rubric, evaluating, and retrieving relevant response information. These strategies 
are the building blocks of raters’ evaluative process and the expert raters’ more frequent 
use of these strategies seems to indicate that they were more prone to employ effective 
strategies to drive their decision-making process. Although the expert and novice raters 
have spent an approximately equal amount of average time using strategies, the experts 




competently than the novices. Such findings, by associating differences in raters’ strategy 
use to different levels of scoring performance, can provide insights for a better 




A number of studies in L2 performance assessment have attempted to explore the 
relationship between raters’ levels of expertise and their scoring performance (e.g., 
Davis, 2012; H. J. Kim, 2011; Lim, 2009). To do that, most of these studies used simple, 
descriptive methods to evaluate rater expertise. In other words, instead of measuring rater 
expertise as a composite variable that can be used in statistical analyses, these studies 
simply categorized raters into different levels of expertise based on a loose consideration 
of the different types of assessment-related experiences that raters had reported. The 
current study, on the contrary, measured rater expertise by calculating a holistic variable 
that integrates different aspects of a rater’s assessment-related experience (e.g., L2 
speaking assessment rating experience, ESL teaching experience, and rater training 
received from the rating experiences) and used this variable in statistical analyses to 
explore the effect of rater expertise on scoring performance. While inferential statistical 
methods have rarely been used in L2 studies to explore the effects of rater expertise and 
other possibly important rater characteristics on scoring performance, the current study 
used hierarchical regression analysis to explore the combined effects of rater expertise 
and WMC on scoring performance. By recruiting a larger rater sample and using an 
inferential statistical procedure for data analysis, more generalizable results about the 




Another methodological implication of the current study pertains to its 
incorporation of features of deliberate practice (Ericsson et al., 1993) into the evaluation 
of rater expertise. According to Ericsson and colleagues (Ericsson, 2002, 2015, 2018b; 
Ericsson et al., 1993), the development of expertise requires not only simple experience, 
but also deliberate practice, through which an individual is properly trained to perform 
the tasks in a specific domain and thus gain expertise. There are several critical elements 
to deliberate practice (Ericsson, 2018b). For example, one must be trained by a coach or 
teacher in the field, practice the target tasks repeatedly, and receive immediate and 
informative feedback during practice. These features, however, have rarely been 
systematically incorporated in the evaluation of rater expertise in previous studies. H. J. 
Kim (2011) was one of the few researchers who evaluated rater expertise by asking her 
raters to report their training experiences in relation to features of deliberate practice 
(e.g., whether there were opportunities to practice rating with multiple samples and 
receive immediate feedback during the practice). However, no description was provided 
later about how these features had been used to categorize raters into different expertise 
levels. To fill this gap, the current study took features of deliberate practice into account 
when evaluating raters’ training experiences and eventually, rater expertise. This method 
may help increase the accuracy of the estimation of rater expertise and thus, may prompt 
researchers to start considering features of deliberate practice when evaluating rater 




As previously discussed, rater expertise, if measured only as a rater’s general, 




performance that the rater can deliver in a specific rating context. Therefore, although 
assessment-related experiences and raters’ actual scoring performance are usually 
positively related, evaluating raters based on experience alone (especially if this 
experience does not satisfy the fundamental criteria for deliberate practice) may not be 
the best approach to rater categorization. This finding may prompt L2 testers and 
researchers to rethink current practices of pre-categorizing or selecting raters based on 
their general experiences in L2 teaching and assessment. 
Apart from rater expertise, raters’ strategy use was also explored in the current 
study. Findings have shown that the expert and novice raters differed in multiple aspects 
of strategy use, which had been delineated in Chapter V. Given these differences, the 
potential of incorporating strategy training into regular rater training sessions may be 
considered. In other words, novice raters may be trained to develop patterns of strategy 
use similar to those demonstrated by expert raters. For example, in the current study, the 
expert raters were found to have used strategy clusters more often than the novice raters, 
which had made their judgment process more coherent and rigorous. In particular, the 
expert raters tended to provide justifications for their evaluations by employing multiple 
strategies and sources of information during the scoring process, such as applying 
relevant criteria from the rubric to the response features evaluated, and linking to prior 
knowledge and experience for additional helpful information for decision-making. 
Meanwhile, the expert raters also tended to use the reasoning strategy to think deeply 
about a complicated scoring situation. In contrast, the novice raters were found to have 
made mostly simple evaluations without providing justification or explanation. Rarely 




Thus, training the novice raters to learn from the experts in terms of strategy use may 
help improve novice raters’ thinking process and develop their rater expertise. An 
instance of this type of training would be a demonstration of how an expert rater verbally 
reports his/her decision-making process, in addition to the sample responses, benchmark 
scores, and score explanations usually provided for rater training. Such demonstrations 
may enhance novice raters’ understanding of how to properly use the scoring rubric and 
approach the scoring task. 
 
Suggestions for Further Research  
 
 
The current study explored the combined effects of rater expertise, WMC, and 
cognitive functionality on raters’ scoring performance when evaluating L2 learners’ 
speaking performance. The results regarding rater expertise have suggested that rater 
expertise significantly contributes to raters’ scoring accuracy. However, the effect size 
found for rater expertise was a bit low (β= 0.27), compared to those found in previous 
studies (β= 0.50 to 0.74). This, as previously discussed, can probably be attributed to the 
fact that the current study did not directly measure the core of rater expertise, i.e., rater 
knowledge. Also, rater expertise was not measured in terms of raters’ experience 
specifically for scoring the Aptis speaking test. Instead, only raters’ general, assessment-
related experiences were evaluated to represent rater expertise. Thus, it is suggested that 
future research should either evaluate rater expertise in terms of raters’ experience 
scoring a specific test, or develop instruments or methods (e.g., concept mapping) (Cañas 




knowledge to score. Findings from such investigations may provide insights on how to 
improve the accuracy of rater expertise evaluation. 
Also, in the current study, WMC has not been found to significantly predict 
raters’ scoring performance. Although WMC is a basic mental capacity for complex 
cognitive performance, its relative contribution to performance, compared to that of 
expertise, is less appreciable (Hambrick & Engle, 2002; Joh & Plakans, 2017; Payne et 
al., 2009). In addition, the current study attempted to reduce raters’ cognitive load during 
the scoring process by allowing raters to re-listen to responses and giving them constant 
access to the scoring rubric. As a result, the possible influence of WMC on raters’ scoring 
performance may have been mitigated. Despite these reasons, one may still wonder if the 
effect of WMC could increase, and to what extent it would increase, if raters did not have 
the chance to re-listen to spoken responses or if they were provided a different type of 
rubric (analytic instead of holistic) to use during the scoring process. For instance, current 
researchers in L2 assessment have divergent opinions about the cognitive load on raters 
using different types (holistic versus analytic) of scoring rubric. While some suggested 
that scoring with an analytic rubric can focus the attention of raters (especially 
inexperienced ones) on the scoring construct and reduce the cognitive load of having to 
weight different features and arbitrate between levels (Barkaoui, 2011; Weigle, 2002), 
others believed that the cognitive load on raters may be higher for analytic scoring 
because raters have to match the response to each analytic rating scale, thus causing more 
decisions to make during the scoring process (Bejar, 2012; Seedhouse et al., 2014). 
Further research seems to be needed to explore which type of scoring rubric has a higher 




provide insights on whether current measures to reduce raters’ cognitive load are 
sufficient, and how they may be improved to reduce the possibility of raters’ cognitive 
resources contributing to rater variability.  
Additionally, the present study only attempted to control raters’ native-speaking 
status when investigating the potential moderating effect of rater language background on 
scoring performance. Except for native-speaking status, the possible effect of raters’ L2 
on scoring performance may also be worthwhile to investigate, as Winke et al. (2013) 
discovered that raters who had scored L2 learners’ speaking performance tended to assign 
higher scores to learners whose L1s matched their L2s, due to familiarity with and 
positive personal reactions to learners’ accents. Thus, future studies may include another 
potential confounding variable (i.e., raters’ L2) in the analysis of rater characteristics to 
account for more possible factors related to rater variability.  
Lastly, due to the limited sample size (N=90) of the current study, quantitative 
analytic procedures more sophisticated than hierarchical regression (e.g., structural 
equation modeling) were not used to analyze the different interactive relationships 
between the various variables (e.g., rater expertise, WMC, scoring performance, and rater 
language background) involved. Future studies may recruit more raters and employ 
structural equation modeling as the main analytic technique. Also, the generalizability of 
the current findings might have been limited by the particular context of the current 
study, given that this study only used one speaking task featuring a scoring rubric 
specifically designed for this task. Future studies can be designed to include different 
tasks and rubric characteristics to explore how these characteristics might interact with 
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Rubric for Aptis Speaking Task 4 
 
Note. From “Aptis Candidate Guide,” by the British Council, 2016, April, p. 37 (https://www.academia.edu 






Rater Background Survey1 
Instruction 
Please complete the questionnaire about your experience as an ESL rater, teacher 
and/or graduate student in TESOL, Applied Linguistics, or a relevant program. 
Any information you provide will be kept confidential and used only for this 
research study. The questionnaire consists of the following four sections: 
 
1. Personal background information 
2. L2 speaking assessment rating experience 
3. ESL/EFL teaching experience 
4. Coursework 
 
At the end of each section, “Next” will lead you to the following section and 
“Prev” will lead you to the previous section. You can always change your 
response before checking “Done” at the end of the survey. Please keep in mind 
that you will NOT be able to re-enter the survey. 
 
I. Personal Background Information 
1. Name: ______________________ 
2. Contact Email: ____________________ (If you were selected to participate in 
this study, this is the email via which I can notify you.) 
3. Age: ___________________ 
4. Native/First language(s): _____________________ 
5. Other languages you have competence in: _______________________ 
6. Foreign accents of speaking English that you are familiar with (If you are not 
familiar with any foreign accents, simply enter “None”): 
____________________  
7. The program(s) you have graduated from and/or are currently enrolled in: 
☐  TESOL 
☐  Applied Linguistics 
☐  Both of the above 
☐  Neither of the above 
 
1 Adapted from “Investigating raters' development of rating ability on a second language speaking 
assessment,” by H. J. Kim, 2011, pp. 270-278 (https://tc.idm.oclc.org/login?url=https://search-proquest-





II. L2 speaking assessment rating experience 
List no more than five standardized speaking tests (e.g., TOEFL, IELTS) 
and/or formal speaking assessment procedures (e.g., an ESL program 
placement test, an achievement test for an ESL class) that you have scored.  
Please ONLY include assessment experiences that meet the following criteria: 
 
• The majority of examinees are at least 16 years old. 
• You used a scoring rubric for the assessment. 
 
If you have never scored before, please simply select “No experience” for 
all five tests listed below. 
Example 
Speaking Test #1.  
Name of the test: ______________________ 
Please provide as much information as you can for the test, for example: 
• TOEFL writing test 
• Student placement test for the ESL program at Teachers College, 
Columbia University 
• Achievement test for an intermediate-level ESL class (integrated 
skills) at the ESL program of Teachers College, Columbia University 
 
Please indicate your experience scoring this test: 
☐  No experience: I never scored this test before.  
☐  A little experience: I scored this test on a few (i.e., one or two)  
occasions with multiple samples. 
☐  Moderate experience: I scored this test on several (i.e., three or more)  
occasions with multiple samples. 
☐  Substantial experience: I scored this test for a few (i.e., one to two)  
years with multiple occasions and samples. 
      ☐  Extensive experience: I scored this test for multiple (i.e., three or more)  
years with multiple occasions and samples. 
Questions about speaking tests #2, 3, 4, and 5 will follow the same format 
as speaking test #1 above. 
 
III. ESL/EFL teaching experience 
Please only include teaching experience that satisfies both conditions: 
• Teaching an ESL/EFL class either in a classroom or via online 
platforms (Note: tutoring does not count) 




Indicate the approximate number of years you have taught: 
☐  Less than one year 
☐  One to three years 
☐  Three to five years 
☐  Five to eight years 
☐  Eight years or more 
 
IV. Coursework 
            Indicate the approximate number of courses you have completed for your   
            graduate-level degree(s) in TESOL, Applied Linguistic, and/or a relevant    
            program. 
     ☐  Novice: completed one or two core courses in M.A. program (Note: these  
           are usually first-year MA students) 
      ☐  Competent: completed three or more core courses required for M.A.   
           degree (Note: these are usually second-year MA students) 
     ☐  Expert: completed all core courses (Note: these are usually graduates from  
           an M.A. program, current students in a Ph.D. or Ed.D. program, or 
           graduates from a Ph.D. or Ed.D. program) 
 
















Sample Follow-up Questionnaire  
1. In the Rater Background Survey, you reported that you have extensive experience 
scoring the student speaking placement test for the XXX Program at XXX 
University. 
 
If possible, can you refer me to a website with sample test(s) and rubric information? 
__________________________________________________________________ 
 
Did you receive professional training for scoring this test? 
☐Yes   ☐No 
 
If “Yes,” please confirm if you: 
 
• were trained by an experienced rater for this test 
            ☐Yes   ☐No 
 
• practiced scoring repeatedly with multiple samples 
☐Yes   ☐No 
• received immediate feedback (i.e., benchmark scores and explanations for 
these scores) during practice 
☐Yes   ☐No 
 
• had the opportunity to discuss the feedback with a trainer/supervisor 
☐Yes   ☐No 
• were monitored and provided individual feedback during scoring 
☐Yes   ☐No 
Additional information you wish to provide: _____________________________ 
2. You also reported that you have substantial experience scoring speaking 
achievement tests for a higher-intermediate level ESL class in the Intensive 
English Program at XXX University. 
 
Did you use a rubric to score this test? 
☐Yes   ☐No 
 
Additional information you wish to provide: _____________________________ 
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