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Automorphisms of path coalgebras and applications
Yu Ye
Abstract
Our main purpose is to introduce the notion of trans-datum for quivers, and apply
it to the study of automorphism groups of path coalgebras and algebras. We observe
that any homomorphism of path coalgebras is uniquely determined by a trans-datum,
which is the basis of our work. Under this correspondence, we show for any quiver Q
an isomorphism from Aut(kQc) to Ω∗(Q), the group of invertible trans-data from Q to
itself. We point out that the coradical filtration gives to a tower of normal subgroups
of Aut(kQc) with all factor groups determined. Generalizing this fact, we establish a
Galois-like theory for acyclic quivers, which gives a bijection between large subcoalgebras
of the path coalgebra and their Galois groups, relating large subcoalgebras of a path
coalgebra with certain subgroups of its automorphism group. The group Aut(kQc) is
discussed by studying its certain subgroups, and the corresponding trans-data are given
explicitly. By the duality between reflexive coalgebras and algebras, we therefore obtain
some structural results of Aut(k̂Qa) for a finite quiver Q, where k̂Qa is the complete
path algebra. Moreover, we also apply these results to finite dimensional elementary
algebras and recover some classical results.
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0 Introduction
Automorphism group of a mathematical object is, in roughly speaking, the symmetry of the
object. A good knowledge about automorphisms of an object is essential in understanding
its structure. To determine an automorphism group is always fundamental in classification
problems. The present work aims to investigate automorphism groups of an important class
of coalgebras and algebras, say the ones obtained from quivers.
Let A be an associative algebra over a field k. In case that A is finite dimensional,
the automorphism group Aut(A) is known to be an affine algebraic group with Lie algebra
Der(A), the algebra of derivations of A; see [OV, §1.2.3, ex.2], for example. Some other
important groups related are the outer automorphism group Out(A) = Aut(A)/ Inn(A), the
quotient group modulo the inner ones, and the Picard group Pic(A), the group of isoclasses
of invertible A-A-bimodules.
Fro¨hlich studied the Picard group of associative rings systematically. The Picard group
is shown to be invariant under Morita equivalence, and for any ring R there exists a map
from Aut(R) to Pic(R) with kernel Inn(R); see [Fr]. Moreover, Bolla [Bo] proved that when
R is basic semiperfect, then the map is also surjective, that is Pic(R) ∼= Out(R) in this case.
How the assumption Aut(A) being reductive (respectively, semi-simple, toral, solvable,
nilpotent) effects the algebra structure of A has been discussed by Pollack [Po]. It is worth
mentioning that the solvability of the automorphism group is of great importance in the
classification of isolated hypersurface singularities, see a series papers [Y1, Y2] by Yau.
Usually to determine Aut(A) (respectively, Out(A), Pic(A)) for a finite dimensional alge-
bra A is very difficult, even to find out all idempotent elements of A is not an easy task. Only
a few scattered examples are known. A well studied example is the automorphism group of
an incidence algebra beginning with Stanley [St] and continued by Scharlau [Sch], Baclawski
[Ba], and Coelho [Co]. Other examples are exterior algebras by Djokovic´ [Dj], square-free
algebras by Anderson and D’Ambrosia [AA], and monomial algebras by Guil-Asensio and
Saor´ın [GS2].
In a series papers [GS1, GS2], Guil-Asensio and Saor´ın developed a strategy to compute
the outer automorphism group and the Picard group for finite dimensional algebras. As
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an application the Picard group of a split finite dimensional algebra is calculated in several
special cases.
The present work is intended to be from a different point of view. We begin with the
study of automorphisms of coalgebras and then apply to algebras. Notice that algebra and
coalgebra are dual categorically. In philosophy, algebra is easy to handle sometimes, while in
some other cases, to deal with coalgebras is easier. The key observation is that automorphisms
of a path coalgebra are much easier to characterize. This is our starting point. We make an
attempt to study the automorphism group (respectively, outer automorphism group, Picard
group) of a path algebra via its dual path coalgebra. Recall that in path algebra case, the
outer automorphism group and the Picard group are the same.
We remark that both incidence algebras and exterior algebras are elementary, which can
be realized as quotient algebras of path algebras. It is possible to apply our general results
on path algebras and coalgebras to these examples, although we will not go further in this
direction in this paper.
Throughout, k will be a fixed field and all unadorned ⊗ will mean ⊗k. It is worth men-
tioning that most results hold true in general situation, and quivers considered are arbitrary
quivers unless otherwise stated. More precisely, we need the ”acyclic” condition in Section 4
for the establishment of the Galois theory, and in some scattered applications we need certain
finiteness condition.
The main results and the structure of the paper is outlined as follows.
In Section 1, we recall some basic notions and give a brief introduction to quiver techniques
needed.
Section 2 deals with a characterization of path coalgebra homomorphisms. We introduce
the notion of trans-datum for quivers, see Definition 2.1.1. Let Q and Q′ be quivers. We
denote by Ω(Q,Q′) the set of trans-data from Q to Q′ and write for brevity Ω(Q) = Ω(Q,Q).
The following fundamental result is given in Theorem 2.2.1.
Theorem 1. Let Q,Q′ be quivers, and kQc and kQ′c the path coalgebras. Then we have
mutually inverse maps Coalg(kQc, kQ′c)
t // Ω(Q,Q′)
f
oo , here Coalg(kQc, kQ′c) denotes
the set of coalgebra homomorphisms from kQc to kQ′c.
Under the above correspondence, a composition map of trans-data, which is compatible
with the one of coalgebra homomorphisms, is given explicitly, making Ω(Q) a monoid which
is isomorphic to Coalg(kQc, kQc); see Theorem 2.3.5.
The following results is obtained in Theorem 2.2.6 and 5.4.8, which show us the advantage
of using the notion of trans-datum, especially in the study of automorphisms of pointed
coalgebras and elementary algebras.
Theorem 2. (1) Let Q be any quiver and C a large subcoalgebra of kQc. Then any auto-
morphism of C extends to an automorphism of kQc.
(2) Let A be a finite dimensional elementary algebra and Q its extension quiver. Then
any automorphism of A is induced from an automorphism of k̂Qc.
The above theorem just says that the automorphism group of a finite dimensional elemen-
tary algebra is somehow controlled by the automorphism group of a complete path algebra.
We expect similar result holds true for any finite dimensional algebra which satisfies certain
separable condition, although we do not have an argument at moment.
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We may compare the above theorem with Quebbemann’s result [Qu], which connects
automorphisms of a tensor algebra and the ones of its quotient algebras. Let A be a finite
dimensional algebra with Jacobson radical J . Suppose that there is an algebra embedding
A/J →֒ A such that A = A/J ⊕ J as A/J-bimodules. Quebbemann showed that for any
automorphism τ of A, there exists an automorphism τ ′ of the tensor algebra TA/J(J/J
2) and
an algebra epimorphism φ : TA/J(J/J
2) −→ A, such that τ ◦ φ = φ ◦ τ ′. Notice that this
correspondence does not give a group homomorphism, for φ varies for different τ .
Section 3 is devoted to the study of Aut(kQc) for a quiver Q. The coradical filtration is
shown to give a tower of normal subgroups of Aut(kQc) with all factor groups characterized
explicitly, particularly we calculate dim(Aut(kQc≤n)) in Proposition 3.2.4, where kQ
c
≤n is the
n-truncated path coalgebra of Q. Consequently, finite dimensional truncated path coalgebras
with solvable automorphism group are classified as follows; see Theorem 3.2.5 for detail.
Theorem 3. Let Q be a finite quiver and n ≥ 2 an integer. Then Aut0(kQ
c
≤n) is solvable
if and only if Q is a Schurian quiver; Aut(kQc≤n) is solvable if and only if Q is a Schurian
quiver and Aut(Q) is resolvable.
Compare also with Proposition 5.4.2 which concerns truncated path algebras with solvable
automorphism groups. We mention that the solvability of the identity component of the
automorphism group of a monomial algebra has been discussed in [GS2]. Since truncated path
algebras are obviously monomial and Aut0(kQ
c
≤n) is the identity component of Aut(kQ
c
≤n)
(see Remark 5.3.6), thus the first part of Proposition 5.4.2 can also be deduced from [GS2,
Corollary 2.22].
In Section 4 we develop a Galois-like theory for an acyclic quiver Q, connecting admissible
subgroups of Aut(kQc) and large subcoalgebras of kQc. The following result, which we call
the fundamental theorem for Galois extensions, is given in Theorem 4.3.2.
Theorem 4. Let Q be an acyclic quiver. Let D be a large subcoalgebra of kQc and E/D a Ga-
lois extension. Then there is a bijection between C (D,E), the set of intermediate coalgebras,
and G (D,E), the set of admissible subgroups of Gal(E/D); Moreover, for any intermediate
coalgebra D ⊆ M ⊆ E, M/D is a Galois extension if and only if Gal(E/M) ⊳ Gal(E/D),
and in this case, Gal(E/D)/Gal(E/M) ∼= Gal(M/D).
We refer to Section 4 for an explanation of notations. Some applications of the funda-
mental theorem are also given there.
Section 5 concerns with the study of automorphisms of path coalgebra and complete path
algebras. The idea is to consider for a quiver Q the following natural subgroups of Ω∗(Q),
say IΩ∗(Q), IΩ∗0(Q), IΩ
∗
◦(Q) and Ω
∗
•(Q). We show that IΩ
∗(Q) ⊳ Ω∗(Q), IΩ∗◦(Q) ⊳ Ω
∗(Q)
and IΩ∗(Q) = IΩ∗◦(Q)⋊ IΩ
∗
0(Q), see Proposition 5.2.4 for detail.
We set Inn(kQc) = f(IΩ∗(Q)), Inn0(kQ
c) = f(IΩ∗0(Q)), Inn◦(kQ
c) = f(IΩ∗◦(Q)) and
Aut•(kQ
c) = f(Ω∗•(Q)). We mention that for µ ∈ IΩ
∗(Q), a useful formula for fµ is ob-
tained in Proposition 5.2.1. Consequently each σ ∈ Inn(kQc) acts invariantly on any large
subcoalgebra of kQc; see Corollary 5.2.2.
Let D be a finitary pointed coalgebra, here finitary means that D(1) is finite dimensional.
D is realized as a large subcoalgebra of kQc for some finite quiver Q. Due to Taft we have
a group isomorphism Aut(D) ∼= Aut(D∗), particularly Aut(k̂Qa) ∼= Aut(kQc) and hence
Aut(k̂Qa) ∼= Ω∗(Q) for any finite quiver Q; see Section 5.1.1. We rely heavily on this basic
fact, which enables to apply the technique developed for path coalgebras.
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Denote by Inn(k̂Qa) the inner automorphism group of k̂Qa. Consider also Inn◦(k̂Qa),
the normal subgroup of Inn(k̂Qa) induced by elements in 1 + Rad(k̂Qa), and the subgroup
Inn0(k̂Qa) of inner automorphisms induced by elements in (kQ0)
×. Another subgroup taken
into account is Aut•(k̂Qa), the subgroup of automorphisms fixing kQ0. Similar subgroups are
defined for quotient algebras of k̂Qa. Notice that the subgroups Inn◦(kQ
a) and Aut•(kQ
a)
have been studied by many authors, see for example [Po, Section 1] and [GS1].
By Proposition 5.2.6 and 5.3.1, Inn(k̂Qa), Inn◦(k̂Qa), Inn0(k̂Qa) and Aut•(k̂Qa) corre-
spond to Inn(kQc), Inn◦(kQ
c), Inn0(kQ
c) and Aut•(kQ
c) respectively. In this sense, elements
in Inn(kQc) are also called inner automorphisms of kQc. Now we have the following charac-
terization, which is given in Theorem 5.3.8.
Theorem 5. Let Q be a finite quiver, A = k̂Qa and B = A/I, where I ⊆ k̂Qa≥2 is an
ideal of k̂Qa. Then Aut0(B) = Inn◦(B)Aut•(B) and Inn(B) ∩ Aut•(B) = χ(Z
×
B(B0)). If
moreover, Z×B(B0) = B
×
0 , then Aut0(B) = Inn◦(B)⋊Aut•(B).
Apply to finite dimensional case, we reobtain some classical results. For instance, we cal-
culate the dimension of Out(kQa) for acyclic quivers, and consequently show that Out(kQa)
is finite if and only if the quiver is a tree; see Corollary 5.4.4 and 5.4.7 for more detail.
Examples are provided in Section 6. We discuss the quivers of directed An-type, n-
Kronecker quivers and n-subspace quivers there. It is known that for a non-acyclic quiver,
the automorphism group of the path algebra and the one of the path coalgebra are not
isomorphic under the natural correspondence. We also illustrate this fact with a typical
example.
1 Qivers, path algebras and coalgebras
We will give a brief introduction to quiver techniques in this section. For more details we
refer to [ARS] and [Ri].
1.1 Quivers
Recall that a quiver Q = (Q0, Q1, s, t : Q1 −→ Q0) is a directed graph, where Q0 is the set
of vertices, Q1 the set of edges (usually called arrows), and s, t : Q1 −→ Q0 are two maps
assigning for each arrow its starting and terminating vertex respectively. A quiver Q is said
to be finite if Q0 and Q1 are both finite, and acyclic if Q contains no oriented cycles as
subquiver.
By a nontrivial path in Q we mean a sequence of arrows p = α1α2 · · ·αn with s(αi) =
t(αi−1) for all 2 ≤ i ≤ n, n is called the length of p, denoted by l(p) = n, pictorially
•
α1−→ •
α2−→ •
α3−→ · · ·
αn−−→ •.
We use s(p) = s(α1) and t(p) = t(αn) to denote the starting and terminating vertex of p
respectively and say that p is a path from s(p) to t(p). For each vertex i ∈ Q0, we use ei to
denote the trivial path, i.e., a path of length 0, from vertex i to itself.
By abuse of notations, we also use Q to denote the set of all paths in Q and usually P
the set of all nontrivial paths in Q. For i, j ∈ Q0, Qi,j (respectively, Pi,j) denotes the set of
paths (respectively, nontrivial paths) from i to j.
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As usual kQ denotes the k-space spanned by all paths in Q. Clearly, kQ =
⊕
n≥0 kQn is
a positively graded space, here Qn is the set of paths in Q which are of length n. Similarly
set (Qn)i,j ⊆ Qn to be the subset consisting of those paths from i to j for any i, j ⊆ Q0.
Clearly kQ is finite dimensional if and only if Q is a finite acyclic quiver.
The path algebra of the quiver Q has the underlying vector space kQ and multiplication
given by concatenation of paths in an obvious way, that is, the product of two paths x and
y is the path xy if t(x) = s(y) and 0 otherwise. We denote the path algebra by kQa. By
definition ei is an idempotent for each i ∈ Q0, and kQ
a has an identity element if and only if
Q0 is a finite set, and in this case, 1kQa =
∑
i∈Q0
ei. The path algebra is a positively graded
algebra with respect to the length grading.
The path coalgebra of Q, denoted by kQc, is in some sense the dual of the path algebra.
As a vector space kQc = kQ. The coproduct ∆ is given by splitting the path at all possible
position, to be precise, ∆(ei) = ei ⊗ ei for each i ∈ Q0 and
∆(p) = s(p)⊗ p+
∑
1≤i≤n−1
α1α2 · · ·αi ⊗ αi+1αi+2 · · ·αn + p⊗ t(p)
for each nontrivial path p = α1α2 · · ·αn. The counit is given by ε(ei) = 1 for each vertex
i and ε(p) = 0 for each nontrivial path p. Again the path coalgebra is a positively graded
coalgebra with respect to the length grading.
Remark 1.1.1. Recall that there is a more general construction by using tensor product and
cotensor product. Let C be a coalgebra and MC and CN be C-comodules with the coaction
given by φ : M → M ⊗ C and ψ : N → C ⊗N . The cotensor product MCN is defined to
be the kernel of
φ⊗ IdN − IdM ⊗ψ : M ⊗N −→M ⊗ C ⊗N,
we refer to [EM] for more detail about cotensor products.
Note that for a quiver Q, the path algebra kQa is isomorphic to TkQ0 (kQ1), the tensor
algebra of the kQ0-bimodule kQ1 over kQ0; and the path coalgebra kQ
c is isomorphic to the
cotensor coalgebra CotkQ0(kQ1) of the kQ0-bicomodule kQ1 over kQ0. We therefore identify
the k-space kQn with the tensor space T
n
kQ0(kQ1) as well as the cotensor space Cot
n
kQ0(kQ1).
1.2 Taft-Wilson Theorem and coalgebra filtration
Let C be a coalgebra. A nonzero element g in C is called a group-like element if ∆(g) =
g ⊗ g. The set of group-like elements in C is denoted by G(C). Let g, h be two group-likes,
a (g, h)-primitive element is by definition an element α such that ∆(α) = g ⊗ α+ α ⊗ h.
We denote the set of (g, h)-primitive elements by Pg,h, which is easy shown to be a k-linear
space. For consistency of notations, we set Pg,h = 0 if either g = 0 or h = 0. In case C = kQc
is the path coalgebra of some quiver Q, then we simply write Ps,t = Pes,et for any s, t ∈ Q0.
We have the following easy characterization for path coalgebras, which is known as the
Taft-Wilson Theorem, see also [DNR, Theorem 5.4.1] for a proof.
Lemma 1.2.1. ([TW]) Let Q be an arbitrary quiver and kQc the path coalgebra. Then
(1) G(kQc) = {ei|i ∈ Q0};
(2) Ps,t = k(es − et)
⊕
k(Q1)s,t for each pair of vertices s, t ∈ Q0; in particular, Ps,s =
k(Q1)s,s for each vertex s ∈ Q0.
6
Let C be an arbitrary coalgebra. There exists a unique filtration of subcoalgebras of C,
say the coradical filtration
C(0) ⊆ C(1) ⊆ C(2) ⊆ C(3) ⊆ · · · ,
such that C(0) is the coradical of C, that is the sum of all simple subcoalgebras of C, and
∆(C(n)) ⊆
∑
0≤i≤n
C(i) ⊗ C(n−i). If C = kQ
c, the path coalgebra of a quiver Q, then kQc(n) =
kQ≤n =
∑
0≤i≤n
kQi. The following useful lemma is due to Heyneman and Radford ([HR]);
see also [DNR, p.65] for a proof.
Lemma 1.2.2. Let C and D be coalgebras and f : C −→ D a coalgebra morphism. Then
f(C(n)) ⊆ D(n), and f is injective if and only if f |C(1) is injective. In particular, f(G(C)) ⊆
G(D) and f(Pg,h) ⊆ Pf(g),f(h).
1.3 Complete path algebra, the dual of path coalgebra
In this subsection Q is assumed to be a finite quiver. Note that the path algebra kQa and
path coalgebra kQc have the same underlying space kQ, thus they share the same basis Q
consisting of all paths. To avoid confusion, we use Q = {p|p ∈ Q} to denote the corresponding
basis of kQa. We may introduce a non-degenerate pairing (−,−) : kQa×kQc −→ k by setting
(p, q) = δp,q, for any p, q ∈ Q. Thus for each n ≥ 0, the homogeneous components kQ
a
n and
kQcn are dual to each other as vector spaces via (−,−). Moreover, if Q is acyclic, then kQ
a
and kQc are dual to each other.
The notion of complete path algebra k̂Qa for a quiver Q is introduced by Derksen,
Weyman and Zelevinsky to study the mutation of quivers with potentials; see [DWZ, Defi-
nition 2.2]. As k-spaces, k̂Qa =
∏
p∈Q k = {(ap)p∈Q, ap ∈ k}, and the multiplication in k̂Q
a
is given by
(ap)p∈Q · (bp)p∈Q = (cp)p∈Q, cp =
∑
p=p1p2
p1,p2∈Q,
ap1bp2 .
Here by p = p1p2 we mean a split of the path p such that the concatenation of p1 and p2 is p.
An element (ap)p∈Q ∈ k̂Qa can also be written as
∑
p∈Q app, an infinite linear combinations
of paths in Q. In this sense, kQa is a subalgebra of k̂Qa and kQa = k̂Qa if and only if Q is
a finite acyclic quiver.
Set J = kQa≥1 be the Graded Jacobson ideal of kQ
a. Then we have a filtration of ideals
kQa ⊇ J ⊇ J2 ⊇ J3 ⊇ · · · of kQa, where each Jn = kQa≥n. One shows that k̂Q
a is nothing
but the completion of kQa at the ideal J , i.e., the inverse limit lim
←−
kQa/Jn.
There is a uniquely determined non-degenerate pairing (−,−) : k̂Qa×kQc −→ k, extend-
ing the one between kQa and kQc introduced above. Under this pairing, k̂Qa is isomorphic
to (kQc)∗, the dual vector space of kQc. The following basic facts can be found in [DNR,
Chapter5], and we list them without a proof for later use.
Lemma 1.3.1. Let (C,∆, ε) be a coalgebra and C∗ its dual vector space.
(1) C∗ is an associative algebra with the identity element ε and the multiplication given
by the convolution ∗, that is, (f ∗ g)(c) :=
∑
f(c(1))g(c(2)) for any f, g ∈ C
∗ and c ∈ C, here
we use the Sweedler’s notation ∆(c) =
∑
c(1) ⊗ c(2).
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(2) Let D be a subcoalgebra of C. Then D∗ ∼= C∗/D⊥ as an associative algebra, where
D⊥ = {f ∈ C∗ | f(d) = 0, ∀d ∈ D} is an ideal of C∗.
(3) Let C(0) ⊆ C(1) ⊆ C(2) ⊆ · · · be the coradical filtration of C. Then Rad
n(C∗) =
C⊥(n−1) for each n ≥ 1, here Rad(C
∗) is the Jacobson radical of C∗ and Radn(C∗) =
Rad(C∗)Radn−1(C∗) for each n ≥ 2.
Turning back to quiver case, one has the following results.
Lemma 1.3.2. Let Q be a finite quiver. Then
(1) k̂Qa ∼= (kQc)∗ as associative algebras, and kQa ∼= (kQc)∗ if Q is acyclic;
(2) Radn(k̂Qa) = {
∑
p∈Q,l(p)≥n app | ap ∈ k};
(3) A subcoalgebra D ⊆ kQc is large if and only if D⊥ ⊆ Rad(k̂Qa).
Recall that a subcoalgebra D of a path coalgebra kQc is said to be large if D ⊇ kQ≤1. A
classical result by Chin and Montgomery says that any pointed coalgebra D can be realized
as a large subalgebra of the path coalgebra kQc of some quiver Q, and such Q is uniquely
determined by D and usually called the extension quiver of D; see [CM, Theorem 4.3].
An ideal I of kQa is called an admissible ideal if kQa≥n ⊆ I ⊆ kQ
a
≥2 for some n ≥ 2.
Note that kQa/I is a finite dimensional elementary algebra if Q is a finite quiver and I is
admissible, here elementary means that each simple module is one dimensional. In this case,
k̂Qa/Î ∼= kQa/I, here Î = Ik̂Qa is an ideal of k̂Qa satisfying Rad
n(k̂Qa) ⊆ Î ⊆ Rad2(k̂Qa).
We also call an ideal of k̂Qa with this property an admissible ideal.
Conversely, a famous result by Gabirel says that any finite dimensional elementary algebra
A has the form kQa/I, where Q is a finite quiver uniquely determined by A and I an
admissible ideal of kQa; see [DK, Theorem 3.6.6]. Q is usually called the extension quiver of
A. Clearly, the dual coalgebra C = A∗ is a large subcoalgebra of kQc.
1.4 Augmented quivers
We may associate each quiver an auxiliary quiver, which plays an important role in our
characterization of path coalgebra homomorphisms.
Definition 1.4.1. Let Q be a given quiver. The augmented quiver of Q, denoted by
Qτ , is a quiver obtained from Q by adding some new arrows, precisely Qτ0 = Q0, and
Qτ1 = Q1 ∪ {es,t | s, t ∈ Q0, s 6= t} with s(es,t) = s and t(es,t) = t for each es,t.
Remark 1.4.2. For a given quiver Q, we can identify Ps,t with k(Qτ1)s,t for any s, t ∈ Q0,
here (Qτ1)s,t denotes the set of arrows in the augmented quiver Q
τ from i to j.
Example 1.4.3. Let Q be the quiver •1
α // •2
β
// •3 , then the augmented quiver Qτ
is given by
•1 α //
e1,2
++g e
_ Z W
e1,3
$$t
q
n
k h
e _ Y V S P
M
J
•2
e2,1
kk ge_Z
W β //
e2,3
++g e
_ Z W
•3
e3,2
kk ge_Z
W
e3,1
dd t
q
nkhe_Y
VS
P
M
J ,
here we use dashed arrows to denote the new added ones.
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As before let Q denote the set of all paths in Q, P ⊂ Q the set of all nontrivial paths in
Q and Qτ the set of all paths in Qτ . Q and P are identified as subsets of Qτ in an obvious
way. We also use E to denote the set of all nontrivial paths in Qτ which are compositions of
new arrows.
We define a linear map F : k(Qτ )c −→ kQc by setting
F (p) = p, ∀ p ∈ Q;
F (e) = ei1 − ei2 , ∀ e = ei1,i2ei2,i3 · · · ein,in+1 ∈ E;
F (pe) = p, ∀ p ∈ P, e ∈ E;
F (es,s(p)p) = −p, ∀ p ∈ P, s 6= s(p) ∈ Q0;
F (es,s(p)pe) = −p, ∀ p ∈ P, s 6= s(p) ∈ Q0, e ∈ E;
F (p) = 0, otherwise.
To characterize homomorphisms of path coalgebras we need the following key lemma.
The proof is given by routine check and we omit it here.
Lemma 1.4.4. Let Q and F be as above. Then F is a homomorphism of coalgebras such
that F |kQc = Id and F (es,t) = es − et for any s, t ∈ Q0.
Remark 1.4.5. We emphasize that a coalgebra homomorphism from k(Qτ )c to kQc satisfying
the conditions in Lemma 1.4.4 is not unique in general.
2 Trans-data and path coalgebra morphisms
We introduce the notion of trans-datum for quivers in this section. As we will show, homomor-
phisms of path coalgebras correspond to trans-data bijectively. Under this correspondence,
trans-data can also be composed and the composition map is given explicitly.
2.1 Trans-data
Definition 2.1.1. Let Q,Q′ be quivers. A trans-datum µ from Q to Q′ is by definition
a pair (µ0, µ+), where µ0 : kQ
c
0 −→ Q
′c
0 is a coalgebra homomorphism and µ+ = (µp)p∈P ∈∏
p∈P Pµ0(es(p)),µ0(et(p)) a family of primitive elements in kQ
′c indexed by P . Trans-data are
usually denoted by λ, µ, ν, · · · . The set of all trans-data from Q to Q′ is denoted by Ω(Q,Q′)
and we write Ω(Q) = Ω(Q,Q) for brevity.
Let µ = (µ0, µ+) ∈ Ω(Q,Q
′). Write µ+ = µ
0 + µ1 in the sense that µ0 and µ1 are both
families of primitives indexed by P with µ0p ∈ kQ
′
0, µ
1
p ∈ kQ
′
1 and µp = µ
0
p + µ
1
p for any
p ∈ P . Clearly µ0 and µ1 are uniquely determined by µ+ and hence µ can also be written as
a triple (µ0, µ
0, µ1). Moreover, since µ0p is a multiple of µ0(es(p))− µ0(et(p)), we denote by
µˇp the coefficient in the expression µ
0
p = µˇp(µ0(es(p))− µ0(et(p))). Clearly we may set µˇ = 0
whenever s(p) = t(p). We also view µ0 and µ1 as linear maps from kQ≥1 to kQ
′
0 and kQ
′
1 in
an obvious way. Now we have the following k-linear maps associated to a trans-datum µ:
µ0 : kQ −→ kQ
′
0, µ0(p) = 0 ∀p ∈ P ;
µ0 : kQ −→ kQ′0, µ
0(ei) = 0 ∀i ∈ Q0, µ
0(p) = µ0p ∀p ∈ P ;
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µˇ : kQ −→ k, µˇ(ei) = 0 ∀i ∈ Q0, µˇ(p) = µˇp ∀p ∈ P ;
µ1 : kQ −→ kQ′1, µ
1(ei) = 0 ∀i ∈ Q0, µ
1(p) = µ1p ∀p ∈ P ;
µ+ : kQ −→ kQ
′
0 ⊕ kQ
′
1, µ+ = µ
0 + µ1.
Proposition 2.1.2. Let Q,Q′ be any quivers and Qτ , Q′τ the augmented quivers. Denote
by P the set of all nontrivial paths in Q. Let µ = (µ0, µ+) ∈ Ω(Q,Q
′). We extend µ0 to a
linear map f : kQc −→ kQ′c by setting f |kQ0 = µ0 and
f(p) =
∑
p=p1p2···pr
pi∈P,i=1,··· ,r
F (µp1µp2 · · ·µpr) (2.1)
for any p ∈ P , here we view the path coalgebra as a cotensor coalgebra and  = kQ′0 is the
cotensor product. Then f is a homomorphism of coalgebras. Moreover, f is injective if and
only µ0 and µ
1|kQ1 are both injective.
Proof. It suffices to prove that f is a coalgebra homomorphism, and the rest part follows
from Lemma 1.2.2 directly. We will show that for any p ∈ P , (f ⊗ f)(∆(p)) = ∆(f(p)). By
direct calculation,
RHS =
∑
p=p1p2···pr
pi∈P
∆(F (µp1 · · ·µpr ))
=
∑
p=p1p2···pr
pi∈P
(F ⊗ F )(∆(µp1 · · ·µpr))
=
∑
p=p1p2···pr
pi∈P
(
(f(es(p))⊗ F (µp1 · · ·µpr )
+
∑
1≤i≤r−1
F (µp1 · · ·µpi)⊗ F (µpi+1 · · ·µpr)
+ (µp1 · · ·µpr)⊗ f(et(p))
)
=f(es(p))⊗
∑
p=p1p2···pr
pi∈P
F (µp1 · · ·µpr)
+
∑
p=p1p2···pr
pi∈P
∑
1≤i≤r−1
F (µp1 · · ·µpi)⊗ F (µpi+1 · · ·µpr )
+
∑
p=p1p2···pr
pi∈P
(µp1 · · ·µpr)⊗ f(et(p))
=f(es(p))⊗ f(p)
+
∑
p=p1p2···pr
pi∈P
∑
1≤i≤r−1
F (µp1 · · ·µpi)⊗ F (µpi+1 · · ·µpr )
+ f(p)⊗ f(et(p)).
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and
LHS =(f ⊗ f)(es(p) ⊗ p+
∑
p=p1p2
pi∈P
p1 ⊗ p2 + p⊗ et(p))
=f(es(p))⊗ f(p) +
∑
p=p1p2
pi∈P
f(p1)⊗ f(p2) + f(p)⊗ f(et(p)),
Now by comparing different ways to write a path as a composition of subpaths, we have∑
p=p1p2
pi∈P
f(p1)⊗ f(p2)
=
∑
p=p1p2
pi∈P
∑
p1=x1x2···xu
p2=y1y2···yv
xi,yj∈P
F (µx1 · · ·µxu)⊗ F (µy1 · · ·µyv)
=
∑
p=p1p2···pr
pi∈P
∑
1≤i≤r−1
F (µp1 · · ·µpi)⊗ F (µpi+1 · · ·µpr),
and it follows that LHS=RHS, which completes the proof.
The formula 2.1 can also be rewritten as follows, which will be more practical in some
special cases.
Proposition 2.1.3. Let Q,Q′ be quivers and µ ∈ Ω(Q,Q′). Then the coalgebra morphism
f obtained from µ is given by
fµ(x) = µ0(x) +
∑
r≥1
F (µ+(x(1)) · · ·µ+(x(r)))
for any x ∈ kQc≥1, again we use the Sweedler’s notation ∆
n(x) =
∑
x(1) ⊗ · · · ⊗ x(n+1).
Proof. We need only to prove the case x = p for some nontrivial path p. By definition
∆r−1(p) =
∑
p=q1q2···qr
qi∈Q
q1 ⊗ q2 ⊗ · · · ⊗ qr,
where qi’s are allowed be trivia paths. Note that µ+(qi) = 0 if qi is a trivial path. Therefore
F (µ+(q1)µ+(q2) · · ·µ+(qr)) = 0 whenever one of qi’s is trivial. It follows that
µ0(p) +
∑
p=q1q2···qr
qi∈Q
F (µ+(q1)µ+(q2) · · ·µ+(qr))
=
∑
p=p1p2···pr
pi∈P
F (µ+(p1)µ+(p2) · · ·µ+(pr))
=
∑
p=p1p2···pr
pi∈P
F (µp1µp2 · · ·µpr ) = fµ(p).
The assertion follows from the linearity of both sides in the equality.
11
2.2 Trans-data = Path coalgebra homomorphisms
Next we show that any coalgebra homomorphism of path coalgebras is obtained from a trans-
datum in a way as given in Proposition 2.1.2. Recall that a subcoalgebra D of kQc is said to
be monomial if D has a basis consisting of paths in Q. Note that if p = α1α2 · · ·αr ∈ D,
then αiαi+1 · · ·αj ∈ D for any i ≤ j, especially es(p), et(p) ∈ D.
Theorem 2.2.1. Let Q,Q′ be given quivers, D ⊆ kQc a monomial subcoalgebra with a basis
X consisting of paths in Q and f : D −→ kQ′c a coalgebra homomorphism. Then we can
assign each nontrivial path p ∈ X a primitive element µp ∈ Pf(es(p)),f(et(p)) in a unique way,
such that (2.1) holds for any p ∈ P ∩X. In particular, we have mutually inverse bijections
Coalg(kQc, kQ′c)
t // Ω(Q,Q′)
f
oo ,
here Coalg(kQc, kQ′c) is the set of coalgebra homomorphisms, t is given as above and f given
as in Proposition 2.1.2.
Proof. Set Xn = {p ∈ X | l(p) = n} for each n ≥ 1, here l(p) denotes the length of p. We
use induction on l(p) to prove the existence and uniqueness of µp.
For p ∈ X1, we set µp = f(p), and p ∈ Ps(p),t(p) implies that f(p) ∈ Pf(es(p)),f(et(p)). In
this case, the formula (2.1) holds automatically and it also determines µp uniquely.
Now assume that for each p ∈ X with 1 ≤ l(p) ≤ n − 1, we have assigned a primitive
element µp ∈ Pf(es(p)),f(et(p)) such that (2.1) holds for all p ∈ X with 1 ≤ l(p) ≤ n − 1.
Consider p ∈ Xn. We set
µp = f(p)−
∑
p=p1p2···pr,r≥2
pi∈P,i=1,··· ,r
F (µp1µp2 · · ·µpr).
Again (2.1) holds automatically for p and µp is uniquely determined. The only left is to
show that µp ∈ Pf(es(p)),f(et(p)). It follows from the proof of Propostion 2.1.2 easily that
∆(µp) = f(es(p))⊗ µp + µp ⊗ f(et(p)), this just says µp is a primitive element and the proof
is completed.
Example 2.2.2. Let Q be a subquiver of Q′ and ι : kQc −→ kQ′c the obvious embedding.
Then the trans-datum tι ∈ Ω(Q,Q
′) is given by (tι)0(ei) = ei for any i ∈ Q0, (tι)α = α for
any α ∈ Q1 and (tι)p = 0 for any p ∈ Q with l(p) ≥ 2. In particularly, the trans-datum
tIdkQc ∈ Ω(Q) corresponding to the identity map of kQ
c is denote by 1Q, or simply 1 when
there is no confusion.
Remark 2.2.3. The correspondence t is given by using induction. It comes to a naive but
interesting question: whether there exists an explicit reciprocity formula for (2.1). Such a
formula is helpful in finding the inverse element of an automorphism of a path coalgebra,
which could be useful in the study of Jacobian conjecture.
Remark 2.2.4. One defines n-truncated trans-datum for quivers Q and Q′ and any integer
n ≥ 1, which characterizes the coalgebra morphisms Coalg(kQc≤n, kQ
′c
≤n). By definition an
n-truncated trans-datum from Q to Q′ is a pair µ = (µ0, µ+), where µ0 = Coalg(kQ0, kQ
′
0)
is a coalgebra morphism and µ+ = {µp ∈ Pµ0(es(p)),µ0(et(p))}p∈P≤n , a family of primitive
elements in kQ′c indexed by P≤n, here P≤n denotes the nontrivial paths in Q with length
less than or equal to n.
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Denote by Ω(Q,Q′;n) the set of n-truncated trans-datum from Q to Q′. Similar to
Theorem 2.2.1, we have a bijection from Ω(Q,Q′;n) to Coalg(kQc≤n, kQ
′c
≤n)). Obviously
each µ ∈ Ω(Q,Q′;n) gives rise to an element µ in Ω(Q,Q′) with µp = 0 for all path p in
Q with length strictly greater than n. In other words, any coalgebra homomorphism from
kQc≤n to kQ
′c
≤n extends to a coalgebra homomorphism from kQ
c to kQ′c. This interesting
result has a more generalized version.
Proposition 2.2.5. Let Q,Q′ be quivers and D ⊆ kQc a subcoalgebra. Then any f ∈
Coalg(D, kQ′c) extends to a coalgebra homomorphism from kQc to kQ′c.
Proof. First of all, we can extend f |D0 to a coalgebra homomorphism µ0 : kQ0 −→ kQ
′
0 easily
by setting µ0(ei) = f(ei) for ei ∈ D and µ0(ei) = 0 for ei /∈ D. Thus f extends to a coalgebra
homomorphism f0 : D + kQ0 −→ kQ
′c with f |kQ0 = µ0.
Let S = {(E, g)|D + kQ0 ⊆ E ⊆ kQ
′c, g : E −→ kQc, f |D = g|D} be the set of pairs
(E, g), where E is subcoalgebra of kQc containing D + kQ0 and g : E −→ kQ
′c a colagebra
homomorphism extending f . The above argument says that S is nonempty. We may define
a partial ordering  on S, by definition (E, g)  (E′, g′) if and only if E ⊆ E′ and g = g′|E .
Let (E1, g1)  (E2, g2)  · · ·  (En, gn)  · · · be an arbitrary ascending chain in S with
respect to the ordering . We set E =
⋃
n≥1En. It is easy to show that E is a subcoalgebra
of kQc which contains all En’s. We can also define a coalgebra homomorphism g : E −→ kQ
′c
as follows. For any c ∈ E, there exists some n with c ∈ En, then we set g(c) = gn(c). Note
that g(c) does not depend on the choice of n. Thus we have obtained a (E, g) ∈ S with
(En, gn)  (E, g) for all n ≥ 1.
By Zorn’s Lemma, there exists some maximal element (E, g) in S. We claim that E =
kQc. For this it suffices to show that kQ≤n ⊆ E for all n ≥ 0. We use induction on n.
By definition kQ0 ⊆ E. Now suppose that kQ≤n−1 ⊆ E. By Theorem 2.2.1, we may
assign each p ∈ Q≤n−1 a primitive element µp ∈ Pf(es(p)),f(et(p)) in a unique way, such that
(2.1) holds for any p ∈ Q≤n−1.
Assume that we have some p ∈ Qn such that p /∈ E. We set µp = 0 and E˜ = E⊕Kp. We
can extend g to a linear map g˜ : E˜ −→ kQ′c by setting
g˜(p) =
∑
p=p1p2···pr
pi∈Q
F (µp1µp2 · · ·µpr).
g˜ is a coalgebra morphism since it is when restricted to the subcoalgebra E and to the
subcoalgebra generated by p. Hence (E, g)  (E˜, g˜), contrary to the maximality of (E, g).
Therefore kQn ⊆ D, and the proof is completed by induction.
Combined with Lemma 1.2.2, we draw the following consequence, a special case of which
plays a very important role in the classification of not necessarily coradically graded pointed
Hopf algebras; see for instance [HYZ]. In fact, this is also one of our main motivations to
start with the present work.
Theorem 2.2.6. Let Q be a finite quiver and D ⊆ kQc a large subcoalgebra. Then any au-
tomorphism of D extends to an automorphism of kQc. Particularly, Aut(D) is a subquotient
group of Aut(kQc), here Aut(kQc) and Aut(D) are the automorphism group of kQc and D
respectively.
13
Remark 2.2.7. Note that the theorem is not true in general if D is not a large subcoalgebra.
For example, let Q be the quiver
1•
α //
β
// •2 •3
γ
oo ,
and kQc the path coalgebra. Let D ⊆ kQc be the subcoalgebra spanned by {e1, e2, e3, α, γ}.
Let σ ∈ Aut(D) given by σ(e1) = e3, σ(e2) = e2, σ(e3) = e1, σ(α) = γ and σ(γ) = α. Clearly
σ does not extend to an automorphism of kQc.
2.3 Composition of trans-data
Since trans-data correspond to path coalgebra homomorphisms bijectively, the composition
of coalgebra homomorphisms will induced a composition of trans-data. In this subsection we
will give the composition map explicitly.
Let Q,Q′ be quivers and Qτ , Q′τ the augmented quivers. As before P and P τ denote the
set of nontrivial paths in Q and Qτ respectively. Let µ = (µ0, µ+) ∈ Ω(Q,Q
′) be a trans-
datum. µ gives rise to an element µ¯ ∈ Ω(Q,Q′τ ) in an obvious way, say µ¯0 = µ0, µ¯
0 = 0 and
µ¯1p = µp for all p ∈ P , here each µp is viewed as an element in kQ
′τ
1 . The following result is
easily deduced from the definition and we omit the proof.
Lemma 2.3.1. Let Q,Q′ be quivers and µ ∈ Ω(Q,Q′). Then we have fµ = F ◦ fµ¯.
kQc
fµ¯
//
fµ
))
k(Q′τ )c
F
// kQ′c
We may also lift µ to µ˜ ∈ Ω(Qτ , Q′) in the following way: µ˜0 = µ0, µ˜p = µp for p ∈ P ,
µ˜es,t = µ0(es−et) for any s, t ∈ Q0, µ˜es,s(p)p = −µˇpµ0(es−et(p)) for p ∈ P and µ˜q = 0 for any
other q ∈ P τ . Recall that µˇp denotes the coefficient in the expression µ
0
p = µˇpµ0(es(p)−et(p)).
Lemma 2.3.2. Keep the above notation. Then fµ˜ = fµ ◦ F .
k(Qτ )c
F
//
fµ˜
))
kQc
fµ
// kQ′c
Proof. We need only to prove fµ˜(q) = fµ(F (q)) for any q ∈ P
τ and this can be checked case
by case directly.
Case 1. If q ∈ P or q has the form ei1,i2ei2,i3 · · · ein−1,in , then it is easy to check that
fµ˜(q) = fµ(F (q)).
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Case 2. Let q = pei1,i2ei2,i3 · · · ein−1,in with p ∈ P . Then by definition
fµ˜(q) =
∑
q=q1q2···qm
qi∈P
τ
F (µ˜q1 · · ·µ˜qm)
=
∑
p=p1p2···pm
pi∈P
F (µ˜p1 · · ·µ˜pmµ˜ei1,i2 · · ·µ˜ein−1,in )
=
∑
p=p1p2···pm
pi∈P
F (µ˜p1 · · ·µ˜pm)
=
∑
p=p1p2···pm
pi∈P
F (µp1 · · ·µpm)
= fµ(p) = fµ(F (q)).
Case 3. Let q = es,s(p)p with p ∈ P .
fµ˜(q) =
∑
q=q1q2···qm
qi∈P
τ
F (µ˜q1µ˜q2 · · ·µ˜qm)
=
∑
p=p1p2···pm
pi∈P
(F (µ˜es,s(p)p1µ˜p2 · · ·µ˜pm) + F (µ˜es,s(p)µ˜p1µ˜p2 · · ·µ˜pm))
=−
∑
p=p1p2···pm
pi∈P
µˇp1F (µ˜es,t(p1)µ˜p2µ˜p3 · · ·µ˜pm)
+
∑
p=p1p2···pm
pi∈P
F (µ˜es,s(p)µ˜
0
p1µ˜p2 · · ·µ˜pm)
+
∑
p=p1p2···pm
pi∈P
F (µ˜es,s(p)µ˜
1
p1µ˜p2 · · ·µ˜pm).
Now by definition of F we have
F (µ˜es,s(p)µ˜
1
p1µ˜p2 · · ·µ˜pm) = −F (µ
1
p1µp2 · · ·µpm)
and
F (µ˜es,s(p)µ˜
0
p1µ˜p2 · · ·µ˜pm) = µˇp1 µˇp2 · · · µˇpm µ˜es,s(p) .
Hence we have
− F (µ˜es,t(p1)µ˜p2µ˜p3 · · ·µ˜pm) + F (µ˜es(p1),t(p1)µ˜p2 · · ·µ˜pm)
=− F (µ˜es,t(p1)µ
0
p2µ
0
p3 · · ·µ
0
pm) + F (µ˜es(p1),t(p1)µ
0
p2 · · ·µ
0
pm)
=− µˇp2 µˇp3 · · · µˇpm µ˜es,t(p1) + µˇp2 µˇp3 · · · µˇpm µ˜es(p1),t(p1)
=− µˇp2 µˇp3 · · · µˇpm µ˜es,s(p1) .
Therefore we obtain that
fµ˜(q) =
∑
p=p1p2···pm
pi∈P
(−F (µ0p1µp2 · · ·µpm)− F (µ
1
p1µp2 · · ·µpm))
=
∑
p=p1p2···pm
pi∈P
−F (µp1µp2 · · ·µpm)
=− fµ(p) = fµ(F (q))
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The same argument also works in the case q = es,s(p)pet(p),i1ei1,i2 · · · ein−1,in .
Case 4. Let q = q′et(q′),s(p)p with q
′ ∈ P τ and p ∈ P .
fµ˜(q) =
∑
q=q1q2···qm
qi∈P
τ
F (µ˜q1µ˜q2 · · ·µ˜qm)
=
∑
q′=q′1q
′
2···q
′
l
p=p1p2···pn
q′
j
∈Pτ ,pi∈P
{
F (µ˜q′1 · · ·µ˜q′lµ˜et(q′),s(p)µ˜p1 · · ·µ˜pm)
−F (µ˜q′1 · · ·µ˜q′lµ˜et(q′),s(p)p1µ˜p2 · · ·µ˜pm)
}
.
Note that
F (µ˜q′1 · · ·µ˜q′lµ˜et(q′),s(p)µ˜p1 · · ·µ˜pc)
=F (µ˜q′1 · · ·µ˜q′lµ˜et(q′),s(p)µ˜
0
p1 · · ·µ˜
0
pc)
=F (µ˜q′1 · · ·µ˜q′lµ
0
p1 µ˜et(q′),t(p1)µ˜
0
p2 · · ·µ˜
0
pc),
it follows that fµ˜(q) = 0 = fµ(F (q)) in this case. The same argument works for the case
q = q′et(q′),s(p)pet(p),s(q′′)q
′′ with q′, q′′ ∈ P τ and p ∈ P .
Now we have exhausted all cases and the proof is completed.
Definition 2.3.3. Let Q,Q′, Q′′ be quivers, µ ∈ Ω(Q,Q′) and ν ∈ Ω(Q′, Q′′). The compo-
sition of µ and ν, denoted by ν ◦ µ, is defined to be the trans-datum in Ω(Q,Q′′) given by
(ν ◦ µ)0 = ν0 ◦ µ0, and for each nontrivial path p,
(ν ◦ µ)p =
∑
p=p1p2···pn
pi∈P
ν˜(µp1 · · ·µpn), (2.2)
here each µp1 is viewed as an element in kQ
′τ
1 and ν˜ ∈ Ω(Q
′τ , Q′′) is the lift of ν as in the
above lemma.
Before stating our main theorem in this section, we give a result in special case.
Lemma 2.3.4. Let Q,Q′, Q′′ be quivers, µ ∈ Ω(Q,Q′) and ν ∈ Ω(Q′, Q′′). Assume that
µ0 = 0. Then fν ◦ fµ = fν◦µ.
Proof. Since µp1µp2 · · ·µpm is a linear combination of paths in kQ
′, by definition we
have F (µp1 · · ·µpm) = µp1 · · ·µpm and ν˜(µp1 · · ·µpm) = ν(µp1 · · ·µpm). Now
the lemma follows easily by direct calculation. In fact, we have
(fν ◦ fµ)(p)
=
∑
p=p1p2···pm,pi∈P
fν(µp1µp2 · · ·µpm)
=
∑
p=p1p2···pm
pi∈P
∑
1≤i1<···<ir<m
F (ν(µp1 · · ·µpi1 ) · · ·ν(µpir+1 · · ·µpm))
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and
fν◦µ(p)
=
∑
p=p1p2···pm
pi∈P
F ((ν ◦ µ)p1(ν ◦ µ)p2 · · ·(ν ◦ µ)pm)
=
∑
p=p1p2···pm
pi∈P
∑
i=1,2,··· ,m
pi=pi1pi2···piri
F (ν˜(µp11 · · ·µp1r1 ) · · ·ν˜(µpm1 · · ·µpmrm ))
=
∑
p=p1p2···pm
pi∈P
∑
i=1,2,··· ,m
pi=pi1pi2···piri
F (ν(µp11 · · ·µp1r1 ) · · ·ν(µpm1 · · ·µpmrm ))
for each p ∈ P , and therefore fν◦µ(p) = (fν ◦ fµ)(p) by comparing the summations.
Combining the above lemmas, we have the following characterization.
Theorem 2.3.5. Let Q,Q′, Q′′ be arbitrary quivers and µ ∈ Ω(Q,Q′) and ν ∈ Ω(Q′, Q′′)
trans-data. Then fν ◦ fµ = fν◦µ. In particular, (Ω(Q), ◦) is a monoid with identity 1 and
f : Ω(Q)
∼=
−−→ Coalg(kQc, kQc) is an isomorphism of monoids.
Proof. The equality follows easily from the commutative diagram
kQc
fµ¯
//
fµ
++f e
d b a ` _ ^ ] \ [ Y X
k(Q′τ )c F //
fν˜
33X Y Z \ ] ^ _ ` a b d
e f
kQ′c
fν // kQ′′c ,
note that here we use the fact ν ◦ µ = ν˜ ◦ µ¯. The rest part is easy.
Remark 2.3.6. Since the composition of coalgebra morphisms obeys the associative law, so
is the composition of trans-data. Explicitly, let Q,Q′, Q′′, Q′′′ be any given quivers and
µ ∈ Ω(Q,Q′), ν ∈ Ω(Q′, Q′′) and λ ∈ Ω(Q′′, Q′′′) be trans-data. Then λ◦ (ν ◦µ) = (λ◦ν)◦µ.
This can also be checked directly from the definition.
3 The automorphism group of a path coalgebra
Homomorphisms of path coalgebras are characterized in terms of trans-data in last section.
In the rest part of this paper, we will restrict our interest to the automorphism group. We
begin with the study of certain subgroups, which we suppose to be helpful in understanding
the structure of the whole group.
3.1 A tower of normal subgroups of Aut(kQc)
Recall that for any coalgebra C, we denote by Aut(C) the automorphism group of C and set
Aut0(C) = {σ ∈ Aut(C) | σ|C(0) = IdC(0)}, where C(0) is the coradical of C.
Let Q be an arbitrary quiver. Set Ω∗(Q) to be the group of multiplicative invertible
elements in Ω(Q), and hence Ω∗(Q) ∼= Aut(kQc) under f and t. By Proposition 2.1.2,
Ω∗(Q) = {(µ0, µ+) | µ0 ∈ Aut(kQ0), µ
1|kQ1 ∈ GLk(kQ1)}.
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Notice that each f ∈ Aut(kQc) induces a permutation of Q0. We may consider the subgroup
Aut0(kQ
c) = {σ ∈ Aut(kQc) | σ(ei) = ei ∀i ∈ Q0}. Denote by Ω
∗
0(Q) the subgroup of Ω
∗(Q)
corresponding to Aut0(C). Obviously Ω
∗
0(Q) = {(µ0, µ+) ∈ Ω
∗(Q) | µ0 = IdkQ0}.
By an automorphism of a quiver Q, we mean a permutation σ of Q0 such that (Q1)s,t
and (Q1)σs,σt have the same cardinality for any s, t ∈ Q0. Denote by Aut(Q) the group of
automorphisms of Q.
Recall a classical result which says that the automorphism group of a finite dimensional
associative algebra is a finite dimensional linear algebraic group. Thus if Q is finite acyclic,
then kQ is finite dimensional and hence Aut(kQc) is also a finite dimensional linear algebraic
group, comparing with Lemma 5.1.1 below. The following result is easy.
Proposition 3.1.1. Let Q be any quiver and C = kQc. Then Aut0(C) is a normal subgroup
of Aut(C) and the quotient group Aut(C)/Aut0(C) ∼= Aut(Q). If in addition, Q is finite
acyclic, then Aut0(C) is the identity component of Aut(C).
Proof. Consider the restriction map Res0 : Aut(C) −→ Aut(C0). By definition, any auto-
morphism of Q extends to an automorphism of C and hence Res0 is surjective. Clearly
Ker(Res0) = Aut0(C) and it follows that Aut(C)/Aut0(C) ∼= Aut(Q).
Now assume that Q is finite acyclic. To show the connectedness of Aut0(C) one uses the
fact that GL(V ) is connected for any finite dimensional vector space V . Let σ ∈ Aut0(C) and
µ = tσ the corresponding trans-datum. Now we define a family of trans-data µt = (Id, (µt)+)
parameterized by t ∈ [0, 1], where µt is given by setting (µt)α = tµ
0
α + µ
1
α for each α ∈ Q1,
and (µt)p = tµp for any p ∈ Q≥2. Thus µ transforms continuously to a datum (Id, ν+) such
that να ∈ kQ1 for α ∈ Q1 and νp = 0 for p ∈ Q≥2. Such data form a subgroup of Aut(C)
which is isomorphic to
∏
s,t∈Q0
GL((kQ1)s,t). The connectedness of Aut0(C) follows.
If Q is finite acyclic, then Aut(C) is a finite dimensional linear group. We know that
Aut0(C) is a closed subgroup, for ”fixing points” is a closed condition. Thus Aut0(C) is
a connected closed normal subgroup, and hence the identity component of Aut(C), which
completes the proof.
For any coalgebra D and each integer n ≥ 1, we denote by Autn(D) the subgroup of
Aut(D) consisting of automorphisms which act on D(n) trivially. Clearly, for a quiver Q,
Autn(kQ
c) corresponds to
Ω∗n(Q) = {(IdQ0 , µ+) ∈ Ω
∗(Q) | µα = α, ∀α ∈ Q1, µp = 0, ∀p ∈ Q, 2 ≤ l(p) ≤ n},
here l(p) denotes the length of p. For consistence of notations, we also set
Ω∗1/2(Q) = {(IdQ0 , µ+) ∈ Ω
∗
0(Q) | µ
1
α = α, ∀α ∈ Q1}.
Now we have a more generalized result of Propostion 3.1.1.
Proposition 3.1.2. Let Q be a quiver and set C = kQc. Then we have a tower of normal
subgroups of Ω∗(Q)
Ω∗(Q) ⊲ Ω∗0(Q) ⊲ Ω
∗
1/2(Q) ⊲ Ω
∗
1(Q) ⊲ Ω
∗
2(Q) ⊲ · · · ,
and Ω∗(Q)/Ω∗n(Q)
∼= Aut(C(n)) for each n ≥ 1 and Ω
∗(Q)/Ω∗1/2(Q)
∼= GrAut(C(1)). More-
over, we have Ω∗0(Q)/Ω
∗
n(Q)
∼= Aut0(C(n)) and Ω
∗
0(Q)/Ω
∗
1/2(Q)
∼= GrAut0(C(1)), here the
group GrAut(C(1)) consists of graded automorphisms of C(1) and GrAut0(C(1)) the subgroup
of graded automorphisms fixing C0.
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Proof. By Lemma 1.2.2, each automorphism of C remains to be an automorphism when
restricted to each C(n). Thus the restriction map gives a natural group homomorphism
Resn : Ω
∗(Q) −→ Ω∗n(Q) for each n ≥ 1. Again Theorem 2.2.6 tells us that the map Resn is
surjective, and clearly Ker(Resn) = Ω
∗
n(Q), thus Ω
∗(Q)/Ω∗n(Q)
∼= Aut(C(n)).
We can associate each trans-datum µ ∈ Ω∗(Q) a linear endomorphism
Φµ : C(1) −→ C(1), ei 7→ µ0(ei), α 7→ µ
1
α.
It is direct to show that Φµ is a graded coalgebra automorphism of C(1). In fact, Φµ is
given by the restriction of the automorphism of C which corresponds to the trans-datum
(µ0, µ
1). Thus we get a map Φ: Ω∗(Q) −→ GrAut(C(1)), which is easily shown to be a group
homomorphism. Again Φ is an epimorphism by Theorem 2.2.6 and Ker(Φ) = Ω∗1/2(Q), thus
Ω∗(Q)/Ω∗1/2(Q)
∼= GrAut(C(1)).
For the rest part we use the same argument as in the proof of Proposition 3.1.1.
3.2 Factor groups and solvability of Aut(kQc)
In the sequel, the factor groups of the above filtration will be discussed in more detail. The
quiver Q is assumed to be finite, so the factor groups can be characterized by the dimension.
The following easy lemmas are useful in studying the solvability of the automorphism
group of path coalgebras. Recall that an algebraic group is solvable if and only if it is
solvable as an abstract group.
Lemma 3.2.1. Assume Q is finite. Then Ω∗1/2(Q)/Ω
∗
1(Q)
∼= kd1 and Ω∗n−1(Q)/Ω
∗
n(Q)
∼= kdn
for any n ≥ 2, where d1 =
∑
s,t∈Q0
s 6=t
|(Q1)s,t| and dn =
∑
s,t∈Q0
|(Qn)s,t| · |(Q
τ
1)s,t|, and each k
di
denotes the additive group of a di-dimensional k-vector space.
Proof. The proof is given by direct calculation. Note that Formula (2.2) will be quite sim-
plified in this case. Let n ≥ 2 and µ, ν be in Ω∗n−1(Q). Then µ ◦ ν ∈ Ω
∗
n−1(Q) and
(µ ◦ ν)p =
∑
p=p1p2···pm,pi∈P
µ˜(νp1νp2 · · ·νpm) = µp + νp
for all p ∈ P with length n. Thus the quotient group Ω∗n−1(Q)/Ω
∗
n(Q) is given by the additive
group of some k-vector space. The dimension dn is computed by
dn =
∑
p∈Q,l(p)=n
dimk Ps(p),t(p) =
∑
s,t∈Q0
|(Qn)s,t| · |(Q
τ
1)s,t|.
The case Ω∗1/2(Q)/Ω
∗
1(Q) is proved similarly.
Remark 3.2.2. In fact, for any quiver Q we always have (abstract) group isomorphisms
Ω∗1/2(Q)/Ω
∗
1(Q)
∼=
∏
s,t∈Q0
Homk(k(Q1)s,t,Ps,t),
and
Ω∗n−1(Q)/Ω
∗
n(Q)
∼=
∏
s,t∈Q0
Homk(k(Qn)s,t,Ps,t)
for all n ≥ 2, where the right hand sides are both viewed as an additive group.
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Lemma 3.2.3. Suppose Q is finite. Then GrAut0(C(1)) ∼=
∏
s,t∈Q0
GL(k, |(Q1)s,t|).
Combining Proposition 3.1.2, Lemma 3.2.1 and Lemma 3.2.3, we can calculate the di-
mension of the automorphism group of path coalgebras.
Proposition 3.2.4. Assume Q is finite. Then Aut(kQc≤n) is a linear algebraic group with
dim(Aut(kQc≤n)) =
∑
s,t∈Q0
|(Qτ1)s,t| · |(P≤n)s,t|
for any n ≥ 1, here (P≤n)s,t = {p ∈ Q | s(p) = s, t(p) = p, 1 ≤ l(p) ≤ n}. If moreover, Q is
finite acyclic, then
dim(Aut(kQc)) =
∑
s,t∈Q0
(|(Q1)s,t|+ 1) · |Ps,t|.
Recall that by a Schurian quiver we mean a quiver Q such that |(Q1)s,t| ≤ 1 for any
s, t ∈ Q0. We end this section with the following characterization.
Theorem 3.2.5. Let Q be a finite quiver. Then Aut0(kQ
c
≤n) is solvable for some n ≥ 2
if and only if Q is a Schurian quiver, if and only if Aut0(kQ
c
≤n) is solvable for all n ≥ 2;
Aut(kQc≤n) is solvable for some n ≥ 2 if and only if Q is a Schurian quiver and Aut(Q) is
resolvable, if and only if Aut(kQc≤n) is solvable for all n ≥ 2.
Proof. Given n ≥ 2, by Proposition 3.1.2 and Lemma 3.2.1 we have Aut0(kQ
c
≤n) is solvable
if and only if GrAut(C(1)) is solvable. Note that the general linear group GL(k, d) is solvable
if and only if d = 1. Thus by Lemma 3.2.3, GrAut(C(1)) is solvable if and only if for each
pair (s, t) in Q0, |(Q1)s,t| ≤ 1, if and only if Q is Schurian.
Now by Proposition 3.1.1, Aut(Q) is solvable if and only Aut0(kQ
c) and Aut(Q) are both
solvable, if and only if Q is Schurian with Aut(Q) solvable. This completes the proof.
Consequently we may obtain a dual version of the result, say a classification of truncated
path algebras with solvable automorphism group; see Proposition 5.4.2 below.
4 A Galois theory for path coalgebras
In this section, we will develop a Galois-like theory for path coalgebras extensions, which aims
to give a connection between the automorphism groups of subcoalgebras of a path coalgebra
and certain subgroups of its automorphism group.
Recall that in Propostion 3.1.2, we have already shown for any path coalgebra a tower
of normal subgroups of its automorphism group induced by the coradical filtration. Our
Galois-like theory will generalize this fact. Note that Theorem 4.3.2 and some useful lemmas
in this section hold true only for acyclic quivers.
4.1 The Galois group of a coalgebra extension
We begin with a more general setup, although we mainly deal with Galois groups of pointed
coalgebra extensions.
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Definition 4.1.1. Let E be a coalgebra and D ⊆ E a subspace, the set of automorphisms
{σ ∈ Aut(E) | σ(d) = d, ∀d ∈ D} forms a subgroup of Aut(E), which we call the Galois
group of E over D and denote by Gal(E/D). Conversely, for any H ≤ Aut(E), we set
Inv(H) = {c ∈ E | σ(c) = c, ∀σ ∈ H}, the subspace of fixed points of H .
The following lemma is classical. The proof is standard and we omit it here.
Lemma 4.1.2. Let E be a coalgebra. Let H,H ′ be subgroups of Aut(E) and D,D′ subspaces
of E. Then
(1) H ≤ H ′ =⇒ Inv(H ′) ⊆ Inv(H) and D ⊆ D′ =⇒ Gal(E/D′) ⊆ Gal(E/D);
(2) Inv(Gal(E/D)) ⊇ D and Gal(E/ Inv(H)) ≥ H;
(3) Gal(E/) ◦ Inv ◦Gal(E/) = Gal(E/) and Inv ◦Gal(E/) ◦ Inv = Inv.
Remark 4.1.3. Note that in general, Inv(H) is not a subcoalgebra of E. For example, let Q be
the quiver 1•
α
−−→ 2•
β
−−→ 3• and E = kQc the pathcoalgebra. Assume that there exists some
a ∈ k, a /∈ {0, 1}. Consider the automorphism σ ∈ Aut(E) given by σ(ei) = ei, i = 1, 2, 3,
σ(α) = aα, σ(β) = a−1β and σ(αβ) = αβ. Let H = 〈σ〉 the subgroup generated by σ. Then
it is direct to check that Inv(H) = ke1 ⊕ ke2 ⊕ ke3 ⊕ kαβ, which is not a subcoalgebra.
Now we turn to the path coalgebra case. Let Q be a quiver and C = kQc. We are only
interested in large subcoalgebras of C and their Galois groups, since each pointed coalgebra
can be realized as a large subcoalgebra. Set C (C) = {D | C(1) ⊆ D ⊆ C}, the set of
large subcoalgebras of C. A subgroup H ≤ Aut(C) is called an admissible subgroup if
H = Gal(C/D) for some D ∈ C (C), and the set of all admissible subgroups of Aut(C) is
denoted by G (C). Set Autn(C) = Gal(C/C(n)) for each n ≥ 0, comparing with the notation
Ω∗n(Q) in Section 3. Clearly any H ∈ G (C) is a subgroup of Gal(C/C(1)).
For D ∈ C (C), we have D = kQ0 ⊕ kQ1 ⊕ D≥2, where D≥2 = D ∩ kQ≥2. Recall that
each µ ∈ Ω(Q) gives k-linear maps µ0 : kQ → kQ0 and µ+ : kQ −→ kQ0 ⊕ kQ1, see Section
2.1. Then we have the following characterization for Galois groups.
Proposition 4.1.4. Let Q be an arbitrary quiver, C = kQc the path coalgebra and D ∈ C (C)
a large subcoalgebra. Then
t(Gal(C/D)) = {µ = (IdkQ0 , µ+) | µα = α ∀α ∈ Q1, µ+(x) = 0 ∀x ∈ D≥2}.
Proof. Suppose that µα = α for all α ∈ Q1 and µ+(x) = 0 for all x ∈ D≥2. Then by
Proposition 2.1.3,
fµ(x) =
∑
r≥1
F (µ+(x(1)) · · ·µ+(x(r))) = f1(x),
for in this case µ+(x) = 1+(x) for any x ∈ kQ. Recall that 1 is the identity trans-datum
which corresponds to IdkQc .
Conversely, suppose that σ ∈ Gal(C/D) and set µ = tσ. For x ∈ D, we denote by l(x)
the minimal integer such that x ∈ D(l(n)), where D(l(n)) is the l(n)-th coradical of D. Now
we prove that µ(x) = 0 for all x ∈ D≥2 by induction on l(x).
Clearly µ0 = IdQ0 and µα = α for all α ∈ Q1. Assume that µ+(x) = 0 = 1+(x) for all
x ∈ D≥2 with l(x) < n. Take any x ∈ D≥2 with l(x) = n, Proposition 2.1.3 says that
σ(x) =
∑
r≥1
F (µ+(x(1)) · · ·µ+(x(r))) = µ+(x) +
∑
r≥2
F (µ+(x(1)) · · ·µ+(x(r))),
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and
f
1
(x) =
∑
r≥1
F (1+(x(1)) · · ·1+(x(r))) = 1+(x) +
∑
r≥2
F (1+(x(1)) · · ·1+(x(r))).
Note that for r ≥ 2, we always have∑
F (µ+(x(1)) · · ·µ+(x(r))) =
∑
F (1+(x(1)) · · ·1+(x(r))),
the reason is that for each term in the sum, either l(x(i)) < n for all i, or there exists some xi
with l(xi) = 0. Since σ ∈ Gal(C/D), σ(x) = x = f1(x), and hence µ+(x) = 1+(x) = 0.
To give the following key lemma, we need some notation. We define a partial ordering
on the set of all paths in Q. For each pair of paths p, q ∈ Q, by p ≤ q we mean that p is a
subpath of q, and by p < q we mean that p is a proper subpath of q.
Lemma 4.1.5. Let Q be an acyclic quiver, C = kQc and D a large subcoalgebra of C. Then
Inv(Gal(C/D)) = D. Consequently, we have a well-defined map Inv : G (C) −→ C (C).
Proof. Clearly D ⊆ Inv(Gal(C/D)). We need only to show that Inv(Gal(C/D)) ⊆ D.
Assume that x ∈ Inv(Gal(C/D)) \D. We may write x =
∑
j λjpj, a linear combination
of paths, here pj ∈ Q and 0 6= λj ∈ k for each j. Since x /∈ D, there exists some i such
that pi /∈ D. We choose such a pi with maximal length. Clearly pi  pj for any other pj ,
otherwise we have either pj /∈ D with length strictly greater than pi, or pj ∈ D and hence
pi ∈ D, which leads to a contradiction in either case. Moreover, by assumption Q is acyclic
and D is a large subcoalgebra, we know that s(pi) 6= t(pi).
Let D′ denote the subcoalgebra generated by D and all pj ’s. We define σ ∈ Aut(D
′) as
follows: σ(pi) = pi + es(pi) − et(pi); σ(x) = x for any x < pi; σ(x) = x, ∀j 6= i, ∀x ≤ pj ;
and σ(d) = d, ∀d ∈ D. It is direct to check that σ is an automorphism of D′, and by
Theorem 2.2.6, σ extends to σ′ ∈ Aut0(C). By construction σ
′ ∈ Gal(C/D) and σ′(x) =
x+ es(pi) − et(pi) 6= x and hence x /∈ Inv(Gal(C/D)).
Remark 4.1.6. The lemma does not hold true in general when the quiver Q contains oriented
cycles. For example, consider the quiver 1•
α //
•2
β
oo . Let C be the path coalgebra. Then
by direct calculation one shows that C(2) ⊆ Inv(Gal(C/C(1))).
4.2 Galois extensions
Let D,E be coalgebras over a field k. If D is a subcoalgebra of E with E(1) ⊆ D, then we
say that E is an admissible extension over D, and write as E/D.
Let Q be a quiver, C = kQc the path coalgebra and D ≤ C a large subcoalgebra. Assume
E/D is an admissible extension. By the universal property of C, there exists an embedding
E ⊆ C which is compatible with the embedding D ⊆ C. Roughly speaking, C plays a similar
role as an algebraic closure of a field in field theory. Based on this fact, by an admissible
extension E/D, we always mean a intermediate subcoalgebra D ⊆ E ⊆ C. The following
definition makes sense now.
Definition 4.2.1. Let D be a large subcoalgebra of C. An admissible extension E/D is
called a Galois extension, if for any σ ∈ Gal(C/D), σ(E) = E.
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Note that C/D is a Galois extension for any large subcoalgebra D. Applying Lemma
4.1.5, we have the following Galois-like correspondence.
Proposition 4.2.2. Let Q be an acyclic quiver and C = kQc the path coalgebra. Then
(1) The maps Inv : G (C) −→ C (C) and Gal(C/) : C (C) −→ G (C) are well defined and
inverse to each other.
(2) Assume that D,E ∈ C (C) and set H = Gal(C/D) and G = Gal(C/E). Then
Inv(H ∪G) = D ∩E and Inv(H ∩G) = D+E, here H ∪G denotes the subgroup of Aut(C)
generated by H and G.
(3) Let H be in G (C). Then H ⊳ Gal(C/C(1)) if and only if Inv(H) is invariant under
the action of Gal(C/C(1)), i.e. Inv(H) is a Galois extension over C(1); and in this case,
Gal(C/C(1))/H ∼= Gal(Inv(H)/C(1)).
Proof. (1) Lemma 4.1.5 shows that Inv(Gal(C/D)) = D and Inv is well defined. We need
only to show that H = Gal(C/ Inv(H)) for any H ∈ G (Q). This is easy, for each H ∈ G (C)
is of the form Gal(C/D) for some D ∈ C (C). Thus by Lemma 4.1.2,
H = Gal(C/D) = Gal(C/ Inv(Gal(C/D))) = Gal(C/ Inv(H)).
(2) First we show that Inv(H ∪G) = D∩E. By Lemma 4.1.2, Inv(H ∪G) ⊆ Inv(H) and
Inv(H∪G) ⊆ Inv(H) and hence Inv(H∪G) ⊆ D∩E. Conversely, for any c ∈ D∩E, c is fixed
by any elements in H and G and hence fixed by H ∪G, which implies that c ∈ Inv(H ∪G).
Thus we have proved Inv(H ∪G) = D ∩ E.
Next we show H ∩G = Gal(C/(D + E)). Again by Lemma 4.1.2, Gal(C/(D + E)) ⊆ H
and Gal(C/(D + E)) ⊆ G and hence Gal(C/(D + E)) ⊆ H ∩ G. Now let σ ∈ H ∩ G, σ
fixes D and E and hence fixes D + E. It follows that H ∩ G = Gal(C/(D + E)) and hence
Inv(H ∩G) = D + E.
(3) If Inv(H) is an invariant subspace under the action of Gal(C/C(1)), then for any
σ ∈ Gal(C/C(1)) and any h ∈ H , (σ
−1hσ)(c) = (σ−1(σ(c)) = c for any c ∈ Inv(H), which
implies that σ−1hσ ∈ Gal(C/ Inv(H)) = H and hence H ⊳ Aut1(C).
Conversely, suppose that H ⊳ Gal(C/C(1)). For any σ ∈ Gal(C/C(1)), we claim that
σ(Inv(H)) ⊆ Inv(H). Otherwise there exists some c ∈ Inv(H) with σ(c) /∈ Inv(H). Now
there exists some h ∈ H such that h(σ(c)) 6= σ(c). Thus σ−1(h(σ(c))) 6= σ−1(σ(c)), and
hence σ−1hσ /∈ H , which leads to a contradiction. Similarly σ−1(Inv(H)) ⊆ Inv(H) and
hence σ(Inv(H)) = Inv(H).
We are only left to show the isomorphism of Galois groups. Set D = Inv(H). We have
a group homomorphism f : Gal(C/C(1)) −→ Gal(D/C(1)) induced by restriction, which is
well-defined since D is invariant under the action of Gal(C/C(1)). Theorem 2.2.6 says that
any automorphism of D extends to an automorphism of C, which implies that f is surjective.
Now Gal(C/C(1))/H ∼= Gal(D/C(1)) follows easily from the fact Ker(f) = Gal(C/D).
Example 4.2.3. Let Q be the quiver 1•
α
−→ 2•
β
−→ 3•
γ
−→ 4• and C = kQc the path coalgebra.
There are exactly 5 subcoalgebras of C containing C(1). Say C
0 = C(1), C
1 = C(1) + kαβ,
C2 = C(1) + kβγ, C
1,2 = C(2), and C
3 = C.
The automorphism group Aut1(C) ∼= k
3 = {(x, y, z) | x, y, z ∈ k}, the additive group
of 3-dimensional k-space, where (x, y, z) corresponds to the automorphism given by αβ 7→
αβ + x(e1 − e3), βγ 7→ βγ + y(e2 − e4) and αβγ 7→ αβγ − xγ + yα + z(e1 − e4). Compare
with Proposition 5.2.6 and Example 6.1.1.
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Set H0 = {(x, y, z)}, H1 = {(0, y, z)}, H2 = {(x, 0, z)}, H1,2 = {(0, 0, z)} and H3 =
{(0, 0, 0)}. By direct calculation, Gal(C/C∗) = H∗ for any ∗ ∈ {0, 1, 2, (1, 2), 3}. Pictorially
we have the following correspondence.
C (C)
C
C(1) + k{αβ, βγ}
}}
}}
}}
}}
AA
AA
AA
A
C(1) + kαβ
AA
AA
AA
AA
C(1) + kβγ
}}
}}
}}
}}
C(1)
G (C)
{(0, 0, 0)}
{(0, 0, z)}




<<
<<
<<
<
{(0, y, z)}
<<
<<
<<
<
{(x, 0, z)}




{(x, y, z)}
Remark 4.2.4. Recall that Proposition 4.1.4 has determined the trans-data given by Gal(C/D)
for a large subcoalgebra D. It is natural to ask for an intrinsic characterization of admissibil-
ity of subgroups of Aut(C), which could be helpful in our Galois-like theory. For instance, an
admissible subgroup H ∈ G (C) must be a closed subgroup in the Zariski sense, for the con-
dition fixing a point is a ”closed” condition and therefore a stability group is always closed.
Up to now, no sufficient and necessary condition is known to us.
4.3 Fundamental theorem of Galois extensions
We move to a more general case now. Again we set C = kQc, the path coalgebra of a
given quiver Q. Let D be a large subcoalgebra of D and E/D an admissible extension. Set
C (D,E) = {M | D ⊆ M ⊆ E}, the set of intermediate subcoalgebras of D and E, and
G (D,E) = {Gal(E/M) |M ∈ C (D,E)}, the set of admissible subgroups of Aut(E).
Lemma 4.3.1. Let Q be an arbitrary quiver, C = kQc and D ∈ C (C). Assume that
E/D is a Galois extension and M ∈ C (D,E). Then E/M is a Galois extension, and
Gal(E/M) ∼= Gal(C/M)/Gal(C/E).
Proof. Firstly we show that E/M is a Galois extension. By definition, it suffices to show that
any for σ ∈ Gal(C/E), σ(E) ⊆ E. This follows easily from the facts Gal(C/E) ≤ Gal(C/D)
and E/D is a Galois extension.
To show Gal(E/M) ∼= Gal(C/M)/Gal(C/E), we use the same argument as in the proof
of Proposition 4.2.2. Consider the group homomorphism Res: Gal(C/M) −→ Gal(E/M)
induced by restriction, which is well defined since E/M is a Galosis extension and E is
invariant under the action of Gal(C/M). Applying Theorem 2.2.6 again we show that Res is
surjective. Moreover, it is easy to show that Ker(Res) = Gal(C/E) and hence Gal(E/M) ∼=
Gal(C/M)/Gal(C/E) by the isomorphism theorem of groups.
Now we have a more general version of Proposition 4.2.2, which we call the fundamental
theorem of Galois extensions.
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Theorem 4.3.2. Let Q be an acyclic quiver and C = kQc the path coalgebra. Let D be in
C (C) and E/D a Galois extension. Then
(1) The map Inv : G (D,E) → C (D,E) is well defined and gives the inverse of the map
Gal(E/) : C (D,E)→ G (D,E).
(2) Assume that M,N ∈ C (D,E) and set H = Gal(E/M) and G = Gal(E/N). Then
Inv(H ∪G) =M ∩N and Inv(H ∩G) =M +N , here H ∪G denotes the subgroup of Aut(E)
generated by H and G.
(3) Let H be in G (D,E). Then H ⊳ Gal(E/D) if and only if Inv(H) is a Galois extension
over D; and in this case, Gal(E/D)/H ∼= Gal(Inv(H)/D).
Proof. (1) and (2) follow directly from Proposition 4.2.2 and the last lemma. We need only
to check (3). The argument is similar to the one in the proof of Proposition 4.2.2(3).
Set M = Inv(H). First assume that H ⊳ Gal(E/D). Let σ ∈ Gal(C/D). We claim that
σ(M) ⊆ M . Otherwise, there exists some m ∈ M such that σ(m) /∈ M , and hence some
h ∈ Gal(C/M) such that h(σ(m)) 6= σ(m). Thus σ−1hσ(m) 6= σ−1σ(m) = m, and hence
σ−1hσ /∈ Gal(C/M).
We denote by σ¯ and h¯ the restriction of σ, h to E respectively. Thus σ¯ and h¯ can be
viewed as elements in Gal(E/D), since E/D is a Galois extension. Moreover, h¯ ∈ H by the
choice of h. Now σ¯−1h¯σ¯ /∈ H , which is contradict to the assumption H ⊳ Gal(E/D). Thus
M is Gal(C/D)-invariant, hence M/D is a Galois extension.
Conversely, if M is Gal(C/D)-invariant, then clearly M is Gal(E/D)-invariant. Thus
(σ−1hσ)(m) = σ−1(σ(m)) = m for any σ ∈ Gal(E/D), h ∈ H and m ∈ M . It follows that
σ−1hσ ∈ H and hence H ⊳ Gal(E/D).
To show the group isomorphism we need the map Res: Gal(E/D) → Gal(M/D), the
group homomorphism induced by restriction. Res is well defined since M/D is a Galois
extension. To show Res is surjective, we use the fact that any σ ∈ Gal(M/D) extends to
some σ′ ∈ Gal(C/D). By assumption E/D is a Galois extension, the restriction of σ′ to E
can be viewed as an element in Gal(E/D), which maps to σ under Res. It is easy to show
that Ker(Res) = Gal(E/M) and Gal(E/D)/Gal(E/M) ∼= Gal(M/D) follows.
Remark 4.3.3. The requirement that Q is acyclic is essential in giving one to one correspon-
dence between G (C) and C (C); see Remark 4.1.6. For general quivers, one also expects
a similar correspondence between certain class of subcoalgebras of C and certain class of
subgroups of Aut(C), but what subcoalgebras and what subgroups should be involved is still
unclear to us.
Remark 4.3.4. We mention that even for a Galois extension E/D, an automorphism of D
may not extend to an automorphism of E.
Let E/D be an admissible extension and Aut(E;D) = {σ ∈ Aut(E) | σ(D) = D}.
Define ResED : Aut(E;D) −→ Aut(D) to be the map induced by restriction. Obviously,
Ker(ResED) = Gal(E/D). The above remark just says that Res
E
D is not surjective in general.
Before going further we introduce some notation. Let E/D be an admissible extension
and M ⊆ E a large subcoalgebra. Set Gal(E/M ;D) = Gal(E/M) ∩ Aut(E;D). Now we
have the following result on automorphism groups of pointed coalgebras, by applying the
correspondence given by taking Galois group and fixed points.
Proposition 4.3.5. Let Q be an arbitrary quiver and C = kQc. Let D ∈ C (C). Then
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(1) Assume that E/D is an admissible extension such that E is Aut(C;D)-invariant.
Then Aut(D) ∼= Aut(E;D)/Gal(E/D). If in addition, E/D is a Galois extension, then
ResED is surjective if and only if E is Aut(C;D)-invariant.
(2) Aut(D) ∼= Aut(C;D)/Gal(C/D). Moreover, if D ⊆ C(n) for some n ≥ 1, then
Aut(D) ∼= Aut(C(n);D)/Gal(C(n)/D).
(3) There is a tower of normal subgroups Aut(D) ⊲ Gal(D/D(0)) ⊲ Gal(D/D(1)) ⊲ · · · ,
and Aut(D)/Gal(D/D(n)) ∼= Im(Res
D
D(n)
) for each n ≥ 0.
(4)
Gal(D/D(n))
Gal(D/D(m))
∼=
Gal(C/C(n);D)
Gal(C/(C(n)+D(m));D)
, ∀m ≥ n ≥ 0. Particularly, for each n ≥ 1, the
quotient group
Gal(D/D(n))
Gal(D/D(n+1))
is a subquotient group of Gal(C(n+1)/C(n)) and hence abelian.
Proof. (1) Suppose that E is Aut(C;D)-invariant. Then ResED is surjective, since any
σ ∈ Aut(D) extends to some σ′ ∈ Aut(C;D), and E is σ′-invariant means that σ′ is an
automorphism of E when restricted to E. Clearly Ker(ResED) = Gal(E/D) and the isomor-
phism follows.
Conversely, assume that E/D is a Galois extension and ResED is surjective. We need to
show that for any σ ∈ Aut(C;D), σ(E) ⊆ E. Since ResED is surjective, then there exists
some h ∈ Aut(E,D) such that ResED(h) = Res
C
D(σ). Again by Theorem 2.2.6, h = Res
C
E(h
′)
for some h′ ∈ Aut(C;E). Clearly h′ ∈ Aut(C;D). Now we have σ−1h′ ∈ Gal(C/D). By
definition, E/D is a Galois extension implies that E is σ−1h′-invariant, together with the
fact E is h′-invariant we obtain that E is σ-invariant.
(2) This is a special case of (1). Since C and C(n), n ≥ 0 are all Aut(C)-invariant.
(3) Observe that Aut(D;D(n)) = Aut(D) for any n ≥ 0. Applying the isomorphism
theorem of groups to ResDD(n) , we get the required isomorphism.
(4) Note that we have ResCD induces an epimorphism Gal(C/C(n);D)։ Gal(D/D(n)), the
reason is as follows. For any σ ∈ Gal(D/D(n)), we extend σ to σ
′ ∈ Aut(D+C(n)) by setting
σ′|D = σ and σ
′|C(n) = IdC(n) , and extend σ
′ to σ′′ ∈ Aut(C). Clearly σ′′ ∈ Gal(C/C(n);D)
and ResCD(σ
′′) = σ. The isomorphism follows easily.
It is direct to show that
Gal(C/C(n);D)
Gal(C/(C(m));D)
is a subgroup of
Gal(C/C(n))
Gal(C/(C(m)))
, which is easy shown
to be isomorphic to Gal(C(m)/C(n)). Now
Gal(D/D(n))
Gal(D/D(m))
∼=
Gal(C/C(n);D)
Gal(C/(C(n) +D(m));D)
∼=
Gal(C/C(n);D)
Gal(C/C(m);D)
Gal(C/(C(n)+D(m));D)
Gal(C/C(m);D)
,
and hence
Gal(D/D(n))
Gal(D/D(m))
is a subquotient group of Gal(C(m)/C(n)). Particularly,
Gal(D/D(n))
Gal(D/D(m))
is
abelian, for Gal(C(n+1)/C(n)) is isomorphic to the additive group of some k-vector space by
the same argument used in the proof of Lemma 3.2.1. Note that Gal(C/C(n)) is just the same
as Ω∗n(Q) defined in last section, and therefore Gal(C(n+1)/C(n))
∼= Ω∗n(Q)/Ω
∗
n+1(Q).
Given a large subcoalgebraD of kQc, we set D+ = kQ≥1∩D and (D+)s,t = (kQ≥1)s,t∩D
for any s, t ∈ Q0. Clearly D = D0
⊕ ⊕
s,t∈Q0
(D+)s,t. By applying Proposition 4.1.4, we obtain
a generalization of Proposition 3.2.4.
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Corollary 4.3.6. Let Q be a finite quiver, C = kQc and D ⊆ C a finite dimensional large
subcoalgebra. Assume Aut(C;D) = Aut(C). Then
dimk(Aut(D)) =
∑
s,t∈Q0
|(Qτ1)s,t||(D+)s,t|.
5 Automorphisms of a complete path algebra
In this section we study the automorphism group of the complete path algebras of a finite
quiver. The key point is that for a finite quiver, the automorphism group of the path coalgebra
and the one of the complete path algebra are isomorphic, hence the tool we developed for
automorphisms of path coalgebras applies in this case.
Notice that most results on path coalgebras in this section hold true for any quiver, while
when dealing with algebras, we always require the quiver to be finite.
5.1 Aut(k̂Qa) ∼= Aut(kQc)
Let Coalg and Alg denote the category of coalgebras and the one of algebras respectively.
Sweedler showed that there is a contravariant functor ()∗ : Coalg −→ Alg. For any coalgebra
C, the dual algebra C∗ has underlying vector space homk(C, k) and multiplication given by
the convolution map, see [Sw, Section 1]; and for each coalgebra map f , f∗ is the usual
transpose map of f .
Let A be any algebra and set A◦ = {f ∈ A∗ | ker(f) contains a cofinite ideal}. Sweedler
showed that for any algebra map f : A −→ B, the transpose map f∗ maps B◦ into A◦. By
setting f◦ : B◦ −→ A◦ to be the restriction of f∗, we get a contravariant functor ()◦ : Alg −→
Coalg which is adjoint to ()∗, see [Sw, Theorem 6.0.5].
The following crucial result is due to Taft [Ta, Proposition 7.1]. Recall that a coalgebra
C is said to be reflexive if (C∗)◦ = C.
Lemma 5.1.1. Let C be any coalgebra and A = C∗ the dual algebra. Then ()∗ defined above
induces a group monomorphism ()∗ : Aut(C) −→ (Aut(A))op, here Aut(A) is the automor-
phism group of A. If moreover, C is reflexive, then Aut(A) ∼= (Aut(C))op under the map ()∗
and hence Aut(A) ∼= Aut(C).
Note that the last isomorphism follows from the fact thatG ∼= Gop under the map g 7→ g−1
for any group G. Heyneman and Radford showed that if C is a finitary coalgebra, that is
C(1) is finite dimensional, then C is reflexive, see [HR, Theorem 4.1.1]. Thus we have the
following consequence.
Corollary 5.1.2. Let Q be a finite quiver. Set C = kQc and A = C∗. Let D be a large
subcoalgebra of C and B = D∗ = A/D⊥ the dual algebra. Then ()∗ : Aut(D) −→ Aut(B) is
an anti-isomorphism of groups. Particularly, Aut(k̂Qa) ∼= Aut(kQc) ∼= Ω∗(Q).
Remark 5.1.3. An easy consequence is that Aut(kQc) ∼= Aut(kQa) for any finite acyclic
quiver Q, for in this case kQa = k̂Qa. It is worth emphasizing that we do not have such an
isomorphism in general case when Q is not acyclic, ()∗ even does not give a well-defined map
Aut(kQc) −→ Aut(kQa). The reason is that for any σ ∈ Aut(kQc), σ∗ ∈ Aut(k̂Qa) induces
an automorphism of the subalgebra kQa if and only if σ∗(kQa) = kQa, while this does not
hold true in general; see Example 6.4.1 below.
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Recall that for any finite quiver Q, an element (ap)p∈Q in k̂Qa can be written as an
infinite sum
∑
p∈Q app¯. For any σ ∈ Aut(C), σ
∗ is determined by σ∗(x) =
∑
p∈Q(x, σ(p))p
for any path x ∈ Q, here (−,−) is the paring given in Section 1.3. Applying the pairing again
one obtains σ(p) =
∑
x∈Q(σ
∗(x), p)x. Consequently, the automorphism of the complete path
algebra corresponding to a trans-datum µ is given by f∗µ(x) =
∑
p∈Q(x, fµ(p))p.
5.2 Inner automorphisms
Let Q be an arbitrary quiver and C = kQc. Consider the following subgroups of Ω∗0(Q), say
IΩ∗(Q) = {(IdQ0 , µ+) | ∃ki ∈ k
×, i ∈ Q0, µ
1
α =
ks(α)
kt(α)
α, ∀α ∈ Q1, µ
1
p = 0, ∀p ∈ Q≥2},
IΩ∗◦(Q) = {(IdQ0 , µ+) | µ
1
α = α, ∀α ∈ Q1, µ
1
p = 0, ∀p ∈ Q≥2},
IΩ∗0(Q) = {(IdQ0 , µ+) | ∃ki ∈ k
×, ∀i ∈ Q0, µα =
ks(α)
kt(α)
α, ∀α ∈ Q1, µp = 0, ∀p ∈ Q≥2},
which are of special interest to us. The reason is that calculations within such groups are
much simplified, and more importantly, they are quite helpful in understanding the whole
automorphism group.
In case Q is finite, IΩ∗(Q) corresponds to the inner automorphism group of k̂Qa. For this
reason, we call elements in IΩ∗(Q) inner trans-data and the corresponding automorphisms
of kQc inner automorphisms. The following result is practical. Recall that in Section 2.1,
we have associated k-linear maps µ0, µ
0, µ1, µ+ and µˇ to each trans-datum µ .
Proposition 5.2.1. Let Q be an arbitrary quiver and C = kQc.
(1) Given µ ∈ IΩ∗◦(Q), then for any x ∈ C,
fµ(x) = µ0(x) + µ+(x) + µˇ(x(2))x(1) − µˇ(x(2))x(1)
+
∑
r≥3
[
µˇ(x(3)) · · · µˇ(x(r))
]
·
[
µˇ(x(2))µ
0(x(1)) + µˇ(x(2))x(1) − µˇ(x(1))x(2)
]
.
(2) Given µ ∈ IΩ∗0(Q). Suppose there exists some {ki ∈ k}i∈Q0 such that µα =
ks(α)
kt(α)
α for
all α ∈ Q1. Then for any s, t ∈ Q0 and x ∈ kQs,t, f(x) =
ks
kt
x.
Again we use the Sweedler’s notation ∆n(x) =
∑
x(1)⊗ · · ·⊗ x(n+1) here. For a proof we
need only to check the case that x is a path, which can be done by using a similar argument
as in Proposition 2.1.3 and we omit it here.
The subgroup f(IΩ∗(Q)) is called the inner automorphism group of C and denoted by
Inn(C). We also set Inn◦(C) = f(IΩ
∗
◦(Q)) and Inn0(C) = f(IΩ
∗
0(Q)). Now a basic property
of Inn(C) follows easily.
Corollary 5.2.2. Let Q be an arbitrary quiver and C = kQc. Then Inn(C) ⊆ Aut(C;D)
for any subcoalgebra D ⊆ C.
Remark 5.2.3. We remark that the converse of the corollary may not hold, say an automor-
phism σ ∈
⋂
D⊆C
Aut(C;D) needs not to be an inner automorphism. For example, consider the
quiver Q given by exactly one vertex with a loop attached. In this case, all subcoalgebras of
kQc are given by kQc(n), n ≥ 0. Obviously each automorphism of kQ
c gives an automorphism
of any kQc(n), while kQ
c has no nontrivial inner automorphism.
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Proposition 5.2.4. Let Q be an arbitrary quiver. Then IΩ∗(Q) ⊳ Ω∗(Q), IΩ∗◦(Q)⊳ Ω
∗(Q)
and IΩ∗(Q) = IΩ∗◦(Q)⋊ IΩ
∗
0(Q).
Proof. We first show that IΩ∗◦(Q)⊳ Ω
∗(Q). For any µ ∈ IΩ∗◦(Q) and ν ∈ Ω
∗(Q),
(µ ◦ ν)p =
∑
p=p1···pr ,pi∈P
µ˜(νp1 · · ·νpr ),
and the degree 1 component of (µ ◦ ν)p appears only in the term µ˜(νp), and therefore (µ ◦
ν)p − νp ∈ k(es(p) − et(p)). Now it is direct to show that for any nontrivial path p,
(ν−1 ◦ (µ ◦ ν))p − (ν
−1 ◦ ν)p ∈ kQ0,
which means that ν−1 ◦ µ ◦ ν ∈ IΩ∗◦(Q) and hence IΩ
∗
◦(Q) ⊳ Ω
∗(Q). Similarly, one proves
that IΩ∗(Q)⊳ Ω∗(Q).
It is easy to show that IΩ∗(Q) = IΩ∗◦(Q) IΩ
∗
0(Q), and the last assertion is obvious since
IΩ∗◦ is normal and IΩ
∗
◦(Q) ∩ IΩ
∗
0(Q) = {1}.
Let B be an algebra. Denote by B× the group of multiplicative invertible elements in B.
For any b ∈ B×, consider the map χb : B −→ B, χb(x) = bxb
−1 for any x ∈ B. It is direct to
show that χb is an automorphism of B, and we call it the inner automorphism induced by
b. We denote by Inn(B) = {χb | b ∈ B
×} the inner automorphism group. Inn(B) is known
to be a normal subgroup of Aut(B), and the quotient group Out(B) = Aut(B)/ Inn(B) is
called the outer automorphism group of B. The map χ : B× −→ Inn(B) is usually called
the characteristic map. Clearly, Inn(B) ∼= B×/Z(B)×, here Z(B) denotes the center of B.
Suppose B is the dual algebra of some coalgebra D. The map ()∗ : Aut(D) −→ Aut(B)
considered in Lemma 5.1.1 may not be surjective in general, while any inner automorphism
of B is indeed obtained from an automorphism of D, just as shown in the following lemma.
Lemma 5.2.5. Let D be a coalgebra and B = D∗ the dual algebra. Then there exists a group
homomorphism Φ: Inn(B) −→ (Aut(D))op, such that (Φ(σ))∗ = σ holds for any σ ∈ Inn(B).
In particular, if D is reflexive, then Φ = ()◦.
Proof. Define Φ: Inn(B) −→ Aut(D) as follows. For any g ∈ B×, Φ(χg) : D −→ D is given
by setting Φ(χg)(c) =
∑
g(d(1))d(2)g
−1(d(3)) for any d ∈ D. It is easy to check that Φ(χg) is
independent of the choice of g, and hence Φ gives a well-defined map, which is easily shown
to be a group homomorphism. Moreover,
(Φ(χg))
∗(f)(d) = f((Φ(χg))(d)) =
∑
g(d(1))f(d(2))g
−1(d(3)) = (gfg
−1)(d) = (χg(f))(d)
for any f ∈ B and d ∈ D, which implies that (Φ(χg))
∗ = χg.
In the rest part of this subsection, Q is assumed to be a finite quiver. Set C = kQc and
A = (kQc)∗ = k̂Qa. Recall the isomorphism Aut(C) ∼= Aut(A). A natural question is to
figure out the subgroups (Inn(C))∗, (Inn◦(C))
∗ and (Inn0(C))
∗ of Aut(A).
To give an answer, we need some notations. Since kQa is a subalgebra of A, we also use
An to denote the subspace kQn, and A≥n the subspace {
∑
l(p)≥n app} for each n ≥ 0. Thus
Rad(A) = A≥1, and A0 is a subalgebra with A
×
0 = {
∑
i∈Q0
aiei | ai ∈ k
×, ∀i}. We need also
the subgroup A×◦ = 1A + Rad(A). Clearly A
× = A×0 + Rad(A) and A
× = A×◦ ⋊ A
×
0 . Set
Inn◦(A) = χ(A
×
◦ ) and Inn0(A) = χ(A
×
0 ).
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Proposition 5.2.6. Let Q be a finite quiver. Set C = kQc and A = (kQc)∗. Then we have
the following one to one correspondences:
(1) Inn◦(A)
()◦
// Inn◦(C)
t //
()∗
oo IΩ∗◦(Q)
f
oo ;
(2) Inn0(A)
()◦
// Inn0(C)
t //
()∗
oo IΩ∗0(Q)
f
oo ;
(3) Inn(A)
()◦
// Inn(C)
t //
()∗
oo IΩ∗(Q)
f
oo .
Proof. (1) First consider Inn◦(A) and IΩ
∗
◦(Q). Let a = 1−
∑
p∈P λpp ∈ 1+Rad(A). Let χa
be the inner automorphism of A induced by a and σa = χ
◦
a the corresponding automorphism
of C. We claim that tσa = µ = (IdQ0 , µ+) ∈ IΩ
∗
◦(Q) with µ+ given by µ
0
p = λpes(p),t(p) for
each p ∈ P . To show this we need the fact
a−1 = 1 + (1− a) + (1− a)2 + · · · = 1 +
∑
p∈P
∑
p=p1p2···pm
pi∈P
λp1λp2 · · ·λpmp.
By direct calculation we have for each x ∈ P ,
χa(x) = (1− a)x(1 + (1− a) + (1− a)
2 + · · · )
= x−
∑
q∈P
t(q)=s(x)
∑
p∈P,s(p)=t(x)
p=p1p2···pn
pi∈P
λqλp1λp2 · · ·λpmqxp
−
∑
q∈P
t(q)=s(x)
λqqx+
∑
p∈P
s(p)=t(x)
∑
p=p1p2···pm
pi∈P
λp1λp2 · · ·λpmxp
Let fµ and f
∗
µ be the automorphism of C and A corresponding to µ respectively. We will
prove χa = f
∗
µ. First assume that x = x1x2 · · ·xr ∈ P , here each xi ∈ Q1. Then
f
∗
µ(x) =
∑
i∈Q0
(x, ei)ei +
∑
p∈P
(x, fµ(p))p
=
∑
i∈Q0
(x, ei)ei +
∑
p∈P
∑
p=p1p2···pm
pi∈P
(x, F (µp1µp2 · · ·µpm))p
=
∑
i∈Q0
(x, ei)ei +
∑
p1p2···pm
pi∈P
(x1x2 · · ·xr, F (µp1µp2 · · ·µpm))p1p2 · · · pm.
By definition of F , (x1x2 · · ·xr, F (µp1µp2 · · ·µpm)) = 0 unless p1p2 · · · pr = x or
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p2p3 · · · pr+1 = x, thus
f
∗
µ(x) = (x1x2 · · ·xr, F (µx1 · · ·µxr))x
+
∑
q∈P
(x1x2 · · ·xr, F (µqµx1 · · ·µxr)qx
+
∑
xp1p2···pm
pi∈P
(x1x2 · · ·xr, F (µx1 · · ·µxrµp1 · · ·µpm))xp1p2 · · · pm
+
∑
qxp1p2···pm
q,pi∈P
(x1x2 · · ·xr, F (µqµx1 · · ·µxrµp1 · · ·µpm))qxp1p2 · · · pm
= x−
∑
q∈P
t(q)=s(x)
λqqx+
∑
xp1p2···pm
pi∈P
λp1λp2 · · ·λpmxp1p2 · · · pm
−
∑
qxp1p2···pm
q,pi∈P
λqλp1λp2 · · ·λpmqxp1p2 · · · pm.
Note that when we write qxp1p2 · · · pm, we require that t(q) = s(x), t(x) = s(p1) and t(pi) =
s(pi+1) for all 1 ≤ i ≤ m− 1. It follows that χa(x) = f
∗
µ(x) in case x ∈ P .
Similarly, one shows easily that χa(ei) = f
∗
µ(ei) for any i ∈ Q0. Thus χa = f
∗
µ and hence
tσa = (IdQ0 , µ+). It follows that IΩ
∗
◦(Q) corresponds to Inn◦(A).
(2) For any x =
∑
i∈Q0
kiei ∈ A
×
0 , denote by χx and σx the corresponding automorphism
of A and C respectively. It is direct to check that τ = tσx = (IdQ0 , τ+), where τ+ is given by
τα =
ks(α)
kt(α)
α, ∀α ∈ Q1, and τp = 0, ∀p ∈ Q≥2. In fact, for any p = α1α2 · · ·αn,
fτ (p) =
ks(α1)
kt(α1)
ks(α2)
kt(α2)
· · ·
ks(αn)
kt(αn)
α1α2 · · ·αn =
ks(p)
kt(p)
p = xpx−1 = χx(p).
(3) Now we consider a general case. Let a =
∑
i∈Q0
kie¯i −
∑
p∈P λpp¯ ∈ A. Note that
a ∈ A× if and only if ki 6= 0 for all i ∈ Q0. We may write
a = (
∑
i∈Q0
kiei) · (1−
∑
p∈P
1
ks(p)
λpp) = xy,
here we set x = (
∑
i∈Q0
kiei), y =
∑
p∈P
1
ks(p)
λpp. Let χa be the inner automorphism of A
induced by a and σa the corresponding automorphism of C. By (1) and (2) we know that
τ = tσx and ω = tσy are given by
tσx = (IdQ0 , τ+), τα =
ks(α)
kt(α)
α ∀α ∈ Q1, τp = 0 ∀p ∈ Q≥2,
tσy = (IdQ0 , ω+), ωα = α+
λα
ks(α)
es(α),t(α) ∀α ∈ Q1, ωp =
λp
ks(p)
es(p),t(p) ∀p ∈ Q≥2.
Clearly tσa = (IdQ0 , µ+) for some µ+ and a = xy implies that tσa = tσy ◦ tσx . By (2.2),
µ is given by setting µα =
ks(α)
kt(α)
α + λαkt(α) es(α),t(α) for each α ∈ Q1, and µp =
λp
kt(p)
es(p),t(p)
for each p ∈ Q≥2. The correspondence between Inn(A) and IΩ
∗(Q) follows and the proof is
completed.
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Remark 5.2.7. Recall that in Proposition 5.2.4, we have showed the normality of Inn(C) and
Inn◦(C) and the semiproduct Inn(C) = Inn◦(C)⋊Inn0(C). By the above correspondence, the
normality of Inn(C) and Inn◦(C) follows easily from the normality of Inn(A) and Inn◦(A).
While for a direct proof of the semiproduct Inn(A) = Inn◦(A) ⋊ Inn0(A), it is not quite
obvious and takes some works.
5.3 Aut0(k̂Qa) = Inn(k̂Qa) Aut•(k̂Qa)
The automorphisms of C which act invariantly on the coideal C≥1 form an important sub-
group Aut•(C) of Aut(C), say Aut•(C) = {σ ∈ Aut0(C) | σ(C≥1) ⊆ C≥1}. Consider the
following subset of Ω∗(Q):
Ω∗•(Q) = {(IdQ0 , µ) ∈ Ω
∗
0(Q) | µ+ = µ
1}.
Then we have the following correspondence.
Proposition 5.3.1. Let Q be an arbitrary quiver and C = kQc. Then t(Aut•(C)) = Ω
∗
•(Q)
and f(Ω∗•(Q)) = Aut•(C).
Proof. We need only to show that t(Aut•(C)) ⊆ Ω
∗
•(Q) and f(Ω
∗
•(Q)) ⊆ Aut•(C), and this
follows easily from the construction of f and t. The argument is as follows.
Let µ = (IdQ0 , µ+) ∈ Ω
∗
•(Q). Then by definition, for any p ∈ P we have
fµ(p) =
∑
p=p1p2···pm
pi∈P
F (µp1µp2 · · ·µpm),
now µ+ = µ
1 implies each F (µp1µp2 · · ·µpm) ∈ C≥1 and hence fµ ∈ Aut•(C).
Conversely, if µ = (IdQ0 , µ+) /∈ Ω
∗
•(Q), then there exists some p ∈ P , such that µ
0
p 6= 0.
We take such a p with minimal length. Then
fµ(p) =
∑
p=p1p2···pm
m≥2,pi∈P
F (µp1µp2 · · ·µpm) + µp,
since µq = µ
1
q for any q with length strictly less than p, we know that fµ(p) ∈ µ
0
p +C≥1, and
hence fµ /∈ Aut•(C).
Remark 5.3.2. Note that when we use the notation C≥1, we have already fixed a natural
projection C ։ C(0) of coalgebras, or equivalently, we fixed a decomposition C = C(0)⊕C≥1.
Note that the subgroup Aut•(C) depends on the choice of the projection C ։ C0.
The following result is given by direct calculation.
Proposition 5.3.3. Let Q be an arbitrary quiver. Then Ω∗0(Q) = Ω
∗
•(Q) IΩ
∗
◦(Q). Conse-
quently, Aut0(kQ
c) = Aut•(kQ
c) Inn◦(kQ
c).
Proof. Take µ = (Id, µ+) ∈ Ω
∗
0(Q). We will construct inductively some ν ∈ IΩ
∗
◦(Q) such
that µ ◦ ν ∈ Ω∗•(Q). If this has been done, then µ = (µ ◦ ν) ◦ ν
−1 ∈ Ω∗•(Q) IΩ
∗
◦(Q), and the
conclusion follows.
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In fact, set ν0 = Id and να = α for any α ∈ Q1. For each p with l(p) = 2, we set νp = −µ
0
p.
Then clearly, ∑
p=p1p2···pr
pi∈P
µ˜(νp1 · · ·νpr ) = µ˜νp + µ˜p = µ
1
p ∈ kQ1
holds whenever l(p) = 2.
Assume that for each p with 2 ≤ l(p) < n, we have fixed a νp ∈ k(es(p) − et(p)), such
that
∑
p=p1p2···pr
pi∈P
µ˜(νp1 · · ·νpr ) ∈ kQ1 holds for any p with l(p) < n. Now for a path p with
l(p) = n, we set
νp = −µ
0
p −
∑
p=p1p2···pr
r≥2,pi∈P
µ˜(νp1 · · ·νpr ).
By definition of µ˜, it is direct to show that νp ∈ k(es(p) − et(p)), and∑
p=p1p2···pr
pi∈P
µ˜(νp1 · · ·νpr ) = µ
1
p ∈ kQ1.
By induction, we obtain some ν ∈ IΩ∗◦(Q), such that (µ ◦ ν)p ∈ kQ1 for any nontrivial path
p, that is µ ◦ ν ∈ Ω∗•(Q). The proof is completed.
Now let D ⊆ C be a large subcoalgebra of C. By Corollary 5.2.2, we have Inn(C) ≤
Aut(C;D). We set Inn(D) = ResCD(Inn(C)), and call it the inner automorphism group
of D. We also set Inn◦(D) = Res
C
D(Inn◦(C)) and Inn0(D) = Res
C
D(Inn0(C)). We have a
generalized version of Proposition 5.2.4.
Proposition 5.3.4. Let Q be a quiver, C = kQc and D ⊆ C a large subcoalgebra. Then
(1) Inn(C) ≤ Aut(C;D), and the restriction map induces isomorphisms of groups
Inn(C)/(Inn(C) ∩ Gal(C/D)) ∼= Inn(D), Inn◦(C)/(Inn◦(C) ∩ Gal(C/D)) ∼= Inn◦(D) and
Inn0(C)/(Inn0(C) ∩Gal(C/D)) ∼= Inn0(D);
(2) Inn(D)∗ = Inn(D∗), Inn0(D)
∗ = Inn0(D
∗) and Inn◦(D)
∗ = Inn◦(D
∗);
(3) Inn(D)⊳Aut(D), Inn◦(D)⊳Aut(D) and Inn(D) = Inn◦(D)⋊ Inn0(D).
Proof. We need only to prove (3). Recall that we have already shown that IΩ∗◦(Q)⊳ Ω
∗(Q)
and IΩ∗(Q)⊳Ω∗(Q) in Proposition 5.2.4, and hence Inn(C)⊳Aut(C) and Inn◦(C)⊳Aut(C).
Now Inn(D)⊳Aut(D) and Inn◦(D)⊳Aut(D) follows from (1).
For the last assertion, it suffices to prove that Inn◦(D) ∩ Inn0(D) = {IdD}, which is
equivalent to show that for any σ ∈ Inn0(C) and τ ∈ Inn◦(C), σ ◦ τ ∈ Gal(C/D) if and only
if σ and τ are both in Gal(C/D). This is obvious since D is large.
Consider the decomposition D = D(0) ⊕ D+, where D+ = D ∩ C≥1 of D is a coideal
of D. Set Aut0(D) = Gal(D/D(0)) and Aut•(D) = {σ ∈ Aut0(D) | σ(D+) ⊆ D+}. By
a similar argument as in the proof of Proposition 2.2.5, any σ ∈ Aut•(D) extends to an
element in Aut•(C). Thus if we set Aut•(C;D) = Aut•(C) ∩ Aut(C;D), then Aut•(D) =
ResCD(Aut•(C;D)). Applying Proposition 5.3.4, we have the following characterization of
Aut0(D), generalizing Proposition 5.3.3.
Proposition 5.3.5. Let Q be an arbitrary quiver and D ⊆ kQc a large subcoalgebra. Then
Aut0(D) = Aut•(D) Inn◦(D).
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Remark 5.3.6. Recall that in Proposition 3.1.1, Aut0(D) is shown to be the identity com-
ponent of Aut(D) if D = kQc for some finite acyclic quiver Q. A naive question is to ask
whether this property holds for any finite dimensional pointed coalgebra D. We mention
that the answer is yes, if D is given by a truncated subcoalgebra of a finitary path coalgebra,
for this one uses a similar argument as in the proof of Proposition 3.1.1.
When concerning with an arbitrary finitary pointed coalgebra D, the answer is no, the
reason is that Aut0(D) is not connected in general. For instance, consider the quiver
1•
α1 //
α2
// •2
β1 //
β2
// •3 ,
and the large subcoalgebra D = k{e1, e2, e3, α1, α2, β1, β2, α1β1, α2β2}. Direct calculation
shows that Aut0(D) is not connected.
In the rest part of this subsection, we will focus on algebras and the quiver Q is assumed
to be finte. Let D be a large subcoalgebra of C = kQc, and B = A/D⊥ the dual algebra of
D, here D⊥ = {f ∈ A | f(d) = 0, ∀d ∈ D}. Note that D is large if and only if D⊥ ⊆ Rad2(A).
Note that A0 is embedded to B via the map A0 →֒ A ։ B, and the image is denoted
by B0. Then we have a decomposition B = B0 ⊕ Rad(B), which just corresponds to the
decomposition D = D(0) ⊕D+. Set Inn0(B) = χ(B
×
0 ) and Inn◦(B) = χ(1 + Rad(B)). We
claim that any inner automorphism of B is induced from an inner automorphism of A. The
reason is that for any a ∈ A, a+D⊥ is invertible in B if and only if a is invertible in A. This
can be summarized as follows.
Lemma 5.3.7. Let Q be a finite quiver, C = kQc the path coalgebra and A = (kQc)∗. Let
D be a large subcoalgebra of C and B = D∗ its dual algebra. Then Inn(B) = (Inn(D))∗,
Inn◦(B) = (Inn◦(D))
∗ and Inn0(B) = (Inn0(D))
∗.
Similarly, set Aut0(B) = {σ ∈ Aut(B) | σ(ei) ∈ ei + Rad(B), ∀i ∈ Q0}, and Aut•(B) =
{σ ∈ Aut(B) | σ|B0 = IdB0}. Denote by Z
×
B(B0) = {a ∈ B
× | ab = ba, ∀b ∈ B0} the
centralizer of B0 in B
×. Then we have the following structural result for Aut(B).
Theorem 5.3.8. Let Q be a finite quiver, C = kQc and A = C∗. Let D ⊆ C a large
subcoalgebra and B = D∗ = A/D⊥ the dual algebra. Then
(1) (Aut0(D))
∗ = Aut0(B).
(2) (Aut•(D))
∗ = Aut•(B).
(3) Inn(B)⊳Aut(B), Inn◦(B)⊳Aut(B) and Inn(B) = Inn◦(B) ⋊ Inn0(B).
(4) Aut0(B) = Inn◦(B)Aut•(B) and Inn(B) ∩ Aut•(B) = χ(Z
×
B(B0)). If in addition,
Z×B(B0) = B
×
0 , then Aut0(B) = Inn◦(B)⋊Aut•(B).
(5) There is an exact sequence of groups
1 −→ Aut•(B)/χ(Z
×
B(B0)) −→ Aut(B)/ Inn(B) −→ Aut(B)/Aut0(B) −→ 1.
Proof. (1) Let σ ∈ Aut(D). By definition, for each i ∈ Q0 we have
σ∗(ei) =
∑
j∈Q0
(ei, σ(ej))ej +
∑
s∈S,l(s)≥1
(ei, σ(s))s ∈ σ(ei) + Rad(B),
it follows that σ∗ ∈ Aut0(B) if and only if σ ∈ Aut0(D). Hence (Aut0(D))
∗ = Aut0(B).
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(2) We prove that for any σ ∈ Aut(D), σ∗ ∈ Aut•(B) if and only if σ ∈ Aut•(D). Assume
that σ ∈ Aut•(D). By definition σ(D+) ⊆ D+ and hence (ei, σ(s)) = 0 for any s ∈ S with
l(s) ≥ 1 and i ∈ Q0. Thus
σ∗(ei) =
∑
j∈Q0
(ei, σ(ej))ej +
∑
s∈S,l(s)≥1
(ei, σ(s))s = ei
for any i ∈ Q0, which implies that σ
∗ ∈ Aut•(B).
If σ /∈ Aut•(D), then there exists some x ∈ D+ such that σ(x) /∈ D+. Then there exists
some i ∈ Q0 such that (ei, x) 6= 0. Hence (σ
∗(ei), x) = (ei, x) 6= 0, which implies that
σ∗(ei) /∈ B0 and σ
∗ /∈ Aut•(B). Thus we have (Aut•(D))
∗ = Aut•(B).
(3) follows directly from Proposition 5.3.4 and Lemma 5.3.7.
(4) The first assertion follows from (2) and Proposition 5.3.5. We next show that Inn(B)∩
Aut•(B) = χ(ZB×(B0)). For any b ∈ B
×, χb ∈ Aut•(B) if and only if χb(ei) = beib
−1 = ei
for any i ∈ Q0, if and only if b ∈ ZB(B0), it follows that Inn(B) ∩ Aut•(B) = χ(Z
×
B(B0)).
Since Inn0(B) ⊆ Inn(B) ∩ Aut•(B), we obtain that Aut0(B) = Inn◦(B)Aut•(B). If
Z×B(B0) = B
×
0 , then Inn◦(B) ∩ Aut•(B) = {Id}, and the semi-product follows.
(5) follows easily from (4) and the second isomorphism theorem of groups, which says
that Inn(B)Aut•(B)/ Inn(B) ∼= Aut•(B)/ Inn(B) ∩ Aut•(B).
Remark 5.3.9. The parts (3), (4) and (5) of the theorem should be known to experts. For
a direct proof of (4), one needs the following classical result, which can be found in any
standard textbook on ring theory, see for instance, [La, Section 21], or [DK, Theorem 3.4.1]
for finite dimensional algebra case:
Let R be a ring with identity and 1 = x1 + x2 + · · · + xm = y1 + y2 + · · · + yn be two
primitive orthogonal decompositions of identity, then m = n and there exists r ∈ R× and a
permutation τ of {1, 2, · · · , n} such that xi = ryτ(i)r
−1 for all 1 ≤ i ≤ n.
Let σ ∈ Aut0(B). Then we have primitive orthogonal decompositions of identity 1 =∑
i∈Q0
ei =
∑
i∈Q0
σ(ei). By the above result, there exists some b ∈ B
× and a permutation
τ of Q0, such that χb(ei) = b · ei · b
−1 = σ(eτ(i)) for any i ∈ Q0. Now
χb(ei) = σ(eτ(i)) ∈ eτ(i) +Rad(B)
implies that τ = IdQ0 and hence χb(ei) = σ(ei). It follows that χ
−1
b σ ∈ Aut•(B) and
Aut0(B) = Inn(B)Aut•(B).
Note that the above argument is only an existence proof, while our proof of Proposition
5.3.3 is in some extend a constructive one.
5.4 The finite dimensional case
We will apply to finite dimensional case and recover some classical results. Note that when
the quiver Q is finite acyclic, the path algebra is finite dimensional and coincides with the
complete path algebra, and hence Aut(kQc) ∼= Aut(kQa).
Proposition 5.4.1. Let Q be a finite acyclic quiver and A = kQa the path algebra. Then
(1) Aut0(A) is the identity component of Aut(A) and Aut(A)/Aut0(A) ∼= Aut(Q);
(2) Inn(A) ∩ Aut•(A) = Inn0(A) and hence Aut0(A)/ Inn(A) ∼= Aut•(A)/ Inn0(A);
(3) Aut0(A) = Inn◦(A) ⋊Aut•(A);
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Proof. Let C = kQc. It is direct to show that Aut0(A) = {σ
∗ | σ ∈ Aut0(C)}. Thus the
assertion (1) follows from Proposition 3.1.1 together with the fact Aut(C) and Aut(A) are
anti-isomorphic. (2) and (3) follow from Theorem 5.3.8. Note that ZA(A0) = A0 in case Q
is acyclic.
Moreover, by Theorem 3.2.5 we have the following characterization for solvability of the
automorphism group of a truncated path algebra.
Proposition 5.4.2. Let Q be a finite quiver, A = kQa and J = kQ≥1 the graded Jacobson
ideal. Then Aut0(A/J
n) is solvable for some n ≥ 2 if and only if Q is a Schurian quiver, if
and only if Aut0(A/J
n) is solvable for all n ≥ 2; Aut(A/Jn) is solvable for some n ≥ 2 if
and only if Q is a Schurian quiver with Aut(Q) being solvable, if and only if Aut(A/Jn) is
solvable for all n ≥ 2.
Remark 5.4.3. The results should be known to experts. For instance, the solvability of the
identity component of the automorphism group of a monomial algebra has been discussed in
[GS2, Corollary 2.23], from which the first part of the above proposition can also be deduced.
Combined with Proposition 5.2.6 and 5.3.1, we reobtain the following known dimension
formula, which is essentially given in [GS2, Remark 4.10].
Corollary 5.4.4. Let Q be a finite acyclic quiver and A = kQa. Then
dim(Out(A)) =
∑
s,t∈Q0
|(Q1)s,t| · |(Q≥1)s,t| − |Q0|+ r,
where r denotes the number of connected components of the quiver Q.
Proof. For a proof we use the correspondence given in Proposition 5.3.1. One shows that
dim(Aut•(A)) =
∑
s,t∈Q0
|(Q1)s,t| · |(Q≥1)s,t| and dim(Inn0(A)) = |Q0| − r. By Proposition
5.4.1(3) we have
dim(Aut0(A)/ Inn(A)) =
∑
s,t∈Q0
|(Q1)s,t| · |(Q≥1)s,t| − |Q0|+ r.
Now Aut(A)/Aut0(A) is a discrete group implies that
dim(Out(A)) = dim(Aut(A)/ Inn(A)) = dim(Aut0(A)/ Inn(A))
and the equality follows.
Remark 5.4.5. Note that Out(A) is not invariant under Morita equivalence in general, while
the group Aut0(A)/ Inn(A) is always a Morita invariance for finite dimensional algebras [Po].
Remark 5.4.6. Compare with the dimension formula of the first Hochschild cohomology of
a path algebra [Ha, Proposition 1.6], which computes the dim(Der(A) / InnDer(A)), here
Der(A) and InnDer(A) denote the space of derivations and inner derivations respectively.
Recall that Der(A) and InnDer(A) are the Lie algebras of Aut(A) and Inn(A) respectively.
By [Ha, Corollary 1.6], dim(Der(A) / InnDer(A)) = 0 if and only if Q is a tree, that is,
the underlying graph of Q contains no cycles. Moreover, Aut0(A)/ Inn(A) is connected since
Aut0(A) is. Combining with Proposition 3.1.1, we have
Corollary 5.4.7. Let Q be a finite acyclic quiver. Then Aut0(kQ
a) = Inn(kQa) if and only
if Q is a tree; if and only if Out(A) is a finite group.
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Now we turn to a more general situation. Let B be an arbitrary finite dimensional
elementary algebra. Elementary means that each simple B-module is of one dimension. As
we mentioned in Section 1.3, B ∼= kQa/I for some finite quiver Q and an admissible ideal
I of kQa. Let D = B∗ be the dual coalgebra of A, then D is a subcoalgebra of kQc. By
Theorem 2.2.6, we have the following result.
Theorem 5.4.8. Let B = kQa/I, where Q is a finite quiver and I an admissible ideal of
kQa. Then Aut(B) is a subquotient group of Aut(k̂Qa). In particular, if Q is acyclic, then
Aut(B) is a subquotient group of Aut(kQa).
Remark 5.4.9. When the quiver Q is not acyclic, an automorphism of B needs not to be
induced from an automorphism of kQa in general. An easy example is as follows.
Let Q be the quiver with exactly one vertex and one arrow. Then kQa ∼= k[x]. Let
I = 〈x3〉 and B = k[x]/I. Consider the automorphism τ of B given by τ(x¯) = x¯+ x¯2. Then
τ is not obtained from any automorphism of k[x]. Compare with Example 6.4.1.
6 Examples
In this section, we consider some typical quivers and calculate the automorphism group and
outer automorphism group of their path algebras.
6.1 Quivers of directed A
n
type
Example 6.1.1. Let Q be the quiver of directed An type, pictorially Q is of the shape
1
• −→
2
• −→
3
• −→ · · · −→
n
•,
and A = kQa the path algebra. We claim that Aut(A) ∼= Tn/k
×, where
Tn =




k1 ∗ ∗ ∗
k2 ∗ ∗
. . . ∗
kn


, ki ∈ k
×

 ⊆ GLn,k
is the group of invertible n×n upper triangular matrices with entries in k, and k× is identified
with the subgroup of Tn consisting of multiples of identity. Clearly Tn/k
× has a section T˜n



1 ∗ ∗ ∗
k2 ∗ ∗
. . . ∗
kn


, ki ∈ k
×, i ≥ 2


in Tn, and this froms a subgroup which is isomorphic to Tn/k
×.
The claim is easy to prove. In fact, A is isomorphic to the algebra of upper triangular
n × n matrices with entries in k and A× = Tn. Moreover, Q is a tree with Aut(Q) = {1}
implies that Aut(A) = Inn(A) = A×/Z(A×) and the conclusion follows.
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Next we consider large subcoalgebras of C = kQc and their Galois groups. Recall that
for each 1 ≤ i ≤ j ≤ n, there exists an unique path starting at ei and terminating at ej ,
which we denote by Ei,j .
Let D be a large subcoalgebra of C. For each 1 ≤ i ≤ n, let ri denote the maximal integer
such that Ei,ri ∈ D. Clearly rn−1 = rn = n, i + 1 ≤ ri ≤ n for each 1 ≤ i ≤ n − 1 and
ri ≥ ri−1 for each 2 ≤ i ≤ n. One shows easily that D is uniquely determined by the vector
(r1, r2, · · · , rn) ∈ Nn. By direct calculation we show that
Gal(C/D) = {(Xi,j) ∈ T˜n | Xi,i = 1, Xi,l = 0, 1 ≤ i ≤ n, i+ 1 ≤ l ≤ ri}.
Moreover, one shows easily Aut(C;D) = Aut(C), i.e., σ(D) = D for each σ ∈ Aut(C), and
hence Aut(D) ∼= Aut(C)/Gal(C/D) follows.
6.2 Generalized Kronecker quivers
Example 6.2.1. Let Q = Kn be the generalized Kronecker quiver
1•
α1 ////...
αn //
•2
with n arrows and A the path algebra. Thus Aut(A) ∼= GL(V )⋉V , where V = ⊕1≤j≤nkαj =
kQ1 and GL(V ) acts on V canonically.
In fact, in this case Aut(Q) = {1} again and hence Aut(A) = Aut0(A). For any v ∈ V , we
denote by tv ∈ Aut(A) the automorphism with tv(e1) = e1+v, tv(e2) = e2−v and tv(αj) = αj
for 1 ≤ j ≤ n. For each X ∈ GL(V ), we denote by σX ∈ Aut(A) the automorphism with
σX(ei) = ei, i = 1, 2 and σX(αi) = X · αj for any 1 ≤ j ≤ n. Now we have Aut•(A) = {σX |
X ∈ GL(V )} ∼= GL(V ) and Inn◦(A) = {tv | v ∈ V } ∼= V , and the action of Aut•(A) on
Inn◦(A) is given by the canonical action of GL(V ) on V . More explicitly, Aut(A) is given by
the matrix group {(
GLn(k) ∗
0 1
)}
⊆ GLn+1(k).
It is direct to show that Inn0(A) = {σa·IdV | a ∈ k
×}. Thus by Theorem 5.3.8(5), we have
Pic(A) ∼= Out(A) ∼= PGL(V ), the projective general linear group of V .
6.3 n-subspace quivers
Example 6.3.1. Let Q be the n-subspace quiver, that is a star-like quiver of the shape
1•
α1
!!B
BB
BB
BB
B
· · · •n
αn
}}{{
{{
{{
{{
•0
,
and A its path algebra, here n ≥ 1 is a positive integer. Then Aut(Q) ∼= Sn, the symmetric
group of {1, 2, · · · , n} and
Aut0(A) =




k1 λ1
. . .
...
kn λn
1

 , λi ∈ k, ki ∈ k×


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a subgroup of GLn+1,k. Now Aut(A) = Sn⋉Aut0(A) with the action of σ ∈ Sn on Aut0(A)
given by
σ ·


k1 λ1
. . .
...
kn λn
1

 =


kσ−11
λσ−11
. . .
...
kσ−1n λσ−1n
1

 .
By comparing Ω•(Q) and Inn0(Q), one shows easily that Aut•(A) = Inn0(A). Again by
Theorem 5.3.8(5), we have Pic(A) ∼= Out(A) ∼= Sn.
6.4 Aut(k[x]) and Aut(k[[x]])
As we mentioned before, if the quiver contains oriented cycles, then the natual correspondence
between the automorphism group of the path algebra and the one of the path coalgebra given
as in Lemma 5.1.1 may not be one to one. We will discuss this in more detail with the following
example.
Example 6.4.1. Let Q be the quiver given by one vertex with a loop attached. Then the
path algebra kQa is isomorphic to the polynomial algebra k[x] in one variable. The complete
path algebra k̂Qa is given by the algebra of power series k[[x]] in one variable.
It is easy to show that Aut(k[x]) ∼=
{(
1 µ
0 λ
)
, µ ∈ k, λ ∈ k×
}
, here each
(
1 µ
0 λ
)
corre-
sponds to the automorphism of k[x] mapping x to λx+ µ.
On the other hind, Ω∗(Q) = {(λn)n≥1, λ1 ∈ k
×, λi ∈ k, i = 2, 3, · · · }, here each (λn)n≥1
corresponds to the trans-datum λ given by λxn = λnx.
Let λ = (λn)n≥1 ∈ Ω
∗. Let fλ ∈ Aut(kQ
c) and f∗λ ∈ Aut(k[[x]]) be the corresponding
automorphisms. One shows that f∗λ(k[x]) ⊆ k[x] if and only if λn = 0 for sufficiently large
n; f∗λ(k[x]) = k[x] if and only if λn = 0 for any n ≥ 2, and such automorphisms of kQ
c
correspond to the subgroup
{(
1 0
0 λ
)
, λ ∈ k×
}
of Aut(k[x]).
Remark 6.4.2. The above example shows that for a general quiver, the construction as in
Lemma 5.1.1 gives only a correspondence between certain subgroup of Aut(kQa) and certain
subgroup of Aut(kQc). To determine this subgroup is still open for us.
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