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Data-driven computation of invariant sets of discrete time-invariant
black-box systems
Zheming Wang and Raphae¨l M. Jungers
Abstract—We consider the problem of computing the maxi-
mal invariant set of discrete-time black-box nonlinear systems
without analytic dynamical models. Under the assumption that
the system is asymptotically stable, the maximal invariant
set coincides with the domain of attraction. A data-driven
framework relying on the observation of trajectories is proposed
to compute almost-invariant sets, which are invariant almost
everywhere except a small subset. Based on these observations,
scenario optimization problems are formulated and solved. We
show that probabilistic invariance guarantees on the almost-
invariant sets can be established. To get explicit expressions
of such sets, a set identification procedure is designed with a
verification step that provides inner and outer approximations
in a probabilistic sense. The proposed data-driven framework
is illustrated by several numerical examples.
I. INTRODUCTION
An invariant set of a dynamical system refers to a region
where the trajectory will never leave once it enters. It is
widely used in systems and control for stability analysis and
control design, see, for instance, [1]–[3] and the references
therein. In particular, it has the ability to handle safety
specifications and plays an important role in safety-critical
applications [4].
Numerous algorithms have been proposed to characterize
and compute invariant sets of different types of systems.
The early literature has been devoted to linear systems with
polyhedral constraints, see, e.g., [5]–[8]. In the presence of
bounded disturbances in linear systems, robust invariant sets
were studied and many algorithms have been proposed (see,
e.g., [9]–[12]) to tackle the complications arising from the
robustness requirement. Recently, the authors in [13] have
proposed an algorithm to deal with non-convex constraints.
Algorithms for computing invariant sets of different types of
nonlinear systems can be found in [14]–[22]. The concept
of set invariance can also be extended to hybrid systems.
For instance, the works [23]–[27] have investigated the
computation of invariant sets of switching linear systems.
The algorithms in the aforementioned papers are all based
on an analytic model of the system, which is usually obtained
by system identification in many engineering applications
[28]. Most of the classical system identification methods are
limited to linear systems or simple nonlinear systems. For
more complex systems, piecewise affine models are often
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used, see, e.g., [29]–[31]. However, system identification
for general nonlinear systems is still challenging and can
often introduce considerable modeling errors. For instance,
the identification problem of a switching system is known
to be NP-hard [32]. In view of the difficulty of system
identification in real-life applications, increasing attention
has been paid to data-driven analysis and control under the
framework of black-box systems [33]–[36]. For instance,
stability-like guarantees are provided in [36] for black-box
switching linear systems, based merely on a finite number
of observations of trajectories. Even when an analytic model
is available, data-driven methods are often used for systems
with complicated dynamical behavior [37]–[40] to construct
Lyapunov functions and estimate the domain of attraction.
As data-driven analysis only requires information obtained
via simulations, it has the flexibility to deal with a broad
class of complex systems. In particular, data-driven analysis
allows us to study set invariance for black-box systems and
design model-free algorithms for computing invariant sets of
such systems. Recently, a data-driven method is presented
in [41] to compute an approximation of a minimal robust
control invariant set of linear systems with multiplicative and
additive uncertainties. For nonlinear systems, the authors in
[42] have developed an active learning method to estimate
reachable and invariant sets. However, formal invariance
guarantees are not provided in [41], [42].
With only limited information via a finite number of
simulations, it is very difficult to achieve an exact invariant
set for general nonlinear systems. For this reason, we will
use the concept of almost-invariant sets [43] for data-driven
invariance analysis. This is also closely related to the concept
of almost-Lyapunov functions [44], which decrease in a
region almost everywhere except a small subset. Although
these concepts are introduced for systems with analytic
models, they are well suited for black-box systems from their
definitions.
In this paper, we aim to develop a data-driven frame-
work for computing almost-invariant sets of discrete-time
black-box nonlinear system in the spirit of the scenario
optimization approach [45]–[47], which allows us to estab-
lish probabilistic invariance guarantees. Our contribution is
twofold. First, we present an algorithm that evaluates the time
horizon, with which set invariance can be achieved, by using
a relatively small set of trajectories with a long horizon. This
will enable us to obtain an implicit representation of almost-
invariant sets, based on the underlying unknown dynamics.
Second, we transform this representation into an explicit
one thanks to a set identification procedure, which uses a
larger set of trajectories with a short horizon. We show that
this step also can come with formal probabilstic guarantees
and computable bounds, that can be made arbitrarily tight.
Although other set identification methods can be found in
[48]–[51] and some can be more efficient in practice, formal
guarantees are not provided in these works. Our work is
the first one to provide rigorous probabilistic invariance
guarantees on blackbox nonlinear systems.
The rest of the paper is organized as follows. This section
ends with the notation, followed by the next section on the
review of preliminary results on invariant sets. Section III
starts with the formal definition of almost-invariant sets. It
then presents an intuitive approach for computing such sets.
After that, we present the proposed data-driven approach.
The complexity of these approaches will also be discussed
in this section. In Section IV, we propose a set identification
procedure to get explicit inner and outer approximations of
the almost-invariant set obtained from Section III. Several
numerical examples are provided. The last section concludes
the work.
The notation used in this paper is as follows. The non-
negative integer set is indicated by Z+ and IM denotes the
set {1, 2, · · · ,M} for any M ∈ Z+. Given sets S and Z ,
the set difference S \ Z is defined as {x : x ∈ S, x 6∈ Z}
and |S| denotes the cardinality of S. For two set X and Y ,
X+Y denotes their Minkowski sum. Let ⌈·⌉ and ⌊·⌋ denote
the ceil and floor functions respectively. Additional notation
will be introduced as required in the text.
II. PRELIMINARIES
We consider discrete-time dynamical systems of the form
x(t+ 1) = f(x(t)), t ∈ Z+, (1)
where x(t) ∈ Rn is the state vector. The system is subject
to safety constraints:
x(t) ∈ X, t ∈ Z+. (2)
Let us denote by φ(t, x) the solution of the system (1)
with the initial condition x at time t = 0. In this paper,
we consider the case where we do not have access to the
model, i.e., to f and we use the term black-box to refer
to such systems. We assume that X ⊆ Rn is compact and
f : Rn → Rn is a Borel measurable function. The definition
of invariant sets for the system (1) is given below.
Definition 1: [2] A nonempty set Z ⊆ X is a positively
invariant set for the system (1) if f(x) ∈ Z for any x ∈ Z .
Throughout this paper, all invariant sets are positively
invariant sets. From the definition above, an invariant set can
be considered as a safe region, where the safety constraints
are always satisfied once the system enters. There often exist
multiple invariant sets. In many applications, it is desirable to
compute the maximal invariant set, which is defined below,
as it gives us the largest safe region.
Definition 2: [7] A nonempty set S ⊆ X is the maximal
invariant set for the system (1) if and only if S is an invariant
set and contains all the invariant sets in X .
The maximal invariant set can be constructed recursively
by the following iteration:
O0 := X,Ok+1 := Ok
⋂
{x : f(x) ∈ Ok}, k ∈ Z
+. (3)
With these iterates, it can be verified that
Ok = {x ∈ X : φ(ℓ, x) ∈ X, ∀ℓ ∈ Ik} (4)
Thus, the maximal invariant set can be expressed as
O∞ = {x ∈ R
n : φ(k, x) ∈ X, ∀k ∈ Z+}. (5)
From (4)-(5), one can see the following property:
X = O0 ⊇ O1 ⊇ · · · ⊇ Ok ⊇ Ok+1 ⊇ · · · ⊇ O∞ (6)
When Ok = Ok+1 for some k ∈ Z+, Ok becomes the
maximal invariant set, i.e., Ok = O∞. We will refer to the
minimal k satisfying the set invariance conditionOk = Ok+1
as the invariance horizon. Although, under additional as-
sumptions, the invariance horizon is finite, see, e.g., Theorem
4.1 in [7], it can be infinite in general.
In the case where an analytic model f is available, many
algorithms have been proposed in [15], [17]–[20] for comput-
ing invariant sets or their approximations. However, in black-
box systems, these computations are no longer feasible, since
the function f is unknown. In this paper, we provide a data-
driven verification approach for set invariance by observing
trajectories of the system with probabilistic guarantees.
III. MAIN RESULTS
In this section, we will discuss set invariance verification
under the data-driven framework. We will focus on almost-
invariant sets, where the size of the invariance violating
subset can be made arbitrarily small.
A. Almost-invariant sets
Without any dynamical model, we attempt to verify set
invariance by observing N trajectories that are generated
from N initial conditions in X . Consider the Borel σ-
algebra on X , denoted by F , and the uniform probability
measure P : F → [0, 1], these initial conditions, denoted
by ωN = {x1, x2, · · · , xN}, are sampled randomly from
the set X according to P. More formally, the sample ωN is
independent and identically distributed (i.i.d.) with respect to
the uniform distribution P on X . For each initial condition
x ∈ ωN , we will generate a trajectory by letting the system
propagate for a sufficiently long time.
We consider sets that are almost invariant except in an
arbitrarily small subset. Such a set is referred to as an almost-
invariant set, which is formally defined below, adapted from
[43].
Definition 3: For any ǫ ∈ [0, 1], the set Z ∈ F is an ǫ
almost-invariant set for the system (1) if P({x ∈ Z : f(x) 6∈
Z}) ≤ ǫ.
As f(x) is Borel measurable, it can be shown that {x ∈
Z : f(x) 6∈ Z} = Z \ {x ∈ Z : f(x) ∈ Z} ∈ F . Thus,
almost-invariant sets are well defined. For the verification of
the set invariance property, let us define:
S(k) := P(Ok \Ok+1), ∀k ∈ Z
+. (7)
From (3), it is not difficult to see that S(k) = P({x ∈ Ok :
f(x) 6∈ Ok}) for all k ∈ Z+. Hence, given an ǫ, Ot is an
ǫ almost-invariant set for the system (1) when S(k) ≤ ǫ for
some k ∈ Z+.
B. Data-driven set invariance verification
With the definition of almost-invariant sets, we now dis-
cuss data-driven verification for the set invariance condition
Ok = Ok+1 in a Monte Carlo fashion. More precisely, we
count the number of points inside Ok given a total number of
sampled initial conditions and the ratio will be an estimate
of the measure P(Ok) for all k ∈ Z+. Let us define the
indicator function of Ok, ∀k ∈ Z+,
1Ok(x) =
{
1 If x ∈ X, and φ(ℓ, x) ∈ X, ∀ℓ ∈ Ik
0 otherwise.
(8)
Consider N random initial states ωN , let
θk(ωN ) =
∑
x∈ωN
1Ok(x)
N
, k ∈ Z+. (9)
With the sequence of the estimates above, we then define:
t¯(ωN ) := min
k∈Z+
k : θk(ωN ) = θk+1(ωN ) (10)
As N is finite and {θk(ωN )}k∈Z+ is a non-increasing se-
quence, t¯(ωN ) is always finite. The condition in (10) can
be considered as a data-driven version of the white-box
set invariance condition Ok = Ok+1. When the set ωN is
sufficiently large, Ot¯(ωN ) can be arbitrarily close to the real
maximal invariant set with arbitrarily high probability. This
is formally stated in the following theorem.
Theorem 1: Given N random initial states ωN extracted
according to the distribution P over X and any k ∈ Z+,
let θk(ωN ) be defined as in (9). P
N denotes the probability
measure in the space XN of the multi-sample extraction ωN .
Let Ok be defined by (3) and γk = P(Ok). Then, for any
ǫ ∈ (0, 1],
P
N(ωN ∈ X
N : |θk(ωN )− γk| ≥ ǫ) ≤ 2e
−2Nǫ2, (11)
P
N(ωN ∈ X
N : S(t¯(ωN )) ≥ ǫ) ≤ 4e
− 12Nǫ
2
(12)
where t¯(ωN ) is defined as in (10).
Proof of Theorem 1: The results (11) is an immediate
consequence of Hoeffding’s inequality. Now, we will prove
(12). As γt¯(ωN ) ≥ γt¯(ωN )+1, we know that
S(t¯(ωN )) = |γt¯(ωN ) − γt¯(ωN )+1|
=|γt¯(ωN ) − θt¯(ωN )(ωN )− γt¯(ωN )+1 + θt¯(ωN )+1(ωN )|
≤|γt¯(ωN ) − θt¯(ωN )(ωN )|+ |γt¯(ωN )+1 − θt¯(ωN )+1(ωN )|
where the second equality is from the fact that θt¯(ωN )(ωN ) =
θt¯(ωN )+1(ωN ) as defined in (10). From the inequality above,
we can see that S(t¯(ωN ) ≥ ǫ implies that max{|γt¯(ωN ) −
θt¯(ωN )(ωN )|, |γt¯(ωN )+1 − θt¯(ωN )+1(ωN )|} ≥
ǫ
2 . Thus, the
set {ωN : S(t¯(ωN) ≥ ǫ} is a subset of the union of
the two sets {ωN : |γt¯(ωN ) − θt¯(ωN )(ωN )| ≥
ǫ
2} and
{ωN : |γt¯(ωN )+1−θt¯(ωN )+1(ωN )| ≥
ǫ
2}, whose measures are
both bounded by 2e−
1
2Nǫ
2
from (11). Hence, the measure of
{ωN : S(t¯(ωN )) ≥ ǫ} is bounded by 4e
− 1
2
Nǫ2 , which leads
to (12). 
From Theorem 1, one can see that, for an given ǫ ∈ (0, 1],
the probability of the event that S(t¯(ωN )) ≤ ǫ is at least 1−
4e−
1
2Nǫ
2
. From Definition 3, for any confidence parameter
β ∈ (0, 1], Ot¯(ωN ) is an ǫ almost-invariant set of the system
(1) with probability no smaller than 1− β if N ≥ 2 ln(4/β)ǫ2 .
As a result, we need to take ⌈ 2 ln(4/β)ǫ2 ⌉ initial states to get
an a priori guaranteed ǫ almost-invariant set with probability
at least 1− β for the given ǫ and β.
C. An improved bound
With modifications on the estimation of the invariance
horizon in (10), the bound in Theorem 1 can be significantly
improved for reasonable tolerances and confidence levels.
For any initial state x ∈ X , let us denote the first time that
the system leaves the constraint set X by
t∗(x) := min
t∈Z+
t : φ(t, x) 6∈ X, (13)
and t∗(x) = 0 when φ(t, x) ∈ X for all t ∈ Z+. With slight
abuse of notation, we define:
t∗(ωN ) := max
x∈ωN
t∗(x) (14)
for the given the initial states ωN . The following lemma
shows that (14) leads to a stronger data-driven condition.
Lemma 1: Given N initial states, denoted by ωN , let
θk(ωN ) be defined in (9) for k ∈ Z+ and t∗(ωN) be defined
in (14). It holds that
t∗(ωN) = min
k∈Z+
k : θk(ωN ) = θ∞(ωN ). (15)
Proof of Lemma 1: This result is direct from the definitions
of t∗(ωN ) and θk(ωN ). 
From the lemma above, t∗(ωN ) ≥ t¯(ωN) for the same
ωN , which is illustrated in Figure 1. With (14), an improved
bound can be derived as stated in the following theorem.
t
x1
x2
· · ·
t = 0 t¯(ωN ) = 2 t
∗(ωN ) = 6
X
φ(t, x)
ωN
Fig. 1: Illustration of t¯(ωN ) and t
∗(ωN ): the red cross
denotes t∗(x), i.e., the first time that the system leaves X .
Theorem 2: For all k ∈ Z+, let Ok be defined by (3).
Given N ∈ Z+ and N random initial states ωN extracted
according to the distribution P over X , let t∗(ωN) be given
in (14) and S(k) be defined in (7) for all k ∈ Z+. PN denotes
the probability measure in the space XN of the multi-sample
extraction ωN . Then, for any ǫ ∈ (0, 1],
P
N (S(t∗(ωN )) ≥ ǫ) ≤ P
N (P(Ot∗(ωN ) \O∞) ≥ ǫ)
≤ (1 − ǫ)N . (16)
Proof of Theorem 2: First, we show that PN (P(Ot∗(ωN ) \
O∞) ≥ ǫ) ≤ (1 − ǫ)N . For a given ǫ, we consider two
cases. Case one: P(Ok \ O∞) < ǫ for all k ∈ Z
+. In this
case, it holds trivially that PN(P(Ot∗(ωN ) \O∞) ≥ ǫ) = 0 ≤
(1−ǫ)N . Case two: there exists a k such that P(Ok \O∞) ≥
ǫ. From the convergence of {Ok}k∈Z+ , there always exists
k′ such that P(Ok′ \ O∞) ≥ ǫ and P(Ok \ O∞) < ǫ for
all k > k′. Hence, {ωN : t∗(ωN ) ≥ k′ + 1} = {ωN :
P(Ot∗(ωN ) \ O∞) < ǫ}. Considering the fact that t
∗(x) =
k + 1 if and only if x ∈ Ok \ Ok+1 for any k ∈ Z+, we
know that t∗(ωN ) ≥ k
′+1 if and only if there exists at least
one sampled point inside Ok′ \O∞. Since P(Ok′ \O∞) ≥ ǫ,
the measure of the set {ωN : t∗(ωN ) ≥ k′ + 1} is bounded
from below by 1 − (1 − ǫ)N . Therefore, PN(P(Ot∗(ωN ) \
O∞) ≥ ǫ) ≤ (1 − ǫ)N . The inequality PN(S(t∗(ωN )) ≥
ǫ) ≤ PN(P(Ot∗(ωN )\O∞) ≥ ǫ) holds because S(t
∗(ωN )) ≤
P(Ot∗(ωN ) \ O∞), which implies {ωN : S(t
∗(ωN )) ≥ ǫ} ⊆
{ωN : P(Ot∗(ωN ) \O∞) ≥ ǫ}. From Lemma 1, we can see
that θt∗(ωN )(ωN ) = θt∗(ωN )+1(ωN ). Then, from Theorem 1,
we can also get PN (S(t∗(ωN )) ≥ ǫ) ≤ 4e−
1
2Nǫ
2
, which is
quite loose compared with the bound above. 
From (16), one can see that, for a given ǫ ∈ (0, 1] and a
confidence parameter β ∈ (0, 1], if N ≥ ln(β)ln(1−ǫ) , Ot∗(ωN ) is
an ǫ almost-invariant set of the system (1) with probability
no smaller than 1 − β. Hence, with the improved bound in
Theorem 2, we only need to sample ⌈ ln(β)ln(1−ǫ)⌉ initial states
for the same ǫ and β.
It is straightforward to compute t¯(ωN ), while the compu-
tation of t∗(ωN ) is more complicated. For general nonlinear
systems, given a point x ∈ Rn, we cannot verify explicitly
that t∗(x) = 0, i.e., φ(t, x) ∈ X for all t ∈ Z+. Hence, a
stopping criterion is used: t∗(x) is considered to be 0, if the
system starting from the initial state x does not leave X for
a long horizon and the state stays close to the past trajectory.
The procedure for computing t¯(ωN ) and t
∗(ωN ) is described
in Algorithm 1.
IV. INVARIANT SET IDENTIFICATION
From the discussions above, we can obtain almost-
invariant sets by using a finite set of trajectories with a long
horizon. As the sampling numberN increases, these sets will
become more and more accurate approximations of O∞ with
a higher and higher confidence level. We will refer to this
step as Phase I. However, the set Ot∗(ωN ) from Algorithm 1
is only implicitly defined by the unknown dynamics, which
means we will need to take t∗(ωN ) steps to know whether
an initial state is inside Ot∗(ωN ). To circumvent this issue,
we will develop a set identification procedure to identify
Ot∗(ωN ) explicitly. This will be referred to as Phase II. The
overall two-phase procedure is summarized as follows. In
Phase I, we use a relatively small set of trajectories with a
long horizon to obtain t∗(ωN ) and thus Ot∗(ωN ). In Phase
Algorithm 1 Invariance horizon estimation for black-box
systems
Input: X , ωN , δ (tolerance), and T¯ (a long horizon)
Output: t¯(ωN ), t
∗(ωN )
1: Initialization: Set T ← 0, ∆ ← 0, t¯(ωN ) ← 0,
t∗(ωN ) ← 0, Ω← ωN and Ω¯← ∅;
2: for all x inside Ω do
3: Generate a new state φ(T + 1, x);
4: If the new state φ(T +1, x) leaves X , let t∗(ωN )←
T + 1 and Ω¯ ← Ω¯ ∪ {x}; otherwise, compute the
distance to the previous trajectory and let ∆ ←
max{∆,mink≤T ‖φ(T + 1, x)− φ(k, x)‖};
5: end for
6: Case 1: Ω¯ = ∅. Let t¯(ωN ) ← T (when t¯(ωN ) has not
been updated yet, i.e., t¯(ωN) = 0). Then, check ∆ (the
longest distance to the previous trajectory over all the
points in Ω) and the current horizon T . If ∆ ≤ δ and
T ≥ T¯ , t∗(ωN )← T and terminate; otherwise, let T ←
T + 1, ∆← 0 and go to Step 2.
7: Case 2: Ω¯ 6= ∅ and Ω¯ 6= Ω. Let Ω ← Ω \ Ω¯, Ω¯ ← ∅,
T ← T + 1, ∆← 0 and go to Step 2.
8: Case 3: Ω¯ = Ω. Let t¯(ωN ) ← T (if t¯(ωN ) = 0) and
t∗(ωN ) ← T and terminate.
II, we will use a much larger set of trajectories with a short
horizon t∗(ωN ) to identify Ot∗(ωN ) explicitly. For ease of
discussion, we assume f : Rn → Rn is continuous. With
this additional assumption, Ot is compact for all t ∈ Z+.
Before we present the set identification procedure, we need
a reference data set, which will be used to construct an
approximation of Ot∗(ωN ). Let the number of initial states
in the reference set be denoted by N¯ and the reference set
be denoted by ω¯N¯ . The first step of the set identification
procedure is to split the set ω¯N¯ into two disjoint subsets:
ω¯IN¯ : = {x ∈ ω¯N¯ : x ∈ Ot∗(ωN )}, (17)
ω¯ON¯ : = {x ∈ ω¯N¯ : x 6∈ Ot∗(ωN )}, (18)
which denote the sets of points inside and outside Ot∗(ωN )
respectively.
A. Inner and outer approximations
With the two disjoint subsets ω¯I
N¯
and ω¯O
N¯
, we will con-
struct inner and outer approximations of Ot∗(ωN ). For any
subsets S1, S2 ⊆ Rn, any r ∈ R, and the given set X , the
following set is defined:
Π(S1, S2, r) := {x ∈ X : inf
x˜∈S1
‖x˜− x‖
− inf
y˜∈S2
‖y˜ − x‖ ≤ r}. (19)
We will show that there exists δ > 0 such that
Π(ω¯I
N¯
, ω¯O
N¯
,−δ) and Π(ω¯I
N¯
, ω¯O
N¯
, δ) are inner and outer ap-
proximations of Ot∗(ωN ) respectively for the given ω¯
I
N¯
and
ω¯O
N¯
in (17)-(18). Before we establish such results, we will
first discuss the properties of the set defined in (19) in the
following lemma.
Lemma 2: Given a compact set X ⊆ Rn, the set defined
in (19) has the following properties:
(i) For any compact subset S ⊆ X , Π(S,X \ S, 0) = S.
(ii) Given any subsets S1, S2, S
′
1, S
′
2 ⊆ R
n with S1 ⊆ S
′
1
and S2 ⊇ S′2, we know that Π(S1, S2, r) ⊆ Π(S
′
1, S
′
2, r) for
any r ∈ R.
(iii) For any subsets S1, S2 ⊆ Rn, δ ≥ 0, and r ∈ R,
Π(S1 + δBn, S2, r) ⊆ Π(S1, S2, r + δ) (20)
Π(S1, S2 + δBn, r) ⊇ Π(S1, S2, r − δ) (21)
Proof of Lemma 2: From the definition of Π(S,X \S, 0), we
can see that for any x ∈ S, x ∈ Π(S,X \S, 0). Hence, S ⊆
Π(S,X\S, 0). We only need to show thatΠ(S,X\S, 0) ⊆ S.
Suppose there exists a point x ∈ Π(S,X \ S, 0) but x /∈ S.
This means that x ∈ X \ S. Then, we can get
inf
x˜∈S
‖x˜− x‖ − inf
y˜∈X\S
‖y˜ − x‖ = inf
x˜∈S
‖x˜− x‖ > 0, (22)
which contradicts the fact that x ∈ Π(S,X\S, 0). Therefore,
it holds true that S ⊆ X , Π(S,X \ S, 0) = S.
(ii) This result follows immediately from the fact that, for
any x ∈ X ,
inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2
‖y˜ − x‖
≥ inf
x˜∈S′1
‖x˜− x‖ − inf
y˜∈S′2
‖y˜ − x‖ (23)
(iii) Suppose x ∈ Π(S1 + δBn, S2, r), we can see that
r ≥ inf
x˜∈S1+δBn
‖x˜− x‖ − inf
y˜∈S2
‖y˜ − x‖
= inf
x˜∈S1,‖z‖∈δ
‖x˜+ z − x‖ − inf
y˜∈S2
‖y˜ − x‖
≥ inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2
‖y˜ − x‖ − δ (24)
Hence, x ∈ Π(S1, S2, r + δ), which implies Π(S1 +
δBn, S2, r) ⊆ Π(S1, S2, r + δ). Using similar arguments,
we can also show (21). For any x ∈ Π(S1, S2, r − δ), we
have that
r − δ ≥ inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2
‖y˜ − x‖
= inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2,z∈δBn
‖y˜ + z − x+ z‖
≥ inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2+δBn
‖y˜ + z − x‖ − δ
= inf
x˜∈S1
‖x˜− x‖ − inf
y˜∈S2,z∈δBn
‖y˜ + z − x‖ − δ (25)
Hence, x ∈ Π(S1, S2 + δBn, r). 
With the properties in Lemma 2, we can obtain inner and
outer approximations of Ot∗(ωN ), as stated in the following
theorem.
Theorem 3: For the given reference set ω¯N¯ , let ω¯
I
N¯
and
ω¯O
N¯
be defined in (17) and (18) respectively. Suppose there
exists a δ > 0 such that Ot∗(ωN ) ⊆ ω¯
I
N¯
+ δBn and X \
Ot∗(ωN ) ⊆ ω¯
O
N¯
+ δBn. Then,
Π(ω¯IN¯ , ω¯
O
N¯ ,−δ) ⊆ Ot∗(ωN ) ⊆ Π(ω¯
I
N¯ , ω¯
O
N¯ , δ) (26)
Proof of Theorem 3: We first prove that Ot∗(ωN ) ⊆
Π(ω¯I
N¯
, ω¯O
N¯
, δ). From the definition in (19), ω¯I
N¯
+ δBn ⊆
Π(ω¯I
N¯
, ω¯O
N¯
, δ), which immediately leads to Ot∗(ωN ) ⊆
Π(ω¯I
N¯
, ω¯O
N¯
, δ). Using the properties in Lemma 2, we can
get have
Ot∗(ωN ) = Π(Ot∗(ωN ), X \Ot∗(ωN ), 0)
⊇ Π(Ot∗(ωN ), ω¯
O
N¯ + δBn, 0)
⊇ Π(ω¯IN¯ , ω¯
O
N¯ + δBn, 0) ⊇ Π(ω¯
I
N¯ , ω¯
O
N¯ ,−δ) (27)

B. Computing the bound
To get tight approximations, it is desirable to get the
minimal δ such that Ot∗(ωN ) ⊆ ω¯
I
N¯
+δBn andX\Ot∗(ωN ) ⊆
ω¯O
N¯
+ δBn, where ω¯IN¯ and ω¯
O
N¯
are defined in (17) and (18)
for the given reference set ω¯N¯ . Let us define
δ∗(ω¯N¯ ) := max{ sup
x∈Ot∗(ωN )
min
x˜∈ω¯I
N¯
‖x˜− x‖,
sup
x∈X\Ot∗(ωN )
min
y˜∈ω¯O
N¯
‖y˜ − x‖}. (28)
For notational simplification, given Ot∗(ωN ) and ω¯N¯ , let
h(x) :=1Ot∗(ωN )(x)h
I(x) + 1X\Ot∗(ωN )(x)h
O(x). (29)
where
hI(x) := min
x˜∈ω¯I
N¯
‖x˜− x‖ and hO(x) := min
y˜∈ω¯O
N¯
‖y˜ − x‖ (30)
With the functions above, δ∗(ω¯N¯ ) can be equivalently ex-
pressed as
δ∗(ω¯N¯ ) = sup
x∈X
h(x). (31)
In the following lemma, we show that δ∗(ω¯N¯ ) defined in
(28) gives us guaranteed inner and outer approximations.
Lemma 3: For the given reference set ω¯N¯ with ω¯
I
N¯
and
ω¯O
N¯
being defined in (17) and (18) respectively, let δ∗(ω¯N¯ )
be defined in (28). Then, we can get that Ot∗(ωN ) ⊆ ω¯
I
N¯
+
δ∗(ω¯N¯ )Bn and X \Ot∗(ωN ) ⊆ ω¯
O
N¯
+ δ∗(ω¯N¯ )Bn.
Proof of Lemma 3: The proof follows directtly from the
definition of δ∗(ω¯N¯ ) in (28). Suppose there exists a point
x ∈ Ot∗(ωN ) but x 6∈ ω¯
I
N¯
+ δ∗(ω¯N¯ )Bn, i.e., min
x˜∈ω¯I
N¯
‖x˜−x‖ >
δ∗(ω¯N¯ ). This contradicts the fact that sup
x∈Ot∗(ωN )
min
x˜∈ω¯I
N¯
‖x˜ −
x‖ ≤ δ∗(ω¯N¯ ). Hence,Ot∗(ωN ) ⊆ ω¯
I
N¯
+δ∗(ω¯N¯ )Bn. Similarly,
we can also show that X \Ot∗(ωN ) ⊆ ω¯
O
N¯
+ δ∗(ω¯N¯ )Bn. 
In a Monte-Carlo fashion, δ∗(ω¯N¯ ) will become smaller
and smaller as N¯ increases. This is in fact a random covering
problem [52]. In general, as shown in [52], only asymptotic
results can be obtained when δ∗(ω¯N¯) goes to 0. This is
usually infeasible in practice. Instead, this paper seeks to
numerically approximate δ∗(ω¯N¯ ). Again, we will establish a
probabilistic guarantee on the inner and outer approximations
from an approximate numerical solution of δ∗(ω¯N¯ ) in the
spirit of the scenario approach [45]–[47].
Given Nδ randomly sampled points inside X according to
P, denoted by ω˜Nδ , the sampled problem of Problem (31) is
given by
P¯(ω˜Nδ ; ω¯N¯ ) : min
δ≥0
δ (32a)
s.t. h(x) ≤ δ, ∀x ∈ ω˜Nδ . (32b)
where h(x; ω¯N¯ ) is defined in (29). Let δ
∗(ω˜Nδ ; ω¯N¯ ) denote
the solution of the sampled problem above. We define the
violation probability of P¯(ω˜Nδ ; ω¯N¯) by
V˜ (ω˜Nδ) = P{x ∈ X : h(x) > δ
∗(ω˜Nδ ; ω¯N¯)} (33)
Let
V˜ I(ω˜Nδ ) = P(x ∈ Ot∗(ωN ) : h
I(x) > δ∗(ω˜Nδ ; ω¯N¯ )) (34)
V˜ O(ω˜Nδ ) = P(x ∈ X \Ot∗(ωN ) : h
O(x) > δ∗(ω˜Nδ ; ω¯N¯ )).
(35)
From (29), we can see that
V˜ (ω˜Nδ) = V˜
I(ω˜Nδ) + V˜
O(ω˜Nδ ) (36)
In fact, V˜ I(ω˜Nδ ) is the measure of the violating subset in
Ot∗(ωN ) and V˜
O(ω˜Nδ ) is the measure of the violating subset
in X \ Ot∗(ωN ). Adapted from Theorem 3.3 in [47], the
following theorem can be obtained.
Theorem 4: Consider a given reference data set ω¯N¯ with
ω¯I
N¯
and ω¯O
N¯
being defined in (17) and (18) respectively. Let
a set of Nδ points, denoted by ω˜Nδ , be randomly extracted
according to P over X . Let δ∗(ω˜Nδ ; ω¯N¯) be obtained by
solving P¯(ω˜Nδ ; ω¯N¯). For any ǫ˜ > 0, let βδ = (Nδ ǫ˜ + 1 −
ǫ˜)(1− ǫ˜)Nδ−1. Then, it holds that
P
Nδ{ω˜Nδ ∈ X
Nδ :P{χ} − ǫ˜ (37)
≤ P{Ot∗(ωN )} ≤ P{χ}+ ǫ˜} ≥ 1− βδ.
where
χ := Ot∗(ωN ) ∩ Π(ω¯
I
N¯ , ω¯
O
N¯ , δ
∗(ω˜Nδ ; ω¯N¯ )) (38)
χ := Ot∗(ωN ) ∪ Π(ω¯
I
N¯ , ω¯
O
N¯ ,−δ
∗(ω˜Nδ ; ω¯N¯ )) (39)
Proof of Theorem 4: We will use the notation
V˜ (ω˜Nδ), V˜
I(ω˜Nδ ), and V˜
O(ω˜Nδ) in (33)-(35) in the
proof. From Theorem 3.3 in [47], we know that
P
Nδ{ω˜Nδ ∈ X
Nδ : V˜ (ω˜Nδ) > ǫ˜} ≤ βδ. (40)
Hence, to show (37), we only need to show that V˜ (ω˜Nδ) ≤ ǫ˜
implies P{χ}− ǫ˜ ≤ P{Ot∗(ωN )} ≤ P{χ}+ ǫ˜. First, we show
that P{Ot∗(ωN )} ≤ P{χ} + ǫ˜. From (36), we can see that
V˜ I(ω˜Nδ) ≤ ǫ˜, which lead to
P{x ∈ Ot∗(ωN ) : x /∈ ω¯
I
N¯ + δ
∗(ω˜Nδ ; ω¯N¯)Bn} ≤ ǫ˜ (41)
since {x ∈ Ot∗(ωN ) : h
I(x) > δ∗(ω˜Nδ ; ω¯N¯ )} = {x ∈
Ot∗(ωN ) : x /∈ ω¯
I
N¯
+ δ∗(ω˜Nδ ; ω¯N¯ )Bn} from the same
arguments in the proof of Lemma 3. From the defini-
tion in (19), we know that ω¯I
N¯
+ δ∗(ω˜Nδ ; ω¯N¯ )Bn ⊆
Π(ω¯I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯ )). Hence, from (41), we can get
P{Ot∗(ωN ) \ Π(ω¯
I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯))} ≤ ǫ˜, which implies
that P{Ot∗(ωN )} ≤ P{χ} + ǫ˜. Now, we will show that
P{χ} − ǫ˜ ≤ P{Ot∗(ωN )}. Again, from (36), we can see that
V˜ O(ω˜Nδ ) ≤ ǫ˜, which lead to
P{x ∈ X \Ot∗(ωN ) : x /∈ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯ )Bn} ≤ ǫ˜.
(42)
It can be shown that ω¯O
N¯
+δ∗(ω˜Nδ ; ω¯N¯ )Bn ⊇ (X\Ot∗(ωN ))∩
ω¯O
N¯
+ δ∗(ω˜Nδ ; ω¯N¯)Bn} and that
ω¯IN¯ ⊆ Ot∗(ωN ) ⊆ X\
(
(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯)Bn}
)
.
Using the properties in Lemma 2, we can get
P{X \
(
(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯ )Bn}
)
}
=P{Π(X \
(
(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯)Bn}
)
,
(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯ )Bn}, 0)}
≥P{Π(ω¯IN¯ , ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯)Bn, 0) ∪Ot∗(ωN )}
≥P{Π(ω¯IN¯ , ω¯
O
N¯ ,−δ
∗(ω˜Nδ ; ω¯N¯) ∪Ot∗(ωN )} (43)
From (42) and (43), we know that
ǫ˜ ≥P{x ∈ X \Ot∗(ωN ) : x /∈ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯ )Bn} (44)
=P{X \Ot∗(ωN )}
− P{(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯)Bn} (45)
=1− P{Ot∗(ωN )} − 1
+ P{X \
(
(X \Ot∗(ωN )) ∩ ω¯
O
N¯ + δ
∗(ω˜Nδ ; ω¯N¯ )Bn}
)
}
≥P{Π(ω¯IN¯ , ω¯
O
N¯ ,−δ
∗(ω˜Nδ ; ω¯N¯)) ∪Ot∗(ωN )}
− P{Ot∗(ωN )}
This completes the proof. 
From Theorem 4, we can see that, with probability no
smaller than 1 − βδ, the set Ot∗(ωN ) obtained from Phase
I is almost contained in the set Π(ω¯I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯))
except a small subset whose measure is bounded by ǫ˜.
Hence, Π(ω¯I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯ )) can be considered as an
almost outer approximation of Ot∗(ωN ) with probability no
smaller than 1 − βδ. Similarly, we can also claim that
Π(ω¯I
N¯
, ω¯O
N¯
,−δ∗(ω˜Nδ ; ω¯N¯)) an almost inner approximation
of Ot∗(ωN ) with probability no smaller than 1− βδ .
C. An iterative set identification procedure
For the given ǫ˜ and β˜, we can obtain Nδ such that βδ
defined in Theorem 4 is smaller than β˜. We will then sample
the set ω˜Nδ with Nδ points and solve P¯(ω˜Nδ ; ω¯N¯ ). If the
solution δ∗(ω˜Nδ ; ω¯N¯) is less than some targeted value δ¯, we
will consider that the reference set ω¯N¯ has enough points
and the procedure is terminated. Otherwise, the points in
ω˜Nδ will be added to the reference set ω¯N¯ and the procedure
continues. The set ω˜Nδ can be considered as a test set for the
current set ω¯N¯ . The set identification procedure is formally
described in Algorithm 2.
Algorithm 2 The data-driven set identification procedure
(Phase II)
Input: X , P, t∗(ωN ), ωN , N , ǫ˜, β˜, δ¯
Output: ω¯N¯ , δ
∗(ω˜Nδ ; ω¯N¯)
1: Initialization: Compute Nδ with βδ < β˜, let N¯ ← N
and ω¯N¯ ← ωN , and split the set ω¯N¯ into ω¯
I
N¯
and ω¯O
N¯
;
2: Randomly sample Nδ initial states ω˜Nδ over X accord-
ing to P, and generate their trajectories for t∗(ωN ) steps;
3: Solve P¯(ω˜Nδ ; ω¯N¯ ), obtain the solution δ
∗(ω˜Nδ ; ω¯N¯ ), and
let ω¯N¯ ← ω¯N¯ ∪ ω˜Nδ and N¯ ← N¯ +Nδ;
4: If δ∗(ω˜Nδ ; ω¯N¯ ) ≤ δ¯, terminate; otherwise, go to Step 2.
V. NUMERICAL EXAMPLES
In this section, we will consider several examples to
illustrate the proposed data-driven framework for computing
almost-invariant sets.
Example 1: We first consider the following nonlinear sys-
tem
x1(t+ 1) = 2(x1(t))
2 + x2(t),
x2(t+ 1) = −2
(
2(x1(t))
2 + x2(t)
)2
− 0.8x1(t),
This nonlinear system is asymptotically stable in R2. The
state constraint set is given by X := {x ∈ R2 : |x1| ≤
1, |x2| ≤ 1}. Let β = 0.05 and ǫ = 10−3. Let us generate
ωN according to the uniform distribution over X with N =
⌈ ln(β)ln(1−ǫ)⌉ = 2995. The solution of P
∗(ωN ) is t
∗(ωN ) = 3.
Then, we will use Algorithm 2 to identify O3. Let ǫ˜ = 10
−3
and β˜ = 0.01. To make sure that βδ in Theorem 4 is smaller
than β˜, we choose Nδ to be 4.8 × 103, which gives us
a βδ of value 0.0476. Two different values δ¯ are selected
and the corresponding sets Π(ω¯I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯ )) and
Π(ω¯I
N¯
, ω¯O
N¯
,−δ∗(ω˜Nδ ; ω¯N¯)) are presented in Figure 2. As we
can see the trend from Figure 3, δ∗(ω˜Nδ ; ω¯N¯ ) will eventually
decrease as N¯ increases.
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Fig. 2: Set identification for two different values of δ¯ in
Example 1: (a) δ¯ = 0.02 and (b) δ¯ = 0.01. The blue curve
refers to Π(ω¯I
N¯
, ω¯O
N¯
, δ∗(ω˜Nδ ; ω¯N¯)) (the outer bound) and
the red curve refers to Π(ω¯I
N¯
, ω¯O
N¯
,−δ∗(ω˜Nδ ; ω¯N¯)) (the inner
bound). The actual set is computed by gridding.
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Fig. 3: The curve of δ∗(ω˜Nδ ; ω¯N¯ ) in Example 1
In the rest of this section, we will show a few examples
with more complex dynamics. The existence of their maxi-
mal invariant sets is verified numerically by gridding.
Example 2: Consider the discrete-time Lur’e system [16]
x(t+ 1) = Ax(t)− Bφ(FTx(t))
with
A =
[
1.2 1
0 1.2
]
, B =
[
0.5
1
]
, F =
[
0.6290
1.2261
]
and the function φ(y) :
φ(y) =


y, if y ∈ [0, 2)
0.25y + 1.5, if y ∈ [2, 4)
2.5, if y ∈ [4,∞)
,
φ(y) = −φ(−y), ∀y ≤ 0
The state constraint set is given by X := {x ∈ R2 : |x1| ≤
15, |x2| ≤ 10}. It can be verified that the system is not
asymptotically stable in the whole X . However, there exists
an attractor inside X . By gridding, we can see that Ok
changes little after k ≥ 20. We will use the same setting in
Example 1. Since the solution of P∗(ωN ) can be different
for different realizations of ωN , we take 1000 realizations
and the histogram of the solutions is given in Figure 4. As
we can see, the solution t∗(ωN) varies from 25 to 76. Here,
we present the result when t∗(ωN ) = 45. The inner and
outer approximations are given in Figure 5 for two different
values of δ¯.
Fig. 4: The histogram of the distribution of t∗(ωN ) in
Example 2.
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Fig. 5: Set identification for two different values of δ¯ in
Example 2: (a) δ¯ = 0.3 and (b) δ¯ = 0.2.
Example 3: Consider the Chatala system [18], [21]
x1(t+ 1) = x1(t) + x2(t),
x2(t+ 1) = −0.5952 + (x1(t))
2,
The state constraint set is given by X := {x ∈ R2 : |x1| ≤
2, |x2| ≤ 2}. This system is not asymptotically stable at the
origin, however, as shown in [18], [21], there is an attractor
contained in X . Again, we use the same setting in Example
1 and take 1000 realizations of ωN . The solution of P∗(ωN )
varies from 20 to 46 and the histogram of the solutions is
shown in Figure 6. We plot out the case when t∗(ωN ) = 31.
The inner and outer approximations are presented in Figure
7 for two different values of δ¯
Fig. 6: The histogram of the distribution of t∗(ωN ) in
Example 3.
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Fig. 7: Set identification for two different values of δ¯ in
Example 3: (a) δ¯ = 0.05 and (b) δ¯ = 0.03.
Example 4: Finally, we will present an example where
the dynamics are not continuous. We consider the following
piecewise affine (PWA) system
x(t+ 1) = Aσ(x(t))x(t), σ(x) =
{
1 if |x1| > |x2|,
2 if |x1| ≤ |x2|,
where A1 = e
AC1 and A2 = e
AC2 with
AC1 =
[
−0.1 5
−1 −0.1
]
, AC2 =
[
−0.1 1
−5 −0.1
]
.
This example is a discretized system of Example 1 in [53]
and it is asymptotically stable. However, the dynamics are
not continuous. The state constraints are given by X = {x ∈
R
2 : |x1| ≤ 5, |x2| ≤ 5}. Under the same setting in Example
1, the solution of P∗(ωN ) is t
∗(ωN ) = 4. For two different
values δ¯, the inner and outer approximations are presented
in Figure 8.
VI. CONCLUSIONS
We have presented a data-driven framework to compute
the maximal invariant set of discrete-time black-box non-
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Fig. 8: Set identification for two different values of δ¯ in
Example 4: (a) δ¯ = 0.1 and (b) δ¯ = 0.05.
linear systems by using a finite number of trajectories. Our
approach relies on the mathematical theory of set invariance
in control, the scenario approach, and the recently introduced
notion of almost-invariant sets. Our assumptions are very
mild and standard. Despite this, we show that one can
compute almost-invariant sets using the proposed approach
and that probabilistic invariance guarantees of the computed
set can be established. Our approach only requires that one
can simulate the system with a priori fixed initial condi-
tions. For an explicit expression of the almost-invariant set
obtained from our approach, we have also developed a data-
driven set identification procedure that gives inner and outer
approximations within a prescribed tolerance and confidence
level. Finally, we have demonstrated the applicability of the
proposed data-driven framework on several complex systems.
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