Abstract. Body of a human being is an extremely complicated system and the knee joint is the biggest joint in human's body. In this paper, attention will be mainly paid on the tibia of the knee joint. RSA method is a new way to get the kinematic parameters in three-dimensional directions. PLS method is applied to find the relationship between the knee joint and the skin markers and a regression model had been built.
Introduction
Body of a human being is an extremely complicated system. There are many researches on the 3D modeling and skeleton kinematics of human beings. Delp et al. [1] had built a model of the lower musculoskeleton. EM Aronold [2] built a new model of the lower musculoskeleton based on Delp's model. Tang G [3] [4] simulated and analyzed biomechanics for typical movements of human. Meanwhile much attention has also been paid on 3D modeling and kinematical analysis of knee joint which is the biggest the joint in human's body. MJ Sun et al. [5] had already measured the geometric dimension of the knee joint. Y Wang et al. [6] had built a 3D model for the knee joint. Sonia Duprey [7] had built kinematics estimation from skin markers on lower limb. But thorough understanding of the knee joint is still incomplete. In this paper, attention will be mainly paid on the tibia of the knee joint.
RSA and PLS Methods
Roentgen Sterephotogrammetric Analysis (RSA) [8] combined with finite element method is a new way on knee joint researches and the kinematic parameters of the knee joint and the skin markers can be got in three-dimensional directions. Then, the partial least square (PLS) method is applied to fine the relationship between the knee joint and the skin markers and a regression model can be built. The RSA method helps to obtain the positional information of the bones and the skin markers while the PLS method helps to simplify and obtain the relationship between the bones and the skin makers. The regression model can predict the situation of the bones in the knee joint by the kinematic parameters collecting from the skin markers.
Experimental Procedures
A healthy male volunteer (age: 32 years; height: 1.76 m; mass: 72.5kg) participated in this study. The volunteer's right tibia was chosen to be a research object. Six skin markers were mounted onto the tibia which was shown in Fig. 1 . In order to improve accuracy, markers were divided into groups. In the process of the experiment, marker12 lost some data and focus will be paid on the marker 7, marker 8 and marker 9. A RSA correction box was used to capture the continuous motion of the tibia and the six markers while bending and stretching by thirty exposures per second with exposure time of 0.1ms each time. (Figure 2 ) x . There would be nine predictor variables which would do harm to the regression model. So, the center of gravity of spatial triangles had been found to simplify the predictor variables by the data in the experiment. And the new variables are 12 , cc xx and
The parameters with different units and magnitude should be standardized to eliminate the influence of dimension, which would make the parameter analysis more reasonable. The motion parameters were standardized by equation 1.
Regression Model
Regression model of can be list in equation 2.
A function can be created by the former standardized variable and component h t .
The PLS regression model can be built as follow.
Where h r represents the regression coefficient.
Results
To improve the accuracy of the regression equation model was taken as coordinate value to draw the prognostic map of all sample points.
was the kth variable, was the predicted value of the ith sample point.
As it was shown in Fig 3 and Fig 5, the asterisk was a two-dimensional point combined with the experimental value and the fitted value. It was clear that the asterisks were not equally distributed and the imitative effect of the equation was not satisfactory. The accuracy of the model should be improved.
As it was shown in Fig. 4 , it was clear that the asterisks were equally distributed and the imitative effect of the equation was satisfied. The accuracy of the model was quite ideal. 
Conclusions
PLS method was applied in this paper, and it had solved the modeling problem of muti-response variables to multi-predictor variables. The structure of the data had been simplified and the multi-dimensional data can be observed in two-dimensional data.
