ABSTRACT Deep learning methods have got fantastic performance on lots of large-scale datasets for machine learning tasks, such as visual recognition and neural language processing. Most of the progress on deep learning in recent years lied on supervised learning, for which the whole dataset with respect to a specific task should be well-prepared before training. However, in the real-world scenario, the labeled data associated with the assigned classes are always gathered incrementally over time, since it is cumbersome work to collect and annotate the training data manually. This suggests the manner of sequentially training on a series of datasets with gradually added training samples belonging to new classes, which is called incremental learning. In this paper, we proposed an effective incremental training method based on learning automata for deep neural networks. The main thought is to train a deep model with dynamic connections which can be either ''activated'' or ''deactivated'' on different datasets of the incremental training stages. Our proposed method can relieve the destruction of old features while learning new features for the newly added training samples, which can lead to better training performance on the incremental learning stage. The experiments on MNIST and CIFAR-100 demonstrated that our method can be implemented for deep neural models in a long sequence of incremental training stages and can achieve superior performance than training from scratch and the fine-tuning method.
I. INTRODUCTION
In recent years, deep neural networks [1] , [2] have acquired remarkable results on various machine learning tasks such as image classification [3] , object detection [4] , speech recognition [5] , natural language processing [6] , and so on. These successes of deep models partially benefit from the available of large amount of annotated data. For instance, ImageNet [7] contains 1.2 million images falling into 1000 classes, AudioSet [8] consists of a collection of more than 2 million human-labeled sound clips belonging to an expanding ontology of 632 audio event classes. On the basis of these large-scale datasets, deep models with larger width and depth have been proposed continuously [9] - [13] , which
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usually contain millions of parameters and have strong capacity to learn abstract features from the raw input data. In 2014, GoogLenet [11] implemented a deep convolutional neural network with 22 layers, which set new state-of-the-art for classification and detection tasks on ImageNet. In 2016, He et al. [12] proposed a novel architecture named residual net and trained the deep convolutional neural network with a depth of up to 152 layers successfully, which furthermore exceeded the temporal state-of-the-art on ImageNet. Nowadays, the contemporary primary deep learning algorithms have achieved fantastic performance that even surpassed the human-level on the large-scale datasets for machine learning tasks such as vision recognition [14] , neural language processing [15] , [16] and so on.
The vast majority of the progresses on deep learning recently lied on supervised learning [17] , which is highly FIGURE 1. Training stages of incremental learning. Training samples belonging to new classes will be gradually added to the training dataset step by step. During each step, we attempt to adjust the model trained on the last dataset to learn the new added classes.
dependent on the large amount of labeled data. For supervised learning paradigm, deep neural models will be trained on the former prepared datasets to solve the classification or regression tasks, during which the deep model can be regarded as mapping function between input data and output target parameterized by weights and bias. For a well-designed deep neural network with fixed size, the optimization algorithm such as stochastic gradient descent [18] is usually adopted on the whole training data to search for optimal value of the parameters and minimize the loss function. Undoubtedly, the large-scale datasets play an important part to make it possible of training such deep models with millions and billions of parameters without overfitting.
However, in the real-world scenario, we can hardly have all the data at once. The labeled data belonging to the assigned classes are always gathered incrementally over time since it is cumbersome work to sort out and annotate the training data manually. In some special domains such as medical diagnosis, it will take even long time to build the large-scale datasets, since the collection of data is complex and expensive. Hence, it is highly significant to consider the manner of sequentially training on a series of datasets with gradually added training cases belonging to new classes, which is called incremental learning. Different from the traditional training style on the entirely former prepared datasets, it is a more general pattern of learning to acquire knowledge incrementally. For us human beings, the way we learn is also in an incremental manner. We cannot learn to recognize all the objects at a stroke, instead, the concepts we have learned in the past can help us learn to recognize new objects rapidly.
There have been many researches on how to learn new information while conserve the old knowledges for a welltrained machine learning model. In [19] , the author proposed the conception of lifelong machine learning based on the principle that learning the n th task should be easier than learning the (n − 1) th task [20] . However, there have been relatively little study on this area for deep neural networks. Recent works on transfer learning [21] , [22] have indicated that the former layers of deep model can extract generic features which can be adapted to a related data domain. For example, the deep neural network trained on ImageNet can be used to initialize a new model trained on another image classification tasks and boost the performance. ''Learning without Forgetting'' [23] consider the situation of retraining the deep model on a new smaller dataset without utilizing the former used training data, and tries to improve the model's performance on new data while preserving the original capabilities. However, they are all different from the situation of incremental learning considered by us.
In this paper, we consider the situation that training samples belonging to new classes are gradually added into the training dataset. And each time, we should adjust the former trained model to accommodate the extended dataset. The training stages is illustrated in Figure 1 . We first train a deep neural model M 0 on the original dataset D 0 . When new classes are added, in order to adjust the model to acquire good performance on the extended dataset rapidly, we should add new features while do not severely destroy the existing features. Whereas, this is not easily implemented for deep models. Two main reasons will be discussed below. First, suffered from the so called ''catastrophic forgetting'' problem [24] , the former learned features existed in deep model will be easily destroyed once being re-trained on new training cases. This is because deep neural models adopt a hierarchical architecture to embed feature representation and classification in a sequence of layers, little modifying of the parameter space in the former layer will lead to great change in the later layers. Second, the deep model may need to be extended with new neural units to fit the new added classes. However, it is not easy to determine the position and quantity of the new units.
In this paper, we overcome these challenges by constructing the deep neural network with dynamic connections, and each connection will be trained to be ''activated'' or ''deactivated'' on different datasets during the incremental training process. Inspired by recent works on model compression [25] , [26] , deep models are usually overparameterized with redundant connections. Hence, we propose to train deep neural model with a pruning method based on learning automata [27] , [28] for each dataset, which is similar to the method proposed by [36] . However, instead of discarding the unnecessary connections straightforward, we serve the eliminated (''deactivated'') connections as edge-part of the model and the remaining (''activated'') connections as core-part of the model. When training cases belonging to new classes are added into the dataset, we extend the edge-part and retrain the model while restricting the core-part in minor change. Through this, we can relieve the destruction of old features while learning new features for the new added training cases. As an efficient reinforcement learning method with strong decision-making ability in stochastic and nonstationary environment, we believe that learning automata can help adjust the quantity and position of the connections in deep neural models for different datasets during the incremental learning stages.
We believe that our contributions are as follows. We concern on the incremental learning task and propose a dynamic connected deep neural network architecture which can be trained incrementally when new classes are gradually added into the training dataset in a long sequence. We adopt learning automata to evaluate the importance and adjust the status of each connection during the training process of each datasets. Our method can lead to relatively little destruction of the existed features during the re-training stage. And experiment results on MNIST and CIFAR-100 demonstrated that our method can achieve superior performance than training from scratch and the fine-tuning method for incremental learning tasks.
In the following, we first discuss the related work in Section 2. Then, In Section 3, we explain in detail our proposed incremental learning method and its implementation for deep neural models. Next, we describe and analyze the experiments we conducted on MNIST and CIFAR-100 datasets in Section 4. And finally in Section 5, we give conclusion of our work.
II. RELATED WORK A. INCREMENTAL LEARNING
The problem of sequentially training on a series of related tasks has been studied for a long time in machine learning area. In [19] , the author proposed the conception of lifelong machine learning to leverage old knowledge to improve the training of new tasks. In [29] , the author proposed an online continuous training strategy for support vector machines. In [30] , the author discussed the incremental learning problem for neural network and proposed an approach based on ensemble of classifiers to realize the incremental training of neural network.
For deep neural models, some recent related researches lied on transfer learning, which concentrated on transfer the knowledge acquired by some layers of the deep neural model from one task to a related task through domain adaptation. Some studies on transfer learning have indicated that the former layers of deep neural model can extract generic features which can be adapted to a related data domain. For example, the convolutional neural network trained on ImageNet for image classification task can be used to initialize a new model trained on other vision tasks such as object detection [21] , [22] and semantic segmentation [31] and can boost the performance efficiently. Most of the transfer learning methods for deep neural model utilize the fine-tuning ideology [33] , i.e. freezing some parts of the deep model (usually former layers) and retraining the last layers on the new task. With appropriate hyper-parameters, the fine-tuning method can usually outperform the method of training with randomly initialized parameters (i.e. training from scratch). The finetuning method can also be used in the incremental learning paradigm. However, since the model architecture is static, the performance will degrade with more and more extended stages. In this paper, our method has a little similarity with the fine-tuning method. However, instead of freezing some of the former layers, we learn core-part of the model which has significant impact on the inference accuracy for the old task and then restrict its change in a minor range during the retraining stages on the new tasks. And our model is easy extended if more parameters are needed.
There have also been some researches on incremental learning with the restriction that the old training samples cannot be seen in the new training stages. Silver and Mercer [32] proposed to use the output of the previous model to generate virtual samples. For a new task, through utilizing these virtual samples to regularize the training, old knowledges can be preserved to some extent. More recently, the ''Learning without Forgetting'' method proposed by [23] tried to preserve the previous knowledge through a similar regularization strategy and learn new features through fine-tuning. However, the author demonstrated its performance for only two stages of sequentially training. In this paper, we considered the incremental learning with new classes being added while the old training data being accessed simultaneously, and we tried to leverage the old knowledge to learn the extended dataset faster and more accurately.
B. MODEL COMPRESSION
Our work is partially inspired by recent researches on model compression of deep neural networks. The thought of model compression [25] , [26] was proposed to reduce the heavy computational cost of deep neural model in order to facilitate its application in mobile and embedded devices. The typical procedure of network compression consists of training from a large over-parameterized network and gradually remove a set of redundant parameters through weight pruning. With appropriate pruning criterion [34] , [35] , the model compression method can dramatically reduce the quantity of parameters in the deep neural model without significantly hurting the accuracy. In [36] , the author adopt the learning automata to help select the weakly-connected weights. Learning automata is a reinforcement learning method, which can select the optimal action through interacting with the stochastic environment iteratively. The convergence property of learning automata has been proved to be comprehensive and reliable [37] , [38] , which leads to various applications in optimization and decision problems [39] - [41] . In this paper, we adopt learning automata to help identify the weak connections for a specific task, however, instead of pruning the unnecessary connections straightforward, we serve the eliminated connections as edge-part and the remaining connections as core-part of the model. When the dataset is extended by the new classes, we extend the edge-part with new neural units and retrain the model while restricting the core-part in minor change. Through this, we can relieve the destruction of old features while learning new features for the new added training samples.
III. THE INCREMENTAL LEARNING METHOD
In this section, our proposed incremental learning method based on learning automata will be described in detail. The whole incremental training process contains a series of training stages on the gradually extended datasets as illustrated in Figure 1 . In order to assist the sequential training process, we propose a dynamic-connected architecture of deep neural network, for which each connection is associated with a learning automata to determine its optimal status of being activated or deactivated during each training stage. The deactivated weights will be reused in the following training stages to learn new features for the new added training samples, while the activated weights will be constrained in minor change in order to decrease the damage to the former learned features. Different training policies are adopted for the original dataset and the extended dataset as illustrated in Figure 2 . The details of our proposed method will be discussed in the following three sub-sections.
A. DYNAMIC-CONNCTED DEEP NEURAL NETWORK
For traditional deep neural models, the connections between neural units are assigned before training and kept static during the whole training procedure. However, recent researches on model compression have demonstrated that from the large over-parameterized model, we can learn a smaller model with better training performance by pruning the redundant connections. In the incremental training process, there should be different sets of suitable connections for different tasks. So we proposed the dynamic-connected deep neural network. We assign a learning automata for each connection to learn its optimal status (''activated'' or ''deactivated'') for each task. The associated learning automata can help select the most suitable connections for each training stage in the incremental training process.
The learning automata we adopted is a powerful reinforcement learning method, which can learn the optimal action through continuous interaction with the environment. In our method, each learning automata consists of two actions of being activated or deactivated. Formally, we can describe the learning automata here by a quintuple < α, P, β, F > where:
• α = {α 1 , α 2 } is the action set of learning automata. Here, α 1 denote the connection to be activated and α 2 denote the connection to be deactivated.
• P = [p 1 , p 2 ] is the probability distribution vector of each action to be selected. The summation of the probabilities will be 1.
• β = {0, 1} denotes the alternative types of response the learning automata will get from the environment, where 1 refers to a penalty and 0 refers to a reward.
• F : P × β → P represents the update rule of the probability distribution vector with respect to the current state of the learning automata and the response from the environment.
The learning automata learn the optimal action through trial and error. Each time, an action is sampled according to the probability distribution vector, and the environment will generate a feedback with respect to the selected action, in terms of which the learning automata will adjust its inner state until converge to the optimal action. In our method, the training of the learning automata is simultaneous with the training of weight values. And the deep neural model can be viewed as environment of the learning automata. The feedback rule of the environment is important for the convergence value of the optimal action. Inspired by [25] , the weights with lower values have little influence to the deep neural model during both feedforward and backward propagation, so we tend to penalize the weights with lower values. Thus the feedback rule is assigned as follows: if the action referred to be activated is selected, then a reward will be responded if the weight value is bigger than the pre-set threshold, and a penalty will be responded otherwise; if the action referred to be deactivated is selected, then a reward will be responded if the weight is smaller than the pre-set threshold, and a penalty will be responded otherwise.
The update rule we adopted to adjust the probability distribution vector is the Discrete Linear Reward-Inaction (DL ri ) [37] , which is an efficient -optimal scheme with little computational cost and stable converge property. This scheme only update the P vector when a reward is responded. Formally, in time t, if the selected action α(t) = α i , and a reward is responded, then we decrease the probability of other actions by a step size of , and increase the selected action to satisfy the summation to be 1:
B. TRAINING METHOD ON THE ORIGIONAL DATASET
As illustrate in Figure 1 , we first train a dynamic-connected deep neural model M 0 on the original dataset D 0 . For each layer in the deep neural model, the output y is calculated by the equation:
where W and b denote the weight matrix and scalar bias respectively. The activation function f (·) is usually set to be nonlinear function such as rectifier linear, sigmoid or hyperbolic tangent. Considered that each connection is also controlled by a learning automata with P vector, if we denote the W and b of all the layers with θ , then the dynamic-connected deep neural model can be expressed by:
The training target is to optimize the network parameters θ and the learning automata parameters P to minimize the value of the loss function on the dataset D 0 . Traditionally, the cross-entropy loss function can be used for the softmax classification layer:
The optimization of P vector for the learning automata has been introduced in the last sub-section. The optimization of θ can be achieved by backpropagation and stochastic gradient descent, in which θ will be updated iteratively by:
where α denote the learning rate. Since the network parameters θ and the learning automata parameters P are all updated iteratively, they can be trained simultaneously to get the best performance. The jointly training method of the dynamicconnected deep neural model on the original dataset can be described as table 1. At each epoch, we first sample the status of each connection to determine the current architecture of the deep neural model. Then we respectively update θ and the P vector.
In the early training epochs, with no prior knowledge about the dataset, each connection will have the same probability to be activated or deactivated. During training, the activate probability of the connections with more importance will tend to increase gradually until converged to 1. On the other hand, the connections with less importance will tend to be deactivated with probability of 1. In the experiments, the update step size of learning automata and the learning rate of stochastic gradient descent should be well adjusted to ensure that the convergence of the learning automata should be faster than the convergence of the neural network.
C. TRAINING INCREMENTALLY ON THE EXTENDED DATASET
After training on the original dataset, the model will be sparsely connected since part of the learning automata will converge to be deactivated. We serve the connections converged to be deactivated as ''edge-part'' of the model, and the connections converged to be activated as ''core-part'' of the model. When the dataset is extended with new classes, the deep model need to be adjusted to fit the new training data. In order to avoid destruction of the former learned features, we try to constraint the ''core-part'' of the deep model to be changed slowly, and reuse the former deactivated connections to explore new features that can improve the classification performance for both new data and old data. To achieve this, we first reset the probability vector of the learning automata belonging to ''edge-part'' with the initial value of 0.5, and then retraining the deep model with a relatively small learning rate for the ''core-part'' and a big learning rate for the ''edgepart''.
After a series of extended stages, the quantity of the parameters in the deep model may be not sufficient to fit the new training data, which can lead to performance degradation. So we define the sparseness of the connections to be the rate of the deactivated connections. A threshed ρ should be preset for the sparseness of the connections, once the sparseness in one layer fall less than the threshed, we add new neural units to supplement the ''edge-part'' to meet the requirement of the sparseness as illustrated in Figure 2 . The best value of the sparseness should be adjusted through cross validation. The full training procedure of the proposed dynamic-connected deep neural model is exhibited in table 1.
IV. EXPERIMENTS
In this section, the performance of our proposed dynamicconnected deep neural model is evaluated on incremental learning tasks of image classification. We test our method for multilayer perception and convolutional neural network on MNIST [2] and CIFAR-100 [42] dataset. For each experiment, we establish the incremental learning process by dividing the whole dataset into several subsets. For each training stage, a new subset will be added into the training dataset.
The MNIST dataset consists of 10 classes of handwritten digit images, belonging to 0∼9 respectively. The images are all greyscale with resolution of 28 × 28. There are 60000 images for training and another 10000 for testing. The CIFAR-100 dataset consists of 100 mutually exclusive classes of natural images, which are grouped into 20 super-classes. The images are all color with 32 × 32 resolution. For each class, there are 500 training images and 100 testing images. Some randomly selected images in MNIST and CIFAR-100 are exhibited in Fig. 3 .
We compare our method with two effective incremental training schemes: the fine-tuning method and training from scratch. Both of them are trained with the traditional stochastic gradient descent and backpropagation. For fine-tuning, we reserve all the parameters trained on the last dataset, add new units on the classification layer, and then retrain the model on the extended dataset straightly. For training from scratch, we discard all the former learned parameters and train the model with the random initialized parameters.
For each group of the experiments, we establish the deep neural model with the same architecture, and train with the same hyper-parameters. The activation function used for all the deep neural model is rectified linear (ReLU). And for all the three methods, we use the stochastic gradient descent with 0.9 momentum for the optimization of weight values. We reported the testing accuracy as the proportion of the correctly classified samples. No data argumentation is used before the images are fed into the deep neural model.
A. RESULTS FOR MULTILAYER PERCEPTION
We conducte the incrementally training on MNIST dataset with four stages. The original dataset D 0 consists of four classes (0, 1, 2, and 3). Two classes (4 and 5) are added into the dataset D 1 . And another two classes (6 and 7) are added into the dataset D 2 . The dataset D 4 include all the training cases in MNIST dataset. We build the deep multilayer perception with 5 hidden layers to implement training, each with 512 neural units. The learning rate we used is 0.1 for the ''edge-part'' and 0.001 for the ''core-part'', and the batch size are all set to be 128. We report the test accuracy with different methods on table 2.
From table 2, we can find that with the classes being extended, the test accuracy degrade for all the three methods. However, training with our proposed incremental learning method can get the best test accuracy for all the four stages. And training with fine-tuning and training from scratch can get the almost equivalent accuracy. 
B. RESULTS FOR CONVOLUTIONAL NEURAL NETWORK
We evaluate the efficiency of our proposed method for convolutional neural network on CIFAR-100 dataset. Instead of training on all the 100 classes straightly, we divide he training process into 10 stages, each with the random selected two super-classes (consists of 10 classes in total) added into the dataset. We train the convolutional neural network model with three convolutional layers of 3x3 filters, each with 64 output channels, followed by a fully-connected layer of 512 units. Different from the fully-connected neural network, we calculate sparseness for each convolutional kernel and extend the kernel if the sparseness get lower than 0.5. The learning rate we use is 0.01 for the ''edge-part'' and 0.0001 for the ''corepart'', and the batch size are all set to be 32. The test accuracy when training with different method is exhibited in table 3.
From table 3, we can find that for all the training stages, our method outperform the fine-tuning method and training from scratch. The performance of fine-tuning method surpass the training from scratch in most cases, however, the accuracy of the two methods are relatively close. This is probably because the fine-tuning method leverage the old features learned on the former datasets, however, in most cases, the old features will be destroyed quickly during training, which lead to a close performance with the training from scratch method. Our method can relieve the deconstruction of the old features, so the old features can help boost
V. CONCLUSION
In this paper, we pay attention on training deep neural network in an incremental manner with the training data gradually being added. In order to overcome the catastrophic forgetting problem and adjust the model size properly, we proposed the dynamic-connected network architecture based on learning automata. The learning automata can help select the important connections for a specific dataset during the stochastic gradient descent of deep neural models. When training data of new classes were added, we retrain the model while keeping the important connections being changed slowly. Through this, we can avoid the rapid destruction of the old features while learning new features to fit the new training cases. The experiments on MNIST and CIFAR-100 demonstrated that our method can be implemented for deep fully-connected multilayer perception and convolutional neural network in a long sequence of training stages and can get superior performance than the traditional fine-tuning method and training from scratch. 
