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9Introduction
Les architectures paralleles a memoiredistribuee (APMD) sont des super-calcula-
teurs dont les performances peuvent aujourd'hui atteindre plusieurs dizaines de
Gops
1
. Une APMD est constituee de plusieurs centaines, voire plusieurs milliers
de nuds, interconnectes par l'intermediaire d'un reseau de communication. Chaque
nud comporte une unite de calcul, une unite de memoire locale, et une unite de
communication. Un nud peut donc proceder a des calculs de maniere autonome,
et echanger des donnees avec les autres nuds du reseau. Gra^ce a cette structure
modulaire et extensible, une APMD peut e^tre etendue de maniere a fournir une
puissance de calcul | theoriquement | illimitee.
Cette caracteristique ne pouvait manquer d'attirer l'attention des programmeurs
scientiques
2
, toujours desireux d'accro^tre le champ d'investigation de leurs etudes
gra^ce a une puissance de calcul accrue. Cependant, bien que le monde physique qu'ils
modelisent soit foncierement parallele, les programmeurs scientiques ont coutume
de s'appuyer sur des techniques et des algorithmes sequentiels pour resoudre leurs
problemes. En fait, l'intere^t dont ils font preuve envers les architectures paralleles en
general, et envers les APMD en particulier, resulte uniquement d'un desir d'amelio-
rer les performances de leurs programmes d'application lorsque ceux-ci necessitent
une tres grande puissance de calcul. Le non-determinisme inherent a l'execution de
programmes repartis sur APMD, par exemple, appara^t a leurs yeux comme un eet
indesirable de l'execution repartie pluto^t que comme un atout potentiel [102].

A ce jour, la diusion des APMD dans la communaute scientique demeure
pourtant tres limitee, principalement en raison du manque de maturite des outils
logiciels associes a ces machines. Les methodes et les environnements de program-
mation adaptes aux machines mono-processeur traditionnelles s'averent inutilisables
1: 1 Gops (giga-ops) : un milliard d'operations en virgule ottante par seconde.
2: Nous designons par ce terme les programmeurs qui, bien que n'etant pas informaticiens de
formation, sont amenes a developper ou a utiliser des programmes d'application pour resoudre les
problemes rencontres dans leur activite principale (qui peut relever du domaine de la physique,
de la chimie, etc.).
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avec les APMD, car ils ne permettent pas d'en ma^triser le parallelisme. L'environ-
nement logiciel des APMD aujourd'hui disponibles est la plupart du temps constitue
de bibliotheques de routines permettant de gerer la communication entre processus
decrits dans des langages sequentiels tels que Fortran, C ou Lisp. Pour exploi-
ter reellement une APMD, un programmeur doit alors posseder, non seulement
une connaissance approfondie du domaine d'application considere, mais aussi e^tre
capable d'exprimer un algorithme reparti en termes de processus communicants,
conna^tre les specicites de l'architecture utilisee et de son systeme d'exploitation.
Le code obtenu avec une telle approche est dicile a developper, a comprendre, a
mettre au point et a maintenir.
Les ta^ches de parallelisation des calculs, de repartition des donnees, et de ges-
tion des processus et des communications n'ayant rien de specialement attrayant,
les programmeurs scientiques sont en general assez reticents a l'idee de devoir por-
ter manuellement leurs applications sur des APMD. C'est pourquoi de nombreuses
recherches actuelles visent a simplier le portage des applications scientiques sur
des APMD.
Plusieurs modeles de programmation parallele ont ete proposes a cette n, qui
s'eorcent tous de masquer a l'utilisateur la structure reelle de l'architecture paral-
lele utilisee, et les mouvements de donnees au sein de cette structure.
Dans le modele SIMD (Single Instruction Multiple Data), on preserve le ot de
contro^le unique du modele sequentiel, mais chaque instruction peut e^tre appliquee
concurremment a des donnees situees sur des nuds dierents. Ce modele permet de
paralleliser aisement les algorithmes dans lesquels les calculs s'expriment en termes
d'operations vectorielles. Des machines SIMD telles que la Connection Machine ont
d'ailleurs ete construites pour traiter les problemes de ce type.
Le domaine d'application des machines SIMD etant cependant trop restreint,
la plupart des APMD developpees recemment sont des machines de type MIMD.
Chaque nud a son propre ot de contro^le, et on peut donc potentiellement char-
ger et executer un programme dierent sur chacun des nuds d'une machineMIMD.
D'importants travaux sont en cours, visant a la parallelisation totalement au-
tomatique de programmes sequentiels de type Fortran. Cependant, l'experience
montre que la parallelisation automatique pour APMD est une ta^che ardue. Il faut
tout d'abord identier les dependances entre les donnees manipulees dans un pro-
gramme d'application, et il faut ensuite repartir les donnees de maniere judicieuse
sur les nuds de l'APMD cible en tenant compte de ces dependances, an d'obtenir
le maximum de concurrence a l'execution tout en minimisant les communications.

A ce jour, les techniques d'identication des dependances sont relativement bien
ma^trisees | du moins pour les problemes reguliers [123, 117, 49, 50] |, mais la
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distribution totalement automatique des donnees demeure un probleme ouvert qui
motive encore de tres nombreuses recherches [43, 90, 100, 105].
Dans l'approche preconisee dans le projet Athapascan [103], le code est structure
comme un graphe d'appels de procedures. L'objectif de ce projet est de parvenir
a traiter ce graphe automatiquement de facon a rendre ecace la repartition des
calculs et les mouvements de donnees. La repartition de charge automatique doit
e^tre parametree par les caracteristiques de granularite de la machine cible. Cette pa-
rametrisation peut e^tre statique ou dynamique si l'environnement est evolutif (par
exemple dans le cas d'une plate-forme constituee d'un reseau de stations de travail).
Le noyau executif parallele qui constitue le support d'execution du projet Athapas-
can (niveau Athapascan-0) est constitue d'un ensemble de serveurs capables de
repondre aux appels de procedures a distance de maniere synchrone ou asynchrone.
L'approche est donc SAMD (Single Application Multiple Data), chaque processeur
pouvant executer soit le me^me code (lorsque les serveurs ne sont pas specialises),
soit un code dierent des autres processeurs.
Avec le modele SPMD, on tente de prendre en compte le fait que la plupart des
problemes qu'on souhaite resoudre sur des APMD sont caracterises par le volume
important des donnees a traiter. Le modele SPMD (Single Program Multiple Data)
preserve la simplicite conceptuelle du modele SISD, et benecie du parallelisme
du modele SIMD. Deux approches sont envisageables pour la mise en uvre de
programmes SPMD : on peut baser la parallelisation sur une distribution du contro^le
(par decoupage des boucles), ou sur une distribution des donnees.
La premiere approche necessite que soit implante sur l'APMD utilisee un systeme
de memoire virtuelle partagee. Le compilateur Fortran-S [23], par exemple, permet
la parallelisation par distribution du contro^le de programmes Fortran en s'appuyant
sur le systeme de memoire virtuelle partagee Koan [87, 86].
La seconde approche n'impose aucune contrainte de ce type. L'idee de base,
introduite par Callahan et Kennedy [26], est de partitionner la masse des donnees,
et d'aecter chaque partition a un processeur de la machine cible. Chaque proces-
seur execute alors le me^me programme (correspondant au programme utilisateur
initial), mais ne traite que les donnees de la partition | ou des partitions | dont
il est proprietaire. On preserve ainsi la simplicite de la programmation sequentielle :
le programmeur d'application specie la politique de distribution qu'il desire voir
appliquer aux donnees manipulees mais n'a pas a gerer explicitement cette distri-
bution, ni le parallelisme qui en resulte.
L'approche de la parallelisation basee sur la distribution des donnees est celle
retenue dans les travaux qui visent au developpement de compilateurs-paralleliseurs
semi-automatiques pour langages de type HPF (Fortran90 (( etendu )) par l'adjonc-
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tion de directives de distribution, d'alignement, et de placement des donnees [74]).
Elle a deja mene a l'elaboration de compilateurs prototypes tels que SUPERB [15],
Pandore [35, 9], ou Fortran-D [113], et des outils de ce type devraient e^tre commer-
cialises dans un proche avenir.
Cependant, le developpement de compilateurs-paralleliseurs capables de generer
du code ecace a partir d'un langage tel que HPF s'est avere beaucoup plus dicile
que prevu initialement. Bien que diverses techniques soient connues pour optimi-
ser les programmes paralleles (vectorisation des echanges de donnees, reduction des
domaines d'iteration, etc. [117]), il est dicile d'obtenir qu'elles soient appliquees
automatiquement par un compilateur, en dehors de quelques cas bien identies. En
outre, la plupart des travaux en cours portent sur la distribution de structures de
donnees regulieres de type tableau et la parallelisation de nids de boucles anes.
Les techniques d'optimisation a la compilation necessitent par ailleurs que la dis-
tribution des donnees ainsi que les schemas d'acces a ces donnees soient connus
statiquement. C'est d'ailleurs la raison pour laquelle les recherches eectuees jus-
qu'a ce jour ont ete principalement concentrees sur la parallelisation de langages
reguliers tels que le sous-ensemble (( statique )) de HPF.
Des propositions s'appuyant sur des techniques derivees du domaine de l'intel-
ligence articielle ont ete faites pour surmonter ces problemes (e.g. [48]). Partant
du constat que les operations elementaires eectuees au cur des nids de boucles
sont toutes plus ou moins conformes a quelques schemas de base qu'il est possible
d'identier une fois pour toutes, il a ete propose dans PARAMAT [39] d'identier
ces operations de base an de les substituer automatiquement par des operations
equivalentes, mais paralleles et optimisees.
Les approches evoquees ci-dessus presentent l'avantage de permettre une tran-
sition en douceur de programmes sequentiels pre-existants vers des programmes
paralleles equivalents pour APMD. Dans le meilleur des cas il devrait sure, pour
paralleliser une application ecrite en Fortran a l'aide d'un compilateur-paralleliseur
semi-automatique de type HPF, d'inserer des directives de distribution aux bons
endroits dans le code source.
Bien que cette approche soit interessante lorsqu'il faut paralleliser des applica-
tions sequentielles pre-existantes, elle ne constitue pas la maniere la plus directe
de developper de nouvelles applications paralleles. En fait, quand les operations
elementaires sont identiees au prealable et stockees dans une bibliotheque sous
la forme de composants logiciels reutilisables, il devient beaucoup plus aise de les
employer directement comme (( briques )) elementaires lors de la construction de
nouvelles applications. La programmation par objets ore ici une solution elegante
pour construire et reutiliser de telles briques logicielles. Elle permet en outre d'abor-
der le domaine du calcul irregulier, caracterise par l'emploi de structures de donnees
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irregulieres (listes, arbres, graphes, etc.) et/ou des schemas d'acces irreguliers a ces
donnees, alors qu'il demeure peu probable que les approches fondees sur des tech-
niques de parallelisation a la compilation permettent d'aborder ce domaine dans un
proche avenir.
Cette these s'inscrit dans le cadre du projet EPEE (Environnement Parallele
d'Execution de Eiel), dont l'objectif est de promouvoir l'idee que les mecanismes
de la programmation par objets peuvent contribuer a simplier la programmation
des APMD. L'environnement EPEE constitue un cadre conceptuel pour le develop-
pement de composants logiciels paralleles portables, exibles et performants. Dans
les contributions de cette these, on peut distinguer :
 l'aspect methodologique : j'ai caracterise les objets pouvant e^tre distribues et
exploites en parallele dans l'environnement EPEE, et propose des schemas
conceptuels permettant de developper de tels objets en insistant sur les points
cles mis en avant dans les techniques modernes de genie logiciel, a savoir
la ma^trise de la complexite (obtenue par la modularisation, l'encapsulation,
l'heritage), la maintenabilite (corrective et evolutive), et la reutilisabilite ;
 l'illustration : j'ai developpe une bibliotheque parallele de demonstration an
de valider cette approche. Cette bibliotheque, baptisee Paladin, est dediee au
calcul d'algebre lineaire sur APMD ;
 l'extension d'EPEE : au cours du developpement de la bibliotheque Paladin,
j'ai ete amene a developper certains concepts generiques (design patterns) pour
la distribution des donnees et la parallelisation des calculs. Des mecanismes
supportant ces concepts ont depuis lors ete integres dans la (( bo^te a outils ))
d'EPEE.
Plan du document
- Dans le chapitre 1, on presente l'environnement EPEE en tant que cadre
conceptuel pour la conception par objets de composants logiciels paralleles. On
decrit les mecanismes de communication, d'observation et de parallelisation
integres a EPEE au cours de ce travail de these. On jette ensuite les bases d'une
approche methodique pour la conception et le developpement de bibliotheques
paralleles, fondee sur la notion d'agregat polymorphe.
- Au chapitre 2, on introduit la bibliotheque de demonstration Paladin, et on
montre comment les mecanismes de l'abstraction de donnees, de l'encapsu-
lation et de l'heritage nous ont permis de ba^tir des hierarchies de classes
decrivant des vecteurs et matrices polymorphes.
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- La distribution des agregats matrices dans Paladin est abordee au chapitre 3.
On montre qu'il est possible de proceder a la distribution des matrices en
decomposant le probleme de leur mise en uvre en plusieurs sous-problemes
distincts pouvant e^tre consideres, resolus et valides separement.
- On presente au chapitre 4 les diverses techniques permettant d'optimiser les
performances globales de la bibliotheque Paladin (optimisation des calculs
de localite, parallelisation des algorithmes, optimisation des communications,
etc.). On montre en outre que l'optimisation d'une bibliotheque telle que Pa-
ladin peut e^tre realisee de maniere incrementale et maintenue transparente
pour l'utilisateur.
- Dans le chapitre 5, on aborde les problemes poses par le polymorphisme des
agregats matrices et vecteurs. On montre que la redistribution des matrices
peut e^tre obtenue aisement, et que plusieurs approches sont envisageables pour
realiser les conversions de format impliquant un changement de type dans un
contexte de programmation par objets.
- Dans le chapitre 6, on presente quelques resultats experimentaux obtenus en
portant Paladin sur diverses plates-formes paralleles.
- On conclut dans le chapitre 7 en enumerant les perspectives ouvertes par ce
travail. On evoque tout d'abord les possibilites oertes par la bibliotheque Pa-
ladin. On discute ensuite de la possibilite de transferer certaines des techniques
dynamiques experimentees avec Paladin dans un compilateur-paralleliseur de
type HPF. On propose enn d'aborder la distribution et le traitement en
parallele d'agregats irreguliers en utilisant la me^me approche et les me^mes
mecanismes que ceux qui nous ont permis de ba^tir Paladin.
Guide de lecture
Dans ce document, il est fait tres souvent reference a des mecanismes ou a des
concepts propres au domaine de la programmation par objets (distinction entre type
statique et type dynamique, mecanisme de liaison dynamique, etc.). On a introduit
dans le texte de ce document de courts encadres explicatifs, identies par le titre
point de langage, a l'intention des lecteurs non familiarises avec les techniques de
programmation par objets. Il va de soi que le lecteur pour qui ces notions sont deja
familieres pourra s'abstenir de lire ces encadres, ou bien ne s'y referer qu'en cas de
besoin.
Ce document contient egalement un grand nombre d'exemples illustrant les
concepts, les mecanismes et les classes de bibliotheque evoques au l des chapitres.
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Ces exemples sont tous exprimes a l'aide du langage Eiel. Les constructions syn-
taxiques et les mecanismes particuliers a ce langage sont egalement decrits brieve-




1.1 Parallelisme et programmation par objets
1.1.1 Langages a objets paralleles
Au cours des dernieres annees, de nombreuses propositions ont ete faites pour
combiner les mecanismes de la programmation parallele et ceux de la programmation
par objets.
Le parallelisme est souvent introduit dans les langages a objets a partir de
l'idee que certains objets peuvent e^tre rendus (( actifs )), c'est-a-dire assimiles a des
processus communiquant par echanges de messages. Les langages POOL-T [6] et
ABCL/1 [121, 122, 109] sont des langages a objets paralleles mettant en uvre
des objets actifs. Une approche alternative pour introduire les notions d'activite
et de concurrence dans un langage a objets consiste a maintenir les objets comme
etant des entites passives pouvant e^tre manipulees simultanement par des processus
concurrents. Les langages ConcurrentSmalltalk [120, 119], DistributedSmalltalk [16]
et ARCHE [17, 18] sont des langages concus selon ce principe. Certains langages a
objets paralleles, comme par exemple Eiel // [29, 30, 31], permettent de manipuler
a la fois des objets actifs et des objets passifs.
Selon les langages, les echanges de donnees sont realises par passages de mes-
sages ou par appels de methodes a distance. La plupart des langages permettent en
outre de realiser des communications synchrones (l'objet invoquant une methode
sur un objet distant est bloque jusqu'au terme de l'execution de cette methode) ou
asynchrones (l'objet appelant peut poursuivre son activite en parallele avec l'objet
executant la methode invoquee).
On peut encore distinguer entre les langages dans lesquels les synchronisations
entre activites concurrentes sont realisees gra^ce a l'emploi d'objets partages (POOL-
T, DistributedSmalltalk, Eiel //), et ceux ou l'on s'appuie sur des communications
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synchronisantes (ABCL/1, ConcurrentSmalltalk).
Une etude comparative recente des langages a objets paralleles peut e^tre trouvee
dans le memoire de these de C. Gransart [56]. Dans ce me^me document, l'auteur
introduit un nouveau langage a objets parallele baptise BOX, qui permet au pro-
grammeur de choisir entre divers modeles de programmation (objets actifs ou objets
passifs plus processus), de communication (par passages de messages ou par appels
de methodes a distance), et de synchronisation (par objets partages ou a l'aide de
communications synchronisantes).
Certains des langages a objets paralleles evoques ci-dessus sont de nouveaux
langages, concus specialement an de permettre la programmation d'applications
paralleles a l'aide d'objets repartis (c'est par exemple le cas des langages POOL-T,
ABCL/1, et BOX). Les autres langages sont obtenus par extension d'un langage
a objets sequentiel pre-existant : les langages ConcurrentSmalltalk et Distributed-
Smalltalk sont ainsi des extensions du langage sequentiel Smalltalk [53], de me^me
que COOL [33] est une extension de C++, que Eiel // etend le langage Eiel,
et que pSather [99] etend le langage Sather [101]. En general, le parallelisme est
introduit dans les langages de ce type gra^ce a l'emploi de directives de compilation,
ou encore par l'insertion de macro-instructions dans les classes d'application.
La mise en uvre de tels langages | qu'il s'agisse de nouveaux langages ou de
langages etendus | implique le developpement d'un compilateur ad hoc, ou tout
au moins celui d'un pre-processeur.
Certains auteurs ont propose une autre maniere d'introduire le parallelisme dans
un langage a objets. L'idee est d'encapsuler des mecanismes paralleles dans des
classes d'un langage a objets purement sequentiel. Ces classes peuvent ensuite e^tre
reutilisees gra^ce au mecanisme de l'heritage pour construire des objets actifs, sans
qu'il faille pour cela modier la syntaxe du langage utilise, ni developper un com-
pilateur specialise. Dans [38], J.-F. Colin et J.-M. Geib decrivent ainsi un ensemble
de classes qui apportent au langage a objets sequentiel Eiel des mecanismes per-
mettant, d'une part de decrire l'activite d'un objet, et d'autre part de synchroniser
des activites concurrentes. Ils montrent ensuite qu'en combinant ces mecanismes on
peut mettre en uvre des objets actifs. Dans [82], M. Karaorman et J. Bruno pro-
posent egalement d'encapsuler dans des classes reutilisables des abstractions pour
le parallelisme, comme par exemple la notion d'objet actif et celle d'invocation de
methode a distance.
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1.1.2 Programmation par objets et parallelisme de don-
nees
La plupart des langages a objets paralleles evoques dans le paragraphe precedent
privilegient un modele de programmation MIMD (Multiple Instructions, Multiple
Data), qui est particulierement bien adapte a la gestion d'un parallelisme de type
fonctionnel : chaque ta^che a executer est divisee en un certain nombre de sous-
ta^ches pouvant e^tre traitees dans des ots de calcul concurrents. Une application
est donc decoupee en un ensemble de processus communicants | ou d'objets actifs
communicants, ce qui revient au me^me| dont la structure depend de l'application
consideree et de la maniere selon laquelle le programmeur choisit de decomposer
l'application.
Le parallelisme fonctionnel convient bien a certains types de problemes, et no-
tamment ceux ou le parallelisme pre-existe et ou les problemes se posent essentielle-
ment en termes de cooperation. Parmi les applications de ce type, on peut citer les
systemes d'exploitation distribues et les systemes de contro^le reparti de processus
industriels.
L'emploi d'un langage a objets parallele exige un engagement important de la
part du programmeur d'application. Celui-ci doit specier explicitement le decou-
page fonctionnel de l'algorithme considere et decrire la cooperation entre les pro-
cessus, tout en evitant les problemes bien connus d'interblocage, de reception non
speciee, etc. De plus, le mecanisme de synchronisation est dicile a heriter [96],
ce qui aneantit les avantages des langages a objets eu egard a la maintenabilite
du code. Enn, les processus resultant du decoupage fonctionnel etant par nature
heterogenes, des problemes d'equilibrage de charge doivent e^tre regles soit par le
systeme d'exploitation (ce qui peut e^tre cou^teux), soit par le programmeur d'ap-
plication lui-me^me. Ceci s'avere dicile lorsque le nombre de processus disponibles
sur l'architecture cible depasse quelques dizaines d'unites, et devient pratiquement
irrealisable lorsque l'architecture ore plusieurs centaines de processeurs.
Pour surmonter ces obstacles, nous proposons d'adopter un modele de paralle-
lisme resultant de la distribution des donnees, communement reference sous le terme
de (( parallelisme de donnees )) (data parallelism). Cette approche est aussi celle re-
tenue dans les travaux qui visent au developpement de compilateurs-paralleliseurs
semi-automatiques pour langages de type HPF [124, 10, 35, 26].
Le parallelisme obtenu en distribuant les donnees s'inscrit tout naturellement
dans un cadre de programmation par objets dans la mesure ou, dans ce type de
programmation, on se focalise sur les donnees manipulees pluto^t que sur les fonctions
avec lesquelles on les manipule.
Quelques principes pour construire un langage a objets gerant le parallelisme
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de donnees ont ete introduits dans [84], et les idees de bases pour etendre C++
dans le me^me sens ont ete presentees dans [34]. Une extension de C++ a d'ailleurs
ete eectivement realisee avec le langage pC++ [22], et une extension de Sather a
ete proposee dans [108]. Dans tous ces cas, cependant, il s'agit de developper un
langage a objets dote de constructions explicites pour le parallelisme de donnees,
ce qui implique le developpement d'un compilateur | ou tout au moins d'un pre-
processeur | approprie. Avec EPEE, notre Environnement Parallele d'Execution
de Eiel, nous proposons d'integrer totalement la distribution de donnees et le
parallelisme resultant de cette distribution dans un langage a objets sequentiel, sans
qu'aucune modication soit apportee a la syntaxe ou a la semantique de ce langage,
et sans qu'il faille developper de nouveau compilateur. Notre approche s'inscrit
donc dans la me^me optique que celles visant a encapsuler dans des classes des
abstractions pour la programmation parallele, sans alteration du langage sequentiel
utilise [38, 82, 42]. Dans notre cas, cependant, l'objectif n'est pas de construire des
objets actifs, mais de masquer a l'utilisateur la distribution des donnees et leur
traitement en parallele.
1.2 L'environnement EPEE
L'acronyme EPEE designe un Environnement Parallele d'Execution de Eiel,
qui a vu le jour en 1991 a l'IRISA a l'initiative de Jean-Marc Jezequel [80]. Cet en-
vironnement constitue un cadre conceptuel
1
pour le developpement de composants
logiciels reutilisables pouvant servir a la programmation des architectures paralleles
a memoire distribuee (APMD).
L'originalite du projet EPEE vient de ce qu'on utilise un langage a objets pure-
ment sequentiel, le langage Eiel, pour encapsuler dans des classes des mecanismes
de distribution des donnees et de parallelisation des calculs, en adoptant un modele
d'execution SPMD qui permet de decomposer une application en un entrelacement
de phases paralleles et de phases sequentielles, conformement au modele BSP (Block
Synchronous Parallel) introduit par Leslie G. Valiant dans [114]. Cette approche
permet de construire dans un contexte de genie logiciel des bibliotheques souples et
evolutives presentant des interfaces sequentielles a leurs utilisateurs, tout en ayant
des realisations paralleles ecaces [62, 63].
Le parallelisme de donnees est particulierement bien adapte aux algorithmes ma-
nipulant des agregats, c'est-a-dire de tres grandes structures de donnees homogenes.
L'environnement EPEE permet de developper des composants logiciels reutilisables
1:On commence aujourd'hui a employer le terme de (( design framework )) pour designer ce type
d'environnement [52, 45].
1.2. L'environnement EPEE 21
decrivant, d'une part des agregats pouvant e^tre distribues sur une APMD, d'autre
part des algorithmes paralleles manipulant ces agregats de maniere ecace. En uti-
lisant le mecanisme de l'encapsulation pour masquer a l'utilisateur les details de
la mise en uvre d'un objet (principe du masquage d'information), la distribution
des agregats et le parallelisme aerant peuvent e^tre integres proprement dans des
classes, sans qu'il soit necessaire d'apporter la moindre modication a la syntaxe ou
a la semantique du langage sequentiel utilise.
1.2.1 Travaux connexes
La plupart des travaux visant a encapsuler le parallelisme de donnees dans les
classes d'un langage a objets sequentiel s'appuient sur le langage C++, et se limitent
souvent a la seule distribution des objets de type tableau. On evoque ci-dessous
quelques uns de ces travaux, choisis parmi les plus recents.
 Dans [91], les auteurs proposent d'introduire le parallelisme de donnees a
l'aide des templates de C++, en s'inspirant du modele de C

[51], mais en
conservant la syntaxe de C++. L'approche proposee implique cependant qu'un
pre-processeur soit ensuite utilise pour (( traduire )) le code C++ data-parallele
obtenu en code C

.
 La bibliotheque P++ [89] met en uvre des grilles virtuelles partagees. Elle
a ete concue an de servir de support a la mise en uvre de methodes de re-
solution adaptatives paralleles pour la modelisation des phenomenes de com-
bustion. P++ s'appuie sur le langage C++, mais fait intervenir les classes se-
quentielles de manipulation de tableaux de la bibliotheque commercialeM++.
 L'environnement PARLANCE (Parallel Library and Networked Computing
Environment [4, 5]) fournit une interface C++ pour le developpement et l'uti-
lisation de bibliotheques d'algorithmes paralleles depuis des applications ex-
primees en Fortran90. PARLANCE permet la distribution de tableaux multi-
dimensionnels (selon des schemas de distribution inspires de HPF), et ore
des squelettes de communication et de calcul pour exploiter ces tableaux dis-
tribues. Les mecanismes mis en uvre dans PARLANCE ont pour la plupart
ete ecrits en C++, mais presentent tous une interface Fortran qui les rend
utilisables depuis des programmes exprimes en Fortran90.
 L'environnement Dome (Distributed Object Migration Environment [14]) est
dedie au developpement en C++ d'applications a objets pour reseaux de
machines distribuees heterogenes. L'objectif du projet Dome est d'orir a
l'utilisateur un modele de programmation SPMD, les objets manipules (par
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exemple des vecteurs) etant partitionnes et distribues sur les machines du re-
seau. L'originalite du projet Dome est que chaque partition n'est pas attachee
a une machine particuliere mais peut migrer dynamiquement d'une machine
a l'autre en fonction de la charge du reseau. Le projet Dome ne cible donc pas
les super-calculateurs paralleles, mais est pluto^t destine a la mise en uvre
d'applications SPMD pour reseaux de stations de travail.
1.2.2 Choix du langage
L'environnement EPEE s'articule, comme son nom l'indique, autour du langage
a objets a typage statique Eiel. Ce langage a ete concu par Bertrand Meyer en 1985.
Plusieurs compilateurs de souches dierentes sont maintenant disponibles pour ce
langage, et commercialises par la societe SIG en Allemagne et par les societes ISE
2
et Tower Technology aux

Etats-Unis.
Le langage Eiel a ete choisi pour servir de support a l'environnement EPEE
parce qu'il s'agit d'un langage a objets moderne, a la semantique clairement denie,
et orant tous les concepts dont nous avons besoin. Cependant, les idees fondamen-
tales mises en avant dans le cadre du projet EPEE ne sont aucunement dependantes
de ce langage. Tout autre langage a objets orant l'encapsulation stricte, l'heritage,
la liaison dynamique, le polymorphisme de reference et une certaine forme de generi-
cite pourrait e^tre utilise a la place d'Eiel. Les langages C++, Modula 3 et Ada 95,
par exemple, pourraient ainsi servir au developpement de bibliotheques d'agregats
distribues semblables a celles que nous developpons avec EPEE.
1.2.3 Description de l'environnement
L'environnement EPEE peut en fait e^tre percu comme une sorte de (( bo^te a
outils )) logicielle comprenant notamment :
 des outils de compilation croisee permettant de generer a partir de code Eiel
du code executable pour, potentiellement, n'importe quelle APMD cible ;
 un ensemble de classes Eiel qui fournissent au programmeur des mecanismes
generiques (design patterns) gra^ce auxquels il lui est possible de gerer la dis-
tribution des donnees et leur manipulation en parallele.
Une premiere maquette de l'environnement EPEE, construite en 1991 sur la
base du langage Eiel 2 [98], a permis de montrer qu'il est eectivement possible
d'integrer totalement la distribution des donnees et leur traitement en parallele dans
les classes d'un langage a objets sequentiel [80]. Depuis lors, l'environnement EPEE
2: ISE : Interactive Software Engineering.
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a ete adapte au langage Eiel 3 [97] et mis en uvre sur reseau de stations de
travail, sur la machine Intel iPSC/2 et sur la machine Intel Paragon XP/S.
Le travail de these rapporte dans ce document s'est inscrit dans le cadre du deve-
loppement et de l'experimentation d'EPEE. Au cours de ce travail, j'ai notamment
ete amene a integrer dans l'environnement EPEE une nouvelle bibliotheque de com-
munication et d'observation concue dans le cadre du projet Pampa. L'integration
de cette bibliotheque dans l'environnement EPEE fait l'objet du paragraphe 1.2.4.
J'ai egalement concu et integre a la (( bo^te a outils )) d'EPEE un certain nombre de
mecanismes generiques puissants pour aider a la distribution des donnees et a la pa-
rallelisation des calculs dans les applications SPMD. Ces mecanismes sont evoques
dans le paragraphe 1.2.5, et l'un d'entre eux est decrit en details dans l'annexe B
(page 225).
1.2.4 Support de communication et d'observation : la POM
1.2.4.1 Description
La machine virtuelle POM (Portable Observable Machine) presente une inter-
face systeme homogene capable de masquer les caracteristiques architecturales d'un
grand nombre de machines paralleles et distribuees. Elle a ete concue an de ser-
vir de support commun aux divers environnements de programmation developpes
dans le cadre du projet Pampa, a savoir le compilateur-paralleliseur Pandore [8],
l'environnement dedie au prototypage d'algorithmes paralleles Echidna [77], et
l'environnement EPEE.
La POM permet en outre la connexion de ces environnements de programma-
tion avec des outils de collecte et d'analyse de traces d'execution. Ceux-ci ont pour
fonction d'aider a la mise au point des programmes sur diverses architectures en
fournissant au concepteur les indices necessaires a la comprehension du comporte-
ment de son programme. Parmi les mecanismes d'observation integres a la POM, on
peut citer l'estampillage des evenements, a l'aide d'estampilles vectorielles ou d'es-
tampilles adaptatives [78]. L'estampillage permet l'analyse des synchronisations qui
se produisent entre les nuds d'application a l'execution [76]. La POM peut aussi
assurer la datation physique des evenements a partir d'un temps global reconstitue
apres evaluation des derives des horloges locales aux nuds de la machine parallele
cible
3
. Elle permet egalement le deport de l'analyse sur un nud observateur (voir
gure 1.1), la machine virtuelle assurant l'acheminement des messages de trace vers
3: L'idee de base est exposee dans [70]. Elle a ete pour la premiere fois implantee sur machine
parallele pour Echidna [79]. Une variante a ete developpee dans l'equipe Apache a Grenoble [95],
et integree ensuite a la POM.
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le nud observateur en essayant de perturber le moins possible le fonctionnement
du programme sous test.
Au cours de l'annee universitaire 1993{1994, j'ai participe activement a la spe-
cication de la bibliotheque POM, qui a ensuite ete implantee sur plusieurs plates-
formes et systemes d'exploitation par divers membres de l'equipe Pampa.

A ce jour
la bibliotheque a ete portee sur les machines Intel iPSC/2 et Paragon XP/S, sur re-
seau de stations de travail (communiquant par ca^ble Ethernet ou par liaison ATM),
et permet egalement la simulation d'une machine parallele sur une seule station








Fig. 1.1 - Modele de la machine virtuelle POM
1.2.4.2 Integration de la POM dans le monde Eiel
Plusieurs classes Eiel ont ete developpees an d'assurer l'interface entre la bi-
bliotheque POM (ecrite en C) et le monde Eiel. Ces classes font a present partie
integrante de la (( bo^te a outils )) d'EPEE. Gra^ce a elles, toute bibliotheque Eiel
construite avec EPEE peut e^tre aisement portee sur n'importe quelle machine pa-
rallele cible, pourvu que la bibliotheque POM y ait ete portee au prealable.
La classe Pom reproduit au niveau du langage Eiel tous les services de commu-
nication et d'observation oerts au niveau du langage C par la bibliotheque POM.
L'interface de cette classe est partiellement reproduite dans l'exemple 1.1.
La plupart des services de communication et d'observation oerts par cette
classe sont directement calques sur ceux de la bibliotheque POM. Cependant, la
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Exemple 1.1
expanded class interface POM
   Communication and observation features oered by the POM library
feature    General purpose features
node id : INTEGER 5
   Identity of local node
nb nodes : INTEGER
   Number of nodes in the application
feature    Emission 10
send (pid : INTEGER ; object : ANY)
   Send object to node 'pid'
bcast (object : ANY)
   Broadcast object to all nodes
15
feature    Reception
recv from (pid : INTEGER ; object : ANY)
   Receive object from node 'pid' (point to point mode)
recv bcast from (pid : INTEGER ; object : ANY)
   Receive object from node 'pid' (broadcast mode) 20
feature    Test
probe from (pid : INTEGER) : INTEGER
   Test for object arriving from node 'pid' (point to point mode)
probe bcast from (pid : INTEGER) : INTEGER 25
   Test for object arriving from node 'pid' (broadcast mode)
feature    Trace management
trace (name : STRING ; data length : INTEGER ; data : POINTER)
   Send a trace message to the observation node. 30
trace on
   Enable automatic tracing of communications
trace o
   Disable automatic tracing of communications
... 35
end    interface POM
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classe Pom propose egalement un certain nombre de services qui n'ont pas d'equi-
valent dans la bibliotheque POM. Ainsi, on dispose par exemple d'un mecanisme
permettant de tracer automatiquement tous les echanges de donnees realises entre
les nuds d'application. Ce mecanisme peut e^tre active ou desactive a volonte en
invoquant les routines trace on et trace o de la classe Pom.
Semantique des (( transmissions d'objets ))
Il est important de noter que dans le schema de communication qui nous interesse
dans EPEE, un objet ne peut en aucun cas (( migrer )) entre les nuds d'application
comme c'est le cas dans certains systemes a objets distribues [14]. Seules les donnees
encapsulees au sein d'un objet peuvent e^tre emises vers un ou plusieurs nuds
distants. Au niveau des nuds destinataires, il faut imperativement qu'un objet de
me^me type que celui de l'objet emis soit disponible pour qu'on y place les donnees
recues. C'est d'ailleurs pour cette raison raison que les routines de reception de la
classe Pom sont des procedures prenant en parametre un objet destine a servir de
(( receptacle )) aux donnees recues, et non des fonctions capables de creer un nouvel
objet et de l'initialiser avec les donnees recues avant de le retourner en resultat.
Ce schema peut para^tre restrictif, mais il convient en fait parfaitement au mo-
dele d'execution SPMD qui nous interesse dans le cadre du projet EPEE. En eet,
lorsqu'un nud quelconque doit emettre un objet vers un ou plusieurs nuds desti-
nataires, ces derniers connaissent tres precisement la nature des donnees a recevoir
puisqu'ils executent le me^me programme d'application. Les echanges de donnees
etant deterministes dans le contexte qui nous interesse, on peut toujours faire en
sorte qu'au niveau des nuds destinataires un objet ayant le type requis serve de
receptacle aux donnees recues.
Il serait parfaitement envisageable de modier la classe Pom an d'autoriser les
communications non-deterministes. Il faudrait pour cela associer aux donnees emises
des informations concernant le type de l'objet transmis. Chaque nud destinataire
pourrait alors creer localement un objet ayant le type indique avant d'y placer les
donnees recues.
Caracterisation des objets transmissibles
Dans le domaine de la programmation par objets, on a coutume de s'interesser
en priorite aux proprietes des objets pluto^t qu'a celles des programmes ou des
algorithmes. Nous avons donc developpe une classe an de faire benecier les objets
Eiel des services de communication oerts par la POM : la classe Transmissible
caracterise les objets dont le contenu peut e^tre transmis entre les nuds d'une
APMD. Son interface est reproduite dans l'exemple 1.2.
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Exemple 1.2
class interface TRANSMISSIBLE
feature    Transmission features
send (destination : INTEGER)
   Send object to 'destination' 5
bcast
   Broadcast object to all nodes
recv from (source : INTEGER)
   Receive object from 'source' in point to point mode
recv bcast from (source : INTEGER) 10
   Receive object from 'source' in broadcast mode
end    interface TRANSMISSIBLE
Gra^ce au mecanisme de l'heritage, toute classe heritant de la classe Transmis-
sible decrit a son tour des objets transmissibles.
1.2.5 Des mecanismes generiques pour la parallelisation
En utilisant les mecanismes de communication elementaires oerts par la POM,
on peut developper et encapsuler dans des classes des mecanismes puissants sus-
ceptibles d'aider a la distribution des donnees, aux mouvements de donnees (meca-
nismes de diusion selective, de transfert par decalage, etc.), ou a la parallelisation
des calculs (operations de type scatter/gather, apply/reduce, etc.). Les classes en-
capsulant de tels mecanismes constituent des abstractions paralleles. Elles peuvent
e^tre developpees au cas par cas en fonction des besoins, et integrees alors dans la
bo^te a outils d'EPEE qui se trouve ainsi enrichie de maniere incrementale.
Jusqu'a present, nous avons integre a la bo^te a outils d'EPEE des mecanismes
capables de gerer la distribution (( a la HPF )) de structures de donnees mono- et
bi-dimensionnelles de type tableau. Ces mecanismes seront presentes en details dans
le chapitre 3.
Nous avons egalement integre a la bo^te a outils des mecanismes permettant de
realiser des operations de type apply/reduce dans un contexte d'execution SPMD.
L'un de ces mecanismes est decrit a titre d'exemple en annexe B (page 225).
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1.3 Developpement de bibliotheques paralleles
avec EPEE
L'environnement EPEE constitue un cadre conceptuel pour la conception et le
developpement de structures de donnees agregats pouvant e^tre distribuees et ma-
nipulees en parallele sur des APMD. On distinguera donc entre le concepteur de
classes decrivant des agregats, et l'utilisateur creant et manipulant de tels agregats
dans le cadre de programmes d'application SPMD. L'un des objectifs du travail de
these rapporte dans ce document etait de denir un ensemble de regles methodo-
logiques susceptibles de guider le concepteur de nouvelles classes d'agregats. Dans
cette optique, j'ai introduit la notion d'agregat polymorphe et propose une methode
pour la conception et le developpement de bibliotheques d'agregats polymorphes,
fondee sur le principe de l'abstraction de donnees et s'appuyant sur les mecanismes
de l'encapsulation, de l'heritage, du polymorphisme de reference et de la liaison
dynamique.
Dans ce paragraphe, on montre qu'en utilisant EPEE il est possible de deve-
lopper des bibliotheques d'agregats pour APMD tout en assurant la transparence
de leur mise en uvre, leur portabilite, leur ecacite, et l'extensibilite de leurs
performances.
1.3.1 Problematique
Les rares bibliotheques oertes a ce jour aux programmeurs d'APMD sont pour
la plupart des bibliotheques numeriques (( cles en main )). Elles sont en general
concues par des experts et mises en uvre a tres bas niveau an d'exploiter au
mieux les caracteristiques architecturales de telle ou telle machine cible et d'orir
des performances optimales sur cette machine. Cette approche est tres revelatrice
du fait que, du point de vue des concepteurs de bibliotheques (mais aussi de cer-
tains utilisateurs), la performance est bien souvent percue comme le seul objectif
digne d'e^tre considere lorsqu'il faut juger de la qualite d'une bibliotheque. Tout se
passe donc comme si les autres criteres pouvant e^tre pris en compte | comme par
exemple la portabilite de la bibliotheque, sa facilite d'emploi, sa exibilite, etc. |
devaient necessairement s'eacer devant la performance. Pourtant, le portage d'une
bibliotheque dont les routines sont etroitement dependantes des caracteristiques
des plates-formes cibles demande un eort considerable, dont on peut se demander
s'il est rentable en termes de genie logiciel, eu egard a la courte duree de vie des
machines paralleles.
Le domaine du calcul numerique, et plus particulierement celui du calcul d'al-
gebre lineaire, est certainement celui dans lequel cette predominance du (( critere
performance )) est la plus marquee. Des routines permettant de realiser les operations
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elementaires telles que les operations vecteur-vecteur, vecteur-matrice et matrice-
matrice sont en general mises en uvre par les fabriquants des machines paralleles
eux-me^mes. Il en va du prestige de ces fabriquants et de la notoriete de leur machine,
puisque c'est tres souvent sur la base des performances observees en executant des
algorithmes d'algebre lineaire types (produit de matrices, factorisation LU, etc.) que
cette machine va e^tre jugee. Cette dictature du critere performance peut d'ailleurs
entra^ner tres loin les fabriquants attaches a montrer que leur architecture parallele
est (( la meilleure )) : la mise en uvre de la routine calculant le produit de matrices
dans la bibliotheque scientique de la CM-2 (Connection Machine) a necessite ap-
proximativement 10 hommes-annees d'eorts [41].
La bibliotheque ScaLAPACK [36] fournit au programmeur numericien un en-
semble de routines Fortran pre-denies avec lesquelles il peut developper des pro-
grammes d'application SPMD pour machines a memoire distribuee, tout en s'af-
franchissant des problemes de parallelisation des calculs : les algorithmes paralleles
sont deja encapsules dans la bibliotheque. ScaLAPACK est ba^tie au dessus de la
bibliotheque LAPACK [7], qui fait depuis longtemps gure de reference aupres des
programmeurs numericiens developpant des programmes Fortran pour machines se-
quentielles.
LAPACK et ScaLAPACK sont toutes deux mises en uvre de maniere a four-
nir les meilleures performances possibles. En revanche, elles demeurent totalement
fermees a toute espece d'extension de la part de l'utilisateur, c'est-a-dire qu'elles
lui interdisent toute intervention au niveau de leur structure ou de leur code. Un
programmeur numericien qui desirerait, par exemple, developper des programmes
procedant a des calculs d'algebre lineaire sur des vecteurs et matrices de nombres
rationnels ne pourrait utiliser a cette n ni LAPACK, ni ScaLAPACK, aucune de
ces deux bibliotheques n'etant generique. Ce programmeur n'aurait donc d'autre
ressort que de reecrire integralement une nouvelle bibliotheque de routines adaptee
a ses besoins propres. Il en irait de me^me s'il souhaitait proceder a des calculs im-
pliquant la manipulation de matrices et de vecteurs creux : les deux bibliotheques
ont ete explicitement concues an de ne manipuler que des vecteurs et matrices
senses representes sous la forme de tableaux Fortran denses. Il en irait encore de
me^me si un utilisateur de ScaLAPACK voulait experimenter ses propres schemas
de distribution pluto^t que de s'appuyer sur les seuls schemas de distribution par
blocs rectangulaires (SBS : Square Block Scattered) admis par les routines de cette
bibliotheque.
Les bibliotheques (( cles en mains )) telles que LAPACK et ScaLAPACK sont
donc concues de maniere a orir les meilleurs performances possibles, mais de-
meurent fermees a toute espece d'extension de la part de l'utilisateur. Avec l'envi-
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ronnement EPEE, nous proposons une nouvelle maniere d'aborder le processus de
developpement des bibliotheques paralleles pour APMD.
Notre approche s'appuie sur les mecanismes fondamentaux de la programmation
par objets (abstraction de donnees, principe d'ouverture/fermeture des classes, mo-
dularite, encapsulation, heritage, liaison dynamique, etc.). Nous voulons montrer
qu'a l'aide de ces mecanismes, il est possible de developper des bibliotheques pour
APMD qui soient a la fois modulaires, extensibles, exibles, d'un emploi aise, et
neanmoins performantes. Les resultats attendus de cette maniere de concevoir le
developpement de bibliotheques sont concomittants de l'approche orientee objet :
qualite du logiciel, reutilisabilite, reduction des temps et cou^ts de developpements,
de mise au point et de maintenance.
1.3.2 Objectifs de qualite
Dans ce paragraphe sont enumeres les criteres de qualite qu'il nous para^t sou-
haitable de chercher a privilegier lors du developpement de bibliotheques paralleles.
Pour chacun de ces criteres, on precise quels sont les atouts de l'environnement
EPEE ou de la programmation par objets.
1.3.2.1 Portabilite
Les bibliotheques paralleles concues dans l'environnement EPEE doivent e^tre
aisement portables sur un grand nombre de plates-formes paralleles de type APMD,
et notamment pouvoir s'adapter rapidement a de nouvelles architectures. Pour ce
faire, il importe que le code source des bibliotheques soit lui-me^me portable, et
aussi peu dependant que possible des caracteristiques physiques de l'architecture
sous-jacente.
 Portabilite du code source
Dans l'environnement EPEE, la portabilite du code source est due au fait que
les compilateurs commerciaux actuels pour le langage Eiel (compilateurs
commercialises par les societes ISE, Tower Technology, et SIG) utilisent tous
le langage C comme langage intermediaire. Les environnements logiciels des
APMD integrant tous au moins un compilateur C, les applications et compo-
sants logiciels developpes dans le cadre d'EPEE sont donc aisement portables
sur ces machines.
 Independance vis a vis des architectures
L'independance des applications developpees avec EPEE vis a vis des caracte-
ristiques architecturales des diverses APMD resulte de l'interfacage d'EPEE
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avec la bibliotheque de communication et d'observation POM
4
. Cette biblio-
theque a ete concue an d'e^tre aisement portable, et ore l'abstraction d'une
machine parallele homogene. Les composants logiciels developpes avec EPEE
peuvent donc e^tre construits sur la base de cette machine virtuelle. Ils be-
necient des mecanismes de communication et d'observation oerts par la
bibliotheque POM et peuvent des lors e^tre portes et utilises sur n'importe




Le critere d'evolutivite des bibliotheques parallele s'inscrit dans le cadre de la
maintenance evolutive de ces bibliotheques. Il est aujourd'hui communement admis
que le cou^t de la maintenance (corrective et evolutive) d'un projet de developpe-
ment logiciel peut representer de 2 a 5 fois le cou^t du developpement initial. Il est
donc capital de s'attacher a developper des composants logiciels pouvant e^tre re-
utilises et/ou etendus a volonte. Les techniques de programmation par objets sont
particulierement bien adaptees a ce type de developpement.
Les bibliotheques developpees avec EPEE doivent demeurer extensibles a tout
instant, ce qui signie qu'on doit pouvoir y encapsuler a volonte de nouvelles rou-
tines pour manipuler les agregats consideres (extensibilite algorithmique), ou de
nouvelles classes decrivant des mises en uvres alternatives pour ces agregats (po-
lymorphisme).
 Extension algorithmique
En programmation par objets, il est toujours possible d'incorporer de nou-
velles routines dans une classe, ou de redenir une routine heritee d'une classe
parente. On montrera dans les chapitres suivants comment on peut denir au
niveau d'une classe encapsulant la specication (( abstraite )) d'un agregat des
routines permettant de proceder a des operations avec cet agregat, et com-
ment on peut ensuite redenir ces routines dans des classes heritant de la
classe abstraite an de les optimiser et/ou de leur donner une mise en uvre
parallele.
 Polymorphisme
Il est toujours possible d'incorporer dans une hierarchie de classes existante de
nouvelles classes en s'appuyant sur le mecanisme de l'heritage. On montrera
dans les chapitres suivants comment, partant d'une classe encapsulant la spe-
cication (( abstraite )) d'un agregat, on peut developper peu a peu toute une
hierarchie de classes heritant de la classe abstraite et decrivant de nouveaux
formats de representation interne pour ce type d'agregat.
4: La bibliotheque POM a ete evoquee au x 1.2.4.
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1.3.2.3 Performance
La programmation par objets amene au developpement de hierarchies de classes
complexes. Il n'est donc pas etonnant que l'on s'inquiete de l'ecacite de leur mise
en uvre. L'ecacite est en fait un probleme crucial dans le cas du developpement
de bibliotheques d'agregats pour APMD, puisque notre principale motivation est
de pouvoir exploiter l'impressionnante puissance de calcul de ces machines. Si on
devait aboutir a des programmes d'application SPMD s'executant plus lentement
sur une APMD que la (meilleure) application sequentielle equivalente, on aurait
evidemment travaille en pure perte. Fort heureusement, tel n'est pas le cas.
Dans l'environnement EPEE nous benecions du fait que, Eiel etant un lan-
gage tres recent, les compilateurs developpes pour ce langage mettent en uvre les
techniques de compilation les plus modernes.
Optimisations realisees a la compilation
La grande modularite permise dans les langages a objets est souvent percue
comme une barriere a toute espece d'optimisation du code genere. En fait, gra^ce a
la semantique claire du langage, les compilateurs Eiel actuels sont capables de rea-
liser des optimisations tres avancees en procedant a une analyse globale du systeme
en cours de compilation (system wide analysis). Ils peuvent ainsi detecter les rou-
tines pouvant e^tre invoquees statiquement, et remplacer alors la liaison dynamique
par un simple appel de procedure. Le mecanisme de la liaison dynamique n'inter-
vient donc que lorsque le compilateur est incapable d'identier statiquement quelle
version d'une routine doit e^tre executee. Ce probleme se pose seulement lorsque la
routine consideree a ete denie plusieurs fois dans une hierarchie de classes et que
la connaissance du type de base de l'objet sur lequel la routine doit e^tre invoquee ne
permet pas de reduire l'ensemble des implantations candidates a un seul element.
Les compilateurs actuels peuvent aussi eviter le cou^t de certains appels de pro-
cedure en procedant a des expansions de code (inline expansion), et en supprimant
du code genere les routines qui ne sont jamais invoquees et les segments de code
qui demeurent inutilises (dead code removal). Les compilateurs Eiel actuels rea-
lisent tous de telles optimisations automatiquement. Une bonne partie du surcou^t
lie a la modularite est donc eliminee sans que l'integrite du systeme compile soit
compromise.
Des lors qu'un compilateur Eiel a produit un code intermediaire (qui s'avere
e^tre un code C standard avec les environnements Eiel commercialises actuelle-
ment), les methodes d'optimisation habituelles peuvent e^tre appliquees par un com-
pilateur traditionnel. Ce compilateur procede aux operations de fusion de boucles
(loop merging) et de deroulage de boucles (loop unrolling), a l'elimination des sous-
expressions redondantes, etc.
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Ramasse-miettes automatiques
Les ramasse-miettes automatiques tels que ceux qui sont integres aux environ-
nements Eiel sont souvent soupconnes d'e^tre trop cou^teux. Cette mauvaise re-
putation remonte sans doute a l'apparition des premiers systemes Lisp, dont les
ramasse-miettes assuraient la gestion de la memoire d'une maniere tres inecace.
Pourtant, les mecanismes de gestion automatique de la memoire ont enormement
progresse depuis lors, et des experiences recentes [85, 54, 116] ont montre qu'uti-
liser un ramasse-miettes moderne n'est pas plus cou^teux que de realiser la gestion
de la memoire (( manuellement )) (en utilisant par exemple les fonctions C tradi-
tionnelles malloc et free). Par ailleurs, on montrera dans le paragraphe 4.3.3 que,
dans l'environnement EPEE, on peut faire en sorte que les periodes d'activite du
ramasse-miettes recouvrent les phases de communication.
Contro^le assertionnel
Le langage Eiel permet d'associer a chaque routine une precondition et une
postcondition, de specier des invariants de classe, etc. Les assertions de ce type
jouent un ro^le majeur dans le langage Eiel en aidant a developper des classes cor-
rectes et auto-documentees (c'est-a-dire des classes dont l'interface et les proprietes
essentielles peuvent e^tre extraites automatiquement par des outils appropries). Elles
apportent en outre un confort indeniable lors du debogage, chaque clause assertion-
nelle non respectee declenchant immediatement la generation d'une exception.
Cependant, lorsqu'on invoque a l'execution les routines d'une classe comportant
de nombreuses clauses assertionnelles, les performances de l'application globale peu-
vent s'en trouver fortement diminuees. Pour eviter ce probleme, il est possible de
desactiver le contro^le assertionnel sur tout ou partie des classes d'un systeme lors
de sa compilation. Les classes pour lesquelles on desactive le contro^le assertionnel
doivent bien su^r e^tre des classes en lesquelles on a toute conance, c'est-a-dire des
classes qui ont deja ete maintes fois testees. En regle generale, on desactivera le
contro^le assertionnel au moins pour les classes de la bibliotheque standard d'Eiel.
Performance du code executable genere par les compilateurs Eiel
Lorsque le travail de these rapporte dans ce document a debute en 1993, les
performances du code genere par le compilateur Eiel d'ISE dont nous disposions
a l'epoque (version 2:3) demeuraient sans commune mesure avec celles que l'on
pouvait obtenir en codant directement des programmes equivalents en C. Dans le
cas de programmes manipulant des tableaux, on observait parfois une dierence
dans les temps d'execution atteignant le facteur 20 (les programmes Eiel etaient
20 fois plus lents que des programmes C equivalents).
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Au l des versions successives des compilateurs, cette dierence a decru peu a
peu pour atteindre le facteur 2 en moyenne avec le compilateur d'ISE version 3:2:3
qui nous a servi a realiser la plupart des experimentations dont les resultats sont
rapportes dans le chapitre 6.
Nous n'avons malheureusement pas ete en mesure de proceder aux me^mes ex-
perimentations avec l'un des tout derniers compilateurs proposes par les societes
Tower et ISE. Quelques experiences nous ont toutefois permis de verier qu'avec le
dernier compilateur TowerEiel (version 1:4:3), on atteint le facteur 1:1 : la duree
d'execution d'un programme Eiel manipulant des tableaux de maniere intensive
est donc seulement 10 % plus longue que celle d'un programme C equivalent (et
optimise a la main). Par ailleurs, la societe ISE a annonce que son nouveau compila-
teur (version 3:3) presente des performances a peu pres similaires : d'apres B. Meyer,
la duree d'execution d'un programme de test manipulant des tableaux est, dans le
meilleur des cas, la me^me que celle d'un programme C equivalent (sur station de
travail DEC Alpha) et n'est que 8 % plus longue sur une station de travail Sun
Sparcstation.
Avec les compilateurs Eiel les plus recents, les performances du code objet
genere sont donc tout a fait comparables avec celles d'un programme ecrit en C,
et on peut s'attendre a ce que ces performances augmentent encore dans un futur
proche. Il faut d'ailleurs garder a l'esprit que les experiences evoquees ci-dessus
portaient sur des programmes manipulant des tableaux, c'est-a-dire des structures
de donnees extremement regulieres dont les acces benecient d'un traitement tres
privilegie de la part des compilateurs C, alors que le type tableau ne fait pas partie
des types predenis du langage Eiel (seuls sont predenis les types de base tels
que entiers, reels, booleens, etc.).
Quoiqu'il en soit, les performances observees avec les nouveaux compilateurs de-
montrent que, bien que la compilation de programmes a objets soit beaucoup plus
dicile que celle de programmes imperatifs traditionnels, on peut neanmoins at-
teindre des performances tres honorables avec cette approche. Me^me s'il demeurait
impossible de combler les quelques 8 a 10 % qui separent encore les performances
des programmes Eiel de leurs homologues C, cette dierence serait largement com-
pensee par les atouts du langage Eiel en termes de genie logiciel (typage strict,
modularite, heritage, abstraction de donnees et encapsulation, liaison dynamique,
polymorphisme de reference, ramasse-miettes, gestion des exceptions, etc.).
1.3.3 Approche methodique
On introduit dans ce paragraphe les concepts, principes et mecanismes fonda-
mentaux permettant de concevoir et de developper des bibliotheques d'agregats
distribues avec EPEE. Les idees enoncees ici seront illustrees dans les chapitres sui-
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vants, ou l'on decrira pas a pas la conception et le developpement de Paladin, une
bibliotheque parallele manipulant des agregats vecteurs et matrices distribues.
1.3.3.1 Notion d'agregat polymorphe
La multiplicite des formats de representation interne envisageables pour un
me^me agregat amene a percevoir les agregats comme etant des entites polymorphes,
c'est-a-dire capable d'assumer plusieurs formes et de passer dynamiquement d'une
forme a l'autre.
Si l'on considere par exemple un domaine d'application dans lequel on utilise de
tres grandes matrices, le choix de leur format de representation en memoire peut e^tre
un probleme crucial. En eet, bien qu'il ne doive y avoir a priori aucune dierence
entre une matrice dense et une matrice creuse du point de vue d'un programmeur
d'application, la dierence reside en fait dans le choix de la representation la plus
appropriee pour stocker l'une ou l'autre sorte de matrice en memoire.
Une bonne bibliotheque d'algebre lineaire devrait donc proposer plusieurs repre-
sentations alternatives pour les matrices et permettre au programmeur d'applica-
tion de choisir | eventuellement pendant l'execution | quelle est la representation
adequate pour une matrice donnee. Cette bibliotheque devrait egalement fournir
un mecanisme de conversion permettant de modier a l'execution la representation
courante d'une matrice : une matrice initialement creuse peut, apres quelques pas
de calculs, ne plus e^tre susamment (( creuse )) pour justier une representation
interne speciale. On peut donc e^tre amene a transformer une matrice creuse en une
matrice dense | c'est-a-dire a modier dynamiquement son format de representa-
tion en memoire | apres quelques pas de calcul.
Le probleme consistant a fournir plusieurs representations alternatives d'un
me^me agregat se pose de maniere accrue dans le contexte du calcul parallele par
distribution des donnees qui nous interesse dans le cadre du projet EPEE, car les
agregats doivent e^tre distribues sur des machines paralleles. Chaque politique de dis-
tribution envisageable pour une matrice (par lignes, par colonnes, par diagonales,
par blocs, etc.) peut alors necessiter un format de representation interne particulier.
En outre, il s'avere parfois necessaire de redistribuer une matrice en cours d'execu-
tion an d'adapter sa distribution aux exigences du calcul en cours.
Le polymorphisme peut e^tre deni comme (( l'aptitude a prendre plusieurs formes )).
Cette denition s'accorde bien avec les considerations precedentes sur les structures
de donnees qui admettent plusieurs representations en memoire, et dont la repre-
sentation peut e^tre modiee dynamiquement. Partant du constat que les agregats
distribues qui nous interessent dans le cadre du projet EPEE sont des entites poly-
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morphes, je me suis attache a proposer une methode de developpement permettant
de mener a bien la mise en uvre de tels agregats a l'aide des services oerts par
EPEE.
1.3.3.2 De la specication abstraite d'un agregat a sa mise en uvre
polymorphe
Dissociation des specications abstraite et operationnelle(s)
Le principe de l'abstraction de donnees a ete decrit dans plusieurs ouvrages,
parmi lesquels [2] et [28]. L'idee fondamentale est de ba^tir une hierarchie de niveaux
d'abstraction. Les programmes d'application sont organises de maniere a operer sur
des (( donnees abstraites )), dont la representation concrete est denie independam-
ment des programmes qui les utilisent. Cette notion de (( donnee abstraite )) n'est






Fig. 1.2 - Dissociation des specications abstraite et operationnelles gra^ce a l'he-
ritage
Pour developper des bibliotheques d'agregats polymorphes| qu'il s'agisse d'agre-
gats distribues ou non | a l'aide d'EPEE, on s'appuie sur le principe de l'abstrac-
tion de donnees. Les langages a objets conviennent particulierement bien a ce type
de developpement. On dispose de tous les mecanismes necessaires pour dissocier la
specication abstraite d'une structure de donnees des details relatifs a sa mise en
uvre. La specication abstraite d'un agregat peut ainsi e^tre encapsulee dans une
classe (( abstraite )) C dont l'interface determine avec precision la vision qu'aura le
programmeur d'application de cet agregat. On peut ensuite developper a volonte
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encapsulant chacune une mise en uvre possible pour le type d'agregat
considere (voir gure 1.2). Par mise en uvre, on entend ici aussi bien la descrip-
tion d'un format de representation en memoire sur une machine mono-processeur,
que la description d'une politique de distribution de l'agregat sur une architecture
parallele a memoire distribuee.
Maintien d'une interface homogene
En developpant une hierarchie de classes decrivant un nouveau type d'agregat,
on doit s'attacher a declarer au plus haut niveau de cette hierarchie | c'est-a-dire
dans la classe encapsulant la specication abstraite de l'agregat | toutes les routines
devant permettre a un utilisateur de manipuler cet agregat. En regle generale, on
s'interdira egalement de faire appara^tre dans des classes descendantes d'une classe
d'agregats abstraite C de nouvelles routines accessibles a l'utilisateur, ou d'alterer
dans ces classes la signature des routines declarees dans C.
Ces contraintes permettent de garantir le maintien d'une interface homogene
commune a tous les agregats partageant une me^me specication abstraite : du point
de vue de l'utilisateur, tous ces agregats peuvent e^tre manipules de maniere iden-
tique a l'aide des seules routines appartenant a l'interface de la classe abstraite.
1.3.3.3 Vers des agregats polymorphes distribues
Lorsque la specication abstraite d'un certain type d'agregat a ete encapsulee
dans une classe abstraite, la ta^che du concepteur desireux de proposer une mise en
uvre distribuee pour cet agregat peut e^tre decomposee en deux temps. Dans un
premier temps, il lui faut assurer la distribution eective de l'agregat considere, tout
en garantissant la transparence de cette distribution vis a vis de l'utilisateur. Sa se-
conde ta^che s'inscrit dans le cadre de la recherche de performances. Elle consiste a
appliquer aux routines associees aux agregats distribues certaines techniques d'op-
timisation et de parallelisation an de tirer parti de la distribution des donnees.
Mise en uvre de la distribution
L'approche experimentee actuellement dans EPEE etant celle de la parallelisa-
tion par distribution des donnees, chaque nud de l'APMD cible ne doit posseder
qu'une partie d'un agregat distribue (la ou les partitions dont il est proprietaire).
Le concepteur de classes d'agregats distribues doit donc choisir un ou plusieurs
schemas de distribution pour le type d'agregat considere. Ayant fait ce choix, il
lui faut trouver comment representer les partitions locales en memoire. Il lui faut
enn mettre en uvre des mecanismes assurant, du point de vue de l'utilisateur,
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un acces transparent aux donnees distantes, tout en preservant la semantique des
acces locaux. Une approche communement adoptee consiste a appliquer la regle
dite des (( ecritures locales )) (owner write rule
5
). Cette regle stipule que seul le
nud proprietaire d'une partition d'un agregat distribue est autorise a en modier
le contenu. Elle a ete introduite par Calahan et Kennedy dans [26] (sans d'ailleurs
qu'ils lui donnent ce nom) et reprise depuis lors dans tous les travaux visant au
developpement de compilateurs-paralleliseurs pour langages de type HPF.
Le modele de programmation et d'execution oert a l'utilisateur d'agregats dis-
tribues etant le modele SPMD, tout acces en ecriture a une donnee V d'un agregat
distribue peut donc e^tre exprime de la maniere suivante :
si je possede (V) alors
modier localement la valeur de V
fsi
Ce mecanisme tres simple assure le respect de la regle des ecritures locales. Il est
parfois reference dans la communaute du calcul parallele par distribution des don-
nees sous l'appellation de mecanisme Exec [10]. Il conditionne en eet l'execution




De maniere similaire, le mecanisme baptise Refresh assure la transparence des
mouvements de donnees entre les nuds participant a une execution repartie : une
donnee est (( rafra^chie )) sur l'ensemble des nuds avant toute operation de lecture.
Une implantation possible du Refresh est la suivante :
si je possede (V) alors
diuser la valeur de V et retourner cette valeur
sinon
attendre du proprietaire de V la valeur de V
et retourner cette valeur
fsi
Il a ete demontre formellement dans [13, 25] que, partant d'un programme se-
quentiel, on peut obtenir un programme parallele semantiquement equivalent en
5: Encore designee dans certains documents sous l'appellation de local update rule [112, 83].
6: En fait, le mecanisme Exec applique dans un contexte de parallelisation semi-automatique de
code de type HPF peut conditionner, non seulement l'operation d'ecriture du resultat d'un calcul,
mais aussi le calcul proprement dit. La regle appliquee n'est plus alors la simple regle des ecritures
locales (owner write rule), mais la regle des calculs locaux (owner compute rule).
1.3. Developpement de bibliotheques paralleles avec EPEE 39
appliquant de maniere systematique les mecanismes de l'Exec et du Refresh au ni-
veau de tous les acces aux donnees realises dans le programme sequentiel.
On montrera dans le chapitre 3 comment les mecanismesExec et Refresh peuvent
e^tre encapsules dans le corps de certaines routines pour assurer la transparence de
la distribution d'un agregat. On verra en outre qu'il n'est pas necessaire de mettre
en uvre les mecanismes Exec et Refresh dans toutes les routines associees a un type
d'agregat pour realiser la distribution de cet agregat, mais que seulement un tres
petit nombre de routines sont reellement dependantes de la distribution de l'agregat
et doivent e^tre mises en uvre en consequence.
Recherche de performances
Apres avoir assure la distribution d'un agregat tout en preservant son interface
sequentielle, le concepteur peut commencer a proceder de maniere incrementale a
l'optimisation des routines associees a cet agregat. Les techniques d'optimisation
intervenant a ce stade sont les me^mes que celles que l'on tente de faire appliquer
automatiquement par les compilateurs-paralleliseurs pour langages de type HPF.
Elles visent essentiellement a la repartition des calculs (de maniere a ce que chaque
nud prenne en charge une partie des calculs devant e^tre realises au cours de l'exe-
cution de la routine consideree), et a l'optimisation des echanges de donnees.
On presentera au chapitre 4 les diverses techniques permettant d'ameliorer les
performances des agregats distribues mis en uvre avec EPEE, en les illustrant dans
le cas des matrices distribuees. On verra que la recherche de performances amene
au developpement de routines optimisees capables d'exploiter au mieux certaines
caracteristiques des agregats distribues impliques dans les calculs. On montrera
comment la selection dynamique transparente des routines peut e^tre obtenue, an
que l'utilisateur n'ait pas a choisir explicitement la routine la plus adaptee pour
realiser un calcul donne.
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Chapitre 2
La bibliotheque de demonstration
Paladin
La methode de conception de bibliotheques paralleles proposee dans le pro-
jet EPEE se veut une approche generale. Elle n'est aucunement limitee a la seule
conception de bibliotheques manipulant des structures de donnees regulieres, ni a
la parallelisation d'algorithmes reguliers, comme en attestent d'ailleurs les resultats
de travaux recents portant sur la parallelisation d'un serveur de routage SMDS
pour reseau ATM [57], et sur la distribution de graphes d'accessibilite dans l'outil
Open/Csar [1]. Toutefois, avant d'aborder l'etude des problemes irreguliers, il
nous a paru interessant de chercher a mieux cerner les possibilites oertes par les
langages a objets sequentiels dans le domaine du calcul parallele, en considerant un
domaine d'application regulier et deja bien connu car largement etudie : celui du
calcul d'algebre lineaire. Nous avons donc entrepris de developper une bibliotheque
de demonstration baptisee Paladin [61], permettant d'eectuer des calculs d'algebre
lineaire sur architectures paralleles a memoire distribuee.
Le domaine de l'algebre lineaire presente certaines caracteristiques qui en font
un sujet d'experimentation interessant pour le projet EPEE :
 Les vecteurs et matrices sont des (( objets )) qu'il est relativement facile de
caracteriser sous la forme de types de donnees abstraits, et dont les proprietes
sont bien connues. Il est donc relativement facile de les decrire sous forme de
classes dans un langage a objets.
 Ces objets repondent bien a notre denition des agregats polymorphes, dans
la mesure ou ils (( agregent )) un grand nombre de donnees elementaires ho-
mogenes, peuvent e^tre representes en memoire de multiples facons, et peuvent
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avoir a changer de format de representation interne dynamiquement en fonc-
tion des besoins des calculs.
 Les algorithmes d'algebre lineaire sont varies et nombreux. On peut donc
encapsuler dans les classes decrivant les agregats vecteurs et matrices un grand
nombre de routines permettant de proceder a des calculs avec ces agregats.
 Ces algorithmes se pre^tent generalement bien (tout au moins lorsque les ob-
jets manipules sont des matrices et vecteurs denses) a la parallelisation par
distribution des donnees. Dans la premiere phase de developpement de la bi-
bliotheque Paladin, nous avons donc choisi de nous interesser en priorite a ce
type de parallelisation, la deuxieme phase devant e^tre consacree a l'integra-
tion dans Paladin de mecanismes permettant la parallelisation des calculs par
distribution du contro^le, gra^ce a l'interfacage de la bibliotheque avec un sys-
teme de memoire virtuelle partagee. Quelques experiences preliminaires ont
d'ailleurs deja ete realisees dans cette voie [71, 81], et la these recemment





Etats-Unis, des travaux sont en cours qui visent au developpement de la bi-
bliotheque ScaLAPACK++ [44], homologue dans le monde C++ de la bibliotheque
Fortran ScaLAPACK evoquee au paragraphe 1.3.1. Bien que ScaLAPACK++ soit
souvent presentee dans la litterature comme etant une bibliotheque (( orientee ob-
jets )), elle est pourtant loin de mettre pleinement a prot toute la puissance des
mecanismes de programmation par objets. ScaLAPACK++ est en fait ba^tie au des-
sus de bibliotheques et de modules pre-existants tels que LAPACK++ (homologue
en C++ de la bibliotheque sequentielle LAPACK), PB-BLAS [37], BLACS [115],
BLAS [88], etc. Elle est en outre concue dans la me^me optique que ScaLAPACK,
c'est-a-dire la recherche de performances maximales, et soure des me^mes lacunes
qui ont ete evoquees au paragraphe 1.3.1 a propos de ScaLAPACK : redondance du
code due a l'absence de genericite
1
et manque d'ouverture vis a vis de l'utilisateur.
En Allemagne, J. Wol von Gudenberg a recemment entrepris le developpement
en C++ d'une bibliotheque parallele d'algebre lineaire [118]. Dans cette biblio-
theque, la mise en uvre des matrices et vecteurs s'appuie sur la notion de collec-
1: En utilisant le mecanisme des templates de C++, il serait possible de faire de ScaLAPACK++
une bibliotheque reellement generique, mais il faudrait toutefois que soient reecrites en C++ et
de maniere generique les modules BLAS, PB-BLAS, etc. sur lesquels s'appuie la mise en uvre
de ScaLAPACK++.
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tion, et l'accent est mis sur l'implantation d'algorithmes s'auto-veriant (c'est-a-dire
fournissant non seulement le resultat d'un calcul mais aussi la precision de ce resul-
tat).
2.1 Vue d'ensemble de la bibliotheque
La methode de developpement des agregats polymorphes que nous preconisons
dans le cadre du projet EPEE s'appuie sur la dissociation des specications abstraite
et operationnelles d'un agregat. La bibliotheque Paladin s'articule donc autour de


























Fig. 2.1 - Hierarchie des classes Eiel decrivant les matrices (vue partielle)
On a reproduit dans la gure 2.1 une vue d'ensemble de la hierarchie des classes
Eiel decrivant les agregats matrices dans la bibliotheque Paladin. La plupart des
classes apparaissant dans cette gure seront detaillees au l des pages dans ce docu-
ment.

A chaque fois, un sous-ensemble de la hierarchie de la gure 2.1 sera reproduit
pour permettre au lecteur de mieux situer comment la classe consideree s'inscrit
dans la hierarchie globale de Paladin.
Dans la gure 2.1, on voit appara^tre la classe (( abstraite )) Matrix. Cette
classe est | avec son homologue la classe Vector | celle qui ore le plus haut
niveau d'abstraction dans la bibliotheque : aucun detail n'y est donne quant a la
maniere de representer des objets matrices en memoire. Tous les details relatifs a la
44 Chapitre 2. La bibliotheque de demonstration Paladin
representation en memoire des agregats matrices ont volontairement ete ignores a
ce niveau, an que plusieurs mises en uvre alternatives puissent e^tre decrites dans
les classes descendantes de la classe abstraite Matrix.
La bibliotheque comprend egalement une hierarchie assez semblable a celle repro-
duite dans la gure 2.1, mais decrivant les agregats vecteurs. Dans les paragraphes
et chapitres qui suivent, on se focalisera essentiellement sur la mise en uvre des
agregats matrices, celle des agregats vecteurs n'etant evoquee qu'episodiquement.
2.2 Specication abstraite des agregats matrices
La classe Matrix a pour fonction essentielle de xer l'interface des agregats
matrices, c'est-a-dire que nous y avons declare toutes les primitives (attributs et
routines) avec lesquelles un utilisateur pourra manipuler ces objets.
2.2.1 Interface
On a reproduit dans l'exemple 2.1 une partie de l'interface de la classeMatrix.
Dans cette interface apparaissent les specications des primitives (attributs et rou-
tines) permettant a un utilisateur de manipuler un objet matrice. Chaque primitive
est caracterisee par son nom, sa signature, et eventuellement par des preconditions
et postconditions.
Note sur les assertions
Nous avons introduit un grand nombre d'assertions dans les classes constituant la
bibliotheque Paladin (voir par exemple les preconditions et postconditions associees
aux routines put et item dans l'exemple 2.1). Cependant, ces assertions ne seront pas
forcement toutes apparentes dans les exemples de code reproduits dans ce document.
La plupart du temps n'apparaitront dans ces exemples que les assertions susceptibles
d'informer le lecteur et d'aider a sa comprehension.
2.2.2 Classication des routines
Il existe plusieurs manieres de classier les operations associees a un type abstrait
de donnees. Liskov et Guttag proposent par exemple de distinguer entre les construc-
teurs primitifs, les (autres) constructeurs, lesmutateurs et les observateurs [92]. Nous
n'avons pas besoin de distinguer autant de (( familles )) d'operations dans les classes
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Exemple 2.1
deferred class interface MATRIX
feature    Attributes
nrow : INTEGER    Number of rows in Current
ncolumn : INTEGER    Number of columns in Current 5
feature    Basic Accessors
item (i, j : INTEGER) : DOUBLE
   Return current value of item(i, j)
require 10
valid i : (i > 0) and (i <= nrow)
valid j : (j > 0) and (j <= ncolumn)
put (v : like item ; i, j : INTEGER)
   Put value v into item(i, j)
require 15
valid i : (i > 0) and (i <= nrow)
valid j : (j > 0) and (j <= ncolumn)
ensure
item (i, j) = v
20
feature    High Level Accessors
row (i : INTEGER) : VECTOR
   Provide a view on i th row
column (j : INTEGER) : VECTOR
   Provide a view on j th column 25
diagonal (k : INTEGER) : VECTOR
   Provide a view on k th diagonal
submatrix (i, j, k, l : INTEGER) : MATRIX
   Provide a view on submatrix (i :j,k :l)
30
feature    Operators
trace : like item
   Trace of current matrix
random (min, max : like item)
   Random initialization 35
add (B : MATRIX)
   Matrix addition (Current <  Current + B)
mult (A, B : MATRIX)
   Matrix multiply (Current <  A * B)
mgs (R : MATRIX) 40
   Q.R Decomposition of Current (Q overwrites Current)
...
end    MATRIX
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Point de langage 2.1
Typage par ancrage. Le mecanisme de typage par ancrage est une facilite syn-
taxique permettant de specier que, dans une classe donnee et dans toutes ses descen-
dantes, une ou plusieurs entites sont du me^me type qu'une entite de reference jouant
le ro^le d'(( ancre )) pour le typage. Ainsi, dans la classe Matrix (voir l'exemple 2.1),
le type du resultat de la fonction item sert d'ancre pour la plupart des autres routines
de la classe.
de Paladin. Nous nous contentons de grouper les routines permettant de manipu-
ler un agregat en deux familles principales : la famille des accesseurs et celle des
operateurs.
Les accesseurs
Les accesseurs sont des routines permettant d'acceder au contenu d'un agregat
en lecture ou en ecriture. Les routines put et item declarees dans la classe Matrix
sont les accesseurs de base de cette classe : elles permettent d'acceder directement
a l'un des elements scalaires d'un objet matrice.
On pourra noter dans l'exemple 2.1 que le type de l'argument v de la routine put
est specie par reference au type du resultat de item. Il s'agit la d'une application
du mecanisme de typage par ancrage propre au langage Eiel. Ce mecanisme est
decrit dans le point de langage 2.1.
Outre les accesseurs de base put et item, nous avons egalement introduit dans
la classe Matrix des accesseurs de plus haut niveau permettant de manipuler
une colonne, une ligne ou une diagonale de la matrice courante comme etant un
objet de type vecteur (c'est-a-dire un objet dont le type est conforme au type
Vector), et une section rectangulaire de la matrice courante comme etant un
objet de type matrice. Ces accesseurs de haut niveau fournissent a peu pres la
me^me abstraction que les raccourcis syntaxiques qui sont frequemment utilises par
les auteurs d'ouvrages traitant d'algebre lineaire [55]. Ainsi, siA designe une matrice
n  m, l'expression A.submatrix(i,j,k,l) equivaut a la notation A(i : j; k : l). De
me^me, A.row(i) et A.column(j) sont equivalentes a A(i; :) et A(:; j) respectivement.
Une caracteristique majeure des accesseurs de haut niveau est que leur utilisa-
tion n'implique pas de copie systematique des donnees. Ces accesseurs fournissent
simplement une (( vue )) sur une section particuliere de la matrice speciee. Modier
cette vue equivaut a modier directement la section correspondante de la matrice
englobante. Pour illustrer ce mecanisme, supposons que A designe une matrice 55
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nouvellement creee, dont tous les elements sont initialement nuls
2
. La gure 2.2
montre comment l'accesseur submatrix peut e^tre utilise pour remplir de maniere
aleatoire une section rectangulaire de la matrice A. Dans cet exemple, la section
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Fig. 2.2 - Emploi de l'accesseur submatrix pour modier une section rectangulaire
de la matrice A
 Note. Le lecteur desireux de conna^tre les details de mise en uvre du me-
canisme des vues dans Paladin pourra se reporter a l'annexe A. Toutefois, il
n'est pas indispensable de comprendre comment les vues fonctionnent pour
pouvoir poursuivre la lecture de ce document.
Les accesseurs de haut niveau { et le mecanisme sous-jacent des vues | appor-
tent un confort indeniable au programmeur, que ce soit pour incorporer de nouveaux
operateurs dans les classesMatrix et Vector, ou pour manipuler des matrices et
vecteurs au niveau d'un programme d'application.
La variete des accesseurs permet d'exprimer n'importe quel algorithme d'algebre
lineaire au niveau d'abstraction desire. L'incorporation de nouveaux algorithmes
dans la bibliotheque s'en trouve grandement facilitee : la plupart des algorithmes
d'algebre lineaire peuvent e^tre (( traduits )) tres aisement en Eiel et integres aussito^t
dans les classes de Paladin.
Outre qu'elle permet de privilegier le confort du programmeur en adoptant un
style d'ecriture des algorithmes particulierement lisible, la variete des accesseurs
mis en uvre dans Paladin permet egalement de choisir les accesseurs en fonction
des caracteristiques de la representation interne des operandes manipulees dans un
algorithme (et notamment de leur distribution eventuelle). Cet aspect est aborde
plus en details dans le chapitre 4.
2:

A la creation d'un objet Eiel, des valeurs par defaut sont aectees a tous les champs de cet
objet.
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Point de langage 2.2
Invocation d'une primitive. L'invocation (ou l'appel) est l'application d'une pri-
mitive donnee a un objet donne, avec eventuellement des arguments. Ceci s'exprime
avec la notation pointee. L'invocationM.trace demande donc a ce que la fonction trace
soit appliquee a (ou invoquee sur) l'objet reference par M, de me^me que l'invocation
A.add(B) demande a ce que la procedure add soit invoquee sur l'objet reference par
A avec le parametre B. Lorsqu'aucune cible (c'est-a-dire l'entite designee a gauche du
point) n'est speciee dans l'invocation, la cible implicite est alors l'objet courant (qui
peut e^tre designe par le mot-cle Current en Eiel).
Les operateurs
On qualie d'operateurs toutes les routines permettant a un utilisateur de reali-
ser des calculs impliquant un agregat pris dans son ensemble, ainsi que d'autres pa-
rametres eventuels. Pour la plupart des operateurs declares dans la classe Matrix,
il existe un homologue mathematique dans le domaine de l'algebre lineaire. Ainsi,
l'operateur trace est une fonction qui calcule et retourne la somme des elements
diagonaux d'une matrice carree M lorsqu'on invoque sur cette matrice la routine
trace dans une expression pointee de la forme v := M.trace. De me^me, l'operateur
add permet d'additionner une matrice B a une matrice de me^me taille A a l'aide de
l'expression pointee A.add(B). L'operateur mult permet quant a lui de calculer un
produit de matrices de la forme C = AB en utilisant l'expression C.mult(A,B).
Le lecteur non familiarise avec le principe de la notation pointee pourra se referer
utilement au point de langage 2.2.
On n'a reproduit dans l'exemple 2.1 que les signatures de quelques uns des ope-
rateurs de la classeMatrix. Nous avons en fait introduit dans cette classe un grand
nombre d'operateurs | une quarantaine dans la version actuelle de Paladin | qui
permettent a un utilisateur d'eectuer la plupart des operations d'algebre lineaire
traditionnelles, telles que les operations de type scalaire-matrice, matrice-vecteur et
matrice-matrice (somme, dierence, produit, transposee, etc.), mais aussi des ope-
rations plus complexes telles que les factorisations de type LU , LDL
T
, et QR, la
resolution de systemes triangulaires, etc.
La classe Vector, qui est le pendant de la classe Matrix pour les entites de
type vecteur, renferme de me^me un grand nombre d'operateurs pour eectuer des
operations de type scalaire-vecteur et vecteur-vecteur.
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Point de langage 2.3
Routines et classes dierees. Une routine (( dieree )) dans une classe Eiel equi-
vaut a une fonction (( virtuelle pure )) dans une classe C++ : il s'agit d'une routine
pour laquelle aucune denition (c'est-a-dire aucune mise en uvre) n'est fournie, et
qui doit donc imperativement e^tre denie dans une classe descendante. Une classe
contenant au moins une routine dieree est elle-me^me une classe dieree : elle ne peut
e^tre instanciee, mais on peut l'utiliser pour developper des classes descendantes non
dierees (classes concretes ou eectives).
2.2.3 Abstraction pure et abstraction partielle
La classe Matrix etant une classe abstraite, aucun detail ne peut y e^tre donne
quant a la maniere de representer les matrices en memoire. Nous avons volontai-
rement ignore ce genre de detail de mise en uvre au niveau de cette classe, an
qu'aucune contrainte de mise uvre ne soit imposee sur les classes descendantes
devant e^tre construites.
Ceci ne signie cependant pas qu'aucun accesseur ni operateur ne peut e^tre
deni dans la classe Matrix. En fait, dans cette classe seuls les accesseurs de base
put et item doivent imperativement e^tre maintenus dieres (voir eventuellement
le point de langage 2.3) au niveau de cette classe, car eux seuls ont une mise en
uvre dependant etroitement du format choisi pour representer un objet matrice
en memoire. Nous avons declare les accesseurs put et item au niveau de la classe
Matrix, mais nous ne les y avons pas denis.

A la dierence de put et item, les accesseurs de plus haut niveau et les operateurs
sont des primitives dont la denition peut fort bien e^tre faite sur la base d'appels
aux accesseurs de base, voire d'appels a d'autres accesseurs ou operateurs. La mise
en uvre d'un operateur, par exemple, n'est donc pas directement dependante du
format de representation choisi, celui-ci etant masque par les deux accesseurs de
base.

A titre d'exemple, on montre dans les paragraphes suivants comment nous avons
deni les operateurs trace,mgs etmult dans la classeMatrix. Dans ces paragraphes,
la mise en uvre de ces operateurs est detaillee a l'intention des lecteurs peu fami-
liarises avec les langages a objets en general, et avec le langage Eiel en particulier.
On utilisera les me^mes exemples dans le chapitre 4 pour illustrer la parallelisation
de la bibliotheque Paladin.
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Exemple 1 : denition sequentielle de l'operateur trace
La trace d'une matrice carree A est la somme de ses elements diagonaux, denie






. Dans la classe Matrix, nous avons dote la
fonction trace de l'algorithme sequentiel reproduit dans l'exemple 2.2 :
Exemple 2.2
trace : like item is
   Sums up all diagonal items
require
is square : (nrow = ncolumn) ;
local 5
i : INTEGER ;
do
from i := 1 until i > nrow loop
Result := Result + item (i, i) ;
i := i + 1 10
end ;    loop
end ;
La trace d'une matrice ne peut e^tre calculee que si cette matrice est carree. Cette
contrainte est exprimee par la precondition is square associee a la routine trace dans
l'exemple precedent (ligne 4).
L'algorithme de la routine trace s'appuie sur une iteration : on enumere toutes les
valeurs de i comprises entre 1 et nrow (nombre de lignes dans la matrice courante)
et on calcule la somme des elements diagonaux dans cette matrice. On accede a
la valeur d'un element (i; i) donne en invoquant l'accesseur item sur la matrice
courante.
Exemple 2 : denition sequentielle de l'operateur mgs
L'algorithme dit (( de Gram-Schmidt modie )) permet de decomposer une ma-
trice A
mn
de rang n en un produit de deux matrices Q:R tel que les colonnes de
Q
mn
soient orthonormales et R
mn
soit triangulaire superieure. En pratique, cet
algorithme est souvent mis en uvre de telle maniere que la matrice Q resultant
de la decomposition de la matrice courante A recouvre la matrice A. On evite ainsi
d'avoir a creer une nouvelle matrice de taille m  n pour stocker Q, mais on perd
en revanche l'information contenue initialement dans A.
L'algorithme de factorisation de Gram-Schmidt (avec Q recouvrant A) est ex-
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prime en pseudo-code dans [55] comme illustre ci-dessous. On a numerote les phases
de calcul principales an de pouvoir faire le lien avec le code Eiel decrit plus loin :
pour k depuis 1 jqa n faire
R(k; k) := kA(:; k)k
2
(1)
A(:; k) := A(:; k)=R(k; k) (2)
pour j depuis k + 1 jqa n faire
R(k; j) := A(:; k)
T
A(:; j) (3)
A(:; j) := A(:; j) A(:; k):R(k; j) (4)
fpour
fpour
Nous avons traduit cet algorithme sequentiel en Eiel et avons integre le code
resultant de cette traduction dans le corps de l'operateur mgs
3
de la classeMatrix.
Le code de cet operateur est reproduit dans l'exemple 2.3.
L'operateur mgs decompose la matrice sur laquelle il est invoque en un produit
de matricesQ:R,Q recouvrant la matrice courante etR recouvrant la matrice passee
en parametre a l'operateur. Les operations realisees dans le corps de cet operateur
sont detaillees ci-dessous :
 Ligne (1) : calcul de R(k; k)  kA(:; k)k
2
{ On invoque l'accesseur column pour obtenir une vue sur le k
eme
vecteur
colonne de la matrice courante.
column(k)
{ On invoque sur la vue retournee par column(k) la fonction nrm2 an
d'obtenir la norme de la colonne k. L'operateur fonction nrm2 est deni
dans la classe Vector. Il retourne la valeur de la norme du vecteur sur
lequel il est invoque.
column(k).nrm2
{ Le resultat retourne par nrm2 est aecte a l'element d'indices (k; k) de
la matrice R en invoquant sur R l'accesseur put.
R.put (column(k).nrm2, k, k)
 Ligne (2) : calcul de A(:; k) A(:; k)=R(k; k)
3: mgs : modied Gram-Schmidt.





mgs (R : MATRIX) is
   Modied Gram Schmidt (Q.R decomposition) 5
   Q.R <  Current (Q overwrites Current)
require
rank ok : (Current.rank = ncolumn) ;
size ok : (nrow = R.nrow) and (nrow = R.ncolumn) ;
local 10
k, j : INTEGER ;
do
from k := 1 until k > ncolumn loop
R.put (column(k).nrm2, k, k) ;    (1)
column(k).scal (1.0 = R.item(k, k)) ;    (2) 15
from j := k+1 until j > ncolumn loop
R.put (column(k).dot(column(j)), k, j) ;    (3)
column(j).axpy (  R.item(k, j), column(k)) ;    (4)
j := j + 1 ;
end ;    loop 20
k := k + 1 ;
end ;    loop
end ;    mgs
...
end    MATRIX 25
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On doit ici diviser chacun des elements de la colonne k de la matrice courante
par R(k; k).
{ On calcule donc l'inverse de R(k; k)...
1.0 / R.item(k, k)
{ et on passe le resultat en parametre a l'operateur scal invoque sur une vue
du k
eme
vecteur colonne de la matrice. L'operateur scal est deni dans la
classe Vector. Il multiplie tous les elements du vecteur sur lequel il est
invoque par une valeur scalaire passee en parametre.
column(k).scal (1.0 / R.item(k, k))
 Ligne (3) : calcul de R(k; j)  A(:; k):A(:; j)
On doit evaluer le produit scalaire des vecteurs colonnes k et j de la matrice
courante et placer le resultat dans R(k; j).
{ On invoque donc l'operateur fonction dot an de calculer le produit sca-
laire des deux colonnes considerees. L'operateur fonction dot, deni dans
la classe Vector, calcule le produit scalaire du vecteur sur lequel il est
invoque et d'un second vecteur passe en parametre.
column(k).dot (column(j))
{ Le resultat est aecte a l'element d'indices (k; j) de la matrice R gra^ce a
une invocation de l'accesseur put sur cette matrice.
R.put (column(k).dot(column(j)), k, j)
 Ligne (4) : calcul de A(:; j) A(:; j) A(:; k):R(k; j)
On doit realiser ici une operation de type saxpy (scalar alpha x plus y). On
invoque sur une vue de la colonne j de la matrice courante l'operateur axpy
deni dans la classeVector, en lui passant en parametres l'oppose de R(k; j)
et une vue sur la colonne k de la matrice courante. L'operateur axpy, invoque
dans une expression de la forme y.axpy(a,x), realise un produit scalaire-vecteur
de la forme y  a:x+ y.
column(j).axpy (- R.item(k, j), column(k))
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Exemple 3 : denition sequentielle de l'operateur mult
Il va de soi que l'algorithme du produit de matrices peut e^tre exprime de mul-
tiples facons. Nous avons choisi de denir l'operateur mult dans la classe Matrix
comme illustre dans l'exemple 2.4.
Exemple 2.4
mult (A, B : MATRIX) is
   Matrix multiply (Current <  A * B)
require
size ok : (nrow = A.nrow) and (ncolumn = B.ncolumn)
and (A.ncolumn = B.nrow) ; 5
do
from i := 1 until i > C.nrow loop
from j := 1 until j > C.ncolumn loop
put (A.row (i).dot (B.column (j)), i, j) ;
j := j + 1 ; 10
end ;    loop
i := i + 1 ;
end ;    loop
end ;    mult
L'operateur permet de calculer le produit de trois matrices C  AB a l'aide
de l'expression pointee C:mult(A;B). On notera dans l'exemple 2.4 la precondition
qui precise les conditions d'utilisation de cet operateur.
Pour denir l'operateur mult, nous avons choisi d'utiliser les accesseurs row et
column de la classe Matrix et l'operateur dot de la classe Vector. Ainsi, l'algo-
rithme encapsule dans l'operateur mult consiste simplement en une (( traduction ))
en Eiel de l'algorithme exprime ci-dessous en pseudo-code :
pour i depuis 1 jqa m faire
pour j depuis 1 jqa n faire





Nous aurions fort bien pu decider de ne pas utiliser les accesseurs vectoriels
oerts par la classe Matrix et d'exprimer l'algorithme de calcul du produit de
matrices a l'aide de trois boucles imbriquees et de simples appels aux operateurs
put et item. Nous aurions egalement pu choisir d'acceder pluto^t aux colonnes de la
matrice A et aux lignes de la matrice B. En fait, le type d'algorithme nalement
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encapsule dans l'operateur mult de la classeMartix importe relativement peu. Seul
compte le fait que cet algorithme realise bien le calcul desire. Si cet algorithme devait
s'averer peu performant a l'usage, il serait toujours possible d'en modier la mise
en uvre dans l'operateur mult sans perturber l'ensemble des classes constituant
la bibliotheque Paladin ni les classes (( clientes )) manipulant des matrices dans le
cadre d'une application.
Il faut garder a l'esprit que l'algorithme encapsule dans l'operateur mult doit
e^tre considere comme un algorithme sequentiel par defaut, capable de calculer un
produit de matrices C = AB quelles que soient les caracteristiques de representa-
tion interne des trois objets A,B et C impliques dans le calcul. Cet algorithme etant
purement sequentiel, il n'est absolument pas adapte pour calculer ecacement le
produit de matrices distribuees. On montrera au chapitre 4 comment pour chaque
operateur des classes Matrix et Vector on peut e^tre amene a proposer plusieurs
mises en uvres alternatives, chaque variante etant concue an d'exploiter au mieux
certaines caracteristiques de la representation interne | et eventuellement de la dis-
tribution | des objets impliques dans le calcul. On montrera en outre comment la
selection dynamique de l'algorithme le plus approprie pour realiser le calcul requis
peut e^tre assuree de maniere transparente pour l'utilisateur.

A l'instar des operateurs trace, mgs et mult dont les algorithmes par defaut ont
ete reproduits ci-dessus, tous les operateurs des classes Matrix et Vector sont
dotes d'une mise en uvre sequentielle par defaut. Les classes Matrix et Vector
sont donc qualiees de classes abstraites, non pas parce qu'on n'y detaille aucune
specication operationnelle, mais simplement parce qu'on y fait totalement abs-
traction des details relatifs a la representation en memoire des matrices et vecteurs
impliques dans les calculs.
2.2.4 Extensibilite algorithmique
Il demeure toujours possible d'ajouter dans la classe Matrix un nouvel ope-
rateur et d'en faire benecier l'ensemble de la bibliotheque Paladin. Gra^ce au me-
canisme d'heritage, l'ajout d'un nouvel operateur au niveau de la classe abstraite
Matrix sera repercute au niveau de toutes les classes descendant de Matrix. Si
cet operateur est en outre dote d'une mise en uvre sequentielle par defaut comme
l'ont ete tous les operateurs introduits jusqu'a ce jour dans la classeMatrix, cette
mise en uvre sera tout aussi valable au niveau des classes decrivant un format de
representation interne pour les matrices.
La classeVector decrivant la specication abstraite des agregats vecteurs a ete
concue de maniere semblable a la classe Matrix. On peut egalement y adjoindre a
volonte de nouveaux operateurs.
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La bibliotheque Paladin est donc bien totalement extensible | en termes d'ex-
tension algorithmique| conformement aux objectifs enonces au paragraphe 1.3.2.2.
2.2.5 Remarques

A propos de l'indicage
Dans la classeMatrix, le domaine d'indices considere pour designer un element
scalaire quelconque (i; j) d'une matrice de taille m  n est tel que 1  i  n et
1  j  n. Sur ce point, nous avons choisi de nous en tenir aux conventions
d'indicage adoptees dans la plupart des ouvrages traitant d'algebre lineaire, dans
lesquels les domaines d'indices sont generalement bornes en 1 pluto^t qu'en 0.

A propos de la genericite
Dans la version actuelle de la bibliotheque Paladin, seule la mise en uvre des
matrices et vecteurs de nombres reels en double precision est consideree. Le langage
Eiel permet pourtant de ba^tir des classes generiques, mais en raison d'un defaut
dans la mise en uvre des types numeriques de base Integer, Real, et Double
dans l'environnement de compilation ISE utilise a l'Irisa (version 3:2:3), nous avons
du^ renoncer temporairement a assurer la genericite des classes de Paladin.
En fait, l'une des contributions indirectes du travail de these rapporte dans ce
document a ete de faire evoluer la bibliotheque des classes standard associee au
langage Eiel. En developpant la bibliotheque Paladin et en compilant ses classes a
l'aide de l'environnement 3:2:3 d'ISE, nous avons decele un defaut dans le typage de
certaines routines declarees dans la classe Numeric
4
. En substance, les signatures
de ces routines sont telles qu'il devient pratiquement impossible de developper des
classes generiques dont le parametre generique soit contraint par le type Numeric.
Avec l'environnement 3:2:3 d'ISE, il est donc notamment impossible de developper
des classes decrivant des matrices et vecteurs generiques (notons que ce probleme
ne se pose pas avec l'environnement TowerEiel, dans lequel la classe Numeric est
concue dieremment).
J'ai propose conjointement avec Mickael Rowley une nouvelle maniere d'organi-
ser la hierarchie des classes numeriques dans l'environnement Eiel. Cette proposi-
tion, initialement diusee sous le titre Towards a new hierarchy of numeric objects
dans le groupe de messagerie electronique comp.lang.eiffel, a ensuite ete reprise
pour publication dans la revue Eiel Outlook
5
.
4: La classe Numeric est l'une des classes de la bibliotheque standard d'Eiel. Elle fait oce
d'ance^tre commun aux classes Integer, Real, et Double.
5:Compilation par Robert (( Rock ))Howard d'une serie d'articles extraits du forumelectronique
comp.lang.eiffel, fevrier 1994
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Depuis lors, le comite NICE (Nonprot International Consortium for Eiel),
charge de superviser l'evolution du langage Eiel et de la bibliotheque standard as-
sociee, a publie une proposition d'interface normalisee pour les classes de la biblio-
theque standard. Dans cette proposition, baptisee PELKS (Proposed Eiel Library
Kernel Standard), l'interface de la classe Numeric est dans l'ensemble conforme a
nos suggestions, et le probleme relatif au typage des routines de la classe Numeric
a disparu. Par ailleurs, la toute nouvelle version 3:3 de l'environnement Eiel d'ISE
est ba^tie sur la bibliotheque PELKS. Il n'y a donc plus aucun obstacle a ce que
nous fassions dans un proche avenir de la bibliotheque Paladin une bibliotheque
reellement generique.
2.3 Vers des matrices operationnelles
Des lors que la specication abstraite d'un agregat a ete encapsulee dans une
classe, il est possible de developper une ou plusieurs classes heritant de la classe
abstraite, chaque classe descendante encapsulant une mise en uvre possible de
l'agregat considere. Cette mise en uvre peut simplement consister dans la descrip-
tion d'un format de representation pour representer l'agregat en memoire sur une
machine sequentielle. Il peut aussi s'agir de la description d'un schema permettant
de distribuer l'agregat sur une APMD.
2.3.1 Une mise en uvre des matrices locales
Dans la bibliotheque Paladin, les details relatifs a la representation en memoire
des matrices sont encapsules dans des classes descendantes de la classe abstraite
Matrix. Ainsi, la classe Local Matrix decrit l'une des mises en uvre possibles
pour les matrices denses locales.
Format de representation interne
Une matrice de type Local Matrix est representee en memoire sous la forme
d'un simple tableau bi-dimensionnel. La classe Local Matrix combine donc sim-
plement la specication abstraite heritee de la classe Matrix avec les mecanismes
de stockage fournis par la classe Array2, l'une des nombreuses classes standard de
la bibliotheque Eiel (gure 2.3).
La classe Local Matrix tient en seulement quelques lignes
6
. On voit la un
exemple typique d'utilisation du mecanisme d'heritage multiple : la specication
6: En fait le code reproduit dans l'exemple 2.5 ne constitue pas la version nale de la classe
Local Matrix. On sera amene a y ajouter quelques lignes dans les paragraphes et chapitres
suivants.
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Exemple 2.5
class LOCAL MATRIX inherit
MATRIX
redene nrow, ncolumn end ;
ARRAY2 [DOUBLE]
rename height as nrow, width as ncolumn end ; 5
creation
make








Fig. 2.3 - Construction de la classe Local Matrix gra^ce au mecanisme de l'he-
ritage multiple
abstraite heritee de la classe Matrix est combinee avec les facilites de mise en
uvre oertes par une classe standard de la bibliotheque Eiel. L'eort de develop-
pement se limite donc ici a assurer la correspondance entre les noms des routines et
attributs herites des deux classes ance^tres (les attributs height et width de la classe
Array2 sont ici mis en correspondance avec les attributs nrow et ncolumn de la
classe Matrix).
Avertissement : dans toutes les gures de ce document, on a fait appa-
ra^tre en grise les classes Eiel prises dans la bibliotheque standard du
langage (voir par exemple la classe Array2 dans la gure 2.3). Toutes
les autres classes, representees avec un fonc blanc, sont des classes que
nous avons developpees, soit dans le but de les integrer a la bo^te a
outils d'EPEE, soit en tant que composants logiciels de la bibliotheque
Paladin.
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Exemple d'utilisation

A la dierence de la classe abstraite Matrix, la classe Local Matrix est une
classe concrete (ou eective), ce qui signie qu'elle peut e^tre instanciee. On peut
donc creer des matrices locales dans un programme d'application, et les manipu-




A, B, C : MATRIX ;
do
!LOCAL MATRIX !A.make (10, 10) ;
!LOCAL MATRIX !B.make (10, 10) ; 5
A.random ( 5.0, +5.0) ; B.random ( 5.0, +5.0) ;
A.add (B) ;
C := A ;
end ;
Dans cet exemple, on cree deux matrices de taille 1010 et de type Local Ma-
trix que l'on aecte aux variables locales A et B. On utilise ici le mecanisme de
creation avec typage explicite (voir eventuellement le point de langage 2.4, page 60).
Ce mecanisme permet d'obtenir qu'un objet de type T nouvellement cree soit re-
ference par une entite de type U, a condition toutefois que la classe T soit une
descendante de la classe U. Ainsi, dans l'exemple 2.6, les variables locales A, B,
et C sont declarees comme ayant pour type statique le type Matrix. Ce n'est que
lors de la creation eective d'objets matrices et de leur aectation a A et de B que
ces deux variables prennent le type dynamique de l'objet auquel elles sont associees,
c'est-a-dire ici le type Local Matrix. Il en va de me^me lors de l'aectation de
la variable C, qui prend pour type dynamique le type de l'objet nouvellement refe-
rence, c'est-a-dire ici encore le type Local Matrix.
Apres avoir cree les deux matrices et les avoir aectees aux variables A et B,
on initialise ces matrices de maniere aleatoire en invoquant sur chacune d'elles la
procedure random
7
. On ajoute ensuite la matrice referencee par B a la matrice
referencee par A en invoquant sur A l'operateur add
8
, et en passant en parametre
a cet operateur la variable B. On aecte enn la variable A a la variable C, ce qui a
pour consequence qu'apres cette aectation les variables A et C referencent toutes
7: La procedure random est denie dans la classe Matrix.
8: La procedure add est egalement denie dans la classe Matrix.
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Point de langage 2.4
Creation d'un objet. Les objets sont crees explicitement a l'aide de la nota-
tion !type !x.rout, ou type designe le type de l'objet devant e^tre cree, x designe l'entite
a laquelle l'objet doit e^tre aecte, et rout designe une routine de creation devant e^tre
invoquee aussito^t apres la creation de l'objet. On peut parfois omettre de specier le
type de l'objet desire. Dans ce cas l'objet cree a pour type le type statique (ou type
declare) de l'entite x.
deux le me^me objet matrice (il n'y a donc pas duplication de l'objet, mais reference
multiple a cet objet).
Vers des matrices locales transmissibles
Les instances de la classe Local Matrix jouent un ro^le fondamental dans la
bibliotheque Paladin. Du point de vue d'un programmeur d'application, un objet
de type Local Matrix cree au niveau d'un programme SPMD est une matrice
locale a tous les nuds, ce qui revient a dire qu'elle est dupliquee. En tant que
concepteur des classes de Paladin, on peut en revanche percevoir une instance de la
classe Local Matrix, soit comme un objet duplique, soit comme un objet local
a un nud particulier.
En developpant les classes decrivant les dierents types de matrices dans Paladin,
nous avons utilise des objets de type Local Matrix en tant que composants
logiciels elementaires pour la mise en uvre de certaines matrices distribuees (cet
aspect est presente au paragraphe 3.4.1). Pour cette raison, nous avons fait des
objets de type Local Matrix des objets transmissibles. Pour ce faire, il nous a
su de modier la clause d'heritage an que la classe Local Matrix herite de la
classe Transmissible (gure 2.4), et d'implanter dans la classe Local Matrix
les primitives de communication heritees de la classe Transmissible.
Le format de representation en memoire des matrices locales est decrit par la
classe Array2. Or les objets de type tableau sont tous dotes d'un attribut area
referencant la zone memoire ou sont eectivement stockees les donnees du tableau.
Pour que donnees d'une matrice locale puissent e^tre emises ou recues, il nous a donc
su de denir dans la classe Local Matrix les routines send, recv from, etc. de
maniere a ce que les primitives de communication oertes par la classe Pom soient
invoquees avec en parametre l'attribut area. Une partie de la classe Local Matrix
ainsi modiee est reproduite dans l'exemple 2.7.






Fig. 2.4 - Transformation des matrices locales en objets (( transmissibles ))
Exemple 2.7
class LOCAL MATRIX inherit
MATRIX
redene nrow, ncolumn end ;
ARRAY2 [DOUBLE]




feature fNONEg    Interface with POM library
POM: POM; 10
feature    Communication features
send (destination : INTEGER) is
do
POM.send (destination, area) ;
end ;    send 15
recv from (source : INTEGER) is
do
POM.recv from (source, area) ;
end ;    recv from
... 20
end    LOCAL MATRIX
Cas des vecteurs locaux
On a procede d'une maniere tres similaire pour mettre en uvre les vecteurs
denses locaux dans Paladin. La classe Local Vector combine gra^ce a l'heritage
multiple la specication abstraite de la classe Vector, le format de representation
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interne decrit par la classe standard Array, et les caracteristiques de transmissi-
bilite de la classe Transmissible.
2.3.2 Autres formats envisageables pour les matrices lo-
cales

A ce jour, les classes de la bibliotheque Paladin ne permettent que la creation et
la manipulation de matrices et vecteurs denses. Toutefois, la bibliotheque pourrait
aisement e^tre enrichie de nouvelles classes decrivant d'autres types d'objets, tels que
les matrices et vecteurs creux, les matrices symetriques ou triangulaires, etc. Enri-
chir la bibliotheque de nouvelles variantes de representation se ramene simplement
a ajouter de nouvelles classes dans la bibliotheque. En outre, gra^ce au mecanisme
de l'heritage multiple, construire une classe decrivant un nouveau format de re-
presentation interne s'avere particulierement aise : il sut la plupart du temps de
combiner la specication abstraite de la classe Matrix ou de la classe Vector
avec les details de mise en uvre fournis par d'autres classes. On peut notamment
mettre a prot les nombreuses classes standard de la bibliotheque Eiel. Celles-ci
decrivent des structures de donnees complexes telles que les listes, arbres, graphes,
tables de hashage, etc. que l'on peut utiliser comme supports d'implantation pour
representer des matrices et vecteurs creux en memoire.
On pourrait ainsi developper une nouvelle classe descendant de la classes abs-
traite Matrix et decrivant un format de representation interne pour les matrices
creuses. Cette nouvelle classe | appelons la Sparse Matrix (voir gure 2.5) |
encapsulerait tous les details relatifs a la representation en memoire d'une matrice
creuse sous la forme, par exemple, d'une liste dynamique (la bibliotheque standard
associee au langage Eiel fournit un grand nombre de classes decrivant notamment








Fig. 2.5 - Une mise en uvre possible pour les matrices creuses
Chapitre 3
Distribution des matrices dans
Paladin
Nous avons choisi d'introduire dans un premier temps le parallelisme dans Pa-
ladin en procedant a la distribution des agregats vecteurs et matrices. L'integration
d'un mecanisme de memoire virtuelle partagee dans l'environnement EPEE est l'un
des objectifs vises par Jean-Lin Pacherie dans le cadre de son travail de these. Avec
ce mecanisme il sera possible de stocker les agregats en memoire partagee, et de
baser la parallelisation sur la distribution du contro^le.
Dans le projet EPEE, l'un de nos objectifs fondamentaux est le maintien de
la transparence de la distribution et du parallelisme qui en resulte vis a vis de
l'utilisateur. Notre but est qu'a son niveau ne transparaisse de l'execution sur APMD
qu'un gain de performance | si possible proportionnel au nombre de processeurs
employes | lorsqu'un agregat distribue est utilise sur une APMD dans le cadre
d'un programme SPMD, a la place d'un agregat non distribue equivalent utilise sur
une machine mono-processeur dans le cadre d'un programme sequentiel.
Idealement, il faudrait que la distribution des agregats soit totalement automa-
tique. Cependant, de me^me que l'on ne sait pas encore tres bien distribuer auto-
matiquement les tableaux manipules dans le cadre de programmes Fortran, il est
en general dicile de mettre en uvre des mecanismes capables de (( choisir )) au-
tomatiquement le schema de distribution le plus approprie pour un vecteur ou une
matrice dans Paladin. En general, ce schema depend en eet de nombreux facteurs,
a commencer par la nature exacte des operations devant e^tre eectuees avec cet
objet, et les caracteristiques des autres objets devant eventuellement intervenir lors
de ces operations.
Dans la pratique, on se contentera dans un premier temps d'une solution de
compromis semblable a celle qui est adoptee dans les compilateurs-paralleliseurs
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pour langages de type HPF : on demandera a l'utilisateur de specier explicite-
ment les schemas de distribution des matrices qu'il souhaite utiliser, mais on ne lui
demandera de gerer ni cette distribution, ni la parallelisation des calculs associes.
On montre dans ce chapitre comment, pour distribuer les matrices dans Paladin,
on demande a l'utilisateur de specier explicitement les schemas de distribution
requis pour ces objets. On montrera ensuite au chapitre 4 comment prendre en
compte la distribution des matrices et vecteurs pour optimiser les calculs realises
avec la bibliotheque Paladin. On verra enn au chapitre 5 que la mise en uvre
de mecanismes de redistribution et de changement de format permet d'envisager le
developpement de bibliotheques d'agregats dans lesquelles le choix des schemas de
distribution des agregats n'est plus a la charge du programmeur d'application.
3.1 Introduction
Ce chapitre decrit la mise en uvre des matrices distribuees dans Paladin. Nous
avons decompose le probleme de cette mise en uvre en plusieurs sous-problemes,
que nous avons consideres et resolus separement.
 Nous avons tout d'abord fait abstraction des problemes de representation
interne des matrices distribuees, et developpe des classes permettant de gerer
des schemas de distribution pour les matrices. Ces classes sont decrites au
paragraphe 3.2.
 Nous avons ensuite mis en uvre des mecanismes permettant de maintenir
l'interface sequentielle des matrices distribuees et garantissant du me^me coup
la transparence de la distribution du point de vue de l'utilisateur. Ces me-
canismes ont ete encapsules dans la classe Dist Matrix decrite au para-
graphe 3.3.
 Nous avons enn developpe plusieurs classes concretes proposant des formats
de representation interne alternatifs pour les matrices distribuees. Ces classes
sont decrites au paragraphe 3.4.
Il va de soi que ces trois sous-problemes ne sont pas totalement independants. Par
exemple, le type de schema de distribution considere pour une matrice distribuee
inuence fatalement son format de representation interne. Toutefois, on montre
dans les paragraphes suivants que les mecanismes de la programmation par objets
nous ont permis d'encapsuler dans des classes distinctes des (( solutions )) a chacun
de ces sous-problemes, et de combiner ensuite ces classes an d'obtenir des classes
concretes decrivant des matrices distribuees conformement aux schemas choisis,
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ayant une representation interne adaptee a ces schemas, et presentant toutes une
interface sequentielle a l'utilisateur.
3.2 Gestion de la distribution
3.2.1 Choix de schemas de distribution
Dans la version actuelle de Paladin, les schemas de distribution proposes pour
les vecteurs et matrices sont tres largement inspires de ceux qu'autorise la syn-
taxe du langage HPF (High Performance Fortran [74]) pour les tableaux mono- et
bi-dimensionnels. Ainsi, la distribution des matrices s'eectue sur la base d'un par-
titionnement en blocs homogenes, qui sont ensuite aectes aux nuds de la machine
parallele cible.
^
Etre capable de gerer la distribution d'une matrice signie avant tout e^tre ca-
pable, partant du couple d'indices (i; j) identiant l'un des elements scalaires de
cette matrice, de determiner l'identite du nud proprietaire de cet element ainsi
que son adresse locale sur ce nud. Gerer une matrice distribuee oblige donc a
eectuer un tres grand nombre de calculs elementaires mais repetitifs. Les routines
permettant d'eectuer ces calculs ont ete encapsulees dans des classes distinctes.
Ces classes, bien qu'ayant initialement ete construites pour repondre aux besoins
particuliers de Paladin, font a present partie integrante de la (( bo^te a outils ))
d'EPEE. En eet, leur champs d'application n'est pas limite a la seule distribution
des vecteurs et matrices. Elles peuvent notamment servir de briques de base pour
construire des classes capables de gerer des tableaux a K dimensions.
Le probleme de la gestion de la distribution des matrices peut e^tre decompose
en deux sous-problemes : la gestion du partitionnement, et la gestion du placement.
Ces sous-problemes sont abordes successivement dans les paragraphes suivants.
3.2.2 Gestion du partitionnement
Le partitionnement d'une matrice est decrit par un couple de parametres
(bfi; bfj). Ces parametres, baptises facteurs de partitionnement, servent a xer
la taille des blocs. Les blocs d'une matrice distribuees sont donc en principe tous de
taille bfi  bfj. Cependant, on n'impose pas dans Paladin que les facteurs bfi et
bfj soient des diviseurs des dimensionsm et n de la matrice consideree. Il peut donc
arriver que certains blocs soient eventuellement plus petits que la taille speciee : il
s'agit alors de blocs couvrant le (( bord droit )) ou le (( bord inferieur )) de la matrice
consideree, comme illustre dans la gure 3.1.






Fig. 3.1 - Partitionnement d'une matrice de taille 9001100 en blocs de taille 200
300
Chaque bloc est identie par un couple d'indices (bi; bj), deni sur le domaine
d'indices [0::bimax; 0::bjmax] (voir la gure 3.2). Pour tout couple d'indices (i; j)
deni sur le domaine d'indices global (celui de la matrice consideree), on doit e^tre
capable de determiner l'identite (bi; bj) du bloc englobant.
On peut aisement calculer (bi; bj) en fonction de (i; j) et des facteurs de parti-
tionnement (bfi; bfj) :
bi(i; bfi) = (i  1) div bfi
bj(j; bfj) = (j   1) div bfj
Dans la version actuelle de Paladin, on a decide de preserver la structure bi-
dimensionnelle des blocs. Les coordonnees locales (li; lj) de l'element (i; j) dans le
bloc (bi; bj) peuvent donc e^tre exprimees en fonction de (i; j) et de (bfi; bfj) :
li(i; bfi) = (i  1) mod bfi+ 1
lj(j; bfj) = (j   1) mod bfj + 1
Le fait de considerer les blocs comme des structures bi-dimensionnelles resulte
clairement d'un choix, motive par le fait que nous avons decide de mettre en uvre
et de manipuler ces blocs comme etant des objets de type matrice (cet aspect
de la mise en uvre des matrices distribuees est aborde plus en details dans le
paragraphe 3.4). D'autres approches seraient tout aussi envisageables. On pourrait
par exemple adopter la me^me technique de distribution que celle utilisee dans le
compilateur-paralleliseur Pandore. Dans cet outil, la distribution d'un tableau passe
par une phase de linearisation de ce tableau, suivie d'une pagination du domaine
mono-dimensionnel ainsi obtenu. Les pages sont ensuite reparties sur l'ensemble des
nuds disponibles [94, 93]. Nous aurions pu choisir de distribuer ainsi les matrices
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bi (i, bfi) = (i - 1) div bfi
bj (j, bfj) = (j - 1) div bfj
j = 1 j = ncol
i = 1
i = nrow




li (i, bfi) = (i - 1) mod bfi + 1




































Calcul des coordonnées locales
(li, lj) de (i, j) dans (bi, bj)
Fig. 3.2 - Localisation d'un element (i; j) par identication du bloc englobant (a
gauche) et calcul des coordonnees locales dans ce bloc (a droite)
dans Paladin. Toutefois, cette approche ne nous aurait probablement pas permis
d'appliquer de maniere aussi systematique le principe de la reutilisation de code.
On verra en eet au paragraphe 3.4 qu'avec l'approche retenue dans Paladin, chaque
bloc resultant du partitionnement d'une matrice peut lui-me^me e^tre mis en uvre
sous la forme d'un objet de type matrice (ou, dans certains cas, de type vecteur).
La classe DISTRIBUTION 2D
Les procedures et fonctions permettant de gerer la distribution d'une matrice ont
ete encapsulees dans la classeDistribution 2d. Parmi les services oerts par cette
classe, on peut citer des fonctions servant a localiser un element scalaire donne, voire
un bloc de partitionnement donne (owner of item et owner of block), et a eectuer
les conversions d'indices requises lorsqu'il faut, connaissant les coordonnees globales
(i; j) d'un element, determiner les coordonnees locales (li; lj) correspondantes dans
le bloc englobant.
On a reproduit dans l'exemple 3.1 une partie de l'interface de la classe Distri-
bution 2d.
Le parametrage de la routine de creation make de la classe Distribution 2d
est inspire de la syntaxe utilisee dans la directive distribute du langage HPF. La
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Exemple 3.1






make (rows, columns, b, bfj : INTEGER ; mapping : MAPPING 2D)
feature    Block location
owner of block (bi, bj : INTEGER) : INTEGER 10
   Identication of processor supporting block(bi, bj)
...
feature    Element location
owner of item (i, j : INTEGER) : INTEGER
   Identication of processor supporting item(i, j) 15
...
feature    Index conversion
nbi (i : INTEGER) : INTEGER
nbj (j : INTEGER) : INTEGER
   (bi, bj) := Identication of block supporting item(i, j) 20
lbi (i : INTEGER) : INTEGER
lbj (j : INTEGER) : INTEGER
   (li, lj) := Local identication of item(i, j)
... 25
end    interface DISTRIBUTION 2D
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classe Distribution 2d a d'ailleurs a peu pres la me^me puissance d'expression que
le langage HPF lorsqu'il s'agit de distribuer des structures bi-dimensionnelles.
Le programmeur d'application decrit un schema de distribution en speciant la
taille du domaine d'indices considere (nombre de lignes et de colonnes), la taille des
blocs de partitionnement (facteurs b et bfj), et en indiquant quelle fonction de pla-
cement doit e^tre utilisee pour aecter les blocs aux nuds de la machine parallele
cible (le probleme du placement des blocs est aborde dans le paragraphe 3.2.3).
La classe Distribution 2d a en fait ete construite en mettant a prot le me-
canisme de l'heritage multiple : la classe Distribution 2d herite deux fois des
mecanismes encapsules dans la classe Distribution 1d (voir gure 3.3), qui est
dediee au partitionnement et a la distribution des structures mono-dimensionnelles
telles que vecteurs, listes xes, etc. Cet exemple montre bien l'avantage de l'heri-
tage multiple par rapport a l'heritage simple : de nouvelles classes peuvent aisement
e^tre construites en combinant simplement les caracteristiques heritees de plusieurs
classes parentes, et eventuellement en heritant plusieurs fois d'une me^me classe
parente. Ainsi, une classe dediee a la gestion de la distribution de structures a
trois dimensions pourrait egalement e^tre construite a l'aide de l'heritage multiple,
soit en heritant une fois de la classe Distribution 2d et une fois de la classe





Fig. 3.3 - Structure d'heritage des classes gerant la distribution
3.2.3 Gestion du placement
Le placement consiste a aecter chaque bloc resultant du partitionnement a un
nud de la machine cible. La bibliotheque POM associee a l'environnement EPEE
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fournit l'abstraction d'une machine parallele virtuelle dotee de N nuds, numerotes
de 0 a N   1.

A chaque bloc (bi; bj) on doit donc faire correspondre un numero de
nud pris dans l'intervalle [0::N   1].
La classe diereeMapping 2d dont l'interface est reproduite dans l'exemple 3.2
contient la declaration d'une fonction de placement, baptisee map block. Cette fonc-
tion retourne l'identite du nud proprietaire du bloc (bi; bj) considere. Elle est
parametree par :
- le couple (bi; bj) qui identie le bloc dont on doit calculer le possesseur ;




) caracterisant la taille du domaine d'indices considere ;
- le nombre P de nuds disponibles dans la machine cible.
Exemple 3.2
deferred class interface MAPPING 2D
feature
map block (bi, bj, bimax, bjmax, P : INTEGER) : INTEGER
   Maps block(bi, bj) on a processor whose identier
   must be in the range [0, P 1] 5
require
bi valid : (bi >= 0) and (bi < bimax)
bj valid : (bj >= 0) and (bj < bjmax)
deferred
ensure 10
(Result >= 0) and (Result < P)
end    class interface MAPPING 2D
La denition de la fonction map block a volontairement ete maintenue a l'ex-
terieur de la classe Distribution 2d, an que tout utilisateur de Paladin puisse
s'il le desire denir une fonction de placement en fonction de ses besoins propres.
On peut en eet developper une multitude de classes descendant de Mapping 2d,
chacune de ces classes encapsulant une mise en uvre particuliere de la fonction
map block.

A ce jour, nous n'avons integre a la bibliotheque Paladin que deux classes
concretes descendant de Mapping 2d et permettant de realiser un placement des
blocs sur un ensemble de nuds, soit (( dans le sens des lignes )), soit (( dans le sens
des colonnes )) (voir gure 3.4).
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MAPPING_2D
ROW_WISE_MAPPING COLUMN_WISE_MAPPING
Fig. 3.4 - Structure d'heritage des classes decrivant le placement
Exemple 3.3
expanded class ROW WISE MAPPING
inherit MAPPING 2D
feature
map block (bi, bj, bimax, bjmax, P : INTEGER) : INTEGER is
do 5
Result := (bi * bjmax + bj) nn P ;
end ;
end    class ROW WISE MAPPING
Dans la fonction map block de la classe Row Wise Mapping, on procede a une










  1] sur le domaine [0 : P   1] correspondant a l'ensemble des
nuds disponibles sur la machine cible.
La fonction map block de la classe Column Wise Mapping encapsule une
equation similaire, si ce n'est que la linearisation est realisee dans le sens des co-
lonnes.
On a illustre dans la gure 3.5 les deux types de placement pouvant e^tre obte-
nus selon que l'on utilise la fonction de la classe Row Wise Mapping (dessin de
gauche) ou celle de la classe Column Wise Mapping (dessin de droite). Dans cet
exemple, on suppose que le placement doit e^tre realise sur une machine orant 4
nuds.
Extensibilite du mecanisme de placement
Les schemas de placement autorises par l'emploi des classes Row Wise Map-
ping et Column Wise Mapping n'ont pas d'equivalent dans le langage HPF. Le
placement est realise dans HPF dimension par dimension, en projetant le tableau
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bfi
bfj
owner1 = (bi * bjmax + bj) mod P





















0 1 2 3 0 1
2 3 0 1 2 3
0 1 2 0 13
2 3 0 1 2 3
0 1 2 0 13
2 3 0 1 2 3
0 1 2 0 13
1 0 3 2 1 0
0 3 2 1 0 3
3 2 1 0 3 2
2 1 0 3 2 1
1 0 3 2 1 0
0 3 2 1 0 3







owner2 = (bj * bimax + bi) mod P
Fig. 3.5 - Placement des blocs realise dans le sens des lignes (a gauche) et dans le
sens des colonnes (a droite) sur un ensemble de 4 nuds.
a N dimensions resultant du partitionnement
1
sur un tableau de nuds ayant ega-
lement N dimensions. Il n'y a donc pas dans HPF de phase de linearisation comme
c'est le cas avec les deux classes evoquees plus haut. Sur ce point, les schemas de
placement mis en uvre dans Paladin s'apparentent pluto^t aux schemas autorises
par le compilateur Pandore.
Il serait possible de construire de nouvelles classes descendant de Mapping 2d
et d'y implanter la fonction map block en s'inspirant des schemas de placement auto-
rises dans HPF. En fait, un programmeur imaginatif pourrait certainement proposer
des politiques de placement plus exotiques, telles qu'un placement aleatoire, ou bien
encore un placement realise (( dans le sens des diagonales )). Pour experimenter une
nouvelle politique de placement dans Paladin, il sut de construire une classe des-
cendant de Mapping 2d, et d'y encapsuler une mise en uvre appropriee de la
routine map block.
3.2.4 Notion de descripteur de distribution
Dans Paladin, chaque matrice distribuee doit e^tre associee lors de sa creation a
une instance de la classe Distribution 2d faisant oce de descripteur de distri-
bution (on parle de template dans la terminologie HPF) pour cette matrice. Une
1:Dans le cas d'un schema de distribution decrit a l'aide de la directive HPF distribute.
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matrice pourra e^tre redistribuee en changeant de descripteur dynamiquement, et
plusieurs matrices pourront (( partager )) un me^me schema de distribution en refe-
rencant le me^me descripteur.
Exemple 3.4
local
my dist : DISTRIBUTION 2D ;
my mapping : COLUMN WISE MAPPING ;
do
! !my dist.make (10, 10, 5, 2, my mapping) ; 5
...
end ;
L'exemple 3.4 illustre la creation d'une instance de la classe Distribution 2d.
La routine de creation prend en parametres la taille du domaine d'indices considere,
les parametres de partitionnement, et une entite referencant un objet dont le type
est conforme a Mapping 2d. L'instance de la classe Distribution 2d ainsi creee
permettra de gerer la distribution d'un domaine d'indices de taille 10  10, parti-
tionne en blocs de taille 5  2 qui devront e^tre aectes dans le sens des colonnes
aux nuds de la machine cible.
On pourra noter que dans l'exemple 3.4, on n'instancie pas explicitement l'objet
my mapping. Ceci est du^ au fait que la classe Row Wise Mapping est une classe
expansee (voir la ligne 1 de l'exemple 3.3, ainsi que le point de langage 3.1), ce
qui signie que toute entite declaree comme etant de type Row Wise Mapping
reference directement un objet de ce type.
Note sur la reication de la fonction de placement
La classe Mapping 2d et ses descendantes ne decrivent pas un type de donnee
mais un type de fonction : ce sont des abstractions algorithmiques. Les objets ob-
tenus par instanciation de Column Wise Mapping ou de Row Wise Mapping
ne sont donc pas des objets ordinaires : ce sont des objets agents.
Le concept d'objet agent a initialement ete introduit par C. Hewitt dans [3] pour
designer des entites actives, et repris ensuite par G. Booch dans [24] pour designer
des (( abstractions algorithmiques )). Selon G. Booch, on doit en eet distinguer en
programmation par objets entre les classes decrivant des structures (abstractions
structurelles) commepar exemple les listes, les tableaux, les arbres, etc., et les classes
decrivant des agents fournissant des services d'ordre algorithmique (abstractions
algorithmiques), comme par exemple les curseurs, les iterateurs, etc.
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Point de langage 3.1
Classe expansee. Lorsqu'une classe C est declaree avec le mot-cle expanded, il
n'est pas necessaire de creer explicitement les instances de cette classe. Tout attribut
declare comme etant de type C dans un programme d'application peut directement
e^tre manipule comme un objet de ce type.
La mise en uvre d'objets agents permet de combler l'une des (( lacunes )) ap-
parentes des langages a objets a typage statique : le fait que dans de tels langages
les fonctions ne sont pas des objets de premiere classe (i.e. pouvant e^tre passees en




Alors que le developpement de compilateurs-paralleliseurs pour langages de type
HPF impose en general que des mecanismes de gestion de la distribution soient spe-
cies une fois pour toutes avant d'e^tre encapsules dans un outil de parallelisation,
l'approche illustree dans Paladin laisse le champs libre a toute perspective d'exten-
sion. On a enumere ci-dessous quelques unes des extensions envisageables.
 Distribution de tableaux a N dimensions : de me^me qu'on a construit la
classeDistribution 2d en heritant deux fois de la classeDistribution 1d,
on pourrait en s'appuyant sur le mecanisme de l'heritage multiple developper
de nouvelles classes capables de gerer la distribution de tableaux a N dimen-
sions (voir la gure 3.1).
 Partitionnement heterogene : les classes qui gerent la distribution des ma-
trices dans Paladin ont ete construites an de gerer des schemas de distribution
(( a la HPF )), les contraintes de partitionnement d'une matrice etant decrites
par un couple de facteurs de partitionnement (bfi; bfj). Le partitionnement
est donc homogene : les blocs sont tous de taille identique. On pourrait cepen-
dant developper des classes descendant de Distribution 2d permettant de
gerer des matrices partitionnees de maniere heterogene. Ce type de partition-
nement serait certainement tres utile pour gerer par exemple certaines formes
de matrices creuses distribuees (en l'occurrence les matrices creuses dont les
elements non nuls ne sont pas repartis uniformement, mais sont au contraire
regroupes en amas).
2: Le langage C++ permet de passer des fonctions en parametres, mais il s'agit la de l'une des
nombreuses caracteristiques qu C++ a (( herite )) du langage C et qui lui doivent d'ailleurs d'e^tre
souvent qualie de langage (( hybride )).
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 Alignement entre descripteurs : dans le langage HPF, on peut decrire la
distribution d'un template, soit de maniere explicite en utilisant la directive
distribute, soit de maniere implicite en speciant son positionnement par
rapport a un autre template a l'aide de la directive align. On pourrait de
me^me aligner les uns par rapport aux autres les descripteurs de distribution
manipules dans Paladin (dont on rappelle qu'ils jouent approximativement le
me^me ro^le que les templates de HPF). Pour ce faire, on pourrait par exemple
proceder de maniere a peu pres similaire a celle qui a permis de construire
les (( vues )) sur les matrices et vecteurs. Un descripteur de distribution serait
alors, soit un objet capable de proceder eectivement aux calculs requis pour
gerer un schema de distribution donne, soit une (( vue )) parametree par une
reference a un descripteur pre-existant et par des informations additionnelles
de positionnement (decalage, rotation, etc.).
3.3 Abstraction des matrices distribuees
Ayant implante dans les classes Distribution 2d et Mapping 2d tous les
mecanismes necessaires a la gestion des schemas de distribution choisis pour les
matrices distribuees, nous avons ensuite encapsule dans la classe Dist Matrix
tous les details relatifs a la distribution eective des matrices conformement a ces
schemas. Cette classe est partiellement reproduite dans l'exemple 3.5.
On notera que :
 la classeDist Matrix herite de la specication abstraite de la classeMatrix
(ligne 2) ;
 elle est dotee de plusieurs routines de creation (lignes 5 a 8). Le schema de
distribution d'une matrice peut ainsi e^tre specie lors de sa creation, soit de
maniere explicite | dans ce cas un nouveau descripteur de distribution est
automatiquement cree et associe a la matrice |, soit de maniere implicite en
referencant une matrice distribuee pre-existante ou un descripteur de distri-
bution pre-existant ;
 le descripteur de distribution auquel la matrice courante est associee des
sa creation est ensuite reference au sein de cette matrice par l'attribut dist
(ligne 11) ;
 chaque matrice distribuee peut acceder aux divers services oerts par la classe
Pom
3
par l'intermediaire de l'attribut POM (ligne 14). La clause d'expor-
tation selective (( feature fNONEg )) a laquelle est soumis l'attribut POM
3: La classe Pom a ete presentee au x 1.2.4.
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Exemple 3.5
deferred class DIST MATRIX inherit
MATRIX    Abstract specication
feature    Creation
make (rows, cols, b, bfj : INTEGER ; alignment : MAPPING 2D) is 5
deferred end ;
make from (new dist : DISTRIBUTION 2D) is deferred end ;
make like (other : DIST MATRIX) is deferred end ;
feature    Distribution template 10
dist : DISTRIBUTION 2D ;




item (i, j : INTEGER) : like item is do ... end ;
put (v : like item ; i, j : INTEGER) is do ... end ;
end    class DIST MATRIX
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(ligne 13) specie que cet attribut n'est pas destine a e^tre utilise depuis une
classe cliente de la classe Dist Matrix. Cette clause d'exportation fait de
l'attribut POM un attribut prive. En outre, la classe POM etant une classe
expansee (voir l'exemple 1.1 page 25 et le point de langage 3.1 page 74), on
n'a pas a creer explicitement d'objet de type Pom pour l'aecter a l'attribut
POM.
Mise en uvre des accesseurs de base
Nous avons mis en uvre l'accesseur put dans la classeDist Matrix de maniere
a garantir le respect de la regle dite (( des ecritures locales )) (ou Owner Write Rule).
Cette regle a ete introduite au paragraphe 1.3.3.3. Elle specie que seul le nud qui
possede une partition issue d'un agregat distribue peut en modier le contenu.
Appliquee aux matrices distribuees, la regle des ecritures locales stipule que
seul le nud proprietaire de l'element scalaire (i; j) d'une matrice distribuee peut
en modier la valeur. Lorsqu'un programme d'application SPMD contient une ex-
pression de la forme M.put(v, i, j) { M etant une matrice distribuee { seul le nud
proprietaire de l'element (i; j) est donc en mesure d'eectuer l'aectation demandee.
Dans la mise en uvre de l'accesseur put, nous avons conditionne l'operation
d'ecriture par un test de localite, comme illustre dans l'exemple 3.6. On pourra
noter l'invocation de la fonction de localisation item is local sur le descripteur de
distribution associe a la matrice courante.
Exemple 3.6
put (v : like item ; i, j : INTEGER) is
do
if dist.item is local(i, j) then
local put (v, i, j)
end ;    if 5
end ;
Nous avons egalement implante l'accesseur item dans la classe Dist Matrix
de maniere a preserver l'interface sequentielle des matrices distribuees : lorsqu'un
programme d'application SPMD contient une expression de la forme v := M.item(i,
j), la fonction item doit imperativement retourner la me^me valeur sur tous les nuds
participant au calcul. Dans la mise en uvre de item, nous avons donc fait en sorte
que le nud proprietaire de l'element (i; j) en diuse la valeur a l'intention de tous
les autres nuds (voir l'exemple 3.7).
Les mecanismes mis en uvre dans la classe Dist Matrix an d'assurer, d'une
part le respect de la regle des ecritures locales, et d'autre part les acces distants, s'ap-
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Exemple 3.7
item (i, j : INTEGER) : DOUBLE is
do
if dist.item is local(i, j) then
Result := local item (i, j) ;
POM.bcast (Result) ; 5
else
POM.recv bcast from (dist.owner of item (i, j), Result) ;
end ;    if
end ;
parentent aux mecanismes de l'Exec et du Refresh introduits au paragraphe 1.3.3.3.
Le mecanisme de l'Exec garantit un acces en ecriture sur le seul nud proprietaire
de la donnee consideree, alors que le mecanisme du Refresh assure la mise a disposi-
tion de tous les nuds d'une copie d'une donnee accedee en lecture (ce phenomene
est percu comme un (( rafra^chissement )) de la donnee sur tous les nuds).
Ro^le et mise en uvre des accesseurs locaux
Dans les exemples 3.6 et 3.7, on a vu appara^tre deux nouvelles routines, local put
et local item, qui n'ont pas encore ete evoquees : ces deux routines sont des accesseurs
locaux, dont la mise en uvre depend etroitement du format choisi pour representer
sur chaque nud les blocs dont il est proprietaire. Ces accesseurs locaux n'ont donc
pas ete mis en uvre dans la classe Dist Matrix : nous les y avons simplement
declares et maintenus dieres de maniere a ce qu'ils puissent e^tre denis dans les
classes descendant de Dist Matrix (voir l'exemple 3.8).
La classe Dist Matrix contenant des routines dierees, elle n'est pas pleine-
ment operationnelle : dans cette classe on se contente de resoudre le probleme des
acces aux donnees locales et distantes, sans essayer cependant de resoudre celui de
leur representation en memoire. De me^me que la classe Matrix decrit les entites
matrices en faisant totale abstraction de leur mise en uvre, la classeDist Matrix
decrit les entites matrices distribuees en faisant totale abstraction de leur format
de representation interne.
Primitives (( locales )) et primitives (( SPMD ))
Les accesseurs local put et local item etant des accesseurs locaux, ils ne peuvent
e^tre invoques que dans le cadre d'une commande gardee executee par le seul nud
proprietaire de l'element dont on cherche a ecrire ou a lire la valeur. Dans les
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Exemple 3.8
deferred class DIST MATRIX
...
feature fPALADINg    Local accessors
local put (v : like item ; i, j : INTEGER) is
require 5
valid item : local item (i, j) ;
deferred end ;
local item (i, j : INTEGER) : like item is
require
valid item : local item (i, j) ; 10
deferred end ;
end    class DIST MATRIX
paragraphes et chapitres suivants, on decrira d'autres routines locales que nous
avons implantees dans Paladin. Comme les accesseurs local put et local item, ces
routines porteront toutes un nom pourvu du prexe local . Ce prexe a valeur
d'avertissement : il attire l'attention du lecteur sur le fait que la routine consideree
n'a ete concue qu'an de servir a la gestion interne d'un agregat distribue, et que
lors de son execution un nud ne procede qu'a des operations locales (ce qui exclut
notamment toute possibilite d'interaction entre ce nud et d'autres nuds).
Les routines locales implantees dans Paladin n'etant aucunement destinees a
e^tre invoquees au niveau d'un programme d'application SPMD, elles ont toutes
ete rendues (( invisibles )) pour le programmeur d'application gra^ce au mecanisme
de l'exportation selective. Dans le cas des accesseurs local put et local item, par
exemple, on peut constater dans l'exemple 3.8 que la clause d'exportation de ces
routines precise qu'elles ne doivent e^tre perceptibles qu'au niveau des classes heri-
tant de la classe Paladin (voir gure 3.6). On assure ainsi que les routines locales
ne pourront e^tre utilisees que par un programmeur participant a l'extension de la
bibliotheque. En revanche, pour l'utilisateur de la bibliotheque (qui n'utilise les
classes de Paladin qu'en tant que client pour ba^tir des programmes d'application),
les routines locales demeurent totalement invisibles. On pourra en outre noter dans
l'exemple 3.8 la presence de preconditions dans les declarations de local put et lo-
cal item. Ces preconditions garantissent le respect des acces locaux : seul le nud
proprietaire d'un element (i; j) donne peut y acceder localement.
Contrairement aux accesseurs local put et local item, les accesseurs put et item
ont ete specialement implantes dans la classe Dist Matrix de maniere a pou-
voir e^tre invoques sur une matrice distribuee dans le contexte d'execution d'un
programme SPMD. Ces accesseurs sont devenus des accesseurs SPMD. Plus gene-
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ralement, on appellera routine SPMD une routine pouvant e^tre invoquee sur un
agregat distribue au niveau d'un programme SPMD, et entra^nant de la part de cet
agregat le me^me (( comportement )) qu'on observerait de la part d'un agregat non
distribue equivalent dans un contexte d'execution sequentiel.
En fait, apres avoir ete mis en uvre comme montre dans les exemples 3.6
et 3.7, les accesseurs put et item de la classe Dist Matrix susent a garantir
de la part d'une matrice distribuee le me^me (( comportement )) que celui d'une
matrice non distribuee. Les autres accesseurs ainsi que les operateurs permettant
de manipuler une matrice ont tous ete dotes dans la classe Matrix d'une mise en
uvre par defaut s'appuyant sur les accesseurs de base put et item. Cette mise en
uvre est totalement independante de la representation interne | et notamment
de la distribution eventuelle | de la matrice sur laquelle ces routines peuvent e^tre
invoquees. Ces routines peuvent donc e^tre invoquees sur une matrice distribuee au
niveau d'un programme SPMD : ce sont des routines SPMD.
3.4 Representation interne des matrices distri-
buees
Nous avons integre dans la bibliotheque Paladin plusieurs classes decrivant divers

















Fig. 3.6 - Integration des matrices distribuees dans Paladin
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3.4.1 Matrices distribuees par blocs
3.4.1.1 Principe
La classe Dblock Matrix herite a la fois de la classe Dist Matrix et de la
classe Array2[Local Matrix] (voir l'exemple 3.9 et la gure 3.6). Elle met en
uvre une matrice distribuee par blocs sous la forme d'une table bi-dimensionnelle
de blocs matrices, chaque bloc matrice etant lui me^me represente sous la forme
d'une instance de la classe Local Matrix.
Exemple 3.9




make as make table, 5
put as put local block, item as local block
end
...
end    class DBLOCK MATRIX
3.4.1.2 Initialisation de la table des blocs
La table des blocs matrices est creee et initialisee lors de la creation d'un objet
de typeDblock Matrix. On a reproduit dans l'exemple 3.10 l'une des routines de
creation de la classe Dblock Matrix. On notera dans cet exemple que l'attribut
dist referencant le descripteur de distribution de la matrice courante permet de
disposer pour cette matrice de toutes les fonctions de gestion de la distribution
denies dans la classe Distribution 2d (fonctions de localisation, de conversion
d'indices, etc.).
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Exemple 3.10
make from (new dist : DISTRIBUTION 2D) is
   Build table of local blocks
local
bi, bj : INTEGER ; new block : like local block ;
do 5
   Adopt distribution descriptor
dist := new dist ;
   Create the table of blocks
make table (dist.nbimax, dist.nbjmax) ; 10
   Fills in the table of blocks
from bi := 0 until bi > dist.nbimax loop
from bj := 0 until bj > dist.nbjmax loop
if dist.block is local (bi, bj) then 15
! !new block.make (dist.lbimax(bi), dist.lbjmax(bj)) ;
put local block (new block, bi, bj) ;
end ;    if
bj := bj + 1 ;
end ;    loop 20
bi := bi + 1 ;
end ;    loop
end ;
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La procedure d'initialisation consiste a creer sur chaque nud une instance de
la classe Local Matrix pour chacun des blocs (bi; bj) appartenant a ce nud.
On aecte ensuite le bloc matrice ainsi cree a l'entree (bi; bj) de la table des blocs.

A l'issue de la phase d'initialisation, chaque entree non vide dans la table des blocs
reference un objet de type Local Matrix. Une entree vide dans la table (une lec-
ture de cette entree retourne la valeur predenie Void) indique que le nud local






Bloc = (0, 2)
@ (4, 2)
Matrice distribuée Table des blocs







4 Void = « non propriétaire »
0 2 0 2 0
1 3 1 3 1
Fig. 3.7 - Representation interne d'une matrice distribuee par blocs et illustration
du mecanisme d'acces a un element scalaire
La gure 3.7 montre la representation interne sous forme de table de blocs ma-
trices d'une matrice de taille 10  10 partitionnee en blocs de taille 5  2. Pour
chaque bloc resultant du partitionnement on a indique (dans la partie gauche de
la gure) l'identite du nud qui en est proprietaire, en supposant que la matrice
consideree est ici distribuee sur 4 nuds. En partie droite on a schematise le contenu
de la table des blocs sur le nud 0. Chaque entree de la table contient soit la valeur
predenie Void, soit une reference vers un objet de type Local Matrix.
La gure montre egalement comment, partant des coordonnees globales d'un
element scalaire quelconque, on peut identier le bloc matrice englobant et les coor-
donnees locales de l'element dans ce bloc. Ainsi, a l'element de coordonnees globales
(4; 6) correspond l'element de coordonnees locales (4; 2) dans le bloc matrice (0; 2)
appartenant au nud 0.
3.4.1.3 Mise en uvre des accesseurs locaux de base
Les accesseurs locaux local put et local item, que nous n'avons pu denir au
niveau de la classe Dist Matrix, doivent e^tre denis ici de maniere a tenir compte
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de l'indirection due a la table des blocs. Pour acceder a un element (i; j) donne, on
doit d'abord localiser le bloc matrice (bi; bj) englobant, puis acceder ensuite dans
ce bloc matrice en lecture ou en ecriture a l'element local (li; lj) correspondant a
l'element global (i; j) desire. Dans la classeDblock Matrix, les accesseurs locaux
local put et local item sont donc denis comme illustre dans l'exemple 3.11.
Exemple 3.11
local item (i, j : INTEGER) : like item is
do
Result := local block (dist.nbi(i), dist.nbj(j)).item (dist.lbi(i), dist.lbj(j)) ;
end ;
5
local put (v : like item ; i, j : INTEGER) is
do
local block (dist.nbi(i), dist.nbj(j)).put (v, dist.lbi(i), dist.lbj(j)) ;
end ;
3.4.1.4 Mecanismes pour les transferts de blocs
Dans la classe Dblock Matrix, la representation interne sous forme de table
de blocs matrices nous a incite a implanter des mecanismes permettant de transferer
directement des blocs matrices entre les nuds. Ces mecanismes ne sont pas destines
a e^tre utilises directement par un utilisateur dans un programme d'application. Ils
constituent en revanche un atout majeur pour l'optimisation interne de la classe
Dblock Matrix. On montrera dans le chapitre 4 comment certains des operateurs
herites de Matrix ont ete redenis dans la classe Dblock Matrix de maniere
a ce que leurs algorithmes soient exprimes en termes d'operations portant sur des
blocs matrices pluto^t que sur de simples elements scalaires.
Diusion d'un bloc matrice

A partir de la fonction local block, obtenue par simple renommage de la fonction
item heritee de la classe Array2[Local Matrix] (voir l'exemple 3.9), nous avons
mis en uvre la fonction SPMD correspondante. Cette fonction est reproduite dans
l'exemple 3.12.
Dans la denition de la fonction SPMD block, on met a prot le fait qu'un objet
de type Local Matrix est un objet transmissible. Au niveau du nud proprietaire
du bloc considere, la matrice locale retournee par local block et aectee a l'entite
Result (ligne 6) peut e^tre diusee avec la simple expression Result.bcast (ligne 8).
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Exemple 3.12
block (i, j : INTEGER) : like local block is
require
valid block : dist.valid block (i, j) ;
do
if dist.block is local(i, j) then 5
Result := local block (i, j) ;
   Broadcast block(i,j) to all nodes
Result.bcast ;
else
   Receive block(i,j) from source 10
! !Result.make (dist.limax(i), dist.ljmax(j)) ;
Result.recv bcast from (dist.owner of block (i, j)) ;
end ;    if
ensure
local block : block is local(i,j) implies (Result = local block(i, j)) ; 15
end ;    block
Au niveau de chacun des autres nuds, on cree une nouvelle matrice locale (ayant
la taille appropriee) que l'on aecte a Result et qui sert alors de receptacle pour
les donnees recues lors de l'execution de l'expression Result.recv bcast from (lignes
11 et 12).
On notera que, dans cette denition de la fonction block, on applique le me^me
mecanisme de rafra^chissement Refresh sur la base duquel on a deja implante l'ac-
cesseur SPMD item dans la classe Dist Matrix. La dierence entre la denition
de block et celle de item reside simplement dans le volume des donnees transmises
lors de l'execution de l'une ou l'autre routine.
Transfert d'un bloc matrice en point-a-point
La fonction block decrite ci-dessus peut e^tre utilisee dans un algorithme pa-
rallele pour obtenir qu'une copie d'un bloc quelconque soit mise a disposition de
chaque nud. Cette fonction ne permet en revanche pas d'obtenir que le rafra^chis-
sement ait lieu sur un nud particulier. La fonction bring block to reproduite dans
l'exemple 3.13 a ete developpee dans ce but. Elle ressemble beaucoup a la fonction
block, mais cette fois des primitives de communication en point-a-point sont utilisees
a la place des primitives de diusion.
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Exemple 3.13
bring block to (i, j, dest : INTEGER) : like local block is
require
valid block : dist.valid block (i, j) ;
do
if (block is local (i, j)) then 5
Result := local block (i, j) ;
if (POM.node id == dest) then
   Send block(i,j) to dest
Result.send (dest) ;
end ;    if 10
end ;    if
if (POM.node id = dest)
and (POM.node id == owner of block (i, j)) then
   Receive block(i,j) from source
! !Result.make (dist.lbimax(i), dist.lbjmax(j)) ; 15
Result.recv bcast from (owner of block (i, j)) ;
end ;    if
ensure
local block : block is local(i,j) implies (Result = local block(i, j)) ;
valid result : (POM.node id = dest) implies Result.deep equal(block(i,j)) ;20
end ;    bring block to
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3.4.2 Matrices distribuees par lignes et par colonnes
Nous avons integre dans la bibliotheque Paladin deux classes supplementaires,
baptisees Drow Matrix et Dcol Matrix, decrivant des mises en uvre speci-
ques pour les matrices distribuees par lignes et par colonnes respectivement. Ces
deux types de distribution correspondent bien su^r a des cas particuliers du schema
general de distribution par blocs, mais nous avons cependant choisi de les doter
d'une mise en uvre ad hoc.
Dans les lignes qui suivent, on decrit succinctement la mise en uvre de la
classe Dcol Matrix (celle de la classe Drow Matrix etant evidemment tres
semblable).
Representation interne
La representation interne des matrices distribuees par colonnes s'appuie, non
pas sur une table bi-dimensionnelle de matrices locales comme c'est le cas pour
les matrices instanciees d'apres la classe Dblock Matrix, mais sur une table
mono-dimensionnelle de vecteurs locaux (instances de la classe Local Vector).
La classe Dcol Matrix herite donc a la fois de la classe Dist Matrix et de la
classe Array[Local Vector] (voir la gure 3.6 et l'exemple 3.14).
Exemple 3.14




make as make table, 5




b valid : (dist.b = nrow) 10
end    class DCOL MATRIX
Gestion de la distribution
Nous n'avons pas introduit dans Paladin de classes specialement dediees a la
gestion des schemas de distribution par lignes ou par colonnes. La classe Distri-
bution 2d, bien qu'ayant un champ d'application plus large, peut fort bien as-
sumer cette ta^che. On utilise donc, pour decrire la distribution d'une instance de
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Dcol Matrix un descripteur de distribution de type Distribution 2d. Toute-
fois, l'invariant place dans le texte de la classe Dcol Matrix (exemple 3.14) ex-
prime une contrainte sur le type particulier de distribution pour lequel cette classe
propose une mise en uvre appropriee : il est necessaire que les parametres du des-
cripteur de distribution dist verient la propriete dist.b = dist.nrow, ce qui revient
a dire que le partitionnement doit e^tre tel qu'un bloc couvre toute la hauteur d'une
matrice distribuee.
Mise en uvre
Dans la classe Dcol Matrix, l'initialisation de la table des vecteurs locaux
et la mise en uvre des accesseurs locaux local put et local item sont realisees
d'une maniere tres semblable a celle decrite dans le paragraphe 3.4.1 pour la classe
Dblock Matrix.
Nous avons redeni l'accesseur column herite de la classe Matrix de maniere
a ce qu'il retourne, non plus une vue sur la colonne speciee, mais directement le
vecteur considere si celui-ci appartient au nud local, ou sinon une copie locale du
vecteur distant (voir l'exemple 3.15).
Exemple 3.15
column (j : INTEGER) : like local column is
do
if column is local (j) then
Result := local column (j) ;
Result.bcast ; 5
else
! !Result.make (nrow) ;
Result.recv bcast from (owner of column (j)) ;
end ;    if
end ; 10
Dans la nouvelle mise en uvre de l'accesseur column, on s'appuie sur le fait
qu'un objet de type Local Vector est un objet transmissible. On voit de nouveau
appara^tre le me^me mecanisme de rafra^chissement qui a deja ete implante dans
l'accesseur item de la classe Dist Matrix et dans la fonction block de la classe
Dblock Matrix.
Nous avons egalement dote la classe Dcol Matrix d'une fonction permettant
la transmission des vecteurs colonnes en mode point-a-point. La mise en uvre de
la fonction bring column to est tres semblable a celle de bring block to dans la classe
Dblock Matrix.
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Discussion
On peut s'interroger sur l'intere^t qu'il y avait a developper les classesDcol Ma-
trix et Drow Matrix, alors que la classe Dblock Matrix peut para^tre am-
plement susante puisque autorisant les me^mes schemas de distribution. La rai-
son pour laquelle nous avons malgre tout construit les classes Drow Matrix
et Dcol Matrix est qu'il est en general plus facile d'exprimer | et a fortiori
de paralleliser | un algorithme dans lequel les operations elementaires portent
sur des vecteurs pluto^t que sur des blocs matrices. En d'autres termes, les classes




A l'heure actuelle, la bibliotheque Paladin ne permet que la distribution de
matrices denses selon les schemas decrits au paragraphe 3.2. De nouvelles classes
heritant de Dist Matrix et proposant des mises en uvre alternatives pour les
matrices distribuees peuvent toutefois e^tre aisement ajoutees a la bibliotheque.
On pourrait par exemple developper une classe decrivant la mise en uvre de
matrices partitionnees en blocs heterogenes. En fait, le format de representation
interne choisi pour les matrices distribuees par blocs et decrit au paragraphe 3.4.1
n'oblige nullement a ce que les matrices de ce type soient partitionnees de maniere
homogene (on peut noter dans la ligne 16 de l'exemple 3.10 que chaque bloc local
peut e^tre cree avec une taille dierente de celle des autres blocs). En fait, seule la
classe Distribution 2d impose a l'heure actuelle un partitionnement homogene.
Il surait donc de construire une classe semblable a Distribution 2d mais per-
mettant le partitionnement en blocs heterogenes pour que les matrices de la classe
Dblock Matrix puissent adopter ce genre de partitionnement.
On pourrait egalement developper des classes decrivant la mise en uvre de
matrices creuses distribuees, ou encore de matrices triangulaires distribuees, etc.
L'extensibilite de la bibliotheque Paladin est donc bien assuree conformement
aux exigences formulees au chapitre 2, puisqu'il est toujours possible d'ajouter a
la hierarchie existante de nouvelles classes decrivant de nouveaux schemas de dis-
tribution ou de nouveaux formats de representation interne pour les matrices et
vecteurs.
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Chapitre 4
Techniques d'optimisation
4.1 Calculs de localisation des donnees
4.1.1 Motivation
Acceder a un element d'un agregat distribue est une operation cou^teuse, notam-
ment en raison des multiples calculs qui sont necessaires pour localiser cet element
(calcul de l'identite du nud proprietaire et calcul de l'adresse locale de l'element
sur ce nud). Lorsqu'on doit implanter les fonctions de localisation des donnees
rendues inevitables par la distribution des agregats, on est en general amene a faire
un choix quant a la technique de mise en uvre qu'il faut adopter. On peut choi-
sir de realiser tous les calculs in extenso chaque fois que l'on devra identier le
possesseur et l'adresse locale d'un element donne. Il est aussi parfois possible de
realiser tout ou partie des calculs une fois pour toutes lors de la creation d'un agre-
gat distribue, et de stocker ensuite les resultats de ces calculs dans des tables qu'il
sura de consulter a chaque nouvel acces. Cette deuxieme solution est notamment
envisageable lorsqu'il faut gerer la distribution de structures de donnees regulieres
indicables telles que des matrices et vecteurs, ou plus generalement des tableaux.
Entre ces deux approches (( extre^mes )), l'une privilegiant les temps de locali-
sation des donnees au detriment de l'occupation en memoire, l'autre economisant
la memoire mais induisant des temps de localisation plus longs, on peut souvent
proposer des approches intermediaires dans lesquelles certains calculs (les plus cou^-
teux) sont eectues une fois pour toutes et les resultats stockes dans des tables,
alors que les calculs moins cou^teux sont eectues aussi souvent que necessaire.
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4.1.2 Illustration
On a decrit au paragraphe 3.2.2 le ro^le et la mise en uvre de la classe Distri-
bution 2d, qui permet de gerer le partitionnement et le placement de structures
de donnees bi-dimensionnelles selon des schemas de distribution inspires de ceux de
HPF.
Dans cette classe, nous avons implante les fonctions d'identication des nuds
proprietaires des donnees et de conversion d'indices de la maniere la plus simple et
la plus directe : les calculs elementaires evoques dans les paragraphes 3.2.2 et 3.2.3
sont eectues systematiquement chaque fois qu'on cherche a localiser un bloc ou un
element scalaire particuliers d'une matrice distribuee.
Cette mise en uvre de la classe Distribution 2d est particulierement econo-
mique du point de vue de l'occupation de la memoire : un descripteur de distribution
(instance de la classe Distribution 2d) n'occupe pas plus de quelques octets en
memoire. Cependant, les fonctions de la classe Distribution 2d etant appelees
a e^tre invoquees tres frequemment des lors qu'on procede a des calculs impliquant
une matrice distribuee, nous avons developpe une classe descendante de Distri-
bution 2d, baptisee Fast Distribution 2d (gure 4.1), dans laquelle certains
des calculs sont eectues une fois pour toute des l'instanciation de la classe, et les
resultats stockes dans des tables.
DISTRIBUTION_2D
FAST_DISTRIBUTION_2D
Fig. 4.1 - La classe Fast Distribution 2d est une version optimisee de la classe
Distribution 2d
Pour reduire au strict minimum les temps de reponse des fonctions de la classe
Fast Distribution 2d, il faudrait calculer et stocker pour chaque couple (i; j) du
domaine d'indices global considere un quintuplet (owner; bi; bj; li; lj) identiant :
 owner : le nud proprietaire de l'element (i; j) considere ;
 (bi; bj) : le bloc de partitionnement englobant cet element ;
 (li; lj) : les coordonnees locales de l'element (i; j) dans le bloc (bi; bj).
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Pour stocker toutes ces informations, il faudrait creer et maintenir sur chacun
des nuds participant a l'execution d'une application SPMD des descripteurs de
distribution occupant plus de place en memoire que les matrices elles-me^mes. En
eet, pour une matrice de nombres reels en double precision de taille m  n on
devrait creer un descripteur occupant au moins (20 m  n) octets en memoire
1
,
alors que la matrice elle-me^me n'occuperait que (8m n) octets dans le pire des
cas (c'est-a-dire dans le cas fort improbable d'une matrice (( distribuee )) sur un seul
nud).
En construisant la classe Fast Distribution 2d, nous avons donc opte pour
un compromis entre la reduction des temps de reponse des primitives de cette classe
et l'occupation des instances de la classe en memoire. Nous avons mis en uvre
la classe Fast Distribution 2d de maniere a ne stocker que des informations
relatives aux nuds proprietaires des blocs de partitionnement
2
. On construit une




dans laquelle on stocke pour chaque
bloc (bi; bj) l'identite du nud proprietaire de ce bloc.
Cette table est creee et initialisee lors de la creation d'un descripteur de distri-





memoire sur chaque nud. Ainsi, pour gerer la distribution d'une matrice de taille
1000 1000 partitionnee en blocs de taille 100 100, on cree sur chaque nud une
table des possesseurs de blocs occupant 400 octets en memoire, la matrice distribuee
occupant quant a elle approximativement 8=P Moctets sur chacun des P nuds par-
ticipant au calcul. Il faudrait donc distribuer la matrice sur plus de 20000 nuds
(avec seulement 50 elements scalaires par nud) pour que le descripteur de distri-
bution occupe plus de place en memoire que la matrice elle-me^me. Cet exemple vise
simplement a montrer que l'occupation en memoire de la table des possesseurs de
blocs demeure raisonnable. Il faut en outre garder a l'esprit que plusieurs matrices
distribuees peuvent partager un me^me descripteur de distribution (voir x 3.2.4), et
par consequent une me^me table des possesseurs de blocs.
La table des possesseurs de blocs demeure totalement invisible pour l'utilisateur.
Les fonctions owner of block et owner of item heritees de la classDistribution 2d
ont ete redenies dans la classe Fast Distribution 2d de maniere a consulter
directement la table pluto^t que d'invoquer la fonction de placement fournie par
1: Dans l'environnement Eiel d'ISE utilise pour developper Paladin (version 3.2), les objets
de type Integer et Real sont representes sur 32 bits et les objets de type Double sur 64 bits
(pour un processeur de type Sparc).
2: On rappelle que la fonction de placement est choisie librement par l'utilisateur (voir x 3.2.3)
et peut donc e^tre d'une complexite quelconque. Il peut donc e^tre interessant de ne pas devoir
recourir un grand nombre de fois a une fonction de placement lorsque celle-ci est tres complexe.
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l'utilisateur. La classe Fast Distribution 2d presente donc exactement la me^me
interface que son ance^tre : on peut utiliser indieremment l'une ou l'autre classe
pour decrire un schema de distribution.
Nous avons realise quelques series de mesures visant a determiner le gain ap-
porte par l'emploi de la table des possesseurs de blocs. Nous avons ainsi mesure le
temps necessaire pour determiner l'identite du nud possesseur d'un bloc (bi; bj)
donne lorsque la fonction de placement utilisee est fournie par l'une des classes
Row Wise Mapping ou Column Wise Mapping decrites au paragraphe 3.2.3.
Les mesures ont ete realisees sur station de travail de type Sun Sparc 4/75 en consi-
derant la distribution par blocs d'une matrice de taille 1000  1000 partitionnee
en blocs de taille 100  100 (d'ou une table des blocs et une table des posses-
seurs de taille 10  10). Ces mesures ont montre que le temps de reponse de la
fonction owner of block est diminue d'environ 35 % lorsqu'on utilise un descripteur
de distribution de type Fast Distribution 2d au lieu d'un descripteur de type
Distribution 2d.
En fait, cette dierence est independante du nombre de nuds consideres dans
la machine cible et de la taille du domaine d'indices partitionne. En eet, lorsque
le descripteur de distribution associe a une matrice est de type Distribution 2d,
le temps de reponse de la fonction owner of block comprend :
- le temps necessaire a l'invocation de la fonction de placement map block sur
l'objet de type Row Wise Mapping ou Column Wise Mapping associe
au descripteur de distribution considere (noter que cette invocation implique
la selection dynamique de la fonction map block appropriee) ;
- le temps de reponse de la fonction map block, dont une mise en uvre possible
a ete reproduite dans l'exemple 3.3 (page 71).
En revanche, lorsque le descripteur de distribution est un objet de typeFast Distri-
bution 2d, l'invocation de la fonction owner of block se traduit simplement par la
consultation d'une entree de la table bi-dimensionnelle des possesseurs de blocs
encapsulee dans le descripteur de distribution.
4.2 Parallelisation des algorithmes
4.2.1 Motivation
La mise en uvre d'accesseurs SPMD dans les classes decrivant des agregats
distribues permet de masquer la distribution a l'utilisateur, an qu'il lui soit possible
de manipuler de maniere identique un agregat local ou un agregat distribue. Ainsi,
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la mise en uvre des accesseurs SPMD put et item dans la classe Dist Matrix
sut pour garantir la transparence de la distribution des matrices du point de
vue de l'utilisateur. Si on invoquait par exemple, dans le cadre d'un programme
d'application SPMD, la fonction trace decrite au paragraphe 2.2.3 sur un objet de
type Dblock Matrix, cette fonction retournerait bien la valeur de la trace de
la matrice consideree sur chacun des nuds participant a l'execution. L'algorithme
sequentiel encapsule dans la fonction trace de la classeMatrix peut donc bien e^tre
considere comme un algorithme par defaut dans la mesure ou, n'etant pas dependant
d'un format de representation interne particulier, il peut e^tre invoque sur n'importe
quel type de matrice, y compris sur une matrice distribuee.
Le simple fait de distribuer un agregat sut a aecter legerement les possibilites
oertes a l'utilisateur : ce dernier peut en eet creer et manipuler des agregats de
plus grande taille, puisque la quantite totale de memoire oerte par une machine
parallele equivaut en general a plusieurs fois celle d'une machine mono-processeur.
Du point de vue des performances observees, en revanche, la simple distribu-
tion d'un agregat permet rarement d'observer des performances satisfaisantes de la
part de cet objet, puisque tous les nuds participant au calcul executent la me^me
sequence d'operations (a l'exception des operations d'ecriture locale). En fait, on
observera me^me souvent une degradation des performances, chaque acces en lecture
aux donnees elementaires d'un agregat distribue impliquant de cou^teux echanges de
donnees entre les nuds de la machine parallele utilisee. Apres avoir mis en uvre
un agregat distribue de maniere satisfaisante, on doit donc s'eorcer d'optimiser en
les parallelisant les operateurs associes.
4.2.2 Techniques de parallelisation utilisees dans Paladin
Plusieurs approches sont envisageables pour proceder a la parallelisation d'al-
gorithmes tels que ceux encapsules dans la bibliotheque Paladin. Une presentation
de ces diverses approches peut e^tre trouvee dans [106].
Dans ce paragraphe sont presentees les techniques simples que nous avons appli-
quees jusqu'a present dans Paladin an de paralleliser les operateurs des agregats
matrices. Ces techniques sont relativement bien connues : ce sont les me^mes que
celles que l'on tente de faire appliquer automatiquement par les compilateurs-paral-
leliseurs pour langages de type HPF [9, 15, 113]. Le probleme se ramene, pour
l'essentiel, a appliquer la regle dite (( des calculs locaux )) et a limiter le cou^t des
echanges de donnees entre nuds.
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4.2.2.1 Application de la regle des calculs locaux
Principe
La regle des calculs locaux specie que chaque nud manipulant un agregat
distribue ne doit proceder qu'a des calculs aectant les donnees dont il est proprie-
taire. Cette regle constitue en fait une extension naturelle de la regle des ecritures
locales
3
: pluto^t que de se contenter d'un schema d'execution ou tous les nuds
realisent tous les calculs, mais ou seul le nud proprietaire d'une donnee peut na-
lement y inscrire le resultat du calcul qui vient d'e^tre eectue (application stricte
de la regle des ecritures locales), on tente d'obtenir un schema d'execution ou seul
le nud proprietaire de la donnee devant e^tre aectee par le resultat d'un calcul
realise eectivement ce calcul.
Pour paralleliser un operateur en appliquant la regle des calculs locaux, on doit
intervenir dans l'algorithme de cet operateur. Cette intervention s'eectue le plus
souvent la ou les calculs sont les plus nombreux : dans le corps des nids de boucles.
Pour chaque calcul impliquant un ensemble de donnees elementaires S (source)
accedees en lecture, et une donnee elementaire C (cible) accedee en ecriture (pour
y stocker le resultat du calcul), on doit :
1. (( Rafra^chir )) les donnees de S, c'est-a-dire en amener une copie temporaire
sur le nud proprietaire de C ;
2. (( Executer )) le calcul requis sur le seul nud proprietaire de C (en utilisant
les copies locales des donnees de S) et y stocker le resultat du calcul.
Illustration
Considerons un exemple simple : l'addition de matrices distribuees. Un algo-
rithme sequentiel pour ce calcul pourrait e^tre :
pour i = 1::i
max
pour j = 1::j
max
A(i; j) := A(i; j) +B(i; j)
fpour
fpour
Pour paralleliser cet algorithme, on remplace l'expression situee au cur du nid
de boucles par :
- des instructions visant a amener une copie de B(i; j) sur le nud proprietaire
de A(i; j) ;
3:Dans la plupart des travaux visant au developpement de compilateurs-paralleliseurs de type
HPF, la regle des calculs locaux est d'ailleurs tres souvent confondue avec la regle des ecritures
locales.
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- une expression de calcul local gardee par un test de localite assurant que cette
expression ne sera executee que sur le nud proprietaire de A(i; j).
Le cur du nid de boucles peut ainsi prendre (par exemple) la forme suivante :
si je possede B(i; j) et pas A(i; j) alors
envoyer B(i; j) au proprietaire de A(i; j)
fsi
si je possede A(i; j) et pas B(i; j) alors
recevoir B(i; j) du proprietaire de B(i; j)
fsi
si je possede A(i; j) alors
calculer localement A(i; j) := A(i; j) +B(i; j)
fsi
La technique utilisee ici pour appliquer la regle des calculs locaux s'appuie uni-
quement sur des commandes d'emission-reception et une expression de calcul local
gardees par des tests de localite. Elle n'implique en particulier aucune modica-
tion du nid de boucles englobant : on ne modie ni les bornes, ni le pas des itera-
tions. Pour cette raison, cette technique est communement qualiee de technique
de (( resolution a l'execution )) [113]. Il s'agit en fait de la technique de base sur
laquelle s'appuient les compilateurs-paralleliseurs de type HPF pour generer du
code parallele (les techniques d'optimisation appliquees par ces compilateurs por-
tent essentiellement sur la vectorisation des communications et sur la restriction des
domaines d'iteration).
On voit dans l'exemple precedent que la parallelisation necessite que l'on soit
capable de tester l'identite du nud proprietaire d'un element quelconque, et de
transmettre la valeur de cet element a un nud destinataire. Les mecanismes de
gestion de la distribution encapsules dans la classe Distribution 2d et les me-
canismes de communication oerts par la classe Pom repondent a ces besoins et
nous permettent donc de paralleliser les operateurs des matrices distribuees. Ainsi,
une traduction possible de l'algorithme precedent en Eiel est representee dans
l'exemple 4.1.
En fait, l'algorithme de l'exemple 4.1 n'est pas tout a fait equivalent au pseudo-
code reproduit plus haut (on utilise un si-alors-sinon dans les lignes 15 a 19), mais
le principe de la resolution a l'execution est neanmoins applique.
On notera que cet algorithme parallele ne pouvant e^tre execute que lorsque
la matrice courante est une matrice distribuee, nous l'avons encapsule dans une
routine de la classeDist Matrix. En outre, cette routine n'ayant pas exactement le
me^me domaine d'application que la routine par defaut add implantee dans la classe
Matrix (la matrice B passee en parametre doit e^tre ici une matrice distribuee, et
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Exemple 4.1
class DIST MATRIX inherit
MATRIX
feature fDIST MATRIXg    Optimized operators
add dist (B : DIST MATRIX) is
local 5
i, j : INTEGER ;
tmp : like item ;
do
from i := 1 until i > nrow loop
from j := 1 until i > ncolumn loop 10
if B.item is local (i, j) and not item is local (i, j) then
POM.send (owner of item (i, j), B.local item (i, j)) ;
end ;    if
if item is local (i, j) then
if not B.item is local (i, j) then 15
POM.recv from (B.owner of item (i, j), tmp) ;
else
tmp := B.local item (i, j) ;
end ;    if
local put (local item (i, j) + tmp, i, j) ; 20
end ;    if
j := j + 1 ;
end ;    loop
i := i + 1 ;
end ;    loop 25
end ;    add dist
...
end    class DIST MATRIX
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non plus une matrice quelconque), nous l'avons baptisee add dist. On aura l'occasion
de revenir sur le probleme de nommage des routines paralleles dans les paragraphes
suivants.
Avec la routine add dist, on peut realiser en parallele l'addition de deux matrices
A et B distribuees. De me^me que l'operateur add de la classeMatrix encapsule un
algorithme sequentiel par defaut capable d'additionner deux matrices quelconques,
on peut considerer que l'algorithme encapsule dans la routine add dist est un algo-
rithme parallele par defaut pour l'addition de matrices distribuees. On verra plus
loin que des algorithmes plus ecaces peuvent e^tre construits, qui sont specialement
adaptes a certains schemas de distribution des operandes.
Alternatives a la regle des calculs locaux
La regle des calculs locaux n'est pas la seule qui puisse e^tre appliquee. On peut
par exemple faire en sorte que tous les nuds possedant des donnees impliquees
dans une phase de calcul se (( concertent )) pour (( elire )) l'un d'entre eux, charge
de proceder a ce calcul et d'en transmettre le resultat au nud proprietaire de la
donnee aectee par ce calcul (cette approche peut se reveler interessante lorsque
les calculs sont irreguliers et que la repartition des donnees entre les nuds peut
varier dynamiquement). Dans [104], par exemple, les auteurs proposent d'appliquer
la regle dite (( des calculs presque locaux )) (almost owner compute rule). Avec cette
regle la plupart des calculs | mais pas necessairement tous | sont realises par le
proprietaire des donnees devant e^tre aectees par ces calculs. Dans [112], les auteurs
proposent de decrire des schemas de partitionnement des calculs, tout comme on
decrit deja le partitionnement des donnees. Les nuds eectuant les calculs ne sont
alors plus necessairement ceux qui possedent les donnees aectees par les resultats
des calculs, mais ceux species par le schema de partitionnement des calculs.
4.2.2.2 Reduction du cou^t des communications
Sur la grande majorite des architectures massivement paralleles actuelles, le
cou^t des communications est moindre lorsqu'on envoie un seul message long a la
place de plusieurs messages courts. Ceci est la consequence du fait que, sur ces
machines, la latence des transmissions contribue pour une bonne part au cou^t total
des communications
4
(une etude recente portant sur les communications dans les
reseaux de processeurs peut e^tre trouvee dans [107]).
Pour ameliorer les performances d'un algorithme parallele, on a donc tout intere^t
4: Le temps de transfert t d'un message de longueur l sur un medium non charge obeit en
general a une loi de la forme t = :l+ , ou  designe la bande passante du medium et  le temps
de latence des communications sur ce medium.
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a reduire le cou^t des communications en supprimant les communications inutiles,
et en vectorisant les communications qui ne peuvent e^tre evitees.
Suppression des tests de localite et des communications inutiles
On peut parfois deduire statiquement du schema de distribution de l'agregat
considere | ou des agregats consideres | qu'une donnee est disponible localement
sur un nud. Dans ce cas on peut, au niveau de ce nud, faire en sorte d'acceder
localement a cette donnee en utilisant des accesseurs locaux. Cette technique permet
d'economiser les tests de localite et les communications inutiles qui sont autrement
impliques par l'emploi d'accesseurs SPMD. De la me^me maniere, on peut parfois
decider statiquement que la valeur d'une donnee distante n'a pas ete modiee entre
deux acces en lecture a cette donnee. Dans ce cas, une communication peut e^tre
evitee en utilisant une variable temporaire.
Vectorisation des communications
Le terme (( vectorisation )) doit ici e^tre pris dans son sens le plus large. La veri-
table communication vectorisee n'est possible que lorsque les donnees elementaires
devant e^tre transmises sont contigues en memoire et peuvent e^tre considerees comme
appartenant a une structure de donnees englobante (un (( vecteur ))), qu'il est alors
possible de transmettre en une seule fois. Dans tous les autres cas, on peut proce-
der a l'agregation des donnees, qui consiste a fabriquer un vecteur temporaire (un
objet tampon) dans lequel on regroupe des donnees initialement dispersees dans la
memoire, an de transmettre ce vecteur en une seule fois. Au niveau du nud recep-
teur, on doit proceder a l'operation inverse et extraire du vecteur recu les donnees
elementaires qu'il renferme.
Il faut noter qu'il n'est pas toujours judicieux de recourir a tout prix a l'agre-
gation de donnees dans un tampon sous pretexte de vectoriser les communications.
Avec l'evolution des architectures paralleles, on voit appara^tre des machines dans
lesquelles la bande passante des canaux de communication est superieure au debit
obtenu lors des transferts de memoire a memoire sur un me^me nud (c'est par
exemple le cas sur la machine Intel Paragon XP/S : nous avons mesure une bande
passante maximale de 82 Mo/s pour les communications en point-a-point
5
, contre
seulement 66 Mo/s pour les copies de memoire a memoire sur un me^me nud
6
).
Avec de telles machines, il peut dans certains cas e^tre preferable de proceder a plu-
5:Mesures realisees avec le systeme OSF/1 et les primitives de communication NX/2.
6:Mesures realisees en utilisant la primitive memcpy.
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sieurs emissions successives de petits segments de donnees pluto^t que de chercher a
les agreger dans un tampon.
Les mecanismes de communication de la classe Pom, l'abstraction des objets
transmissibles oerte par la classe Transmissible, et le principe du masquage
d'information (gra^ce au mecanisme de l'encapsulation) permettent d'envisager n'im-
porte quel type de (( vectorisation )) des communications dans EPEE. Dans Paladin,
cependant, les agregats manipules etant des vecteurs et matrices denses, nous nous
sommes contentes d'appuyer la vectorisation des communications dans les algo-
rithmes paralleles sur les objets transmissibles de la bibliotheque : les vecteurs et
matrices locaux.
Illustration
Considerons une fois de plus l'exemple de l'addition de matrices distribuees, et
supposons cette fois qu'au lieu de ne rien savoir de la distribution des matrices A et
B impliquees dans le calcul, on sait que ces matrices sont toutes deux distribuees
par colonnes (ce sont donc des instances de la classe Dcol Matrix).
Cette fois, l'algorithme parallele peut e^tre exprime dieremment : on peut tirer
parti de la connaissance supplementaire que l'on a de la distribution des matrices
A et B, et faire en sorte que les calculs soient exprimes dans cet algorithme en
termes d'operations vecteur-vecteur, et que les mouvements de donnees portent sur
des vecteurs colonnes et non plus sur de simples elements scalaires.
pour j = 1::j
max
si je possede B(:; j) et pas A(:; j) alors
envoyer B(:; j) au proprietaire de A(:; j)
fsi
si je possede A(:; j) et pas B(:; j) alors
recevoir B(:; j) du proprietaire de B(:; j)
fsi
si je possede A(:; j) alors
calculer localement A(:; j) := A(:; j) + B(i; j)
fsi
fpour
En fait, la sequence constituee de l'emission et de la reception d'une colonne
de la matrice B peut e^tre exprimee de maniere plus concise. En eet, on a mis
en uvre dans ce but precis dans les classes decrivant les matrices distribuees des
routines permettant le (( rafra^chissement )) localise ou generalise des blocs de parti-
tionnement. Dans le cas d'une matrice distribuee par colonnes, on dispose ainsi de
la fonction bring column to
7
qui permet d'amener une copie d'un vecteur colonne
7: La fonction bring column to a ete decrite au paragraphe 3.4.1.4.
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sur un nud donne. Cette fonction encapsule exactement les me^mes tests de loca-
lite et les me^mes operations d'emission-reception qui ont ete exprimees in extenso
dans l'algorithme en pseudo-code reproduit plus haut. Cet algorithme peut donc
e^tre exprime de maniere plus concise comme illustre ci-dessous, et traduit en Eiel
comme montre dans l'exemple 4.2.
pour j = 1::j
max
rafra^chir B(:; j) sur le nud proprietaire de A(:; j)
si je possede A(:; j) alors
calculer localement A(:; j) := A(:; j) +B(:; j)
fsi
fpour
On notera dans l'exemple 4.2 l'emploi de la fonction bring column to invoquee
sur la matrice B (ligne 10). Cette fonction permet donc de faire l'abstraction des
details de mise en uvre du rafra^chissement d'une colonne de B sur un nud donne.
Exemple 4.2
class DCOL MATRIX inherit
DIST MATRIX
feature fDIST MATRIXg    Optimized operators
add dcol (B : DCOL MATRIX) is
local 5
j : INTEGER ;
B col : like local column ;
do
from j := 1 until i > ncolumn loop
B col := B.bring column to (owner of column (j)) ; 10
if column is local (j) then
local column (j).add (B col) ;
end ;    if
j := j + 1 ;
end ;    loop 15
end ;    add dcol
...
end    class DCOL MATRIX
On notera egalement que, l'algorithme parallele considere ici ne pouvant e^tre
execute que pour additionner deux matrices distribuees par colonnes, nous l'avons
baptise add dcol et encapsule dans la classe Dcol Matrix.
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4.2.3 Presentation de quelques operateurs paralleles
Dans ce paragraphe sont presentes quelques uns des operateurs paralleles que
nous avons introduits dans la bibliotheque Paladin. Pour obtenir ces operateurs
paralleles, nous nous sommes contentes d'appliquer la regle des calculs locaux et
les techniques de vectorisation des communications evoquees plus haut. Il va de soi
qu'il est possible d'encapsuler dans les classes de Paladin des algorithmes paralleles
autrement plus complexes | et probablement plus performants | que ceux qui
vont e^tre decrits dans les pages qui suivent. Cependant, notre propos est avant
tout de montrer qu'il est possible de proceder a une parallelisation (( en douceur ))
de la bibliotheque Paladin, et qu'il n'est pas forcement besoin d'e^tre un expert
en algorithmique parallele pour pouvoir produire en un laps de temps reduit des
algorithmes SPMD aux performances satisfaisantes.
Exemple 1 : calcul de la trace d'une matrice
Considerons l'operateur fonction trace, tel qu'il a ete deni dans la classe Ma-
trix. L'algorithme associe a cet operateur dans la classe Matrix est purement
sequentiel et ne tient donc absolument pas compte de la distribution possible de
la matrice pour laquelle on desire calculer la somme des elements diagonaux. Nous
avons redeni la fonction trace dans la classe Dist Matrix, en la dotant d'un al-
gorithme de calcul mieux adapte aux caracteristiques des matrices distribuees. Le
calcul de la trace se ramene alors a une operation classique de reduction : chaque
nud calcule d'abord localement une trace partielle en ne considerant que les ele-
ments scalaires dont il est proprietaire, puis il diuse le resultat a l'intention des
autres nuds. Le calcul se termine sur chaque nud lorsque toutes les traces par-
tielles ont ete recues et additionnees. La nouvelle denition de l'operateur fonction
trace est reproduite dans l'exemple 4.3.
Le calcul de la trace s'exprime a present comme une reduction SPMD, realisee en
invoquant la routine de reduction reduce d'un objet agent
8
de typeDist Reductor
(ligne 23). La classe Dist Reductor, decrivant les agents capables de proceder
a des reductions dans un contexte SPMD, est decrite en details dans l'annexe B.
C'est l'un des (( outils )) de parallelisation integres a l'environnement EPEE.
Chaque nud doit tout d'abord calculer une trace partielle en ne considerant
que les elements diagonaux dont il est proprietaire. Dans la fonction local trace,
on applique la regle des calculs locaux en eectuant un test de localite, realise
en invoquant la fonction item is local sur le descripteur de distribution dist de la
8: La notion d'objet agent a ete introduite au paragraphe 3.2.4. Les agents sont des abstractions
algorithmiques, c'est-a-dire des objets capables d'agir sur d'autres objets.






feature fNONEg    Private operators 5
local trace : like item is
   Compute the sum of local diagonal items
local
i : INTEGER ;
do 10
from i := 0 until i > nrow loop
if dist.item is local (i, i) then
Result := Result + local item (i, i) ;
end ;    if
end ;    loop 15
end ;    local trace
feature    Optimized operators
trace : like item is
local
action : SUM [like item] ; 20
dist reductor : DIST REDUCTOR [like item] ;
do
Result := dist reductor.reduce (local trace, action) ;
end ;    trace
... 25
end    class DIST MATRIX
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matrice courante (ligne 12). Le resultat retourne par la fonction local trace est passe
en parametre lors de l'invocation de l'operateur de reduction (ligne 23). Le second
parametre decrit l'operation binaire | ici une simple somme arithmetique| devant
e^tre utilisee pour reduire l'ensemble des traces partielles et evaluer la trace reelle de
la matrice courante.
Exemple 2 : somme de matrices distribuees par blocs
Considerons a present le cas de l'operateur d'addition add, qui prend en para-
metre une matrice et l'ajoute a la matrice courante. La mise en uvre de cette
procedure dans la classe Matrix est telle que l'on peut additionner deux matrices
quelconques referencees par deux entites A et B en introduisant dans un programme
SPMD l'expression A.add(B). Cependant cette mise en uvre est purement sequen-
tielle et, par consequent, particulierement inecace des lors que l'une au moins
des deux matrices A et B est une matrice distribuee. On a deja detaille au para-
graphe 4.2.2 la mise en uvre de deux versions paralleles de l'operateur d'addition,
la premiere dediee aux matrices distribuees en general (c'est-a-dire capable d'ad-
ditionner deux matrices distribuees, quel que soit leur schema de distribution), et
la seconde specialement adaptee aux matrices distribuees par colonnes (il va de soi
qu'une mise en uvre parallele adaptee aux matrices distribuees par lignes peut
e^tre realisee de la me^me maniere).
En developpant la classe Dblock Matrix, nous y avons insere un algorithme
capable d'additionner ecacement deux matrices distribuees par blocs, pourvu que
ces deux matrices aient le me^me partitionnement. Cet algorithme, dont le code est
reproduit dans l'exemple 4.4, pourrait e^tre exprime ainsi en pseudo-code
9
:
pour i = 0::bi
max




sur le nud proprietaire de A
ij












On notera dans l'exemple 4.4 que :
- la precondition de la ligne 5 xe le domaine d'application de l'operateur
add dblock : les deux matrices impliquees dans le calcul | i.e. la matrice
9: Dans ce document, on note toujours A
ij
un bloc de la matrice A, et A(i; j) un element
scalaire de la me^me matrice.
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Exemple 4.4
add dblock (B : DBLOCK MATRIX) is
require
B valid : (B == Void) ;
same size : (nrow = B.nrow) and (ncolumn = B.ncolumn) ;
same dist : (dist.b = B.dist.b) and (dist.bfj = B.dist.bfj) ; 5
local
bi, bj : INTEGER ;
Bs block : LOCAL MATRIX ;
do
from bi := 0 until bi > dist.nbimax loop 10
from bj := 0 until bj > dist.nbjmax loop
   Refresh B(bi,bj) on the owner of C(bi,bj)
Bs block := B.bring block to (owner of block (bi, bj)) ;
if (block is local (bi, bj)) then
   Add B(bi,bj) to C(bi,bj) locally 15
local block (bi, bj).add (Bs block) ;
end ;    if
bj := bj + 1 ;
end ;    loop
bi := bi + 1 20
end ;    loop
end ;    add dblock
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(( courante )) et la matrice B passee en parametre | doivent e^tre partition-
nees en blocs de me^me taille. Ceci n'implique cependant pas que la fonction
de placement des deux matrices doive e^tre identique (auquel cas plus aucun
echange de donnees ne serait necessaire entre les nuds participant au calcul).
- On utilise la fonction bring block to
10
(ligne 13) pour (( rafra^chir )) le bloc B
ij
sur le nud proprietaire du bloc A
ij
(A etant la matrice courante).
- On realise une commande gardee par un test de localite de telle maniere que
chaque nud ne procede plus qu'a des calculs locaux (ligne 14).
Vectorisation et acces a la memoire
Au lieu d'e^tre exprime a l'aide des accesseurs de base put et item, l'algorithme
de add dblock est directement exprime en termes d'operations portant sur des blocs
matrices. Les communications se trouvent ainsi vectorisees naturellement, du fait
que l'on manipule directement des blocs matrices et non plus de simples valeurs
scalaires.
En fait, vectoriser les acces aux donnees n'a pas pour seule consequence d'ame-
liorer les performances des communications. Le fait de restructurer les algorithmes
de la classe Matrix et des classes descendantes de maniere a ce qu'ils procedent a
des operations portant sur les blocs matrices aide a ameliorer les performances glo-
bales de Paladin, parce que cela contribue a reduire le cou^t de la pagination | voire
celui des defauts de cache | sur la plupart des processeurs modernes. Utiliser des
accesseurs de haut niveau pour manipuler les agregats matrices entra^ne donc une
amelioration des performances des operateurs, non seulement gra^ce a une reduction
du cou^t des echanges de donnees, mais aussi gra^ce a une meilleure exploitation de
l'architecture de la memoire.
Cette technique a deja ete mise en pratique dans d'autres bibliotheques : la
bibliotheque LAPACK [7] ameliore les performances des bibliotheques LINPACK
et EISPACK en restructurant les algorithmes de maniere a ce qu'ils procedent a
des operations portant sur des blocs matrices a l'interieur des nids de boucles, et en
invoquant des routines de type BLAS 3 [88] partout ou c'est possible. Dans le noyau
BLAS, les operations portant sur les blocs matrices sont optimisees pour exploiter
au mieux les caracteristiques architecturales des machines a memoire partagee. La
bibliotheque ScaLAPACK [44] est construite selon la me^me idee, mais l'utilisation
d'operations portant sur les blocs matrices vise cette fois a reduire le cou^t des
transmissions entre les nuds d'une machine a memoire distribuee.
10: La routine bring block to a ete presentee en details au paragraphe 3.4.1.4.
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Remarque sur le nommage des operateurs
Il importe de bien comprendre pourquoi nous avons introduit dansDblock Ma-
trix un nouvel operateur parallele add dblock au lieu de simplement redenir dans
cette classe l'operateur add herite de Matrix.
La signature donnee a l'operateur add dans la classe Matrix indique que cet
operateur doit e^tre capable de calculer la somme de deux matrices quelconques,
qu'elles aient ou non le me^me format de representation interne. L'algorithme en-
capsule dans add dblock, quant a lui, ne peut calculer que la somme de deux matrices
distribuees par blocs. Cet algorithme ne peut donc convenir pour mettre en uvre
l'operateur add dans la classe Dblock Matrix, car bien qu'il n'y ait dans cette
classe aucune ambigute quant au type de la matrice courante, la matrice B passee
en parametre a l'operateur add peut elle e^tre une matrice quelconque.
Il faut noter que les regles du typage en Eiel permettraient de redenir l'opera-
teur d'addition dans la classe Dblock Matrix en lui donnant la signature add(B :
DBLOCK Matrix), ce qui aurait pour consequence d'imposer a l'entiteB de referen-
cer une matrice distribuee par blocs. Cependant, cette redenition consituerait une
violation de l'objectif d'interoperabilite que nous nous sommes xes des le debut
du developpement de Paladin. En eet, alors que la signature de l'operateur add
dans la classe abstraiteMatrix indique que l'on doit pouvoir ajouter deux matrices
quelconques, alterer la signature de cet operateur dans la classe Dblock Matrix
aurait pour consequence de restreindre le champ des operations possibles : on ne
pourrait plus ajouter n'importe quelle matrice a une matrice distribuee par blocs,
mais seulement une autre matrice distribuee par blocs (et qui plus est ayant le me^me
partitionnement).
Le probleme n'est donc pas d'ordre syntaxique, mais bien d'ordre semantique :
parce que les services oerts par les operateurs add et add dblock ne sont pas exac-
tement equivalents, ces operateurs doivent tous deux e^tre maintenus simultanement
dans Dblock Matrix.
Ceci n'implique pourtant pas qu'un utilisateur doive specier explicitement le-
quel de ces deux operateurs est le mieux adapte pour calculer la somme de deux
matrices. Cette approche ne saurait satisfaire l'objectif de maintien d'une interface
homogene enonce au paragraphe 1.3.3. On verra dans le paragraphe 4.4 comment
nous avons obtenu la selection automatique de l'operateur approprie dans la biblio-
theque Paladin.
Exemple 3 : factorisation de Gram-Schmidt
L'algorithme sequentiel de decomposition de Gram-Schmidt a ete presente au
chapitre 2. Dans cet algorithme la plupart des calculs elementaires sont exprimes en
termes d'operations portant sur des vecteurs colonnes. En consequence, il se pre^te
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particulierement bien a la parallelisation lorsque les matrices impliquees dans le
calcul sont distribuees par colonnes. Nous avons developpe un nouvel algorithme
capable de decomposer une matrice A en un produit Q:R (Q recouvrant A) de
maniere concurrente, pourvu que A et R soient toutes deux de type Dcol Ma-
trix et aient le me^me schema de distribution. Cet algorithme n'etant utilisable que
pour decomposer une matrice distribuee par colonnes, il a ete encapsule dans la
classe Dcol Matrix.

Etant en outre plus restrictif que son homologue sequentiel
de la classe Matrix en ce qui concerne la matrice R (qui doit imperativement e^tre
de type Dcol Matrix et non plus simplement de type Matrix), nous avons du^
l'encapsuler dans une nouvelle routine baptisee mgs dcol
11
.
L'algorithme parallele de decomposition de Gram-Schmidt est reproduit ci-
dessous en pseudo-code.
pour k = 1::n
si je possede A(:; k) alors
R(k; k) := kA(:; k)k
2
(1)
A(:; k) := A(:; k)=R(k; k) (2)
fsi
amener une copie de A(:; k) sur chaque nud
pour j = k + 1::n
si je possede A(:; j) alors
R(k; j) := A(:; k)
T
A(:; j) (3)




Lors de l'execution de la routine mgs dcol, les phases de calcul (1) et (2) sont
realisees localement par le seul possesseur du vecteur colonne k (les matrices A et
R devant e^tre distribuees a l'identique, le nud proprietaire de la colonne k de A
est egalement proprietaire de la colonne k de R). Une copie du vecteur k de A est
ensuite amenee sur tous les nuds an que chacun d'entre eux puisse proceder a
la mise a jour des colonnes j dont il est proprietaire en executant localement les
phases de calcul (3) et (4).
Le code de la routine mgs dcol est reproduit dans l'exemple 4.5.
On notera que :
- seuls des accesseurs locaux (en l'occurrence local put, local item et local column)
sont utilises dans l'algorithme, an d'eviter les communications et tests de lo-
calite inutiles impliques par l'emploi des accesseurs SPMD ;
11: Le suxe dcol faisant reference au type requis pour la matrice passee en parametre.
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- les tests de localite eectues a l'aide de la routine column is local (lignes 17
et 27) permettent de reduire le domaine d'iteration sur chaque nud ;
- les communications ont lieu lors de l'execution de la fonction column
12
. Elles
sont naturellement vectorisees du fait que les donnees manipulees sont des
vecteurs locaux (on rappelle que la classe Dcol Matrix est mise en uvre
sous la forme d'une table de vecteurs locaux et qu'un objet de type Lo-
cal Vector est un objet transmissible).
Discussion
Le fait que nous ayons choisi de developper dans Paladin un algorithme paral-
lele de decomposition de Gram-Schmidt adapte aux schemas de distribution par
colonnes resulte de l'observation de l'algorithme sequentiel correspondant. Celui-ci
etant exprime en termes d'operations portant sur des vecteurs colonnes, il etait
(( logique )) de developper { au moins dans un premier temps | un algorithme pa-
rallele adapte aux matrices distribuees par colonnes. Ce choix ne doit pourtant pas
e^tre interprete comme signiant qu'il est impossible d'introduire dans Paladin des
algorithmes de decomposition de Gram-Schmidt adaptes a d'autres types de distri-
bution. Ainsi, on pourrait tres certainement developper un algorithme adapte aux
matrices distribuees par blocs, mais il faudrait toutefois exprimer dans cet algo-
rithme tous les calculs en termes d'operations portant sur des blocs matrices. On
pourrait egalement envisager le cas ou les matrices impliquees dans la decomposition
A! Q:R ont un schema de distribution dierent, voire me^me un type dierent.
L'extensibilite de la bibliotheque Paladin permet de l'enrichir a tout instant en y
integrant de nouveaux algorithmes satisfaisant les exigences particulieres d'un uti-
lisateur, que ces exigences portent sur les schemas de distribution des operandes ou
sur d'autres criteres. L'integration dans la bibliotheque de plusieurs routines, toutes
capables de realiser le me^me calcul mais dans des conditions dierentes, ne doit pas
constituer un probleme pour l'utilisateur de la bibliotheque. On montrera au para-
graphe 4.4 comment on peut faire en sorte que la routine encapsulant l'algorithme
le plus approprie pour traiter un probleme donne soit selectionnee dynamiquement
et de maniere transparente pour l'utilisateur.
Exemple 4 : produit de matrices
De tres nombreux algorithmes ont ete developpes pour calculer le produit de
matrices sur machine parallele. Ces algorithmes s'appuient souvent sur des mouve-
12: La fonction column a ete decrite au paragraphe 3.4.2. Elle procede a la diusion du vecteur
local designe an que chaque nud puisse ensuite disposer d'une copie locale de ce vecteur.
4.2. Parallelisation des algorithmes 111
Exemple 4.5
class DCOL MATRIX inherit
...
feature
mgs dcol (R : DCOL MATRIX) is
   Modied Gram Schmidt (Q.R decomposition) 5
   Q.R <  Current (Q overwrites Current)
require
rank ok : (Current.rank = ncolumn) ;
size ok : (nrow = R.nrow) and (nrow = R.ncolumn) ;
dist ok : (dist.bfj = R.dist.bfj) ; 10
local
k, j : INTEGER ;
col k : like local column ;
do
from k := 1 until k > ncolumn loop 15
if column is local (k) then
   Update column k locally
R.local put (local column(k).nrm2, k, k) ;    (1)
local column (k).scal (1.0 = R.local item (k, k)) ;    (2) 20
end ;    if
   Refresh column k
col k := column (k) ;
25
from j := k+1 until j > ncolumn loop
if column is local (j) then
   Update column j locally
R.local put (col k.dot (local column (j)), k, j) ;    (3)
local column (j).axpy ( R.local item (k, k), col k) ;    (4) 30
end ;    if
j := j + 1 ;
end ;    loop
k := k + 1 ; 35
end ;    loop
end ;    mgs dcol
...
end    DCOL MATRIX
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ments de donnees complexes, comme par exemple des decalages circulaires ou des
permutations des lignes, des colonnes, ou des blocs des matrices distribuees impli-
quees dans le calcul [27, 41]. En outre, ces algorithmes sont souvent mis en uvre
de maniere a orir des performances optimales sur une architecture donnee [73],
voire sur une machine donnee.
Pour paralleliser le calcul du produit de matrices dans Paladin, nous nous
sommes jusqu'a present contentes d'appliquer la simple regle des calculs locaux.
Nous avons integre dans les diverses classes decrivant les matrices distribuees plu-
sieurs algorithmes paralleles, chacun de ces algorithmes etant specialement adapte
pour traiter un schema de distribution particulier des trois matrices impliquees
dans le calcul (les deux matrices operandes A et B et la matrice resultat C). Parmi
ces divers algorithmes, celui de la routine mult dblock dblock denie dans la classe
Dblock Matrix est specialement dedie au calcul du produit de matrices lorsque
les trois matrices A, B et C sont de type Dblock Matrix et verient en outre
les proprietes suivantes :
- les blocs de partitionnement de A et de C ont la me^me hauteur ;
- les blocs de A couvrent toute la largeur de la matrice ;
- les blocs de partitionnement de C et de B ont la me^me largeur ;
- les blocs de B couvrent toute la hauteur de la matrice.
Ces contraintes sont exprimees sous forme de preconditions dans l'ente^te de
l'operateur mult dblock dblock, reproduit dans l'exemple 4.6 a la page 114. La -
gure 4.2 illustre le type de distribution admise par cet operateur.
Dans le corps de l' operateur mult dblock dblock, nous avons exprime l'algorithme
de calcul du produit de matrices en termes de produits elementaires de blocs ma-
trices. Cet algorithme est reproduit ci-dessous en pseudo-code.
pour i = 0::bi
max
amener une copie de A
i0
sur tous les nuds
pour j = 0::bj
max
amener une copie de B
0j
sur le nud proprietaire de C
ij


















Fig. 4.2 - Type de distribution admis par l'operateur mult dblock dblock
Cet algorithme, dont la traduction en Eiel est reproduite dans l'exemple 4.6,
est organise autour de deux boucles imbriquees. Dans la boucle externe indicee
par la variable i, une copie du bloc A
i0
est mise a la disposition de chaque nud.
Cette operation peut e^tre realisee en invoquant la fonction block
13
de la classe
Dblock Matrix. Dans la boucle interne indicee par la variable j, une copie du
bloc B
0j
est mise a la disposition du proprietaire de C
ij
, qui calcule alors la nouvelle







copie du bloc B
0j
peut e^tre amenee sur le possesseur de C
ij
en invoquant la fonction
bring block to de la classe Dblock Matrix
14
.
On peut evaluer grossierement le cou^t de l'algorithme parallele de l'operateur
mult dblock dblock en termes de communications.
- Chaque bloc de la matriceA est diuse une fois et une seule lors de l'execution
de la fonction block.
- Chaque bloc de la matriceB est transmis au plus bi
max
+1 fois en mode point-
a-point : le nombre de blocs eectivement emis et recus lors de l'execution de
bring block to depend du placement relatif des blocs de B et des blocs de C.
Il est possible de jouer sur la fonction de placement et sur la taille des blocs de
la matrice C an d'obtenir que tous les blocs occupant une me^me colonne dans la
table des blocs aient le me^me proprietaire. Ainsi, si on decrit la distribution d'une
13: La fonction block a ete presentee au x 3.4.1.4. Elle procede a la diusion du bloc designe an
que chaque nud dispose ensuite d'une copie locale de ce bloc.
14: La fonction bring block to a ete introduite au x 3.4.1.4.
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Exemple 4.6
class DBLOCK MATRIX inherit
...
feature    Optimized operators
mult dblock dblock (A, B : DBLOCK MATRIX) is
   C <  A * B, with C = Current. 5
require
size ok : (nrow = A.nrow) and (ncolumn = B.ncolumn)
and (A.ncolumn = B.nrow) ;
A valid : A.dist.bfj = A.ncolumn ;
B valid : B.dist.b = B.nrow ; 10
C valid : (dist.b = A.dist.b) and (dist.bfj = B.dist.bfj) ;
local
i, j : INTEGER ;
A i, B j : like local block ;
do 15
from i := 0 until i > A.dist.nbimax loop
   Refresh A(i, :)
A i := A.block (i, 0) ;
from j := 0 until j > B.dist.nbjmax loop
   Refresh B( :,j) on the owner of C(i,j) 20
B j := B.bring block to (0, j, owner of block (i, j)) ;
if (block is local (i, j)) then
   Compute C(i,j) = A(i, :) * B( :,j)
local block (i, j).mult (A i, B j) ;
end ;    if 25
j := j + 1 ;
end ;    loop j
i := i + 1 ;
end ;    loop i
end ;    mult dblock dblock 30
...
end    DBLOCK MATRIX
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matrice C de taille m  n en lui donnant la fonction de placement de la classe
Row Wise Mapping
15
et que P designe le nombre de nuds dans la machine
cible, il sut par exemple de donner au facteur de partitionnement bfj la valeur
dn=P e pour que tous les blocs occupant une me^me colonne dans la table des blocs
de C aient le me^me proprietaire. Plus generalement
16
, cette propriete sera veriee
lorsqu'on aura dn=bfjemod P = 0.
En distribuant la matrice C de maniere a ce que cette propriete soit veriee et
en donnant aux matrices A et B des distributions (( compatibles )) avec celle de C
(c'est-a-dire respectant les contraintes exprimees dans les preconditions de la routine
mult dblock dblock), l'execution de cette routine ne necessite plus aucune transmis-





quels que soient i et j. Cette conguration permet d'obtenir des performances opti-
males pour l'algorithme encapsule dans mult dblock dblock. On dira que lorsque les
trois matrices A, B et C sont distribuees conformement au schema decrit ci-dessus,
la distribution est ideale (du point de vue des communications) pour l'algorithme
de l'operateur mult dblock dblock.
4.2.4 Observer pour mieux optimiser
Il n'est pas toujours aise de trouver la distribution ideale des matrices et vec-
teurs manipules dans un algorithme parallele ni, inversement, de mettre en uvre
l'algorithme parallele capable d'exploiter au mieux certaines caracteristiques de dis-
tribution des operandes. Le comportement d'un algorithme parallele a l'execution
depend en outre d'un grand nombre de facteurs, parmi lesquels on peut citer les
dimensions des matrices et vecteurs manipules, leurs schemas de distribution respec-
tifs, le nombre de nuds impliques dans le calcul, les caracteristiques physiques des
supports de communication dans la machine cible (latence, bande passante, etc.), la
topologie du reseau de communication de cette machine (bus Ethernet pour un re-
seau de stations de travail ; grille, tore ou hypercube pour un super-calculateur), etc.
Les mecanismes d'observation implantes dans la bibliotheque POM peuvent ai-
der a l'experimentation et a la mise au point des algorithmes paralleles tels que ceux
que nous avons implantes dans les classes de Paladin.
15: Les mecanismes de placement de Paladin ont ete decrits dans le x 3.2.3.
16: On n'est pas toujours en mesure de choisir librement les facteurs de partitionnement d'une
matrice.
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
Etude des dependances causales
Les mecanismes d'estampillage vectoriel integres a la bibliotheque POM peu-
vent aider a visualiser apres l'execution d'un algorithme parallele le graphe des
dependances causales des evenements observes dans cet algorithme.
Pour illustrer cette idee, nous avons execute sur la machine Paragon XP/S de
l'IRISA l'algorithme de calcul du produit de matrices encapsule dans l'operateur
mult dblock dblock presente au paragraphe precedent.
Nous nous sommes tout d'abord places dans un contexte de distribution
(( ideale )), pour calculer un produit de matrices de la forme C = A  B sur 4
nuds de la Paragon. Dans cette premiere experience, les matrices B et C etaient
de taille 450  550, et la matrice A etait de taille 450  450. Nous avons donne
au facteur de partitionnement bfj la valeur 150 (ce qui verie bien la propriete
d550=150emod 4 = 0 enoncee au paragraphe precedent), et xe librement a 100 la
valeur du facteur b.
0 1 2 3
0 1 2 3
0 1 2 3
0 1 2 3
0 1 2 3































Fig. 4.3 - Exemple de distribution (( ideale )) pour l'operateur mult dblock dblock
(a gauche), et visualisation des echanges de donnees pendant l'execution de cet ope-
rateur (a droite)
On a represente dans la gure 4.3 (en partie gauche) la distribution ainsi obtenue
pour les trois matrices A, B et C. Chaque bloc porte le numero du nud qui en est
proprietaire.
La routine mult dblock dblock a ete executee sur 4 nuds de la machine Paragon.
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Au cours de cette execution, les services de generation automatique de trace de la
POM ont ete actives, un message de trace portant une estampille vectorielle etant
genere lors de chaque emission ou reception d'un bloc pendant la redistribution.
Les messages de trace ont ete collectes et traites par un programme observateur
fonctionnant en parallele avec l'application. Les informations produites par l'ob-
servateur ont ensuite ete fournies a un outil de visualisation graphique capable de
dessiner le diagramme des dependances causales (en fait, un diagramme de Hasse)
a partir d'une liste d'evenements estampilles.
On a reproduit dans la gure 4.3 (en partie droite) le diagramme des depen-
dances causales obtenu lors de l'execution. On peut constater sur ce diagramme
que les seules communications ayant lieu au cours de l'execution sont des diusions.
Il s'agit en fait des diusions successives des cinq blocs de la matrice A.
0 1 2 3
0 1 2 3
4 0 1 2
3 4 0 1
2 3 4 0
























































Fig. 4.4 - Exemple de distribution non ideale pour l'operateur mult dblock dblock
(a gauche), et visualisation des echanges de donnees pendant l'execution de cet ope-
rateur (a droite)
Nous avons ensuite renouvele l'experience du produit de matrices, en utilisant
cette fois 5 nuds de la machine Paragon au lieu de 4. La distribution des matrices
A, B et C, et le diagramme des dependances causales obtenu a l'execution ont ete
reproduits dans la gure 4.4.
Pour cette experience, on ne se trouve plus dans le cadre d'une distribution
(( ideale )) des trois matrices operandes, comme le conrme d'ailleurs la relation
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d550=150emod 5 6= 0. Dans le diagramme des dependances causales, on voit de
nouveau appara^tre les diusions des cinq blocs de la matrice A, mais il s'y ajoute
de nombreuses transmissions en point-a-point, qui correspondent aux transmissions
des blocs de la matrice B lorsque le nud proprietaire d'un bloc C
ij
donne n'est




Etude du comportement temporel
La generation du graphe de dependances causales apporte des informations
concernant les inter-dependances entre les evenements au cours d'une execution
repartie. En examinant ce graphe, on peut par exemple identier des contraintes
de synchronisation trop fortes dans certains algorithmes paralleles. Cependant le
graphe des dependances causales nous informe sur le parallelisme potentiel permis
par un algorithme parallele. Le mecanisme de temps global integre a la bibliotheque
POM permet de dater les evenements, et d'examiner ainsi le comportement tempo-
rel eectif d'une execution repartie.
On a reproduit dans la gure 4.5 les diagrammes temporels obtenus a la suite
des experiences evoquees precedemment. Ces diagrammes nous apportent une infor-
mation complementaire de celle fournie par le diagramme des dependances causales.
On peut par exemple comparer les durees respectives des phases de calcul et
des phases de communication au cours de l'execution. Ainsi, on constate dans le
diagramme de gauche de la gure 4.5 que la premiere phase de calcul realisee sur
le processeur P1 (calcul de C
01




), qui correspond dans
le diagramme au segment borne par les evenements E1 et E2, a dure environ 0.25
seconde, alors que le bloc matrice A
10
diuse ensuite par P1 a ete recu par le nud
P0 (evenement E3) seulement 0.02 secondes plus tard. Ceci conrme que, sur la
machine Paragon, les echanges de donnees sont tres rapides (on n'observerait pas
du tout le me^me comportement temporel si on realisait la me^me experience sur un
reseau de stations de travail reliees par un ca^ble Ethernet, alors que le diagramme
des dependances causales serait identique).
Les deux diagrammes de la gure 4.5 nous permettent aussi de constater que
la premiere phase de calcul dure sensiblement plus longtemps que les phases de
calcul suivantes. Ce phenomene est probablement du^ au fait que, sur la machine
Paragon, les acces a la memoire cache sont tres cou^teux. Or, dans notre experience
les matrices A, B et C sont chargees en memoire lors de la premiere phase de calcul
et y demeurent ensuite pour les phases suivantes.
On peut encore constater, dans le diagramme de droite de la gure 4.5 que
certains echanges de donnees en point-a-point semblent durer beaucoup plus long-
temps que d'autres. En fait, le diagramme temporel traduit le fait qu'au cours de
l'execution la reception de certains messages est dieree sur certains nuds parce




A? A?B! A?A?B!B! B! B?B?
B?B?
A!!
































































Fig. 4.5 - Comparaison du comportement temporel observe avec la distribution
(( ideale )) (a gauche), et avec une distribution (( non ideale )) (a droite)
qu'un calcul y est en cours. Par exemple, le message emis par P4 a l'intention de
P0 (evenement E5) n'est receptionne par P0 (evenement E6) qu'apres que P0 ait
termine le calcul ayant debute avec l'evenement E4.
Les outils de collecte, de traitement et de visualisation des traces qui nous ont
permis de produire les diagrammes de causalite et les diagrammes temporels repro-
duits dans ce paragraphe ont ete developpes par C. Bareau dans le cadre de son
travail de these [12].
L'observation des executions reparties constitue a n'en pas douter un atout ma-
jeur pour le developpement et la mise au point d'algorithmes paralleles, mais l'inter-
pretation des traces d'execution generees avec la POM demeure encore assez empi-
rique. L'exploitation eective des traces d'executions reparties passe necessairement
par l'emploi de techniques d'interpretation plus systematiques. Le developpement
de telles techniques fait l'objet de plusieurs etudes au sein du projet Pampa.
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4.3 Optimisation des communications
4.3.1 Motivation
On a decrit au chapitre 3 les mecanismes de transfert de blocs qui ont ete implan-
tes dans les classes descendant deDist Matrix, et montre dans le paragraphe 4.2.3
comment ces mecanismes peuvent servir a paralleliser les calculs portant sur des
matrices distribuees.
On montre ici que ces mecanismes presentent toutefois l'inconvenient d'amener
a la creation d'un tres grand nombre d'objets aux cours des echanges de donnees
et qu'il est possible, au prix d'une programmation un peu plus fastidieuse ou d'une
mise en uvre dierente des matrices distribuees, d'economiser sur le nombre d'ob-
jets crees lors des communications. On montre egalement qu'en exercant un contro^le
precis sur l'activite du ramasse-miettes, on peut obtenir une certaine forme de re-
couvrement calcul/communication aux cours des executions reparties.
4.3.2 Mecanismes alternatifs pour les transferts de blocs
En developpant la classe Dblock Matrix, nous avons mis a prot la represen-
tation interne sous forme de table de blocs matrices pour implanter deux fonctions
block et bring block to permettant la transmission des blocs de partitionnement en
diusion ou en point-a-point (ces fonctions ont ete decrites au paragraphe 3.4.1.4).
On a egalement mis en uvre suivant le me^me principe deux fonctions column et
bring column to dans la classeDcol Matrix, et deux fonctions row et bring row to
dans la classe Drow Matrix (paragraphe 3.4.2).
Toutes ces fonctions de transfert de blocs permettent de faire abstraction des
echanges de donnees lorsqu'on procede a la parallelisation d'un operateur. Pourtant,
elles ne sont pas totalement satisfaisantes, car leur utilisation amene a de trop
nombreuses creations d'objets. En eet, chaque fois que la copie d'un bloc distant
doit e^tre amenee sur un nud donne, on cree sur ce nud destinataire un nouvel
objet an qu'il serve temporairement de receptacle aux donnees recues (voir par
exemple le code de la fonction bring block to reproduit dans l'exemple 3.13 a la
page 86).
Creer des objets en grand nombre au cours d'une phase de calcul ne consti-
tue pas un reel probleme tant que l'on ne s'interesse qu'au bon comportement de
l'application. En eet, aussi longtemps que le nombre d'objets references dans l'ap-
plication demeure raisonnable, le ramasse-miettes est capable de detecter les objets
obsoletes et de les supprimer, recuperant ainsi l'espace memoire qu'ils occupaient.
Cependant, creer une multitude d'objets temporaires au cours d'une execution en-
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tra^ne inevitablement une degradation des performances globales de l'application,
due notamment au fait que le ramasse-miettes doit e^tre active plus souvent et avoir
des periodes d'activite plus longues.
Dans les deux paragraphes qui suivent, on presente deux methodes permettant
de reduire le nombre d'objets temporaires crees lors des receptions de blocs dans
les algorithmes paralleles impliquant des objets de type Dblock Matrix
17
. Ces
methodes ont toutes deux ete experimentees dans Paladin.
4.3.2.1 Gestion explicite d'objets (( tampons ))
Principe
Pour eviter de creer systematiquement un nouvel objet chaque fois que la copie
d'un bloc distant doit e^tre maintenue localement par un nud, on peut choisir de
renoncer aux abstractions oertes par les fonctions block et bring block to, et gerer
alors explicitement les emissions et receptions dans les algorithmes paralleles. En
procedant de la sorte, on est en mesure de creer des matrices locales servant d'objets
(( tampons )) pour maintenir localement des copies de blocs distants. On peut alors
faire en sorte qu'une matrice tampon serve plusieurs fois au cours de l'execution.
Illustration
Nous avons par exemple ecrit une variante de l'operateur mult dblock dblock se-
lon cette idee. La nouvelle mise en uvre de cet operateur est reproduite dans
l'exemple 4.7. Au lieu d'invoquer simplement les fonctions block et bring block to
pour creer une copie locale d'un bloc distant, on gere a present explicitement la
localisation des blocs ainsi que leur transmission (lignes 22, 25, 31 et 37). En outre,
lorsque les donnees d'un bloc distant doivent e^tre receptionnees et stockees locale-
ment, on ne cree plus systematiquement un nouvel objet de type Local Matrix
comme c'etait le cas avec les fonctions block et bring block to, mais on reutilise l'es-
pace de stockage constitue par deux objets tampons references par A i buf et B j buf
(lignes 24 et 37). Ces deux objets sont crees une fois pour toutes avec les dimen-
sions requises au debut de l'execution de l'operateur mult dblock dblock (lignes 15
et 16), et le ramasse-miettes ne les collectera pas avant qu'ils soient de-references,
c'est-a-dire pas avant la n du calcul.
On pourra noter qu'en choisissant de creer les deux objets A i buf et B j buf une
fois pour toutes au debut de l'execution de mult dblock dblock, on restreint du me^me
coup le domaine d'application de cet operateur. En eet, pour que l'algorithme de
17: Il va de soi que ces methodes peuvent aussi s'appliquer lorsque les (( blocs )) consideres sont
en fait des vecteurs locaux resultant du partitionnement de matrices distribuees par lignes ou par
colonnes.
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Exemple 4.7
class DBLOCK MATRIX inherit
...
feature    Optimized operators
mult dblock dblock (A : DBLOCK MATRIX ; B : DBLOCK MATRIX) is
   C <  A * B, with C = Current. 5
require
   same conditions as in former mult dblock dblock
part ok : ((A.nrow nn A.dist.b) = 0)
and ((B.ncolumn nn B.dist.bfj) = 0) ;
local 10
i, j : INTEGER ;
C ij, A i, B j, A i buf, B j buf : LOCAL MATRIX ;
do
! !A i buf.make (A.dist.b, A.ncolumn) ;
! !B j buf.make (B.nrow, B.dist.bfj) ; 15
from i := 0 until i > A.dist.nbimax loop
if (POM.node id = A.owner of block (i, 0)) then
   Broadcast A(i, :)
A i := A.local block (i, 0) ; 20
A i.bcast ;
else    Receive A(i, :) from broadcast
A i := A i buf ;
A i.recv bcast from (A.owner of block (i, 0)) ;
end ;    if 25
from j := 0 until j > B.dist.nbjmax loop
if (POM.node id = B.owner of block (0, j)) then
B j := B.local block (0, j) ;
if (POM.node id == owner C ij) then    Send B( :,j)
B j.send (owner of block (i, j)) ; 30
end ;    if
end ;    if
if (POM.node id = owner of block (i, j)) then
if (POM.node id == B.owner of block (0, j)) then
   Receive B( :,j) 35
B j := B j buf ; B j.recv from (B.owner of block (0, j)) ;
end ;    if
   Compute C(i,j) = A(i, :) * B( :,j)
C ij := local block (i, j) ;
C ij.mult (A i, B j) ; 40
end ;    if
j := j + 1 ;
end ;    loop j
i := i + 1 ;
end ;    loop i 45
end ;    mult dblock dblock
...
end    DBLOCK MATRIX
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l'exemple 4.7 puisse e^tre utilise il est necessaire que les matrices operandes soient
partitionnees en blocs parfaitement homogenes
18
. La precondition introduite au ni-
veau des lignes 9 et 10 precise cette contrainte supplementaire imposee aux matrices
operandes de l'operateur mult dblock dblock.
Discussion
La methode consistant a gerer explicitement les echanges de donnees et les objets
tampons permet d'ameliorer de maniere sensible les performances d'un algorithme
parallele. Le gain demeure cependant assez dicile a evaluer, car il depend de la
taille totale de l'application et de la quantite de memoire disponible sur chaque
nud de la plate-forme parallele utilisee (le ramasse-miettes fonctionne de maniere
incrementale : il ne commence vraiment a rechercher les objets obsoletes que lorsque
la memoire approche de la saturation). Toutefois, il sut d'observer le code de
l'exemple 4.7 pour constater que cette approche n'est pas des plus elegantes. Le
nouveau code de la procedure mult dblock dblock est beaucoup plus long et plus
dense que celui reproduit dans l'exemple 4.6. La gestion explicite des objets tampons
permet donc d'obtenir des algorithmes plus performants, mais moins lisibles. En
outre, le codage de ces algorithmes est plus dicile : on doit creer judicieusement
les objets tampons, et les utiliser a bon escient dans le cadre d'operations d'emission
et de reception explicites.
En depit de ces inconvenients, la plupart des operateurs paralleles que nous
avons implantes dans les classes de Paladin l'ont ete en utilisant cette technique. La
methode presentee dans le paragraphe suivant a neanmoins egalement ete testee.
Elle a permis d'observer des performances a peu pres equivalentes.
4.3.2.2 Incorporation temporaire dans la table des blocs
Principe
Dans la version actuelle de Paladin, les matrices distribuees sont representees en
memoire sous la forme d'une table de blocs. Chaque entree non vide dans la table
des blocs reference un bloc local. Une entree vide dans la table indique simplement
que le processeur local n'est pas proprietaire du bloc considere (voir a ce sujet le
paragraphe 3.4).
Dans la methode proposee ici, on utilise les entrees jusqu'a present inutilisees
dans la table des blocs pour maintenir une reference vers l'eventuelle image locale
18: On rappelle que la classe Distribution 2d n'impose pas que les facteurs de partitionnement
b et bfj soient des diviseurs des dimensions nrow et ncolumn. En consequence les blocs situes le
long du (( bord droit )) ou du (( bord inferieur )) d'une matrice distribuee peuvent eventuellement
e^tre plus petits que les autres blocs (le lecteur pourra se referer au besoin au paragraphe 3.2.2).
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d'un bloc distant. La semantique de la fonction local block, qui retourne la valeur
d'une entree particuliere de la table des blocs, se trouve alors quelque peu alteree :
 Si le bloc (i; j) est un bloc local (c'est-a-dire un bloc dont le processeur local
est proprietaire), alors l'expression local block(i, j) retourne une reference vers
ce bloc ;
 Sinon l'expression local block(i, j) retourne soit Void (ce qui signie qu'aucune
image du bloc considere n'est disponible localement), soit une reference vers
une copie locale de ce bloc.
Mise en uvre
Pour assurer la transmission des blocs et le maintien a jour de la table des blocs,
nous avons dote la classe Dblock Matrix d'une procedure refresh block mise en
uvre comme illustre dans l'exemple 4.8.
Exemple 4.8
refresh block (i, j : INTEGER) is
require
valid block : dist.valid block (i, j) ;
local
new block : like local block ; 5
do
if dist.block is local(i, j) then
   Broadcast local block(i,j) to all nodes
local block (i, j).bcast ;
else 10
if (local block (i, j) = Void) then
   There's no block in table of blocks. Create a new one.
! !new block.make (dist.limax(i), dist.ljmax(j)) ;
put local block (new block, bi, bj) ;
end ;    if 15
   Receive block(i,j) from owner of block
local block (i, j).recv bcast from (dist.owner of block (i, j)) ;
end ;    if
ensure
local block : block is local(i,j) implies (Result = local block(i, j)) ; 20
end ;    refresh block
Lorsque la procedure refresh block est invoquee dans une phase d'execution
SPMD, le nud proprietaire du bloc (i; j) designe diuse l'information contenue
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dans ce bloc a l'intention de tous les autres nuds (ligne 9). Les autres nuds
consultent quant a eux leur table des blocs an de voir si une copie du bloc (i; j)
a deja ete stockee localement (ligne 11). Dans la negative, un nouveau bloc | ins-
tance de Local Matrix | est cree localement et place dans la table des blocs
(lignes 13 et 14). Les donnees diusees par le proprietaire du bloc (i; j) peuvent
alors e^tre receptionnees, le bloc reference par l'entree (i; j) servant de zone tampon
pour stocker ces donnees (ligne 17).
La routine refresh block assure le rafra^chissement simultane du bloc (i; j) sur
tous les nuds participant a l'execution. Nous avons egalement deni une routine
refresh block on (dont la mise en uvre n'est pas detaillee ici) assurant le rafra^chis-
sement du bloc designe sur un nud particulier.
Si l'on se contentait, lors de l'execution d'un algorithme parallele, d'invoquer les
routines refresh block et/ou refresh block on pour amener et maintenir sur certains
nuds des copies locales de blocs distants, on risquerait de saturer rapidement la
memoire des nuds participant aux calculs. En eet, des copies locales des blocs dis-
tants seraient creees, mais jamais detruites par le ramasse-miettes puisque toujours
referencees au moins par la table des blocs (me^me si l'on perdait toute reference a
un bloc donne au niveau d'un algorithme parallele quelconque, ce bloc serait tou-
jours reference par la table des blocs et ne pourrait donc jamais e^tre recupere par
le ramasse-miettes). On courrait alors le risque d'aboutir a la situation paradoxale
ou chaque nud disposerait localement d'une image complete (mais pas forcement
a jour) de chacune des matrices distribuees manipulees dans une application.
Pour eviter ce probleme, l'ideal serait de disposer en Eiel du mecanisme dit
des (( pointeurs faibles )) (weak pointers), communement employe dans le domaine
des bases de donnees a objets. Ce mecanisme permet d'obtenir qu'un objet dont on
n'a pas un besoin imperatif immediat soit cependant maintenu en memoire aussi
longtemps que le ramasse-miettes n'est pas contraint de le supprimer pour recuperer
de l'espace memoire. Dans la pratique, le mecanisme des pointeurs faibles necessite
qu'a chaque objet soit associe un identicateur unique (en general une valeur entiere)
et qu'on puisse en passant cette valeur a une routine ad hoc recuperer, soit l'objet
correspondant si celui-ci est encore disponible en memoire, soit une reference nulle
(Void) indiquant que cet objet a du^ e^tre supprime par le ramasse-miettes.
Le mecanisme des pointeurs faibles ne pourrait e^tre mis en uvre au niveau
du langage Eiel, car si l'on gerait a ce niveau une table permettant d'associer un
identicateur a chaque objet , on interdirait du me^me coup au ramasse-miettes de
recuperer les objets references dans cette table. Le mecanisme des pointeurs faibles
ne peut donc e^tre mis en uvre qu'a l'exterieur du langage Eiel. Il serait possible
d'implanter la table de correspondance en C et de developper une interface ade-
126 Chapitre 4. Techniques d'optimisation
quate pour la manipuler depuis Eiel, mais cette implantation serait certainement
tres fastidieuse. En fait, R. Bielak a recemment propose dans [19] que le mecanisme
des pointeurs faibles soit integre dans la norme du langage Eiel. Puisque ce meca-
nisme serait d'une grande utilite dans la mise en uvre de la bibliotheque Paladin,
mais aussi dans celle d'autres bibliotheques paralleles concues selon la me^me ap-
proche, nous ne pouvons qu'approuver la suggestion de R. Bielak et esperer que le




A defaut de disposer du mecanisme des pointeurs faibles dans la version actuelle
d'Eiel, et pour eviter malgre tout le risque de saturation de la memoire evoque
plus haut, nous avons adjoint a la routine refresh block une seconde routine ayant
un ro^le tout a fait oppose.
Exemple 4.9
forget block (i, j : INTEGER) is
require
valid block : dist.valid block (i, j) ;
do
if (not dist.block is local(i, j)) then 5
   Block is not local. Remove block from table of blocks.
put local block (Void, bi + 1, bj + 1) ;
end ;    if
ensure
block is local : block is local(i,j) implies (local block(i, j) == Void) ; 10
block not local : (not block is local(i,j))
implies (local block(i, j) = Void) ;
end ;    forget block
La routine forget block reproduite dans l'exemple 4.9 permet de faire en sorte
que les nuds qui ne sont pas proprietaires d'un bloc particulier (( oublient )) l'image
locale qu'ils peuvent eventuellement avoir de ce bloc. Concretement, lorsque la rou-
tine forget block est invoquee avec un couple de parametres i et j, chaque nud
| a l'exception du nud proprietaire du bloc designe | examine l'entree corres-
pondante dans sa table des blocs et, si cette entree est non vide, dereference l'objet
associe.
19:NICE : Nonprot International Consortium for Eiel. Comite charge de superviser la norme
du langage Eiel et des bibliotheques standard associees.
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Parallelisation des algorithmes
En utilisant judicieusement les routines refresh block et forget block decrites plus
haut, on peut aisement developper des algorithmes paralleles dans lesquels les crea-
tions d'objets tampons sont maintenues au strict minimum, sans qu'il y ait pour
autant le risque de saturer la memoire disponible sur chaque nud.
On a reproduit dans l'exemple 4.10 le code de la routine mult dblock dblock tel
que nous l'avons redeni dans un but d'experimentation.
On notera que les blocs de la matrice operande referencee par A sont rafra^chis
sur tous les nuds grace a l'invocation de la routine refresh block (ligne 14). Les
blocs de la matrice operande referencee par B sont en revanche rafra^chis sur certains
nuds seulement gra^ce a l'emploi de la routine refresh block on (ligne 17). Pour
calculer le produit des blocs matrices on n'utilise plus en lignes 20 et 21 que des
accesseurs locaux. La routine forget block est invoquee sur les matrices A et B en
lignes 23 et 26 de telle maniere que chaque nud (( oublie )) les images locales des
blocs distants des qu'il n'en a plus l'usage.
Si le mecanisme des pointeurs faibles etait disponible en Eiel, la mise en uvre
de la routine mult dblock dblock serait semblable a celle de l'exemple 4.10, excepte
que les invocations de la routine forget block n'appara^traient pas.
4.3.3 Recouvrement calcul/communication
Les ramasse-miettes integres aux executifs des environnements Eiel actuelle-
ment disponibles dans le commerce (i.e. ISE, Tower, SIG) mettent en uvre les
techniques de gestion de la memoire les plus modernes. Ils peuvent e^tre contro^les de
maniere tres precise gra^ce a un ensemble de routines oertes par la classeMemory,
l'une des nombreuses classes de la bibliotheque Eiel standard.
Dans EPEE, nous avons utilise ces routines pour exercer un contro^le precis sur
le ramasse-miettes an d'obtenir un recouvrement ecace de l'activite du ramasse-
miettes et des communications. Sur chaque nud de la plate-forme parallele utilisee,
le ramasse-miettes est desactive pendant les phases de calcul et reactive de maniere
incrementale lorsque le nud est bloque en attente de la reception d'un message.
Ce mecanisme est illustre dans l'exemple 4.11, ou on montre la mise en uvre de
la routine recv from, l'une des primitives de reception oertes par la classe Pom.
Dans le code de la routine recv from, on invoque la routine collect de la classe
Memory pour declencher pendant l'attente d'un message un cycle de ramassage
partiel des objets obsoletes. Il est a noter que les nombreuses routines de la classe
Memory permettraient d'aner encore le contro^le du ramasse-miettes (contro^le de
la periode de reactivation du ramasse-miettes, etc.).
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Exemple 4.10
class DBLOCK MATRIX inherit
...
feature    Optimized operators
mult dblock dblock (A, B : DBLOCK MATRIX) is
   C <  A * B, with C = Current. 5
require
   size ok : (same condition as default mult)
   dist ok : (please refer to the text)
local
i, j : INTEGER ; 10
do
from i := 0 until i > A.dist.nbimax loop
   Refresh A(i, :)
A.refresh block (i, 0) ;
from j := 0 until j > B.dist.nbjmax loop 15
   Refresh B( :,j) on the owner of C(i,j)
B.refresh block on (0, j, owner of block (i, j)) ;
if (block is local (i, j)) then
   Compute locally C(i,j) = A(i, :) * B( :,j)
local block (i, j).mult (A.local block (i, 0), 20
B.local block (0, j)) ;
end ;    if
B.forget block (0, j) ;
j := j + 1 ;
end ;    loop j 25
A.forget block (i, 0) ;
i := i + 1 ;
end ;    loop i
end ;    mult dblock dblock
... 30
end    DBLOCK MATRIX





recv from (pid : INTEGER ; obj : ANY) is
local 5
MEM: expanded MEMORY ;
do
from    Now on...
until    ... a message has been received
(probe from(pid) = 1) 10
loop
   Force a partial collection cycle if the garbage
   collector is enabled ; do nothing otherwise.
MEM.collect ;
end ;    loop 15
   Receive the message
c recv from(pid, obj) ;
end ;    recv from
...
end    POM 20
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4.4 Selection dynamique des operateurs
4.4.1 Motivation
L'optimisation | et en particulier la parallelisation | des operateurs permet-
tant de manipuler les agregats matrices et vecteurs entra^ne l'apparition de multiples
routines encapsulant des mises en uvre specialisees de ces operateurs. On a vu ainsi
appara^tre dans les classes descendant de la classe Matrix des operateurs speciali-
ses, capables de realiser des calculs de maniere ecace lorsque l'objet courant et les
eventuels objets passes en parametres satisfont certaines exigences portant sur leur
type (e.g. matrice distribuee ou locale) ou sur d'autres criteres (e.g. dimensions,
schemas de partitionnement ou de placement, etc.).
Le langage Eiel ne permettant pas de denir dans une classe plusieurs routines
ayant le me^me nom, nous avons du^ nous astreindre a donner des noms dierents a
toutes les routines encapsulees dans une me^me classe, me^me lorsque plusieurs de ces
routines realisent | du point de vue de l'utilisateur | le me^me calcul. Ainsi, dans
la classe Dblock Matrix, nous avons du^ maintenir simultanement deux routines
mult default et mult dblock dblock. La premiere est capable de calculer un produit
de matrices de maniere sequentielle quels que soient les types des trois matrices
impliquees dans le calcul. La seconde, en revanche, ne peut calculer le produit de
matrices que si les matrices sont toutes trois de type Dblock Matrix, et satisfont
en outre certaines exigences portant sur leur schema de partitionnement.
Il ne serait pas satisfaisant d'imposer a l'utilisateur de Paladin de designer expli-
citement l'operateur specialise le plus approprie pour realiser un calcul. D'une part,
ce serait renoncer a l'abstraction oerte par les classes Matrix et Vector (on a
en eet enonce comme objectif au paragraphe 1.3 que toutes les matrices doivent
pouvoir e^tre manipulees de maniere identique par l'utilisateur gra^ce a une interface
homogene). D'autre part, ce serait obliger l'utilisateur a se tenir informe de l'appa-
rition de nouveaux operateurs specialises dans la bibliotheque. Ce document visant
notamment a promouvoir le developpement de bibliotheques optimisables et/ou pa-
rallelisables de maniere incrementale, il ne saurait e^tre question d'imposer une telle
charge a l'utilisateur.
L'optimisation et la parallelisation de la bibliotheque Paladin doivent donc im-
perativement demeurer transparentes pour l'utilisateur. On doit faire en sorte que
celui-ci puisse manipuler des agregats matrices et vecteurs en s'appuyant unique-
ment sur les informations contenues dans l'interface des classesMatrix etVector.
Pour chaque operateur invoque au cours de l'execution d'un programme d'applica-
tion, la selection de l'operateur specialise le mieux adapte pour eectuer le calcul
demande doit e^tre realisee de maniere automatique et transparente. Ceci ne pose
pas les me^mes problemes selon que ce calcul implique un seul objet ou plusieurs. On
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discute de la selection dynamique des operateurs unaires dans le paragraphe 4.4.2,
et de celle des operateurs N-aires dans le paragraphe 4.4.3.
4.4.2 Cas des operateurs unaires
Dans le cas des operateurs n'admettant pas d'autre parametre que l'objet cou-
rant (on parlera alors d'operateurs unaires), le mecanisme de la liaison dynamique
sut pour garantir la selection dynamique des operateurs de maniere totalement
transparente pour l'utilisateur.
Considerons de nouveau l'exemple de l'operateur fonction trace, dont une ver-
sion parallele a ete decrite dans la paragraphe 4.2.3. Des lors que l'on a redeni
dans la classe Dist Matrix la fonction trace en la dotant d'un algorithme opti-
mise (i.e. tenant compte de la distribution), le mecanisme de la liaison dynamique
associe au langage Eiel garantit que cet algorithme sera automatiquement selec-
tionne a l'execution chaque fois que l'on invoquera la routine trace sur un objet de
type conforme a Dist Matrix (c'est-a-dire tout objet instancie d'apres la classe
Dist Matrix ou d'apres une classe descendant de Dist Matrix
20
). Considerons
le petit programme SPMD suivant :
Exemple 4.12
local
A, B : MATRIX ;
v, w : DOUBLE ;
do
!LOCAL MATRIX !A.make (...) ; 5
!DBLOCK MATRIX !B.make (...) ;
...
v := A.trace ;    The default algorithm is used
w := B.trace ;    The parallel algorithm is used
... 10
end ;
En supposant que la routine trace n'a ete redenie ni dans la classe Local Ma-
trix, ni dans la classe Dblock Matrix, c'est alors l'algorithme de calcul par
defaut (celui de la classe Matrix) qui va e^tre execute pour calculer la trace de la
matrice referencee par A. En eet, cet objet est de type Local Matrix (l'entite
A etant quant a elle de type dynamique Local Matrix). La fonction trace n'ayant
20: On supposera ici que la fonction trace n'a ete redenie dans aucune des classes descendant
de Dist Matrix.
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pas ete redenie dans la classe Local Matrix, c'est la mise en uvre heritee de
Matrix qui (( vaut )) pour toutes les matrices locales.
L'objet reference par B est lui de type Dblock Matrix. La fonction trace
n'ayant pas ete redenie dans la classe Dblock Matrix, c'est la mise en uvre
heritee de la classe Dist Matrix qui (( vaut )) pour cet objet. C'est donc bien l'al-
gorithme parallele encapsule dans la fonction trace de la classe Dist Matrix qui
va e^tre execute pour calculer la trace de la matrice referencee par B.
L'exemple 4.12 montre que le mecanismede liaison dynamique assure la selection
transparente des operateurs unaires du point de vue du programmeur d'application.
Lorsqu'un operateur unaire est invoque sur une matrice distribuee et qu'une mise en
uvre parallele de cet operateur a ete integree dans la bibliotheque Paladin, l'algo-
rithme parallele est execute automatiquement a la place de l'algorithme sequentiel
par defaut decrit dans la classe Matrix.
Cou^t de la liaison dynamique
Dans les langages a objets a typage statique orant uniquement l'heritage simple
(e.g. Modula 3, Ada 95), le mecanisme de la liaison dynamique peut en general e^tre
implante de maniere a s'executer en temps constant. Il n'en va pas toujours de
me^me avec les langages orant le mecanisme d'heritage multiple. Dans le cas du
langage C++, par exemple, le temps requis pour eectuer la liaison dynamique
suite a l'invocation d'une routine peut e^tre variable en cas d'heritage multiple.
Avec les compilateurs Eiel actuels, la selection de la routine devant eectivement
e^tre executee necessite simplement deux indirections successives, qu'il y ait heritage
simple ou heritage multiple. La liaison dynamique s'eectue donc toujours en temps
constant. En outre, les compilateurs Eiel sont capables de detecter les invocations
de routines pour lesquelles l'emploi de la liaison dynamique n'est pas requise et
de remplacer alors la liaison dynamique par un simple appel de procedure (cette
caracteristique a deja ete evoquee dans le paragraphe 1.3.2.3).
4.4.3 Cas des operateurs N-aires
Le probleme
Le mecanisme de la liaison dynamique mis en uvre dans le langage Eiel
21
est
parfois qualie de mecanisme de (( selection dynamique simple )) (ou single dispat-
ching), car il base la liaison dynamique sur le type du seul objet courant, c'est-a-dire
l'objet reference par l'entite designee a gauche du point dans une expression pointee
21:Ainsi d'ailleurs que dans les langages C++, Modula 3, Ada 95, etc.
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telle que A.trace ou A.add(B). Ce mecanisme n'est donc pas susant pour assurer
la selection dynamique des operateurs de Paladin impliquant plusieurs operandes,
car il est parfois indispensable que les types des objets passes en parametres soient
pris en compte lors de la selection.
L'ideal serait que la selection de l'algorithme approprie soit realisee automati-
quement a l'execution en fonction des types de tous les parametres impliques dans
un calcul. Dans les langages a objets fortement types tels que Eiel, C++, Ada95 ou
Modula3, un tel mecanisme de selection dynamique multiple (multiple dispatching)
n'est pas disponible. Seul existe le mecanisme de selection dynamique simple, dont
on a montre au paragraphe precedent qu'il convient parfaitement pour assurer la
selection dynamique des operateurs unaires. Lorsqu'il s'applique aux operateurs N-
aires, cependant, le mecanisme de selection dynamique simple introduit une certaine
asymetrie entre les objets impliques dans un calcul dans la mesure ou il privilegie
l'objet (( courant )) et ne tient aucun compte des autres objets passes en parametres
a l'operateur.
Dans les deux paragraphes qui suivent, on montre qu'il est possible d'implanter
(( manuellement )) la selection dynamique multiple lorsqu'on n'utilise qu'un langage
a selection dynamique simple. Dans le paragraphe 4.4.3.1, on presente la technique
dite de (( selection en cascade )), qui a pour avantage de ne s'appuyer que sur le seul
mecanisme de la liaison dynamique simple. Dans le paragraphe 4.4.3.2, on presente
une technique alternative, qui n'est applicable que lorsque le langage a objets utilise
permet de tester le type d'un objet a l'execution. Cette derniere technique est celle
que nous avons retenue pour realiser la selection dynamique multiple dans les classes
de Paladin. On discute enn dans le paragraphe 4.4.3.3 de ce que pourraient nous
apporter des langages a selection dynamique multiple tels que CLOS, Cecil, etc.
4.4.3.1 Technique de la (( selection en cascade ))
Le mecanisme de la selection en cascade constitue une maniere assez elegante de
realiser la selection dynamique multiple des operateurs avec un langage ne disposant
que du mecanisme de selection dynamique simple.
Principe
Le mecanisme de la selection en cascade peut e^tre decrit succinctement de la
maniere suivante : partant du constat que lors de l'execution d'un operateur, seul
le type de l'objet courant est connu avec une precision satisfaisante (ce type etant
caracterise par la classe dans laquelle l'operateur est deni
22
), le principe de la
selection en cascade consiste a denir un ensemble de routines qui s'appellent les
22: Ou dans certains cas par l'une des classes descendant de celle ou est deni l'operateur.
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unes les autres (( en cascade )) en faisant subir un decalage a leurs parametres formels
a chaque appel de maniere a ce que chacun des parametres formels prenne lors d'un
appel la position de l'objet courant. On peut ainsi identier peu a peu le type de
tous les parametres formels en s'appuyant sur le seul mecanisme de la selection
dynamique simple, et invoquer nalement l'operateur ad hoc lorsque le type de
chacun des parametres formels a pu e^tre identie.
Illustration
Prenons l'exemple de l'addition de deux matrices. Le probleme est de choi-
sir dynamiquement entre les operateurs add default et add dblock lorsque l'opera-
tion A.add(B) est invoquee alors que l'objet reference par l'entite A est de type
Dblock Matrix (l'objet reference par B etant en revanche de type indetermine).
Lorsque l'expression A.add(B) est inseree dans un programme SPMD et que A
est de type dynamiqueDblock Matrix, la selection dynamique simple assure que
c'est l'operateur add deni dans la classe Dblock Matrix qui va e^tre execute. Au
cours de l'execution de cet operateur, on se trouve dans la situation suivante : le
type de l'operande A est connu avec precision (A etant l'objet courant, son type
est decrit par la classe englobant l'operateur en cours d'execution, c'est-a-dire la
classe Dblock Matrix), alors qu'on ne sait rien du type de l'objet reference par
B (sinon qu'il est d'un type conforme a Matrix). Dans le corps de la routine add
denie dans la classe Dblock Matrix, on delegue a l'objet reference par B la
responsabilite de la suite de l'execution en placant dans le corps de la routine mult
une expression de la forme B.rev add dblock(A).
La semantique de la routine rev add dblock est un peu dierente de celle de la
routine add. En eet, l'expression A.add(B) signie grosso modo (( ajouter la matrice
referencee par B a la matrice referencee par A
23
, quels que soient les types dyna-
miques de A et de B )), alors que l'expression A.rev add dblock(B) signie (( ajouter
la matrice A a la matrice B, cette derniere ayant ete identiee comme etant de type
Dblock Matrix )).
Lors de l'invocation de l'operateur rev add dblock
24
, la selection dynamique
simple va de nouveau intervenir, mais en s'appliquant cette fois a l'objet B. Dans
le corps de la routine rev add dblock nalement selectionnee, il n'y a plus aucune
ambigute sur le type des deux matrices operandes, le type de A etant code explici-
tement dans le nom de la routine et celui de B etant caracterise par la classe dans
lequel la routine rev add dblock est denie.
23:A et B etant de type statique Matrix.
24: Le prexe rev vise a attirer l'attention du lecteur de la routine rev add dblock sur le fait que
cette routine fonctionne (( a l'envers )), ajoutant l'objet courant a l'objet passe en parametre et
non l'inverse.
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On a reproduit ci-dessous les operateurs add et rev add dblock tels qu'ils pour-
raient e^tre denis dans les classes Matrix et Dblock Matrix de Paladin.
Exemple 4.13
deferred class MATRIX inherit
...
feature    Operators
add, add default (B : MATRIX) is
   Add matrix B to 'Current' 5
do ... end ;
rev add dblock (B : DBLOCK MATRIX) is
   Add 'Current' to matrix B (whose dynamic type is known)
do
B.add default(Current) ; 10
end ;
...
end    class MATRIX
On notera qu'an de ne pas laisser la routine rev add dblock dieree dans la
classe Matrix on se contente de la denir sur la base d'un appel a la routine
add default (en prenant soin toutefois de permuter les deux operandes lors de cet
appel).
Ayant ajoute la routine rev add dblock dans Matrix, on peut alors redenir
les routines add et rev add dblock dans la classe Dblock Matrix (la routine
add dblock etant quant a elles denie commeon l'a deja montre au paragraphe 4.2.3).
Vision de l'utilisateur
Avec la technique d'implantation presentee ci-dessus, on assure bien la selection
dynamique multiple des operateurs en garantissant une transparence totale pour
le programmeur d'application. Il sut pour s'en convaincre de considerer le petit
programme d'application de l'exemple 4.15.
Dans cet exemple on cree trois matrices | que l'on supposera de me^me taille |
que l'on aecte respectivement aux variables locales A, B et C. La matrice refe-
rencee par A est une matrice locale (la variable A prend donc le type dynamique
Local Matrix) alors que les matrices referencees par A et B sont distribuees par
blocs (les variables A et B prennent donc le type dynamique Dblock Matrix).
Lorsqu'on invoque l'operateur d'addition sur la variable B, le mecanisme de la
liaison dynamique nous assure que c'est la routine denie dans la classeDblock Ma-
trix qui va e^tre executee. Au cours de cette execution, la routine rev add dblock
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Exemple 4.14
class DBLOCK MATRIX inherit
DIST MATRIX
redene
add, rev add dblock
end 5
...
feature    Optimized operators
add (B : MATRIX) is
do
B.rev add dblock (Current) ; 10
end ;
rev add dblock (B : DBLOCK MATRIX) is
do
if (dist.dist.b = B.dist.b)    Test if same block size
and then (dist.bfj = B.dist.bfj) then 15
B.add dblock (Current) ;
else
B.add default (Current) ;
end ;    if
end ; 20
add dblock (B : DBLOCK MATRIX) is
do
   Algorithm dened as shown previously
end ;
... 25
end    class DBLOCK MATRIX
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Exemple 4.15
local
A, B, C : MATRIX ;
do
!LOCAL MATRIX !A.make (...) ;
!DBLOCK MATRIX !B.make (...) ; 5
!DBLOCK MATRIX !C.make (...) ;
...
B.add (A) ;    'add default' is selected
B.add (C) ;    'add dblock' is selected if B and C 10
   have the same block size. Otherwise
   'add default' is selected
end ;
(voir exemple 4.14) va e^tre invoquee sur la variable A, avec la variable B en para-
metre. A ayant pour type dynamique le type Local Matrix, le mecanisme de la
liaison dynamique va intervenir une fois encore pour faire en sorte que la routine
rev add dblock de la classe Local Matrix (c'est-a-dire la routine par defaut heri-
tee de la classe Matrix, voir exemple 4.13) soit executee. Au cours de l'execution
de cette routine, la routine add default de la classeMatrix va nalement e^tre invo-
quee sur la variable B (avec A en parametre). Au terme de la selection dynamique
en cascade, c'est donc bien l'algorithme sequentiel par defaut qui va e^tre execute
pour ajouter la matrice A a la matrice B.
Lorsqu'on invoque ensuite l'operateur d'addition sur la variable B avec en para-
metre la variable C, la routine add de la classeDblock Matrix va de nouveau e^tre
selectionnee gra^ce a la liaison dynamique. Cette fois, cependant, la matrice C passee
en parametre est de type Dblock Matrix. Lors de l'invocation de rev add dblock
sur C, c'est donc la routine de la classe Dblock Matrix qui va e^tre executee
(voir exemple 4.14). Au cours de son execution, les facteurs de partitionnement des
deux matrices distribuees B et C vont e^tre compares, et en fonction du resultat
de cette comparaison l'une des routines add dblock ou add default va e^tre invoquee
pour realiser le calcul requis.
Discussion
L'avantage principal du mecanisme de selection en cascade est qu'il peut e^tre
applique avec n'importe quel langage a objets a typage statique. La technique de
selection en cascade constitue donc un atout majeur lorsqu'on desire realiser la selec-
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tion dynamique multiple de certains operateurs et que le langage utilise ne permet
pas de tester explicitement le type dynamique des entites referencant les objets
25
.
Cependant, la selection en cascade demeure assez lourde a mettre en uvre. Outre
qu'elle introduit de nouvelles dependances entre les classes de la hierarchie et oblige
a modier plusieurs de ces classes simultanement (dans l'exemple precedent on a
du^ modier a la fois la classe Matrix et la classe Dblock Matrix), cette tech-
nique oblige a de fastidieuses permutations des parametres an que l'objet dont on
desire identier le type devienne temporairement l'objet (( courant )). La technique
de selection en cascade induit en outre une explosion du nombre de routines devant
e^tre implantees dans les classes de la hierarchie.
Pour toutes ces raisons, il n'est guere envisageable d'appliquer cette technique
pour selectionner des operateurs ayant plus de deux operandes (i.e. l'objet (( courant ))
plus un objet passe en parametre). Pour les operateurs binaires, en revanche, le
schema general de la selection dynamique multiple se ramene a un schema plus
simple de (( selection dynamique double )) (double dispatch) qui a deja fait l'objet
d'etudes approfondies, notamment dans [75] ou D. Ingalls introduit la selection dy-
namique double a travers la notion de polymorphisme multiple des expressions.
Lorsque la technique de selection en cascade est appliquee aux operateurs bi-
naires, la procedure de mise en uvre est susamment systematique pour qu'on
puisse envisager son automatisation. Ainsi, dans [72] K. Hebel et R. Johnson decri-
vent un (( fouineur )) (browser) permettant de gerer la mise en uvre d'operateurs
arithmetiques binaires en Smalltalk-80. Cet outil se presente a l'utilisateur sous
la forme d'un tableur a deux dimensions dans lequel chaque case correspond a
une combinaison possible des types des operandes de l'operateur binaire considere.
L'utilisateur peut faire en sorte qu'a plusieurs cases corresponde une mise en uvre
commune de l'operateur. L'outil est capable de generer automatiquement la plupart
des routines assurant la selection dynamique double, l'utilisateur n'ayant plus alors
qu'a fournir les informations manquantes, c'est-a-dire les details de mise en uvre
des routines de calcul proprement dites.
On pourrait envisager de developper un outil analogue au (( fouineur )) de Hebel
et Johnson, capable de manipuler un ensemble de classes Eiel an d'y integrer
automatiquement des (( multi-operateurs )) binaires (c'est-a-dire des operateurs be-
neciant de la selection dynamique double gra^ce a une mise en uvre automatique
de la selection en cascade). Un tel outil contribuerait sans aucun doute a simplier
la ta^che du programmeur desireux d'implanter des multi-operateurs binaires dans
certaines classes Eiel, mais il ne surait cependant pas pour resoudre l'ensemble
25:C'est par exemple le cas du langage C++ : bien que la notion de type dynamique soit denie
dans la norme du langage (sous l'appellation RTTI : Runtime Type Identier), la plupart des
compilateurs C++ actuels ne permettent pas de tester reellement le type dynamique d'un objet.
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des problemes rencontres dans la mise en uvre de Paladin. En eet, les operateurs
de Paladin ne sont pas limites aux seules operations unaires et binaires. Certains
operateurs | bien qu'ils ne soient pas les plus nombreux | admettent trois, voire
me^me quatre ou cinq parametres dont le type dynamique doit e^tre pris en compte
lors de la selection dynamique. Pour assurer la selection dynamique de tels opera-
teurs N-aires, il est preferable que l'on soit en mesure de tester le type des objets au
cours d'une execution. Dans ce cas, on peut appuyer la selection dynamique sur des
tests explicites des types des objets, comme explique dans le paragraphe suivant.
4.4.3.2 Selection dynamique par test explicite des objets
Principe
Dans la version actuelle de Paladin, on met en uvre la selection dynamique
des operateurs N-aires en mettant a prot le mecanisme de l'essai d'aectation (as-
signment attempt) qui combine en Eiel les mecanismes d'aectation polymorphe
et de test de conformite de type [97]. Plus precisement, on procede gra^ce a ces me-
canismes a des tests explicites portant sur le types des objets passes en parametres
a un operateur.
Illustration
Dans la classe Dblock Matrix, on redenit l'operateur d'addition de maniere
a tester le type de l'objet passe en parametre, comme illustre dans l'exemple 4.16.
Si le test revele que le type de l'objet reference par le parametre formel B |
c'est-a-dire le type dynamique de B | n'est pas conforme au type Dblock Ma-
trix, alors l'algorithme par default herite de la classeMatrix (operateur renomme
en add default dans la clause d'heritage) est execute. Si par contre il s'avere que
l'objet reference par B est de type Dblock Matrix (ou d'un type conforme a
Dblock Matrix) et qu'en outre le partitionnement de cet objet est le me^me que
celui de la matrice courante (c'est-a-dire que les blocs de partitionnement ont la
me^me taille dans les deux matrices), alors c'est l'algorithme parallele optimise de
l'operateur add dblock qui est invoque.
Vision de l'utilisateur
Avec la technique d'implantation presentee ci-dessus, on assure bien la selection
dynamique multiple des operateurs en garantissant une transparence totale pour le
programmeur d'application. Il sut pour s'en convaincre de considerer encore une
fois le petit programme d'application de l'exemple 4.15.
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Exemple 4.16
class DBLOCK MATRIX inherit
DIST MATRIX
rename
add as add default    Keep the default sequential operator
end 5
...
feature    Optimized operators
add (B : MATRIX) is
local 10
tmp B : DBLOCK MATRIX ;
do
tmp B?= B ;    tmp B := B if B conforms to 'DBLOCK MATRIX'
   tmp B := Void elsewhere
if (tmp B == Void) 15
and then (dist.b = tmp B.dist.b)    Test if same block size
and then (dist.bfj = tmp B.dist.bfj) then
add dblock (tmp B) ;
else
add default (B) ; 20
end ;    if
end ;
...
end    class DBLOCK MATRIX
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Lorsqu'on invoque l'operateur d'addition sur la variable B, le mecanisme de
la liaison dynamique nous assure cette fois encore que c'est la routine add denie
dans la classe Dblock Matrix qui va e^tre executee. Au cours de cette execution,
le test du type de l'entite A passee en parametre a l'operateur va reveler que A
n'est pas de type dynamique Dblock Matrix (ni me^me d'un type conforme a
Dblock Matrix). En consequence la routine d'addition par defaut va nalement
e^tre executee.
Lorsqu'on invoque ensuite l'operateur d'addition sur la variable B pour la se-
conde fois, la routine add de la classe Dblock Matrix va de nouveau e^tre selec-
tionnee gra^ce a la liaison dynamique. Le test du type de l'entite C va cette fois
reveler que C est bien de type dynamique Dblock Matrix. Par consequent, les
parametres de partitionnement des deux matrices vont e^tre compares, et selon que
les matrices ont ou non le me^me partitionnement, l'une des routines add default ou
add dblock va nalement e^tre selectionnee.
Discussion
Il peut para^tre fastidieux de devoir proceder a des tests explicites sur les types
des parametres passes a un operateur avant d'invoquer ensuite explicitement l'opera-
teur ainsi selectionne. On peut cependant enoncer les arguments suivants en faveur
de cette approche :
 Le cou^t des tests realises pour selectionner l'algorithme le plus approprie pour
eectuer un calcul est en general totalement negligeable par rapport au cou^t du
calcul proprement dit. Ainsi, dans l'exemple de l'addition de matrices, le cou^t
des tests visant a choisir entre add default et add dblock demeure insigniant




 La methode proposee pour eectuer la selection dynamique des operateurs
permet de preserver une certaine localite des operateurs optimises.Ainsi, l'ope-
rateur add dblock ayant ete encapsule dans la classe Dblock Matrix, c'est
dans cette me^me classe que la routine add doit e^tre renommee en add default
et redenie an d'integrer les tests de conformite et les branchements ad hoc.
Aucune autre classe de Paladin n'est donc perturbee par l'ajout de l'operateur
specialise add dblock. Il n'en allait pas de me^me avec la technique de selection
en cascade presentee au paragraphe 4.4.3.1 : l'adjonction d'une routine telle
26: On suppose bien su^r que les vecteurs et matrices manipules dans Paladin sont bien des
agregats, c'est-a-dire des objets de tres grande taille. Si on devait ne manipuler avec Paladin que
des matrices de tres petite taille, le cou^t de la selection dynamique multiple deviendrait nettement
prohibitif. Mais dans ce cas, il n'y aurait de toute facon pas lieu de distribuer ces matrices.
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que rev add dblock au niveau de la classe Dblock Matrix nous obligeait a
inserer une routine par defaut de me^me nom dans la classe Matrix. La me-
thode presentee ici est donc plus satisfaisante dans la mesure ou elle ne fait
pas appara^tre de nouvelles dependances entre les classes de la hierarchie.
 Contrairement a la methode de selection en cascade, la methode s'appuyant
sur des tests explicites des types des objets peut s'appliquer quel que soit le
nombre d'objets passes en parametres a un operateur. Il n'est en eet pas
beaucoup plus dicile de tester un a un tous les objets passes en parametre
a une routine que d'en tester un seul. Alors que la technique de selection en
cascade amene tres vite a une explosion combinatoire du nombre de routines
devant e^tre integrees dans les classes de la hierarchie dans le seul but d'assurer
la selection dynamique des operateurs, la methode presentee ici permet de
concentrer tout l'eort de selection dynamique d'un operateur dans quelques
routines (en pratique, on place une routine assurant la selection dynamique
dans chacune des classes ou on a mis en uvre une version optimisee de
l'operateur considere).
Avant de clore ce paragraphe et d'evoquer les perspectives des travaux actuels
visant au developpement de langages a selection dynamique multiple, il convient de
noter que la methode presentee ici, tout comme celle presentee au paragraphe 4.4.3.1,
va au dela de ce qu'on entend traditionnellement par mecanisme de multiple dis-
patch. En eet la selection peut ne pas s'eectuer uniquement en fonction des
types dynamiques des parametres. Dans le cas de l'addition de matrices, l'operateur
add dblock est choisi pour eectuer les calculs si la matrice passee en parametre est
de type Dblock Matrix et si les schemas de partitionnement des deux matrices
operandes sont compatibles.
4.4.3.3 Vers des langages a selection dynamique multiple
Plusieurs travaux ont deja ete menes qui visent a integrer la selection dynamique
multiple dans un langage a objets. CLOS [47, 20] et son predecesseur Common-
Loops [21] peuvent e^tre qualies de langages pionniers dans ce domaine. Au lieu de
denir les methodes (autre appellation des routines dans certains langages a objets)
comme faisant partie de types de donnees abstraits, les multi-methodes (methodes
pouvant avoir plusieurs signatures et plusieurs mises en uvre alternatives) sont
denies a l'exterieur des objets. Dans CLOS, les multi-methodes ayant le me^me
nom sont regroupees de maniere a constituer des fonctions generiques. Ces fonc-
tions sont mises en uvre selon un schema de traitement par cas qui s'apparente
beaucoup a celui du pattern matching qui prevaut dans les langages fonctionnels
(ceci n'a d'ailleurs rien d'etonnant puisque CLOS combine la programmation fonc-
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tionnelle en Lisp avec certains mecanismes de la programmation par objets). Selon
C. Chambers, cependant, l'utilisation de langages (( hybrides )) tels que CLOS risque
d'encourager le programmeur a privilegier un style de programmation base sur une
decomposition fonctionnelle pluto^t que sur l'abstraction des donnees [32]. Cham-
bers propose donc une approche alternative pour developper des langages a objets
a selection dynamique multiple. Selon lui une multi-methode doit e^tre percue, non
plus comme une fonction generique n'appartenant a aucun type de donnee parti-
culier, mais pluto^t comme appartenant simultanement a tous les types de donnees
impliques dans la selection dynamique de la methode. En adoptant ce point de
vue original sur les multi-methodes, on est en mesure de preserver un style de pro-
grammation base sur l'abstraction de donnees. Le langage Cecil [32] est un langage
prototype concu par Chambers suivant cette idee.

A ce jour, aucun des travaux visant a la mise au point d'un langage a objets a
typage statique et a selection dynamique multiple n'a encore permis d'aboutir a un
produit commercial. D'ailleurs, me^me si un tel langage existait, il ne permettrait
pas de resoudre tous les problemes de selection dynamique rencontres dans Pala-
din. On a en eet montre avec l'exemple de l'addition de matrices que la selection
dynamique requise dans Paladin n'est pas toujours basee que sur le type des objets.
D'autres criteres doivent parfois e^tre pris en compte lors de la selection des ope-
rateurs (taille des blocs de partitionnement, type de placement, etc.). Un langage
incluant la notion de multi-methode et dote d'un mecanisme de selection dynamique
multiple ne surait donc pas a resoudre tous nos problemes, mais il contribuerait
certainement a les diminuer. Quoiqu'il en soit, a defaut de disposer des a present
d'un langage de ce type, on doit se contenter d'implanter (( manuellement )) la se-
lection dynamique multiple dans un langage a selection dynamique simple tel que
Eiel, C++
27
, Modula3 ou Ada95. Les deux techniques evoquees precedemment
(la premiere basee sur la selection en cascade, la seconde sur le test explicite du
type des objets) nous ont permis d'assurer dans Paladin la selection dynamique
des operateurs conformement a nos besoins, et de garantir ainsi une transparence
maximale pour l'utilisateur de la bibliotheque.
27: Le mecanisme de surcharge d'operateurs de C++, bien que souvent confondu par les utilisa-
teurs de ce langage avec un mecanisme de selection dynamique multiple, ne porte en fait que sur
les types statiques des objets. La selection est donc resolue a la compilation et non a l'execution
comme l'exigerait un veritable mecanisme de selection dynamique.
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4.5 Interfacage avec le noyau BLAS
4.5.1 Motivations
La syntaxe du langage Eiel rend possible l'appel de routines externes depuis
n'importe quelle classe. Cette possibilite peut parfois se reveler particulierement
interessante car elle permet d'interfacer une hierarchie de classes avec des modules
ou bibliotheques precompiles. On peut ainsi gagner en termes de temps de develop-
pement (ce qui a deja ete ecrit n'a pas a e^tre reecrit), mais souvent aussi en termes
de performances, pour peu que le code externe ainsi utilise ait ete particulierement
optimise.
La possibilite d'interfacer des classes avec du code externe est en fait l'un des
atouts assez meconnus de la programmation par objets : le principe de la reutili-
sation de code ne se limite pas a la seule reutilisation de classes. Des modules et
bibliotheques externes precompiles peuvent egalement e^tre reutilises dans le monde
des objets, me^me s'ils n'ont pas ete a l'origine developpes dans cette optique. On
peut associer a un module externe ecrit en C, en Fortran, en Pascal, etc. une classe
servant d'interface avec le langage a objets utilise. On rend ainsi ce module externe
aisement utilisable depuis ce langage, tout en appliquant le principe du masquage
de l'information gra^ce au mecanisme de l'encapsulation.
Pour illustrer cette idee, la bibliotheque Paladin a ete interfacee avec le noyau
de calcul BLAS [88] (Basic Linear Algebra Subroutines), qui constitue une batterie
de routines de calcul exprimees en Fortran pour l'algebre lineaire. BLAS est en
general implante sur les machines par les constructeurs eux-me^mes et ce, la plupart
du temps, directement en assembleur et en tenant compte des specicites de la
machine cible (on a deja aborde ce sujet au paragraphe 1.3.1). En consequence,
les performances des routines BLAS sont souvent sans commune mesure avec celles
que l'on peut obtenir a partir d'un code C ou Fortran compile. Ainsi, alors que
sur un processeur de type Sparc on observe des resultats a peu pres similaires
lorsqu'on compare les performances d'une routine BLAS avec celles d'une routine
equivalente ecrite (( a la main )) en C ou en Fortran, il n'en va pas de me^me avec
un processeur de type Intel i860. Sur la machine parallele Intel Paragon XP/S
dont les nuds comportent des processeurs i860, des mesures portant sur le calcul
de produits de matrices 400  400 en double precision ont revele que la routine
DGEMM du noyau BLAS (calculant le produit de matrices de nombres reels en double
precision) s'execute environ 25 fois plus vite qu'un algorithme equivalent exprime en
C ou en Fortran
28
. Cette enorme dierence s'explique par le fait que les compilateurs
28: Les mesures evoquees ici ont ete realisees en utilisant les compilateurs icc et if77 version 4.5
produits par Intel Corporation et The Portland Group avec lors de chaque compilation l'option
4.5. Interfacage avec le noyau BLAS 145
actuels sont incapables de gerer de maniere ecace la hierarchie complexe de la
memoire sur les nuds de la machine Paragon (sur chaque nud de cette machine la
memoire est hierarchisee en trois niveaux : les registres internes de l'i860, la memoire
cache, et la memoire de swap). En revanche, les routines BLAS encapsulees dans
la bibliotheque libkmath.a ont ete construites par les ingenieurs de la societe Intel
de maniere a exploiter au mieux les caracteristiques de la memoire sur la machine
Paragon (nombre de registres, taille de la memoire cache, etc.).
Il eut ete dommage de ne pas exploiter de telles performances dans Paladin,
mais il aurait en me^me temps ete inacceptable de limiter la souplesse, l'extensibilite
et le confort d'utilisation de notre bibliotheque sous pretexte que les routines BLAS
ne peuvent manipuler que des vecteurs et matrices representes sous la forme de
tableaux Fortran. Les mecanismes de la programmation par objets nous ont fort
heureusement permis de faire en sorte que l'interfacage de Paladin avec le noyau
BLAS soit realise de maniere transparente et n'impose aucune restriction sur le
developpement ulterieur de la bibliotheque.
4.5.2 Caracterisation des objets compatibles avec BLAS
Pour interfacer Paladin avec le noyau BLAS, nous avons construit deux classes
abstraites Blas Matrix et Blas Vector caracterisant les objets Eiel dont la
representation interne est (( compatible )) avec celle des matrices et vecteurs de For-
tran, seuls objets que les primitives BLAS puissent accepter comme parametres.
Cas des matrices
Pour qu'une matrice puisse e^tre passee en parametre a une primitive BLAS, sa
representation interne doit e^tre conforme a celle des tableaux Fortran, c'est-a-dire
que les elements d'une me^me colonne doivent e^tre contigus en memoire. En revanche
les colonnes peuvent e^tre disjointes en memoire, pourvu que deux elements d'une
me^me ligne soient separes par un nombre constant de (( cases memoire )). Ce nombre
caracterise la (( dimension dominante )) (leading dimension) de la matrice. Une ma-
trice A de taille m n devant e^tre passee en parametre a une primitive BLAS doit
donc e^tre decrite par un quintuplet (ptr;m; n; ld), ou ptr designe l'adresse en me-
moire du premier elementA
1;1
de la matrice consideree et ld designe sa (( dimension
dominante )).
Nous avons developpe la classe Blas Matrix (dont l'interface est reproduite
dans l'exemple 4.17) an qu'elle serve de lien entre le monde des objets matrices de
d'optimisation -O4. Les routines BLAS etaient les routines encapsulees dans la bibliotheque libk-
math.a faisant partie de l'environnement logiciel de la machine Paragon.
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Paladin et celui des (( objets )) pouvant e^tre manipules par le noyau BLAS. La classe
Blas Matrix herite de la classe abstraite Matrix : un objet de type Blas Ma-
trix est avant tout une matrice au sens ou on l'entend dans Paladin. Cet objet
devant aussi pouvoir e^tre passe en parametre lors de l'invocation d'une routine du
noyau BLAS, il est caracterise non seulement par son type et ses dimensions (attri-
buts nrow et ncolumn herites de la classeMatrix), mais aussi par des informations
supplementaires (les primitives ld, area et oset) permettant de conna^tre lors de
l'invocation d'une routine BLAS la dimension dominante de la matrice consideree
et l'adresse de son premier element.
Exemple 4.17
class interface BLAS MATRIX inherit
MATRIX
feature fBLAS MATRIXg    Compatibility with BLAS
area : SPECIAL [T]
   Special data zone 5
oset : INTEGER
   Oset of rst element with respect to 'area'
ld : INTEGER
   Number of storage locations between elements in the same row
end    interface BLAS MATRIX 10
La primitive area sert a localiser le debut de la zone de donnees d'un objet
Eiel de type tableau. En introduisant en outre la primitive oset dans la classe
Blas Matrix, on est en mesure de faire en sorte que les sous-matrices issues d'une
matrice de type Blas Matrix soient elles-me^mes de type Blas Matrix (la mise
en uvre de la classe Sub Blas Matrix n'est pas decrite dans ce document, mais
la gure 4.6 permet de visualiser comment cette classe combine les caracteristiques
des classes Sub Matrix et Blas Matrix).
Cas des vecteurs
Nous avons procede de maniere similaire pour caracteriser les objets Eiel ayant
une representation interne compatible avec celle des vecteurs Fortran reconnus par
les routines BLAS. Un vecteur V de taille n devant e^tre passe en parametre a
une primitive BLAS doit e^tre decrit par un triplet (ptr; n; stride), ou ptr designe
l'adresse en memoire de l'element V
1
et stride est le nombre de (( cases memoire ))
separant deux elements successifs du vecteur (un vecteur Fortran peut occuper une
zone contigue ou discontigue en memoire, pourvu que ses elements soient espaces
regulierement).





Fig. 4.6 - Caracterisation des matrices compatibles avec BLAS
Exemple 4.18
class interface BLAS VECTOR inherit
VECTOR
feature fBLAS VECTORg    Compatibility with BLAS
area : SPECIAL [T]
   Special data zone 5
oset : INTEGER
   Oset of rst element with respect to 'area'
stride : INTEGER
   Number of storage locations between elements
end    interface BLAS VECTOR 10
La classe Blas Vector (dont l'interface est reproduite dans l'exemple 4.18)
herite de la classe abstraite Vector et on y a declare trois primitives area, oset
et stride. Les deux premieres primitives jouent le me^me ro^le que leurs homonymes
respectifs dans la classe Blas Matrix : elle permettent de localiser le debut de
la zone de donnees d'un objet vecteur Eiel, et l'on peut en outre considerer les
sous-vecteurs issus d'un objet de type Blas Vector comme etant eux me^mes de
type Blas Vector.
4.5.3 Obtention d'objets Eiel compatibles avec BLAS
Pour que le noyau BLAS puisse e^tre eectivement utilise lors des calculs realises
avec Paladin, il a fallu faire en sorte que la representation interne de certains des
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objets manipules dans Paladin soit compatible avec celle des vecteurs et matrices
reconnus par les routines BLAS.
4.5.3.1 Cas des vecteurs locaux
Il nous a su de modier tres legerement la classe Local Vector an de faire
des instances de cette classes des objets de type conforme a Blas Vector. Dans sa
premiere mise en uvre, la classe Local Vector heritait directement des classes
Vector etArray. Pour que les vecteurs locaux de Paladin deviennent des vecteurs
compatibles avec BLAS, nous avons simplement modie la clause d'heritage de la
classe Local Vector et deni de maniere adequate les routines stride et oset
heritees de Blas Vector, comme illustre dans l'exemple 4.19.
Exemple 4.19




feature    Compatibility with BLAS 5
stride : INTEGER is 1 ;
oset : INTEGER is 0 ;
end    LOCAL VECTOR
La classe Local Vector herite a present de Blas Vector, et non plus di-
rectement de Vector (gure 4.7). Pour les vecteurs locaux les primitives stride et
oset peuvent prendre des valeurs constantes. La primitive area declaree dans la
classe Blas Vector est directement fusionnee dans le cadre de l'heritage multiple
avec l'attribut area deni dans la classe Array. Cet attribut reference un objet de
type Special
29
, qui constitue en Eiel l'objet dans lequel sont stockees les donnees
d'un tableau.
4.5.3.2 Cas des matrices locales
Dans sa premiere mise en uvre, la classe Local Matrix heritait directement
des classes Matrix et Array2. Cependant, le format de representation decrit
dans la classe Array2 s'inspire de celui des tableaux bi-dimensionnels dans le
langage C : les elements y sont stockes dans le sens des lignes, alors que les routines
BLAS n'admettent que des matrices rangees dans les sens des colonnes. Nous avons
29: La classe Special est l'une des classes de la bibliotheque Eiel standard.










Fig. 4.7 - Modication de la structure d'heritage an de faire des vecteurs locaux
des objets compatibles avec BLAS
donc du^ developper une classe My Array2 presentant la me^me interface que la
classe standard Array2, mais decrivant un format de representation des tableaux
compatible avec celui des tableaux Fortran. Il nous a ensuite su de modier la
clause d'heritage de la classe Local Matrix an de la faire heriter de Blas Ma-
trix et deMy Array2 (gure 4.8), et de denir de maniere adequate les primitives
ld et oset (la primitive area etant directement fusionnee avec l'attribut area de la
classe My Array2).
Exemple 4.20




feature    Compatibility with BLAS 5
ld : INTEGER is do Result := nrow end ;
oset : INTEGER is 0 ;
end    LOCAL MATRIX
4.5.3.3 Autres types d'objets compatibles avec BLAS
Outre les deux types de base Local Vector et Local Matrix, nous avons
considere plusieurs autres types d'objets pouvant e^tre percus comme etant compa-
tibles avec BLAS.
Ainsi, pour tout vecteur colonne extrait d'une matrice de type Blas Matrix
on peut assez aisement calculer le triplet caracteristique (ptr; size; stride) en s'ap-










Fig. 4.8 - Modication de la structure d'heritage an de faire des matrices locales
des objets compatibles avec BLAS
puyant sur le numero de la colonne consideree et sur les informations caracterisant
la matrice englobante. Un objet de ce type est donc conforme a Blas Vector.
Nous avons enrichi la hierarchie des classes de Paladin en consequence : la classe
Blas Column caracterise les vecteurs denis commeetant une vue (Blas Column
herite de Column) sur une colonne d'une matrice de type Blas Matrix, ces vec-
teurs ayant un format de representation interne compatible avec celui des vecteurs
reconnus par les routines BLAS (Blas Column herite aussi de Blas Vector).
Partant des types Blas Vector et Blas Matrix, nous avons ainsi etendu la
hierarchie des classes de Paladin. Les classesBlas Column,Blas Row,Blas Dia-
gonal, Sub Blas Vector, et Sub Blas Matrix caracterisent toutes des vec-
teurs et matrices pouvant e^tre passes en parametres a des routines BLAS (voir
gure 4.9).
4.5.4 Interface avec le noyau BLAS
La classe Blas constitue l'interface entre le monde des routines Eiel et le noyau
BLAS. On a reproduit dans l'exemple 4.21 une partie de l'interface de cette classe.
La classe Blas peut en fait e^tre percue comme orant au noyau BLAS une
interface conforme aux principes de typage et de masquage d'information de la
programmation par objets. Les routines de cette classe prennent directement en
parametres des objets de type Blas Vector ou Blas Matrix. Elles sont en
outre dotees de preconditions qui contribuent a rendre plus su^r l'emploi du noyau
BLAS dans le monde Eiel.
Du point de vue d'un programmeur developpant des classes Eiel et utilisant les
routines de la classe Blas, celle-ci ore une abstraction algorithmique : elle permet
au programmeur de benecier du savoir-faire encapsule dans le noyau BLAS par ses
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Fig. 4.9 - Caracterisation des objets compatibles avec BLAS
concepteurs, sans avoir a conna^tre les details de mise en uvre de ce noyau.
Nous n'avons pu faire en sorte d'appeler les routines BLAS directement depuis
le corps des routines de la classe Blas. La raison en est que, avant de pouvoir
passer en parametre a une routine BLAS l'adresse du premier element d'un objet
vecteur ou d'un objet matrice, il nous faut d'abord calculer cette adresse. Or, avec
l'environnement Eiel d'ISE que nous avons utilise pour developper et experimenter
Paladin, les objets Eiel sont susceptibles d'e^tre deplaces a tout instant en memoire
a l'initiative du ramasse-miettes, lequel a la charge de gerer la memoire en lui evitant
notamment d'e^tre trop fragmentee. En calculant l'adresse d'un objet directement
dans le corps d'une routine Eiel avant de la passer en parametre a une routine
externe, on court donc le risque de voir cette adresse invalidee entre la n du calcul
d'adresse et l'appel de la routine externe.
Nous avons donc du^ developper un petit module C jouant le ro^le d'intermediaire
entre la classe Blas et le noyau BLAS. Ce petit module, baptise eif to blas (voir
gure 4.10), contient des fonctions C au niveau desquelles on procede au calcul
d'adresse qui n'a pu e^tre realise dans la classe Blas. Les routines de la classe Blas
ne sont donc pas denies directement dans cette classe. Elles sont simplement decla-
rees comme etant des routines externes. Ainsi, la routine scal (qui realise un produit
scalaire-vecteur) est simplement declaree comme illustre dans l'exemple 4.22.
Cette declaration indique au compilateur Eiel qu'il existe une fonction C ex-
terne baptisee scal, et que c'est cette fonction qui doit e^tre executee lorsque la
routine scal de la classe Blas est invoquee dans le cadre d'une application Eiel.
La fonction C scal est donc implantee dans le module eif to blas de maniere a
calculer l'adresse du segment de donnees de l'objet de type Blas Vector passe
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Exemple 4.21
expanded class interface BLAS
feature    Level 1 BLAS
scal (alpha : DOUBLE ; X : BLAS VECTOR) is
   General scalar vector product 5
   X <  alpha * X
...
feature    Level 2 BLAS
gemv (alpha : DOUBLE ; transA : CHARACTER ; A : BLAS MATRIX ;
X : BLAS VECTOR ; beta : DOUBLE ; Y : BLAS VECTOR) is 10
   General matrix vector product
   Y <  alpha * A^(transA) * X + beta * Y
require
size ok : (X.length = A.ncolumn) and (A.nrow = Y.length)
... 15
feature    Level 3 BLAS
gemm (alpha : DOUBLE ; transA : CHARACTER ; A : BLAS MATRIX ;
transB : CHARACTER ; B : BLAS MATRIX ;
beta : DOUBLE ; C : BLAS MATRIX) is
   General matrix matrix product 20
   C <  alpha * A^(transA) * B^(transB) + beta * C
require
size ok : (C.nrow = A.nrow) and (C.ncolumn = B.ncolumn)
and (A.ncolumn = B.nrow)
... 25
end    interface BLAS


















Fig. 4.10 - Interfacage d'Eiel avec le noyau BLAS
Exemple 4.22
expanded class BLAS
feature    Level 1 BLAS
scal (alpha : DOUBLE ; X : BLAS VECTOR) is
   General scalar vector product 5
   X <  alpha * X
external "C" end ;    scal
...
end    class BLAS
en parametre, et a invoquer ensuite la routine DSCAL du noyau BLAS avec les
parametres appropries.
La bibliotheque Cecil (C Eiel Call-In Library) associee au langage Eiel fournit
toutes les primitives necessaires pour acceder a des objets Eiel depuis des fonc-
tions C
30
. En utilisant certaines de ces primitives, on peut notamment calculer au
niveau du module eif to blas l'adresse des segments de donnees des objets vecteurs
et matrices passes en parametres aux routines de la classe Blas.
30: Pour plus de details sur la bibliotheque Cecil, voir par exemple le x27.4 de [97].
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Retour sur la genericite
La version actuelle de Paladin n'etant pas generique mais seulement dediee aux
calculs impliquant des vecteurs et matrices de nombres reels representes en double
precision, la classe Blas ne permet pour l'instant que l'interfacage avec les routines
correspondantes du noyau BLAS (e.g. DSCAL, DDOT, DGEMM). Il serait cependant
possible de rendre la classe Blas generique et, en testant le type des objets passes
en parametres, de realiser un branchement vers les routines de BLAS adequates
selon qu'on a a manipuler des vecteurs et matrices a valeurs entieres, a valeurs
reelles (en simple ou en double precision), a valeurs complexes, etc.
4.5.5 Techniques d'optimisation associees
Les classes Blas Vector et Blas Matrix heritent des nombreux operateurs
denis dans les classes abstraites Vector etMatrix. Pour que l'utilisateur ne soit
pas contraint d'invoquer explicitement les routines de la classe Blas, nous avons
redeni dans les classes Blas Matrix et Blas Vector certains operateurs an
que leur invocation entra^ne automatiquement l'appel de la routine BLAS corres-
pondante, lorsqu'une telle routine existe.
Operateurs unaires
Considerons la routine scal denie dans la classe Vector. Dans cette classe la
routine scal est dotee d'une mise en uvre sequentielle par defaut basee sur une
simple iteration au cours de laquelle chaque element du vecteur courant est multiplie
par la valeur scalaire passee en parametre.
Dans la classe Blas Vector, nous avons encapsule un objet agent
31
de type
Blas, que nous avons ensuite utilise pour redenir la routine scal comme montre
dans l'exemple 4.23.
Le mecanismede la liaison dynamique assure une transparence totale pour l'utili-
sateur. Chaque fois que la routine scal sera invoquee sur un objet d'un type conforme
a Blas Vector (par exemple sur un vecteur local), la routine scal de la classe
Blas et par consequent la routine DSCAL du noyau BLAS seront automatiquement
invoquees.
En redenissant ainsi dans les classes Blas Vector et Blas Matrix tous les
operateurs unaires (du moins ceux pour lesquels il existe une routine equivalente
dans le noyau BLAS), on assure donc que les routines BLAS seront invoquees syste-
matiquement | et de maniere totalement transparente pour l'utilisateur | chaque
fois que la representation interne de l'objet courant s'y pre^tera.
31: Les objets agents ont ete introduits au x 3.2.4.
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Exemple 4.23
deferred class BLAS VECTOR inherit
VECTOR
redene scal end
feature fNONEg    Interface with BLAS kernel
BLAS : BLAS ; 5
feature    Optimized operators
scal (alpha : like item) is
do
BLAS.scal (alpha, Current) ;
end ; 10
...
end    BLAS VECTOR
Operateurs N-aires
Le probleme est un peu plus complexe lorsque l'operateur considere implique
plusieurs parametres pouvant tous e^tre compatibles ou non avec BLAS. Il faut alors
tester le type de chaque objet passe en parametre an de verier s'il est conforme
a Blas Vector ou a Blas Matrix. Ce probleme se ramene a un probleme de
mise en uvre manuelle d'un mecanisme de selection dynamique multiple. On peut
donc appliquer les techniques decrites au paragraphe 4.4.
On a reproduit dans l'exemple 4.24 la mise en uvre de la fonction dot dans la
classe Blas Vector. Cette fonction calcule le produit scalaire de deux vecteurs et
peut dans ce but faire eventuellement appel a la routine DDOT du noyau BLAS.
Chaque fois que les deux vecteurs impliques dans un calcul de produit scalaire
seront d'un type conforme a Blas Vector, la routine DDOT du noyau BLAS sera
automatiquement invoquee (via la routine dot de la classe Blas). Dans le cas
contraire, l'algorithme par defaut herite de la classe Matrix sera execute.
Redenition des accesseurs
Nous avons redeni dans les classes Blas Vector et Blas Matrix certains
accesseurs de maniere a ce qu'ils retournent des objets compatibles avec BLAS
chaque fois que c'est possible. Ainsi, alors que l'accesseur row est deni dans la
classe Matrix de maniere a retourner un objet de type Row, cet accesseur a ete
redeni dans la classeBlas Matrix an de retourner un objet de typeBlas Row.
Pour l'utilisateur, le type exact de l'objet retourne importe peu : il lui sut de savoir
que cet objet peut e^tre manipule comme n'importe quel autre vecteur. Par contre, la
redenition de l'accesseur row dans Blas Matrix permet d'assurer que dans tout
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Exemple 4.24
deferred class BLAS VECTOR
inherit
VECTOR
rename dot as dot default end
... 5
feature    Optimized operators
dot (x : VECTOR) : like item is
local
tmp X : BLAS VECTOR ;
do 10
tmp X?= x ;    Assignment attempt
if (tmp X == Void) then
Result := BLAS.dot (tmp X, Current) ;
else 15
Result := dot default (x) ;
end ;    if
end ;
...
end    BLAS VECTOR 20
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algorithme realisant des operations portant sur les lignes d'une matrice de type
conforme a Blas Matrix (par exemple une matrice locale), les routines du noyau
BLAS seront invoquees partout ou les calculs le permettront.
Vision du programmeur d'application
Dans l'exemple 4.25, on illustre le fait que l'interfacage de Paladin avec le noyau
BLAS est maintenu totalement transparent pour l'utilisateur, les routines BLAS




A : LOCAL MATRIX ;
my row, my col : VECTOR ;
v : DOUBLE ;
do 5
! !A.make (10, 10) ;
my row := A.row (6) ;
my col := A.col (3) ;
...
my row.scal (3.14) ; 10
v := my row.dot (my col) ;
...
end ;
 On cree tout d'abord une matrice A de taille 10 10 et de type Local Ma-
trix. La matrice referencee par A est donc d'un type conforme a Blas Ma-
trix, ce qui revient a dire que sa representation interne est conforme a celle
exigee par les routines du noyau BLAS.
 On invoque ensuite les accesseurs row et column sur la matrice A. Les objets
retournes par ces accesseurs sont de type Blas Row et Blas Column res-
pectivement (gra^ce a la redenition de ces accesseurs dans Blas Matrix),
mais le programmeur d'application n'a pas a s'en soucier : il lui sut de savoir
qu'il s'agit d'objets conformes au type Vector.
 Lors de l'invocation de la routine scal sur l'objet reference par my row, c'est
en fait la routine DSCAL du noyau BLAS qui va automatiquement e^tre appelee
158 Chapitre 4. Techniques d'optimisation
gra^ce a la liaison dynamique (le type dynamique de la variable my row etant
conforme a Blas Vector) pour eectuer l'operation desiree.
 De me^me, lorsque la routine dot est invoquee sur my row avec en parametre
my column, le mecanisme de selection dynamique multiple implante dans la
classe Blas Vector assure que la routine DDOT de BLAS va e^tre appelee
pour calculer le produit scalaire des deux vecteurs.
4.5.6 Fonctionnement de Paladin sans le noyau BLAS
L'interfacage de Paladin avec le noyau BLAS a ete realise de telle sorte que dans
sa version actuelle, Paladin ne peut plus fonctionner sans utiliser BLAS. Pourtant,
pour que la portabilite de Paladin ne soit pas compromise, il faudrait que l'utili-
sation de BLAS demeure completement optionnelle, ne serait-ce que parce que sur
certaines plate-formes paralleles le noyau BLAS peut ne pas e^tre disponible, ou
parce qu'on peut preferer ne pas l'utiliser sur une plate-forme donnee.
On peut envisager au moins deux facons de proceder pour rendre la biblio-
theque Paladin independante de la disponibilite du noyau BLAS. La premiere ap-
proche serait de tester la disponibilite du noyau BLAS avant chaque invocation
possible d'une routine de la classe Blas. Ainsi, la denition de la routine scal dans
la classe Blas Vector (deja evoquee au x 4.5.5) deviendrait telle que reproduite
dans l'exemple 4.26.
La deuxieme approche consisterait a maintenir deux classes descendant de la
classe Blas, la premiere faisant eectivement appel aux routines routines externes
du noyau BLAS alors que dans la seconde tous les algorithmes de calcul seraient
exprimes en Eiel. On pourrait par exemple baptiser ces deux classes Real Blas
et Eiffel Blas respectivement. Le choix de l'une ou l'autre classe pourrait e^tre ef-
fectue, soit statiquement lors de la compilation (le langage Lace
32
qui sert a decrire
un systeme de classes Eiel permet de proceder a des renommages et a des substitu-
tions de classes), soit dynamiquement en integrant dans les classes Blas Vector
et Blas Matrix une denition telle que celle reproduite dans l'exemple 4.27.
Dans cet exemple, on cree un objet agent unique (voir le point de langage 4.1 a
la page 160) de type Blas qui va ensuite servir de (( pointeur )) vers l'ensemble des
routines de calcul fournies par la classe choisie. Selon que l'on cree en pratique un
objet de type Real Blas ou de type Eiffel Blas, l'invocation d'une routine sur
cet objet se traduira soit par l'appel de la routine BLAS correspondante, soit par
l'execution d'un algorithme equivalent exprime en Eiel.
32: Lace : Language for Assembly of Classes in Eiel [98].
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Exemple 4.26
deferred class BLAS VECTOR inherit
VECTOR
rename scal as scal default end
feature    Optimized operators 5
scal (alpha : like item) is
do
if (Use Real Blas) then
BLAS.scal (alpha, Current) ;
else 10
scal default (alpha) ;
end ;    if
end ;
...
end    BLAS VECTOR 15
Exemple 4.27
deferred class BLAS VECTOR inherit
...
feature fNONEg    Interface with BLAS kernel
BLAS : BLAS is
once 5
if (Use Real Blas) then
!REAL BLAS !Result ;
else
!EIFFEL BLAS !Result ;
end ;    if 10
end ;    blas
...
end    BLAS VECTOR
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Point de langage 4.1
Le mot-cle once. Le mot-cle once place au debut du corps d'une routine denie
dans une classe C quelconque signie que le code de cette routine ne doit e^tre execute
qu'une seule et unique fois lors de la premiere invocation de cette routine (pour toutes
les instances de la classe C et de ses descendantes). Lorsque cette routine est une fonc-
tion, tous les appels subsequents retourneront directement le resultat retourne lors de
la premiere invocation de cette fonction. Ce mecanisme permet notamment a tous les
objets d'un me^me type de referencer un objet commun.
Chapitre 5
Mise en uvre du
polymorphisme
Il peut dans certains cas e^tre interessant d'adapter dynamiquement le format de
representation interne d'un agregat aux exigences du calcul en cours. Une matrice
distribuee par blocs, par exemple, peut devoir e^tre redistribuee dynamiquement. Il
peut aussi s'averer souhaitable de transformer une matrice locale en une matrice
distribuee, parce que cette nouvelle representation est supposee pouvoir amener a
de meilleurs performances. Il y a cependant une dierence entre ces deux types de
conversion. Lorsque l'on modie le schema de distribution d'une matrice distribuee
par blocs, le type de l'objet considere n'a pas a e^tre modie : cet objet demeure une
instance de la classeDblock Matrix. En revanche, transformer une matrice locale
en une matrice distribuee par blocs necessite que le type de l'objet soit modie :
la matrice doit abandonner le type Local Matrix pour adopter le nouveau type
Dblock Matrix.
Les techniques permettant de changer la representation interne d'un agregat po-
lymorphe varient selon que le type de l'agregat doit e^tre modie ou non au cours de
l'operation. Dans le paragraphe 5.1, on decrit les techniques utilisees dans Paladin
pour proceder a la redistribution des matrices. En general, ces techniques n'impli-
quent pas de changement du type d'une matrice lors de sa redistribution. On aborde
ensuite dans le paragraphe 5.2 les mecanismes permettant de changer le type d'une
matrice. On detaille tout d'abord la procedure utilisee dans la version actuelle de
Paladin, en montrant que cette procedure n'est pas totalement satisfaisante. On
decrit ensuite une methode alternative qui devrait permettre la mise en uvre de
matrices reellement polymorphes dans Paladin.
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5.1 Redistribution des matrices
5.1.1 Cas des matrices distribuees par blocs
Des algorithmes permettant de redistribuer une matrice de type Dblock Ma-
trix peuvent e^tre developpes en s'appuyant sur les mecanismes fournis par les
classes Pom et Transmissible et sur les mecanismes de gestion de la distribution
fournis par la classe Distribution 2D (et ses descendantes). Ces algorithmes se
distinguent par le type de redistribution considere. La redistribution est en eet plus
ou moins dicile a realiser selon que les schemas de distribution source et cible sont
tres dissemblables ou non.

A titre d'exemple, deux des routines de redistribution
que nous avons implantees dans la classe Dblock Matrix sont decrites dans les
paragraphes qui suivent.
5.1.1.1 Redistribution sans changement du partitionnement
La routine change mapping reproduite dans l'exemple 5.1 est dediee a la redistri-
bution d'une matrice lorsque cette redistribution n'implique pas de changement du
partitionnement. Ni la taille des blocs de partitionnement, ni les dimensions de la
table des blocs ne sont donc alteres au cours de la redistribution. Seul le placement
des blocs peut e^tre aecte par l'execution de cette routine.
 La routine change mapping admet en parametre un descripteur de distribution
baptise new dist, decrivant le nouveau schema de distribution devant e^tre
adopte par la matrice courante.
 La precondition same partition en lignes 8 et 9 impose que les facteurs de blocs
soient identiques dans les schemas de distribution source (celui de la matrice
courante au debut de la redistribution) et cible (celui decrit par new dist).
Seul le placement peut donc dierer entre ces deux schemas.
 Le partitionnement etant conserve dans le type de redistribution considere ici,
il n'est pas necessaire de creer une nouvelle table des blocs. La redistribution
{ que l'on devrait pluto^t qualier ici de simple replacement | consiste a
faire migrer les blocs entre les nuds (en mettant a jour la table des blocs
en consequence sur chaque nud) jusqu'a obtenir un placement des blocs
conforme au schema decrit par le parametre new dist.
 Pour chaque bloc (bi; bj) de la table des blocs ;
- on teste l'identite du nud proprietaire de ce bloc dans les schemas de
distribution source et cible, et si le bloc doit changer de proprietaire
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Exemple 5.1
class DBLOCK MATRIX inherit
...
feature    Matrix redistribution
change mapping (new dist : DISTRIBUTION 2D) is
require 5
same size : (dist.nrow = new dist.nrow)
and (dist.ncolumn = new dist.ncolumn) ;
same partition : (dist.b = new dist.b)
and (dist.bfj = new dist.bfj) ;
local 10
bi, bj, source, target : INTEGER ;
new block : like local block ;
do
from bi := 0 until bi > dist.nbimax loop
from bj := 0 until bj > dist.nbjmax loop 15
source := owner of block (bi, bj) ;
target := new dist.owner of block (bi, bj) ;
if (source == target) then
new block := bring block to (bi, bj, target) ;
if (source = POM.node id) then 20
   Dispose of local block (GC)
put block (Void, bi, bj) ;
end ;    if
if (target = POM.node id) then
   Put block in table of blocks 25
put block (new block, bi, bj) ;
end ;    if
end ;    if
bj := bj + 1 ;
end ;    loop 30
bi := bi + 1
end ;    loop
dist := new dist ;
end ;    change mapping
... 35
end    DBLOCK MATRIX
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on invoque la fonction bring block to decrite au paragraphe 3.4.1.4 pour
eectuer le transfert requis (ligne 19) ;
- on dereference alors ce bloc dans la table des blocs du nud source (ligne
22) an qu'il puisse e^tre recupere par le ramasse-miettes local ;
- on procede de maniere inverse au niveau du nud destinataire en placant
le bloc recu dans la table des blocs locale (ligne 26).
 Lorsque le transfert des blocs est termine, on aecte le nouveau descripteur de
distribution new dist a l'attribut dist de la matrice courante (ligne 32). L'an-
cien descripteur de distribution n'etant plus reference par la matrice courante,
il peut alors e^tre recupere par le ramasse-miettes (a moins qu'il ne soit encore
reference par une autre matrice distribuee).
 Lorsque l'execution de la routine change mapping arrive a son terme, la distri-
bution de la matrice courante est conforme au schema decrit par le descripteur
new dist.
5.1.1.2 Redistribution avec changement du partitionnement
La routine change mapping detaillee ci-dessus permet de redistribuer une ma-
trice de maniere relativement ecace lorsque seul le placement des blocs doit e^tre
modie. La routine change distribution reproduite dans l'exemple 5.2 est beaucoup
plus polyvalente : avec elle une matrice peut e^tre redistribuee me^me si les para-
metres de partitionnement | et par consequent les dimensions de la table des blocs
et celles des blocs eux-me^mes | doivent changer au cours de la redistribution. Ceci
impose qu'une nouvelle table des blocs soit creee avec les dimensions requises par
le nouveau schema de distribution, et que les donnees soient ensuite transferees des
anciens blocs vers les nouveaux blocs en tenant compte des recouvrements possibles :
un bloc du schema de distribution source peut couvrir plusieurs blocs du schema
cible, et peut donc avoir a e^tre transmis a plusieurs nuds destinataires).
Le code de la routine change distribution est reproduit dans l'exemple 5.2 et
detaille ci-dessous.
 Tout comme la routine change mapping, la routine change distribution prend
en parametre un descripteur de distribution baptise new dist, decrivant le
nouveau schema de distribution devant e^tre adopte par la matrice courante.
Contrairement a change mapping, cependant, elle n'impose aucune contrainte
sur les parametres de partitionnement dans les schemas de distribution source
et cible. La precondition en lignes 6 et 7 impose simplement que les deux
descripteurs de distribution concernent un domaine d'indices de me^mes di-
mensions.
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 La table des blocs de la matrice courante devant e^tre remplacee par une nou-
velle table au cours de la redistribution, on cree en fait une matrice temporaire
new mat de type Dblock Matrix a laquelle on passe en parametre le des-
cripteur de distribution new dist (ligne 15) decrivant le schema de distribution
cible.
 Pour chaque bloc (bi; bj) de la matrice courante :
- on evalue la section rectangulaire recouverte par ce bloc (lignes 20 et 21) ;
- on calcule ensuite l'ensemble des nuds proprietaires des blocs de la
matrice new mat recouvrant cette section
1
(ligne 24) ;
- on utilise la fonction bring block to many
2
pour creer et rafra^chir sur
chacun des nuds cibles une copie du bloc (bi; bj) (ligne 26) ;
- sito^t apres que le bloc (bi; bj) a ete emis vers tous les nuds destinataires,
on dereference ce bloc au niveau de la table des blocs de la matrice
courante an qu'il puisse e^tre recupere par le ramasse-miettes (ligne 28) ;
- on utilise le mecanisme des vues pour designer sur la matrice new mat
la me^me section rectangulaire que celle couverte par le bloc (bi; bj) dans
la matrice courante, et l'on transfere dans cette section l'information
recue
3
(ligne 30). La routine convert invoquee pour eectuer le transfert
des donnees est decrite au paragraphe 5.2.2.
 Lorsque le transfert des blocs est termine, on aecte le descripteur de distribu-
tion dist de la matrice new mat a l'attribut dist de la matrice courante (ligne
35). On aecte de me^me l'attribut area de la matrice new mat
4
a l'attribut
area de la matrice courante. Celle-ci abandonne donc son ancienne table des
blocs pour adopter celle de la matrice new mat.
 Lorsque l'execution de la routine change distribution arrive a son terme, la
matrice courante est dotee d'un nouveau descripteur de distribution et d'une
nouvelle table des blocs conformes aux contraintes de distribution decrites
par le parametre new dist. L'ancien descripteur de distribution, l'ancienne
1: La fonction owners of section est l'une des nombreuses fonctions de localisation des donnees
oertes par la classe Distribution 2d.
2: La fonction bring block to many est semblable a la fonction bring block to decrite au para-
graphe 3.4.1.4, mais elle prend en parametre un ensemble de destinataires au lieu d'un seul.
3: Le mecanisme des vues n'est pas aecte par la distribution eventuelle des objets references.
L'ecriture dans une vue respecte donc la regle des ecritures locales, chaque nud ne mettant a
jour que les donnees dont il est proprietaire.
4: L'attribut area reference dans la classe Dblock Matrix la table des blocs de la matrice
courante. Il s'agit de l'un des attributs herites de la classe Array2.
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En developpant l'algorithme encapsule dans la routine change distribution, nous
avons choisi d'organiser toutes les communications en fonction des blocs de parti-
tionnement du schema de distribution source. En d'autres termes, chacun des blocs
de la matrice courante est expedie dans son integralite vers un ou plusieurs nuds
destinataires, a charge pour chacun des destinataires de ne retenir alors que la par-
tie de ce bloc qui l'interesse pour mettre a jour les blocs dont il est proprietaire
dans le schema de distribution cible. Une approche alternative aurait consiste a
calculer d'abord au niveau du nud emetteur, pour chacun des nuds destina-
taires, la partie du bloc local interessant ce destinataire et a ne lui expedier que
cette partie. Cette approche aurait a coup su^r ete plus economique du point de
vue du volume des donnees transmises, mais elle nous aurait obliges a appliquer
des techniques complexes et cou^teuses d'agregation des donnees au niveau du nud
emetteur, qui ne sont pas toujours rentables sur les plates-formes paralleles
6
. En
outre, en procedant de la sorte nous aurions diminue la concurrence possible lors de
la redistribution : le nud emetteur aurait du^ calculer sequentiellement les donnees
devant e^tre expediees a chacun des nuds destinataires, alors qu'avec l'approche
retenue ici les nuds destinataires peuvent proceder concurremment a l'extraction
des donnees qui les interessent a partir du bloc recu.
Illustration
On a reproduit dans la gure 5.1 un exemple d'utilisation de la routine de redis-
tribution change distribution. Dans cet exemple, il s'agit de transformer une matrice
partitionnee en neuf blocs elementaires en une matrice partitionnee en seulement
quatre blocs elementaires. Pour simplier, on a note A la matrice source et B la ma-
trice cible (s'agissant d'une redistribution, il n'y a en realite qu'une seule matrice
impliquee dans l'operation). On a fait appara^tre dans la gure 5.1 l'identite du
nud proprietaire de chaque bloc dans les schemas de distribution source et cible.
On a egalement reproduit dans cette gure le diagramme de Hasse exprimant les
dependances causales entre les emissions et receptions de blocs.
5: L'ancien descripteur de distribution ne sera toutefois recupere par le ramasse-miettes que s'il
n'est plus reference par aucune autre matrice distribuee.
6: Sur la Paragon XP/S, les copies de memoire a memoire sur un me^me nud peuvent e^tre plus
cou^teuses que les communications.
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Exemple 5.2
class DBLOCK MATRIX inherit
...
feature    Matrix redistribution
change distribution (new dist : DISTRIBUTION 2D) is
require 5
same size : (dist.nrow = new dist.nrow)
and (dist.ncolumn = new dist.ncolumn) ;
local
bi, bj, i1, i2, j1, j2 : INTEGER ;
targets : SET [INTEGER] ; 10
copy of block : like local block ;
new mat : like Current ;
do
   Create new matrix with distribution as required
! !new mat.make from (new dist) ; 15
from bi := 0 until bi > dist.nbimax loop
from bj := 0 until bj > dist.nbjmax loop
   Compute the index domain (i1, j1)..(i2, j2) covered
   by Current's block (bi, bj)
i1 := dist.imin (bi) ; i2 := dist.imax (bi) ; 20
j1 := dist.jmin (bj) ; j2 := dist.jmax (bj) ;
   Compute the targets, i.e. the owners of the blocks
   that cover (i1, j1)..(i2, j2) in 'new mat'
targets := new mat.dist.owners of section (i1, j1, i2, j2) ;
   Create a copy of Current's block (bi, bj) on all 'targets' 25
copy of block := bring block to many (bi, bj, targets) ;
   Dispose of local block (GC)
put local block (Void, bi, bj) ;
   Update section (i1, j1)..(i2, j2) of 'new mat'
new mat.submatrix (i1, j1, i2, j2).convert (copy of block) ; 30
bj := bj + 1 ;
end ;    loop
bi := bi + 1
end ;    loop
dist := new mat.dist ; area := new mat.area ; 35
end ;    change distribution
...
end    DBLOCK MATRIX















































Fig. 5.1 - Exemple de redistribution realisee avec la routine change distribution
On a detaille ci-dessous les premiers echanges de blocs realises lors de l'execution
de la routine change distribution.
 Le bloc A
0;0
ayant le me^me proprietaire que le bloc B
0;0
, ce bloc ne requiert
aucune transmission.
 Le bloc A
0;1
appartenant au nud P3 doit e^tre transmis a la fois aux nuds




. On peut observer dans le dia-
gramme des transmissions que le nud note P3 adresse bien deux messages
successifs, le premier au nud P0 (evenement note E1) et le second au nud
P1 (evenement E2).









, et n'a donc rien eu a emettre ni a recevoir jusqu'a present,
adresse le bloc A
0;2
dont il est proprietaire au nud P1, proprietaire du bloc
B
0;1
(evenement E3). La reception de ce bloc (evenement E6) ne pourra tou-
tefois avoir lieu au niveau du nud P1 qu'apres que ce nud ait recu le bloc
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provenant de P3 (evenement E5). Cette contrainte est due au fait que, telle
qu'est elle est implantee actuellement, la routine change distribution s'appuie
sur un sequencement strict des emissions et receptions de blocs sur chaque
nud, les primitives de reception etant en outre des primitives bloquantes.
Ce probleme fait l'objet du paragraphe 5.1.1.3.
Le diagramme des dependances causales reproduit dans la gure 5.1 a ete ob-
tenu en utilisant les mecanismes d'observation oerts par la bibliotheque POM :
on a execute la routine change distribution sur une machine orant 4 processeurs
an de redistribuer une matrice conformement aux schemas de distribution source
et cible visualises dans la gure 5.1. Au cours de cette execution, les services de
generation automatique de trace de la POM ont ete actives an qu'un message de
trace portant une estampille vectorielle soit genere lors de chaque emission ou recep-
tion d'un bloc pendant la redistribution. Les messages de trace ont ete collectes et
traites par un programme observateur fonctionnant en parallele avec l'application.
Les informations produites par l'observateur ont ensuite ete fournies a un outil de
visualisation graphique capable de dessiner le diagramme des dependances causales
a partir d'une liste d'evenements estampilles. Le programme observateur et l'outil
de visalisation graphique ont ete developpes par C. Bareau dans le cadre de son
travail de these [12].
5.1.1.3 Optimisation envisageable
Les algorithmes des deux routines change distribution et change mapping s'ar-
ticulent autour de deux boucles imbriquees dans lesquelles on procede a l'enume-
ration des blocs de la matrice courante. Les donnees transferees entre les nuds
sont egalement des blocs de la matrice courante, les emissions et receptions etant
encapsulees dans les routines bring block to (detaillee au paragraphe 3.4.1.4) et
bring block to many.
Dans ces deux routines, on s'appuie sur les primitives de reception bloquantes
de la classe Pom
7
pour assurer la reception des donnees au niveau du ou des nuds
destinataires. Lorsqu'un nud destinataire d'un bloc (i; j) donne invoque la fonc-
tion bring block to au cours de l'execution de la routine change mapping, il peut
se trouver bloque en attente de ce bloc, alors qu'un autre nud est lui-me^me en
attente du bloc (i; j + 1) dont le premier nud est justement proprietaire. Bien
qu'aucun interblocage ne soit a craindre avec le schema adopte dans les algorithmes
de change mapping et de change distribution, il peut donc arriver que le partition-
nement d'une matrice soit tel que, pendant certaines phases de la redistribution,
7: La bibliotheque POM et la classe Pom ont ete decrites au paragraphe 1.2.4.
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la quasi-totalite des nuds soient bloques temporairement en attente chacun d'un
bloc particulier.
On pourrait attenuer les contraintes de synchronisation imposees par l'alter-
nance des emissions (non bloquantes) et des receptions (bloquantes) en utilisant par
exemple les primitives de la classe Pom permettant de tester les les de reception.
Les algorithmes de change mapping et de change distribution devraient alors e^tre
reecrits de telle sorte que chaque nud procede a l'emission en sequence des blocs
dont il est proprietaire (en testant entre deux emissions l'etat des les de reception),
et n'interrompe ses emissions que pour consommer les blocs disponibles dans ses
les de reception. Avec cette approche, il y aurait toutefois un risque de saturer sur
certaines machines paralleles les canaux de communication et/ou les les de recep-
tion des nuds physique (la bibliotheque POM n'assure pas le contro^le de ux). Une
approche plus raisonnable serait probablement de gerer au niveau de chaque nud
des fene^tres d'emission, chaque nud etant alors en mesure d'expedier en sequence
un certain nombre de ses blocs avant de se mettre en attente des blocs provenant
des autres nuds. La taille de la fene^tre d'emission pourrait eventuellement e^tre
ajustee en fonction des caracteristiques de la plate-forme utilisee.
5.1.1.4 Selection dynamique des routines de redistribution
Il n'est pas tres souhaitable d'imposer a un utilisateur de specier explicitement
laquelle des routines change mapping ou change distribution doit e^tre executee pour
redistribuer une matrice de typeDblock Matrix. On peut toutefois s'inspirer des
techniques decrites au paragraphe 4.4 pour assurer la selection automatique de la
routine appropriee.
La routine redistribute reproduite dans l'exemple 5.3 a pour ro^le d'assurer dyna-
miquement la selection transparente de la routine la plus appropriee pour redistri-
buer un objet de type Dblock Matrix. Elle fournit donc a l'utilisateur un moyen
de redistribuer aisement toute instance de la classe Dblock Matrix, comme illus-
tre dans le petit programme d'application SPMD reproduit ci-dessous.
Imaginons que dans le programme de l'exemple 5.4 les contraintes du calcul im-
posent que les deux matrices A et B soient distribuees dieremment au cours de la
premiere partie de l'execution du programme, alors que dans la seconde partie elles
doivent e^tre distribuees de maniere identique. Il sut d'invoquer la routine redis-
tribute de la classe Dblock Matrix pour redistribuer dynamiquement la matrice
B et lui faire adopter le me^me schema de distribution que celui de la matrice A.
Dans l'exemple 5.4, les matrices A et B n'ont pas le me^me partitionnement (la
matrice A est partitionnee en blocs de taille 5 2 et la matrice B en blocs de taille
7  3). Lors de l'execution de redistribute, la routine change distribution va donc
e^tre automatiquement selectionnee pour proceder a la redistribution requise.
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Exemple 5.3
class DBLOCK MATRIX inherit
...
feature    Matrix redistribution
redistribute (new dist : DISTRIBUTION 2D) is
do 5
if ((dist.b = new dist.b)
and (dist.bfj = new dist.bfj)) then
change mapping (new dist)
else
change distribution (new dist) ; 10
end ;    if
end ;    redistribute
...
end    DBLOCK MATRIX
Exemple 5.4
local
A, B : MATRIX ;
do
!DBLOCK MATRIX !A.make (50, 50, 5, 2, ROW WISE MAPPING) ;
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5.1.2 Cas des autres matrices distribuees
En developpant Paladin, nous avons egalement dote les classes Dcol Matrix
et Drow Matrix d'une version propre de la routine redistribute. Dans chacune
de ces deux classes, l'algorithme de redistribution est implante en tenant compte
des caracteristiques de distribution propres a la classe consideree. Ainsi dans la
classe Dcol Matrix les donnees echangees par les nuds au cours de la redistri-
bution sont des vecteurs colonnes, alors qu'il s'agit de vecteurs lignes dans la classe
Drow Matrix. Il est a noter que lorsqu'une matrice distribuee par lignes ou par
colonnes doit e^tre redistribuee, seul le placement des vecteurs peut changer au cours
de la redistribution. L'algorithme encapsule dans la routine redistribute dans cha-
cune des deux classes s'apparente donc beaucoup a celui de change mapping dans
la classe Dblock Matrix.
Nous n'avons pu denir la routine redistribute dans la classe Dist Matrix. En
eet, la redistribution implique que l'on soit en mesure de designer la table des
blocs de la matrice courante, pour pouvoir eventuellement la remplacer par une
nouvelle table a l'issue de la redistribution (voir par exemple la derniere ligne de
l'exemple 5.2). Or, au niveau de la classe abstraiteDist Matrix, la notion de table
des blocs est absente. Nous avons cependant declare | sans toutefois la denir |
la routine redistribute dans la classe Dist Matrix. Cette declaration impose que
toute classe descendante de Dist Matrix fournisse une mise en uvre pour la
routine redistribute, mais elle garantit du me^me coup que toute matrice distribuee
est redistribuable.
5.2 Changement du type d'une matrice
5.2.1 Contrainte due au typage statique
Comme la plupart des langages a objets a typage statique strict, le langage Eiel
ne permet pas que le type d'un objet soit modie dynamiquement : des lors qu'un
objet a ete cree avec un type donne, il ne peut plus en changer. Dans Paladin, il est
donc par exemple impossible de transformer un objet de type Local Matrix en
un objet de type Dblock Matrix. Toutefois, on peut contourner cette contrainte
et proposer une approximation satisfaisante de (( polymorphisme )) des matrices en




8: Les entites sont en Eiel les attributs des classes, les variables locales et les arguments formels
des routines, et l'entite predenie Result dans les fonctions.
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Point de langage 5.1
Regle de compatibilite des types. La regle de compatibilite des types autorise
une aectation de la forme a := b non seulement si a et b sont du me^me type, mais
plus generalement si a et b sont de types A et B tels que B est un descendant de A.
Cela correspond a l'idee intuitive qu'une valeur d'un type plus specialise peut e^tre
aecte a une entite d'un type moins specialise, mais pas le contraire.
En Eiel, une entite est en general capable de prendre plusieurs types dyna-
miques, c'est-a-dire capable de referencer a l'execution des objets de plus d'un type.
Les regles de conformite du typage (point de langage 5.1) imposent que les types
dynamiques possibles pour une entite x soient tous conformes au type statique de
x (c'est-a-dire son type declare). C'est de cette maniere que le polymorphisme est
maintenu sous contro^le par le systeme de typage.
5.2.2 Changement de type realise dans un programmed'ap-
plication
Lorsqu'on desire changer dans Paladin le type d'un agregat matrice reference
par une entite x, on peut proceder a une conversion qui s'eectue en trois temps.
Dans un premier temps, un nouvel objet est cree avec le type desire. Ensuite, les
donnees contenues dans l'agregat source sont (( transferees )) dans le nouvel agregat.
Enn, on fait en sorte que l'entite x| qui referencait jusqu'a present l'objet agregat
source | reference a present le nouvel objet agregat. Cette procedure de conversion
est illustree dans l'exemple 5.5 et dans la gure 5.2.
Fig. 5.2 - Conversion de matrice avec changement de type
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Supposons que dans un programme d'application une matrice locale soit creee
et aectee a la variable M. Apres une premiere phase de calculs (notee (1) dans
l'exemple 5.5), il devient necessaire de transformer cette matrice locale en une ma-
trice distribuee par blocs. La conversion du type de la matrice referencee par x
s'eectue comme suit :
1. Une instance de la classeDblock Matrix est creee et aectee a une variable
temporaire N.
2. Les donnees contenues dans la matriceM sont transferees de la matrice locale
M vers la nouvelle matrice N. La routine convert decrite plus loin permet de
realiser ce transfert de donnees.
3. Lorsque le transfert est termine, on aecte a la variable M le nouvel agregat
(c'est-a-dire la matrice distribuee referencee par N) en procedant a une aec-
tation polymorphe. La variable M conserve le me^me type statique Matrix,
mais son type dynamique (celui de l'objet reference par la variable) a change,
passant de Local Matrix a Dblock Matrix.

A l'issue de ces trois operations, la matrice referencee par M | initialement une
matrice locale | est (( devenue )) une matrice distribuee. L'execution du programme
d'application peut se poursuivre, la matrice referencee par M ayant change de type
mais etant toujours la (( me^me )) matrice (i.e. me^mes dimensions et me^me contenu)
du point de vue abstrait de l'utilisateur.
Exemple 5.5
local
M, N : MATRIX ;
do
!LOCAL MATRIX !M.make (...) ;
...(1)... 5
!DBLOCK MATRIX !N.make (...) ;
N.convert (M) ;




Conceptuellement, la routine convert procede simplement a la recopie des don-
nees depuis une matrice source vers une matrice cible (qu'elles soient de me^me
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type ou non). Elle requiert simplement que les deux matrices impliquees dans la
conversion soient de me^me taille. Dans la classe Matrix, nous avons dote la rou-
tine convert d'une mise en uvre tres simple, basee sur deux boucles imbriquees et
des appels aux accesseurs de base put et item. Cependant, il ne s'agit la que d'une
mise en uvre par defaut. De meilleures versions de la routine convert ont ete en-
capsulees dans certaines des classes descendant de Matrix. Pour developper ces
versions optimisees de la routine convert, nous avons notamment mis en pratique
certaines des techniques d'optimisation evoquees au chapitre 4.
Discussion
La methode proposee ici pour changer dynamiquement le type d'un agregat
necessite qu'un nouvel objet soit cree avec les caracteristiques desirees (format de
representation interne, schema de distribution, etc.). Cette approche demeure rai-
sonnable dans la mesure ou le ramasse-miettes assure qu'apres la conversion de type
l'agregat source, devenu obsolete, pourra e^tre recupere par le ramasse-miettes.
L'un des problemes majeurs souleves par cette approche reside toutefois dans
le manque de transparence de la conversion vis a vis de l'utilisateur. Celui-ci doit
en eet declarer explicitement dans un programme d'application une variable (ou
un attribut) destine a referencer temporairement un nouvel agregat, creer cet objet
avec le type desire, invoquer la routine convert sur cet agregat et nalement faire
en sorte que l'entite qui referencait l'agregat original reference a present le nouvel
agregat. Le langage Eiel n'ore apparemment aucune maniere elegante d'encapsu-
ler toutes ces operations dans une seule expression. Il serait par contre envisageable
de developper un petit outil (en fait une sorte de pre-compilateur semblable a l'outil
cpp associe a la plupart des compilateurs C actuels), capable de realiser les trois
operations elementaires de la conversion de type avant la compilation Eiel propre-
ment dite. Un tel outil pourrait alors e^tre integre dans la bo^te a outils d'EPEE.
Un autre probleme majeur est celui des alias. Il peut arriver que dans un pro-
gramme d'application on reference une me^me matrice plusieurs fois a travers plu-
sieurs entites, ou bien encore qu'on accede a la fois a un agregat matrice tout entier
et a certaines sections de cette matrice (gra^ce au mecanisme des vues, par exemple).
La technique de changement de type proposee plus haut ne tient absolument aucun
compte des alias possibles sur la matrice soumise a la conversion de type.
Il existe des methodes connues pour tenter de resoudre ce probleme. Une pre-
miere methode consiste a gerer une table referencant tous les objets susceptibles
de changer de type dynamiquement, et a s'imposer de n'acceder aux objets qu'a
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travers cette table
9
. Une autre methode consiste a maintenir dans chaque objet
polymorphe une liste de references vers tous les objets qui referencent l'objet lui-
me^me. Quand cet objet est soumis a une conversion de type, il doit en informer tous
les objets references dans la liste en invoquant sur chacun de ces objets une routine
particuliere a laquelle il passe en parametre sa nouvelle identite (en l'occurrence
une reference sur lui-me^me).
Aucune de ces deux methodes n'est franchement satisfaisante. La premiere me-
thode impose un surcou^t en termes d'occupation de la memoire (il faut creer et
maintenir a jour la table d'indirections) et en termes de temps d'acces aux objets
polymorphes (il faut franchir une indirection supplementaire pour chaque acces).
La seconde methode impose egalement un surcou^t en termes d'occupation de la
memoire (il faut maintenir une liste de references dans les objets polymorphes et
des attributs supplementaires dans les objets referencant des objets polymorphes).
Elle est de surcro^t particulierement dicile a mettre en uvre.
Dans l'etat actuel de Paladin, un agregat matrice (ou vecteur) peut donc changer
de type dynamiquement mais la procedure de changement de type demeure assez
fastidieuse pour l'utilisateur. Le maintien de la coherence des alias n'est en outre
pas assure. Nous presentons dans le paragraphe suivant une approche alternative
a la conversion de type qui pourrait e^tre mise en uvre dans Paladin au prix de
quelques modications dans la hierarchie des classes.
5.2.3 Encapsulation du changement de type
On montre dans ce paragraphe comment on peut developper de veritables agre-
gats polymorphes a l'aide d'un langage a objets a typage statique tel que Eiel, en
illustrant notre propos avec l'exemple des agregats matrices de Paladin.
5.2.3.1 Principe
L'idee fondamentale est d'introduire une distinction entre le concept d'objet
matrice et celui d'objet (( contenant les donnees d'une matrice )). Une matrice est
alors un objet qui, au lieu de stocker directement ses donnees, fait reference a un
objet conteneur. Une matrice polymorphe est donc une matrice capable de changer
de conteneur dynamiquement et de maniere transparente pour l'utilisateur.
5.2.3.2 Mise en uvre
On pourrait developper une nouvelle classe Matrix Container ainsi que des
classes descendantes, et introduire dans la classe Matrix actuelle un attribut per-
9: En Smalltalk, tous les objets sont geres ainsi, chaque entree dans la table d'indirection jouant
le ro^le de handle pour un objet particulier.
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mettant a toute matrice de referencer un objet de type conforme au type Ma-
trix Container. Cependant cette approche obligerait a modier la mise en uvre
de la plupart des routines denies dans la classe Matrix, et il faudrait en outre
apporter d'importantes modications a l'ensemble des classes decrivant les matrices
dans la hierarchie actuelle de Paladin.
Il est beaucoup plus judicieux proceder de maniere inverse, et de considerer la
classe Matrix actuelle et ses descendantes comme constituant la hierarchie decri-
vant les objets conteneurs. Il sut alors de construire une seule et unique nouvelle
classe | appelons la Poly Matrix | caracterisant les matrices polymorphes.
La classe Poly Matrix adopte une interface semblable a celle de la classe
Matrix, mais on la dote d'un attribut supplementaire container permettant a




feature fNONEg    Reference to a matrix container
container : MATRIX ;
5
feature    Basic Accessors
item (i, j : INTEGER) : DOUBLE is do Result := container.item (i, j) ; end ;
put (v : like item ; i, j : INTEGER) is do container.put (v, i, j) ; end ;
...
feature    Operators 10
mult (A, B : like Current) is
do
container.mult (A.container, B.container) ;
end ;
... 15
end    POLY MATRIX
L'attribut container etant encapsule dans la classe Poly Matrix, il n'appara^t
pas dans son interface et le changement de conteneur peut donc e^tre maintenu
transparent pour l'utilisateur.
Les accesseurs put et item de la classe Poly Matrix sont denis de maniere
a acceder aux donnees stockees dans le conteneur associe a la matrice polymorphe
courante. De me^me, on implante chaque operateur declare dans la classe Poly Ma-
trix de maniere a ce qu'il invoque simplement l'operateur homonyme de la classe
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Matrix. Par exemple, l'operateur mult de la classe Poly Matrix a pour seul ro^le
d'invoquer l'operateur mult de la classeMatrix avec les parametres adequats (voir
l'exemple 5.6). En denissant ainsi chacun des operateurs de la classe Poly Ma-
trix, la degradation des performances due a l'indirection imposee par l'attribut
container est maintenue a un niveau insigniant.
La classe Poly Matrix s'integre dans la hierarchie des classes de Paladin en
devenant une classe cliente des classes pre-existantes (voir gure 5.3). Il n'y a donc









Fig. 5.3 - Introduction de la classe Poly Matrix dans la hierarchie des classes
de Paladin
Pour que les matrices polymorphes caracterisees par la classe Poly Matrix
puissent changer de representation interne dynamiquement | c'est-a-dire, pour
que les objets de type Poly Matrix puissent substituer un nouveau conteneur
au conteneur courant |, il sut de doter la classe Poly Matrix de routines
procedant aux substitutions desirees. Par exemple, pour qu'une matrice quelconque
puisse e^tre transformee dynamiquement en une matrice locale, on integre dans la
classe Poly Matrix la routine become local reproduite dans l'exemple 5.7. Avec
cette routine, la conversion d'une matrice polymorphe referencee par une entite M
peut e^tre obtenue avec la simple expression M.become local.
Il faut de me^me denir dans la classe Matrix plusieurs routines de creation
permettant de creer, en me^me temps qu'une instance de cette classe, un conteneur
associe ayant le type et les caracteristiques choisies.




feature    Internal representation conversion
become local is
local 5
new container : like container ;
do
   Create a new matrix container with type as required
!LOCAL MATRIX !new container.make (nrow, ncolumn) ;
   Transfer data from old matrix container to new one 10
new container.convert (container) ;
   Adopt new matrix container and discard old one
container := new container ;
end ;    become local
... 15
end    class POLY MATRIX
Discussion
L'approche decrite dans ce paragraphe presente quelques inconvenients : elle
oblige a modier la procedure de creation des matrices de maniere fondamentale.
En eet, on doit denir dans la classe Poly Matrix un grand nombre de routines
de creation et de changement de format. En outre, a chaque apparition d'une nou-
velle classe decrivant un format de representation original pour les conteneurs, on
doit mettre a jour la classe Poly Matrix en consequence. Si on developpait par
exemple une classe Sparse Matrix proposant un format de representation interne
pour les matrices creuses, il faudrait en me^me temps doter la classe Poly Matrix
de deux nouvelles routines (e.g. make sparse et become sparse).
L'extension algorithmique de la bibliotheque Paladin est egalement rendue plus
complexe : tout nouvel operateur servant a manipuler des matrices doit e^tre deni au
moins deux fois : une premiere fois dans la classeMatrix (ou on le dote d'une mise
en uvre sequentielle par defaut), et une seconde fois dans la classe Poly Matrix
(ou on l'implante de maniere a invoquer automatiquement l'operateur homonyme
de la classe Matrix).
Ces inconvenients sont cependant largement compenses par les atouts de la
classe Poly Matrix. Les objets de type Poly Matrix sont capables de changer
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de format dynamiquement, sans risque d'incoherence des alias
10
(on a vu que la
methode presentee au paragraphe 5.2.2 pe^che justement sur ce point). Ces objets
sont en outre capables de changer de forme spontanement, c'est-a-dire sans que
l'utilisateur en fasse la demande : on pourrait par exemple faire en sorte que la
routine become local soit invoquee dans l'une des routines de la classe Poly Ma-
trix, ce qui aurait pour consequence le changement (( spontane )) (du point de
vue de l'utilisateur) du format de la matrice courante. La methode presentee au
paragraphe 5.2.2 ne permet pas d'obtenir de tels changements de type spontanes de
la part des objets polymorphes.
Cette aptitude des objets de type Poly Matrix a changer de forme sans in-
tervention de l'utilisateur ouvre des perspectives particulierement interessantes, car
elle nous permet d'envisager de liberer l'utilisateur de la responsabilite du choix
du format (et, le cas echeant, de la distribution) de chaque matrice. Il devient en
eet possible de ba^tir une bibliotheque dans laquelle les matrices changent de for-
mat spontanement en fonction des besoins du calcul en cours. Cette perspective est
evoquee plus en details dans le chapitre 7.
Travail connexe
Le probleme de la mise en uvre d'objets capables de changer de type dyna-
miquement a ete egalement aborde par T. R. Davis pour les objets du langage
C++ [40]. Dans cet article, l'auteur propose d'identier dans chaque type d'objet
capable de changer d'etat les informations devant e^tre aectees par un tel change-
ment, et d'extraire ces informations de l'objet lui-me^me an de les encapsuler dans
un meta-objet, caracterise par une meta-classe (les meta-classes decrites par T. R.
Davis n'ont cependant rien a voir avec celles de Smalltalk).
10:

A condition bien su^r que les references multiples a un me^me objet portent sur un objet de
type Poly Matrix, et non sur un objet conteneur de type Matrix.
Chapitre 6
Experimentation
6.1 Generalites sur les mesures eectuees
Les mesures de performances dont les resultats sont rapportes dans les para-
graphes qui suivent ont ete realisees en executant certains des operateurs SPMD de
la bibliotheque Paladin.
Pour chaque serie de mesures, on presente les accelerations (ou speedup) obser-
vees, et l'ecacite de la parallelisation. On denit l'acceleration Acc comme etant




ou Ts designe le temps d'execution d'un algorithme sequentiel et Tp est le temps
d'execution d'un algorithme parallele equivalent.
An de pouvoir comparer les performances independamment du nombre de pro-




ou P est le nombre de processeurs participant au calcul parallele.
Le paragraphe 6.2 presente les resultats obtenus sur le reseau de stations de
travail du projet Pampa, et le paragraphe 6.3 les resultats obtenus sur la machine
Paragon XP/S de l'IRISA. Sur ces deux types de plate-forme, des mesures ont ete
realisees avec et sans utilisation des routines du noyau BLAS.
On rappelle par ailleurs que, dans sa version actuelle, la bibliotheque Paladin
ne manipule que des vecteurs et matrices de nombres reels representes en double
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precision. Tous les resultats rapportes dans les paragraphes suivants concernent
donc des calculs realises en double precision.
6.2 Experimentation sur reseau de stations de
travail
6.2.1 Conditions d'experimentation
Les resultats rapportes dans ce paragraphe ont ete obtenus en realisant des
mesures sur un reseau de stations de travail de type Sun 4/75 SPARCstation 2,
dotees chacune d'au moins 32 Moctets de RAM (on s'est eorce de ne proceder
qu'a des mesures ne necessitant pas d'acces a la memoire de swap).
La bibliotheque de communication utilisee lors de ces mesures etait la POM,
dans sa version mise en uvre au dessus de PVM (version 3.3.7). Les compilateurs
utilises pour generer le code executable etaient, d'une part le compilateur Eiel
d'ISE version 3.2.3, d'autre part le compilateur gcc version 2.6.2 avec l'option d'op-
timisation -O2. Au cours des mesures, le contro^le assertionnel etait desactive sur
l'ensemble des classes Eiel.
Bien que les mesures aient ete realisees pendant la nuit, les stations de travail
utilisees n'etaient pas dissociees du reseau de communication global du laboratoire.
En consequence, ni le medium de communication (bus Ethernet de bande pas-
sante 10 Mbits/s), ni les processeurs, disques et ressources memoire des stations
n'etaient entierement disponibles pour les mesures. Les processus fonctionnant en
ta^ches de fond sur les stations, et l'activite qu'ils induisent sur le reseau Ethernet,
ont donc probablement inuence legerement les resultats des mesures.
6.2.2 Experimentation sans utilisation du noyau BLAS
Dans ce paragraphe sont rapportes les resultats des mesures eectuees avec la
bibliotheque Paladin, sans qu'aucune routine du noyau BLAS soit invoquee au cours
des calculs. Les algorithmes paralleles dont les performances sont rapportees ici sont
donc des algorithmes 100 % Eiel.
6.2.2.1 Produit de matrices distribuees par blocs
La gure 6.1 presente les accelerations et ecacites observees en calculant des
produits de matrices carrees C = A B, les matrices A, B et C etant distribuees
par blocs (objets de type Dblock Matrix). Pour realiser ces mesures, on a utilise
l'operateur mult dblock dblock reproduit dans l'exemple 4.7 (page 122).
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Pour evaluer les accelerations, on a pris comme temps de reference les durees
d'execution observees avec l'operateur sequentiel mult
1
de la classe Matrix, ope-
rant sur des matrices locales (instances de la classe Local Matrix). Dans la -
gure 6.1 on peut voir les resultats obtenus pour des produits de matrices carrees
de taille 256  256 et 512  512. On constate que, lorsqu'on fait varier le nombre
de stations participant au calcul de 1 a 8, l'ecacite diminue rapidement pour at-






















P temps (sec) acceleration ecacite
N = 256
Ref. 120.32 | |
1 183.93 .65 65 %
2 93.55 1.28 64 %
4 50.17 2.39 59 %
8 35.33 3.40 42 %
N = 512
Ref. 925.83 | |
1 1508.11 .61 61 %
2 752.15 1.23 61 %
4 383.13 2.41 60 %
8 241.63 3.83 47 %
Fig. 6.1 - Produits de matrices distribuees par blocs
Pour voir comment les performances du code Eiel se situent par rapport a celles
d'un code C equivalent, nous avons developpe un programme C sequentiel calculant
le produit de matrices : ce programme C realise le produit de matrices 256  256
en 73.97 secondes (soit 1.63 fois plus vite que notre operateur sequentiel mult), et
le produit de matrices 512  512 en 640.82 secondes (soit 1.44 fois plus vite que
l'operateur mult).
Nous avons egalement procede a quelques experiences en compilant un sous-
ensemble des classes de Paladin avec le nouveau compilateur TowerEiel version
1:4:3. Avec ce compilateur, la duree d'execution de notre operateur Eiel sequentiel
mult est en moyenne 12 % superieure a celle du programme C sequentiel equivalent.
1: L'operateur mult a ete decrit au x 2.2.3.
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6.2.2.2 Produit de matrices distribuees par lignes et par colonnes
La gure 6.2 presente les accelerations et ecacites observees en realisant le
me^me genre de produit de matrices carrees C = AB qu'au paragraphe 6.2.2.1, la
matriceA etant cette fois distribuee par lignes entrelacees (objet de typeDrow Ma-
trix avec le facteur de partitionnement b = 1), et les matrices B et C etant dis-
tribuees par colonnes entrelacees (objets de type Dcol Matrix avec le facteur de
partitionnement bfj = 1).
Pour realiser ces mesures, on a utilise l'operateur mult drow dcol deni dans la
classe Dcol Matrix de Paladin. Cet operateur n'a pas ete decrit dans ce docu-
ment, mais il ressemble beaucoup a l'operateur mult dblock dblock decrit au para-
graphe 4.2.3, excepte que les operations elementaires realisees au cur du nid de
boucles ne sont pas des produits de blocs matrices, mais des produits scalaires de
vecteurs locaux.
































P temps (sec) acceleration ecacite
N = 256
Ref. 120.32 | |
1 128.09 .93 93 %
2 66.22 1.81 90 %
4 37.56 3.20 80 %
6 24.89 4.83 80 %
8 20.79 5.78 72 %
10 17.41 6.91 69 %
12 15.83 7.60 63 %
N = 512
Ref. 925.83 | |
1 1015.40 .91 91 %
2 531.07 1.74 87 %
4 267.53 3.46 86 %
6 184.86 5.00 83 %
8 139.98 6.61 82 %
10 117.51 7.87 78 %
12 101.50 9.12 76 %
Fig. 6.2 - Produits de matrices distribuees par lignes et par colonnes
Dans la gure 6.2 on peut voir les resultats obtenus pour des produits de matrices
de taille 256 256 et 512 512. On constate que, lorsqu'on fait varier le nombre de
stations participant au calcul de 1 a 12, l'acceleration demeure relativement lineaire
et l'ecacite se maintient au dessus de 70 % (excepte dans le cas du produit de
matrices 256  256 sur 10 et 12 stations). Ces resultats sont satisfaisants compte
tenu du support d'experimentation considere ici.
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6.2.2.3 Factorisation de Gram-Schmidt d'une matrice distribuee par co-
lonnes
La gure 6.3 presente les accelerations et ecacites observees en realisant des
factorisations de type A ! Q:R (avec Q recouvrant A) selon l'algorithme dit (( de
Gram-Schmidt modie )), en utilisant des matrices A et R distribuees par colonnes
entrelacees (objets de type Dcol Matrix avec le facteur de partitionnement bfj
= 1). Pour realiser ces mesures, on a utilise l'operateur mgs dcol decrit au para-
graphe 4.2.3.
Pour evaluer les accelerations, on a pris comme temps de reference les durees
d'execution observees avec l'observateur sequentiel mgs
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P temps (sec) acceleration ecacite
N = 256
Ref. 149.25 | |
1 155.47 .95 95 %
2 77.85 1.91 95 %
4 43.79 3.40 85 %
6 31.65 4.71 78 %
8 26.42 5.64 70 %
10 20.34 7.33 73 %
12 18.71 7.97 66 %
N = 512
Ref. 1178.45 | |
1 1295.54 .90 90 %
2 632.98 1.86 93 %
4 321.34 3.66 91 %
6 219.02 5.38 89 %
8 174.56 6.75 84 %
10 139.28 8.46 84 %
12 125.90 9.36 78 %
Fig. 6.3 - Factorisations de Gram-Schmidt de matrices distribuees par colonnes
On peut voir dans la gure 6.3 les resultats obtenus pour des matrices de taille
256256 et 512512. On constate que l'ecacite de la parallelisation se maintient
au dessus de 70 %.
6.2.3 Experimentation avec utilisation du noyau BLAS
Certaines des experiences rapportees precedemment ont ete repetees en inter-




2: L'operateur mgs a ete decrit au x 2.2.3.
3: Bibliotheque libnag.a disponible dans l'environnement logiciel de l'IRISA au 08/04/95.
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6.2.3.1 Factorisation de Gram-Schmidt d'une matrice distribuee par co-
lonnes
On a repete l'experience de factorisation de Gram-Schmidt decrite au para-
graphe 6.2.2.3, les operations vecteur-vecteur realisees au cours de l'execution de
l'algorithme se traduisant cette fois par l'appel de routines de type BLAS-1.
Pour evaluer les accelerations, on a pris comme temps de reference les durees
d'execution observees avec un operateur Eiel sequentiel faisant appel aux me^mes






























P temps (sec) acceleration ecacite
N = 256
Ref. 27.42 | |
1 29.40 .93 93 %
2 16.39 1.67 83 %
3 11.77 2.32 77 %
4 9.99 2.74 68 %
5 8.82 3.10 62 %
6 7.75 3.53 58 %
7 7.12 3.85 55 %
8 6.72 4.08 51 %
N = 512
Ref. 222.37 | |
1 231.67 .95 95 %
2 121.22 1.83 91 %
3 87.15 2.55 85 %
4 66.70 3.33 83 %
5 56.87 3.91 78 %
6 51.33 4.33 72 %
7 50.26 4.42 63 %
8 51.94 4.28 53 %
Fig. 6.4 - Factorisations de Gram-Schmidt ds matrices distribuees par colonnes,
avec appels a des routines de niveau BLAS-1
On voit dans la gure 6.4 qu'avec l'utilisation des routines du noyau BLAS,
l'acceleration due a l'execution en parallele n'est interessante que pour un nombre
de stations faible. L'ecacite, initialement superieure a 90 %, retombe tres vite pour
approcher 50 % dans le cas d'une execution sur 8 stations de travail.
Ce phenomene est caracteristique d'un rapport calcul/communication defavo-
rable. Lorsqu'on execute sur reseau de stations de travail des operateurs SPMD
procedant a des diusions de vecteurs et invoquant des routines de niveau BLAS-1
pour realiser les calculs locaux, le cou^t des communications sur le medium Ether-
net devient vite trop prohibitif par rapport au cou^t des calculs realises sur chaque
station.
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6.3 Experimentation sur la machine Intel Para-
gon XP/S
6.3.1 Conditions d'experimentation
Les resultats rapportes dans ce paragraphe ont ete obtenus en realisant des me-
sures sur la machine Intel Paragon XP/S de l'IRISA, fonctionnant avec le systeme
d'exploitation Mach OSF/1 (version 1.0.4). La bibliotheque de communication uti-
lisee etait la POM, dans sa version mise en uvre au dessus des primitives du noyau
NX/2.
Les compilateurs utilises pour generer le code executable etaient, d'une part le
compilateur Eiel d'ISE version 3.2, d'autre part le compilateur icc
4
version R4.5
avec l'option d'optimisation -O2.
6.3.2 Experimentation sans utilisation du noyau BLAS
6.3.2.1 Produits de matrices distribuees par blocs
La gure 6.5 presente les accelerations et ecacites observees en calculant des
produits de matrices carrees C = A B, les matrices A, B et C etant distribuees
par blocs (objets de type Dblock Matrix). Pour realiser ces mesures, on a utilise
l'operateur mult dblock dblock reproduit dans l'exemple 4.7 (page 122).
Pour evaluer les accelerations, on a pris comme temps de reference les durees
d'execution observees avec l'operateur sequentiel mult
5
de la classe Matrix, ope-
rant sur des matrices locales (instances de la classe Local Matrix). Dans la -
gure 6.5 on peut voir les resultats obtenus pour des produits de matrices carrees de
taille 256 256, 512 512 et 1024 1024. Pour le produit de matrices 1024 1024,
on n'a pu realiser des mesures qu'a partir de 8 nuds (en raison de l'espace memoire
important requis pour stocker en memoire trois matrices de taille 10241024). Pour
cette serie de mesures le temps de reference a donc ete obtenu par extrapolation.
On constate que l'ecacite demeure superieure a 90 %, et depasse me^me 100 %
dans le cas du produit de matrices 512  512. Il s'agit la d'une consequence de
la distribution des donnees sur une machine dans laquelle les acces a la memoire
sont particulierement prohibitifs et parfois me^me plus cou^teux que les echanges
de donnees entre les nuds. Dans ce cas precis, la distribution des matrices fait
que chaque nud a moins de donnees a gerer localement. L'economie ainsi realisee
sur le cou^t des acces a la memoire locale (moins de defauts de cache) n'est pas
4: Compilateur developpe pour la Paragon par Intel Corporation et The Portland Group.
5: L'operateur mult a ete decrit au x 2.2.3.



































P temps (sec) acceleration ecacite
N = 256
Ref. 114.82 | |
1 122.63 .93 93 %
2 58.77 1.95 97 %
4 29.12 3.94 98 %
8 14.90 7.70 96 %
16 7.78 14.75 92 %
32 4.46 25.74 80 %
N = 512
Ref. 1042.67 | |
1 1049.68 .99 99 %
2 460.36 2.26 113 %
4 238.14 4.37 109 %
8 115.21 9.05 113 %
16 58.27 17.89 111 %
32 29.59 35.23 110 %
N = 1024
Ref. 7300 | |
1 | | |
2 | | |
4 | | |
8 953.38 7.65 95 %
16 468.87 15.56 97 %
32 232.29 31.42 98 %
Fig. 6.5 - Produits de matrices distribuees par blocs
compensee par le cou^t des communications : l'acceleration est supra-lineaire, c'est-
a-dire meilleure que l'acceleration (( ideale )).
6.3.2.2 Produit de matrices distribuees par lignes et par colonnes
La gure 6.6 presente les accelerations et ecacites observees en realisant le
me^me genre de produit de matrices carrees C = AB qu'au paragraphe 6.3.2.1, la
matriceA etant cette fois distribuee par lignes entrelacees (objet de typeDrow Ma-
trix avec le facteur de partitionnement b = 1), et les matrices B et C etant dis-
tribuees par colonnes entrelacees (objets de type Dcol Matrix avec le facteur de
partitionnement bfj = 1).
Pour realiser ces mesures, on a utilise l'operateur mult drow dcol deni dans la
classe Dcol Matrix de Paladin
6
.
Pour evaluer les accelerations, on a pris les me^mes temps de reference que dans
le paragraphe 6.3.2.1. Dans la gure 6.6, on peut voir les resultats obtenus pour des
produits de matrices de taille 256 256, 512 512 et 1024  1024 (dans ce dernier
6: L'operateur mult drow dcol a ete decrit succinctement dans le x 6.2.2.2.



































P temps (sec) acceleration ecacite
N = 256
Ref. 68.75 | |
1 78.35 .87 87 %
2 39.65 1.73 86 %
4 20.33 3.38 84 %
8 11.23 6.12 76 %
16 6.21 11.07 69 %
32 3.87 17.76 55 %
N = 512
Ref. 580.23 | |
1 611.52 .94 94 %
2 307.34 1.88 94 %
4 155.38 3.73 93 %
8 82.17 7.06 88 %
16 43.06 13.47 84 %
32 23.55 24.63 76 %
N = 1024
Ref. 4800 | |
1 | | |
2 | | |
4 | | |
8 661.47 7.25 90 %
16 338.12 14.19 88 %
32 177.99 26.96 84 %
Fig. 6.6 - Produits de matrices distribuees par lignes et par colonnes
cas, on n'a pu realiser des mesures qu'a partir de 8 nuds). On peut constater que
pour les matrices de grante taille, l'ecacite demeure superieure a 70 %.
6.3.2.3 Factorisation de Gram-Schmidt d'une matrice distribuee par co-
lonnes
La gure 6.7 presente les accelerations et ecacites observees en realisant une
factorisation de type A ! Q:R (avec Q recouvrant A) selon l'algorithme dit (( de
Gram-Schmidt modie )), en utilisant des matrices A et R distribuees par colonnes
entrelacees (objets de type Dcol Matrix avec le facteur de partitionnement bfj
= 1). Pour realiser ces mesures, on a utilise l'operateur mgs dcol decrit au para-
graphe 4.2.3.
Pour evaluer les accelerations, on a pris comme temps de reference les durees
d'execution observees avec l'observateur sequentiel mgs
7
de la classe Matrix.
On voit dans la gure 6.7 les resultats obtenus pour des matrices de taille 256
7: L'operateur mgs a ete decrit au x 2.2.3.



































P temps (sec) acceleration ecacite
N = 256
Ref. 84.17 | |
1 87.53 .96 96 %
2 44.42 1.89 94 %
4 22.87 3.68 92 %
8 12.45 6.76 84 %
16 7.16 11.75 73 %
32 4.79 17.57 54 %
N = 512
Ref. 654.21 | |
1 698.09 .93 93 %
2 357.12 1.83 91 %
4 178.27 3.66 91 %
8 91.95 7.11 88 %
16 48.78 13.41 83 %
32 27.61 23.69 74 %
N = 1024
Ref. 6358.98 | |
1 6692.34 .95 95 %
2 2998.96 2.12 106 %
4 1426.17 4.45 111 %
8 722.79 8.79 109 %
16 371.80 17.10 106 %
32 196.50 32.36 101 %
Fig. 6.7 - Factorisations de Gram-Schmidt de matrices distribuee par colonnes
256, 512  512 et 1024  1024. On constate que l'ecacite est tres bonne pour les
matrices de grande taille, et qu'elle depasse encore tres souvent 100 %.
6.3.3 Experimentation avec utilisation du noyau BLAS
Certaines des experiences rapportees precedemment ont ete repetees en inter-
facant la bibliotheque Paladin avec le noyau BLAS encapsule dans la bibliotheque
mathematique
8
fournie avec la machine Paragon XP/S.
6.3.3.1 Produit de matrices distribuees par blocs
On rapporte dans ce paragraphe les performances observees en calculant des
produits de matrices distribuees par blocs a l'aide de l'operateur mult dblock dblock
decrit au paragaphe 4.2.3, les operations elementaires de produits de blocs matrices
etant realisees en appelant la routine dgemm
9
du noyau BLAS (routine de niveau
BLAS-3).
8: Bibliotheque libkmath.a disponible dans l'environnement logiciel de la Paragon au 08/04/95.
9: dgemm : Double precision GEneral Matrix Multiply.
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Sur la machine Paragon XP/S, l'emploi de routines de niveau BLAS-3 augmente
les performances des algorithmes d'algebre lineaire de maniere tres sensible. En
realisant un produit de matrices avec un code genere a partir d'un programme source
C ou Fortran, les performances observees sur un nud de la machine ne depassent
pas 2 Mops dans le meilleur des cas. En appelant pour eectuer le me^me calcul la
routine dgemm du noyau BLAS, les performances observees sur un nud peuvent
atteindre 45 Mops (les performances eectives varient selon la taille des matrices










































P temps (sec) Mops Mops/nud
N = 1200
10 8.83 391.39 39.13
20 5.69 607.38 30.36
30 4.53 762.91 25.43
40 4.07 849.14 21.22
50 4.53 762.91 15.25
N = 1600
16 14.41 568.49 35.53
32 8.69 942.69 29.45
40 7.64 1072.25 26.80
50 7.36 1113.04 22.26
N = 2000
20 40.74 392.73 19.63
25 17.63 907.54 36.30
40 12.72 1257.86 31.44
50 11.45 1397.37 27.94
N = 2400
30 169.00 163.59 5.45
40 22.27 1241.49 31.03
48 18.39 1503.42 31.32
50 17.92 1542.85 30.85
N = 2800
50 32.96 1332.03 26.64
56 26.27 1671.25 29.84
Fig. 6.8 - Produits de matrices distribuees par blocs, avec appels a la routine dgemm
de BLAS-3
Lorsqu'on fait intervenir la routine dgemm pour calculer les produits de ma-
trices dans Paladin, le cou^t des communications cesse d'e^tre negligeable par rap-
port a celui des calculs (alors que c'etait le cas dans les experiences relatees au
paragraphe 6.3.2.1). Il faut donc realiser des produits de matrices de tres grande
taille pour que les performances observees soient interessantes. Pour les matrices de
petite taille, on ne gagne pas grand chose a distribuer les matrices puisque au dela
d'une dizaine de nuds participant au calcul, la parallelisation n'est plus ecace
(la courbe d'acceleration atteint un plafond, puis redescend tres vite).
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On a reproduit dans la gure 6.8 les performances observees (attention, il ne
s'agit plus d'acceleration !) pour diverses tailles de matrices carrees. Ces perfor-
mances sont equivalentes a celles pouvant e^tre obtenues avec d'autres approches,
notamment avec un programme C ou Fortran parallelise manuellement et faisant
aussi intervenir la routine dgemm de BLAS. On notera en particulier la perfor-





Le travail de these rapporte dans ce document s'est inscrit dans le cadre du
developpement et de l'experimentation d'EPEE, un environnement pour la pro-
grammation par objets des architectures paralleles a memoire distribuee (APMD).
L'objectif du projet EPEE est de montrer qu'il est possible de developper a l'aide
d'un langage a objets purement sequentiel des composants logiciels pour la pro-
grammation des architectures paralleles.
Dans les contributions de cette these, on peut distinguer :
 L'aspect methodologique : j'ai introduit la notion d'agregat polymorphe (des
structures de donnees homogenes de grande taille capables de changer de
forme, et notamment d'e^tre distribuees sur une machine parallele) et propose
une approche pour mettre en uvre a l'aide des mecanismes de la program-
mation par objets des bibliotheques d'agregats portables, extensibles, perfor-
mantes et d'un emploi aise ;
 L'illustration : j'ai concu et developpe une bibliotheque de demonstration, la
bibliotheque Paladin, dediee au calcul d'algebre lineaire sur APMD. Cette
bibliotheque est extensible, tant du point de vue algorithmique (ajout de
nouveaux algorithmes sequentiels ou paralleles) que du point vue du poly-
morphisme des agregats matrices et vecteurs (ajout de nouveaux formats de
representation en memoire et/ou de distribution). La distribution des don-
nees et l'execution parallele des calculs demeurent transparents pour l'utili-
sateur. Les performances observees sont satisfaisantes, et la portabilite de la
bibliotheque est assuree. Ces resultats conrment que l'approche consistant a
utiliser les mecanismes de la programmation par objets pour construire des
bibliotheques pour machines paralleles est une approche viable.
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La bibliotheque Paladin a fait l'objet de plusieurs publications [60, 81], et de
presentations dans des conferences internationales [66, 61, 58] et nationale [59].
 L'extension d'EPEE : au cours du developpement de la bibliotheque Paladin,
j'ai ete amene a developper un certain nombre de mecanismes generiques pour
aider a la distribution des donnees et a la parallelisation des calculs. Ces me-
canismes ont ete integres a la bo^te a outils de l'environnement EPEE. J'ai
egalement contribue a la conception et a la mise en uvre au sein du projet
Pampa d'une bibliotheque de communication dotee de mecanismes d'observa-
tion : la bibliotheque POM [11, 67, 68, 69]. Cette bibliotheque a egalement ete
integree a l'environnement EPEE. Elle assure a present la complete portabilite
des applications paralleles developpees avec cet environnement.
Le portage de l'environnement EPEE et l'experimentation de la bibliotheque
Paladin sur le super-calculateur PARAGON XP/S de l'IRISA ont ete eectues
dans le cadre d'un projet de collaboration en ERDP
1
entre l'INRIA et la societe
Intel SSD. Ce travail a fait l'objet de deux rapports de contrat [64, 65].
7.2 Perspectives
Les resultats encourageants obtenus avec la bibliotheque de demonstration Pala-
din nous incitent a penser que les techniques elaborees et experimentees dans cette
bibliotheque ouvrent d'interessantes perspectives dans le domaine du calcul irre-
gulier parallele (qu'il s'agisse de distribuer des structures de donnees irregulieres,
et/ou d'appliquer des schemas d'acces irreguliers a des structures distribuees) et
dans celui du traitement dynamique de la distribution et du parallelisme.
Nous souhaiterions en particulier etudier dans quelle mesure il est possible d'af-
faiblir les hypotheses de regularite qui sont a la base de la plupart des travaux menes
actuellement dans le domaine du calcul massivement parallele.
Les perspectives que nous entrevoyons a l'heure actuelle peuvent e^tre classees en
trois categories principales, qui font l'objet des trois paragraphes suivants. Dans le
paragraphe 7.2.1, nous envisageons la poursuite des experimentations menees avec
la bibliotheque Paladin a travers son utilisation interactive, son extension vers le
domaine du calcul creux, et son utilisation comme support d'experimentation pour
developper des techniques d'optimisation globale des applications s'appuyant sur la
redistribution des donnees. Dans le paragraphe 7.2.2, nous evoquons les possibilites
de transfert des techniques dynamiques de distribution et de parallelisation elabo-
rees dans Paladin vers le compilateur-paralleliseur Pandore (outil developpe dans le
cadre du projet Pampa). Dans le paragraphe 7.2.3, nous discutons des possibilites
1: External Research and Development Program.
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de developpement d'agregats distribues irreguliers dans un environnement de type
EPEE.
7.2.1 Perspectives d'experimentation avec Paladin
7.2.1.1 Utilisation interactive
La gestion de la distribution des donnees et celle du parallelisme aerant sont,
dans notre approche, totalement dynamiques. Cette caracteristique distingue fon-
damentalement les services oerts par Paladin de ce que peuvent orir les compi-
lateurs-paralleliseurs pour langages de type HPF [74, 8], avec lesquels la distribution
et la parallelisation ne peuvent e^tre resolus ecacement qu'a la compilation, et ce
a condition que la distribution soit connue statiquement (des qu'il y a redistribu-
tion dynamique et/ou appels de procedures, les compilateurs ne sont pas en mesure
d'optimiser le code parallele genere).
La bibliotheque Paladin ore donc des perspectives interessantes dans le domaine
du calcul parallele interactif. On pourrait doter la bibliotheque d'un interpreteur
permettant de creer et de manipuler de maniere interactive des matrices et vecteurs
distribues. On disposerait alors d'un outil orant le me^me type de service que les
outilsMatlab et Scilab, mais capable d'eectuer des calculs d'algebre lineaire sur une
machine parallele (qu'il s'agisse d'une machine telle que la Paragon ou d'un reseau
de stations de travail) tout en presentant a l'utilisateur une interface purement
sequentielle.
Avec cet outil, l'utilisateur serait en mesure de manipuler des vecteurs et ma-
trices de plus grande taille qu'il ne pourrait le faire avec un outil sequentiel tra-
ditionnel, le calcul parallele permettant de conserver des temps de reponse rai-
sonnables. Toutefois, pour qu'un tel outil presente un reel intere^t, il faudrait que
les entrees-sorties puissent egalement e^tre realisees en parallele.

A l'heure actuelle,
les capacites des machines paralleles demeurent, dans ce domaine, tres heterogenes.
Plusieurs projets sont s'ailleurs en cours (e.g. [46]), qui visent a denir des interfaces
d'entrees-sorties paralleles de haut niveau pour les architectures paralleles.
Une approche possible pour permettre l'utilisation interactive de Paladin serait
de l'integrer a l'environnement logiciel Scilab developpe par l'INRIA. Cet environne-
ment, dedie au calcul scientique, comprend notamment des modules pour le calcul
d'algebre lineaire. Il serait sans doute envisageable d'integrer Paladin dans Scilab
de telle sorte que l'interface de Scilab soit preservee, Paladin assurant les calculs en
parallele de maniere transparente.
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7.2.1.2 Utilisation comme outil de prototypage
La bibliotheque Paladin pouvant e^tre aisement etendue, elle constitue un envi-
ronnement de prototypage ideal. On pourrait ainsi l'utiliser pour experimenter de
nouveaux schemas de partitionnement ou de placement des donnees, pour tester de
nouveaux formats de representation interne des agregats distribues, ou bien encore
de nouvelles techniques de parallelisation, de nouveaux paradigmes de communi-
cation, de nouvelles regles de localisation des calculs (alternatives a la regle des
ecritures locales utilisee actuellement dans Paladin et dans Pandore), etc.

Etant interfacee avec la bibliotheque de communication et d'observation POM,
la bibliotheque Paladin benecie de toutes les facilites oertes par la POM pour
la generation automatique de traces d'execution. Les dierentes experimentations
evoquees plus haut pourraient donc e^tre evaluees gra^ce aux outils d'analyse de traces
developpes dans l'equipe Pampa.
Il est notamment envisageable d'utiliser Paladin an d'experimenter des tech-
niques de parallelisation et de distribution susceptibles d'e^tre ensuite incorporees
dans le compilateur-paralleliseur Pandore developpe dans le cadre du projet Pampa.
Un projet est d'ailleurs en cours pour experimenter dans Paladin des schemas de
parallelisation bases sur la migration des donnees
2
, schemas qui pourront ensuite
e^tre integres a l'outil Pandore.
7.2.1.3 Extension pour le calcul creux
Dans son etat actuel, la bibliotheque Paladin ne permet de creer et de mani-
puler que des vecteurs et matrices denses. Elle couvre donc approximativement le
me^me domaine d'application que la bibliotheque ScaLAPACK et les compilateurs-
paralleliseurs pour langages de type HPF. Il serait certainement tres interessant
d'enrichir la hierarchie des classes de Paladin an d'aborder le domaine du calcul
d'algebre lineaire sur matrices et vecteurs creux, car ce domaine d'application est
particulierement dicile a traiter avec les compilateurs-paralleliseurs pour langages
de type HPF, et n'est pas couvert par ScaLAPACK.
La mise en uvre de vecteurs creux et de matrices creuses, qu'ils soient locaux
ou distribues, ne pose pas de probleme majeur dans un environnement de program-
mation par objets aussi riche et varie que celui du langage Eiel. Les classes de la
bibliotheque standard d'Eiel decrivent un tres grand nombre de structures de don-
nees irregulieres et/ou dynamiques pouvant servir de supports de mise en uvre
aux matrices et vecteurs creux. On pourrait par exemple s'appuyer sur la classe
standard Fixed List pour representer en memoire sous forme de listes xes
3
les
2: Sujet de DEA de B. Certain, propose et encadre par J.-L. Pazat.
3: Les listes xes sont des listes representees sous la forme d'un tableau mono-dimensionnel.
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vecteurs locaux creux lorsque le nombre d'elements non nuls et la repartition de ces
elements ne varient pas | ou tres peu | au cours de la vie d'un vecteur. Les autres
vecteurs locaux creux pourraient e^tre representes en memoire sous forme de listes
dynamiques
4
, cette structure etant decrite dans la classe standard Dynamic List.
Les matrices locales creuses pourraient quant a elles e^tre representees sous la forme
de tables de vecteurs locaux creux, ou bien encore de vecteurs locaux creux de
vecteurs locaux creux.
Une fois mis en uvre les agregats vecteurs et matrices locaux creux, l'obtention
des agregats creux et distribues est quasi immediate : de me^me qu'on a represente
les matrices distribuees par lignes sous la forme d'une table de vecteurs locaux, on
peut tout aussi aisement representer une matrice creuse distribuee par lignes sous
la forme d'une table de vecteurs creux locaux.
La representation interne des vecteurs et agregats creux, qu'ils soient locaux ou
distribues, ne pose donc pas de probleme majeur. Il est en revanche plus dicile
de realiser des calculs ecacement avec de tels objets. Les algorithmes sequentiels
encapsules dans les classes Vector et Matrix jouent toujours bien leur ro^le d'al-
gorithmes par defaut : etant totalement independant du format de representation
interne des vecteurs et matrices manipules, on peut les utiliser pour realiser des
calculs portant sur des vecteurs et matrices creux. Par contre, ces algorithmes etant
bases sur des iterations traditionnelles, ils ne permettent pas d'observer des perfor-
mances satisfaisantes avec des objets creux.
Pour ameliorer ces performances, il faut mettre en uvre des iterateurs ap-
propries. Un iterateur permet, par exemple, d'enumerer dans le sens des indices
croissants ou decroissants (selon le choix exprime) tous les elements non nuls d'un
vecteur creux. Un produit scalaire de deux vecteurs (dont l'un au moins est creux)
peut donc e^tre realise de maniere ecace en enumerant les elements non nuls du
vecteur creux et en ne procedant aux calculs elementaires du produit scalaire que
pour ces elements. Dans la classe Sparse Vector caracterisant les vecteurs creux,
on pourrait ainsi redenir l'operateur dot (calculant le produit scalaire de deux vec-
teurs) comme illustre dans l'exemple 7.1.
En developpant des iterateurs distribues (capables d'enumerer sur chaque nud
les elements non nuls locaux d'un vecteur creux distribue), il devient possible de
deriver a partir des algorithmes sequentiels creux des algorithmes paralleles perfor-
mants. Gra^ce au mecanisme de l'encapsulation, ces algorithmes peuvent en outre
e^tre integres a la bibliotheque Paladin, et les details de leur mise en uvre masques
a l'utilisateur.
Pour que le cou^t des communications ne soit pas trop penalisant, il faudrait
4: Les listes dynamiques sont des listes cha^nees, dont le nombre d'elements peut diminuer ou
augmenter dynamiquement.
198 Chapitre 7. Bilan et perspectives
Exemple 7.1
class SPARSE VECTOR inherit
VECTOR
redene dot end ;
feature 5
dot (B : VECTOR) : like item is
local
i : INTEGER ;
v : like item ;
do 10
from start until o loop    Enumerate non zero elements
i := cursor.index ;    Extract 'index' eld from current elt
v := cursor.value ;    Extract 'value' eld from current elt
Result := Result + v * B.item (i) ;    Perform computation
forth ;    Jump to next non zero element 15
end ;    loop
end ;    dot
...
end    SPARSE VECTOR
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faire des objets creux des objets transmissibles. Il surait d'implanter en tenant
compte du format de representation interne choisi pour les matrices et vecteurs
creux les quelques routines de communication (send, recv from, etc.) declarees dans
la classe Transmissible, de telle maniere que l'emission d'un objet creux implique
une phase d'agregation des donnees transmises, et que la desagregation ait lieu de
me^me lors de la reception de ces donnees au niveau de chaque nud destinataire.
Gra^ce au mecanisme de l'encapsulation, ces operations d'agregation et de desagre-
gation peuvent e^tre totalement masques a l'utilisateur d'objets creux.
Pour evaluer les possibilites d'extension de Paladin dans le domaine du calcul
creux, nous avons d'ores et deja eectue quelques experiences preliminaires. Nous
avons developpe quelques classes decrivant des vecteurs et matrices creux, et avons
developpe des algorithmes paralleles capables de manipuler ces objets de maniere
ecace. Les resultats de ces premieres experiences sont tres encourageants. La -
gure 7.1 montre les accelerations observees en eectuant une factorisation de Cho-
lesky et un produit de matrices sur un reseau de stations de travail (stations Sun).
Pour ces mesures, les matrices operandes etaient des matrices distribuees creuses
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Nombres de stations
Performances sur un reseau de stations de travail
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Produit de matrices creux
Fig. 7.1 - Calculs paralleles creux (densite 10:0 %) realises sur un reseau de stations
Sun
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7.2.1.4 Vers l'optimisation globale des applications
Le mecanisme de redistribution des matrices disponible dans la bibliotheque
Paladin permet d'envisager l'optimisation globale d'un programme d'application. Il
s'agit de permettre d'exploiter au mieux le polymorphisme des agregats matrices
dans un programme d'application, en les redistribuant chaque fois que le besoin s'en
fait sentir.
Toutefois, le cou^t d'une redistribution etant loin d'e^tre negligeable, il est indis-
pensable de ne l'utiliser que de maniere judicieuse. Le probleme majeur est bien
su^r celui de l'evaluation du cou^t relatif d'une operation et de celui d'une redistri-
bution. Il faut e^tre capable, connaissant les matrices manipulees dans chaque phase
de calcul, d'exprimer le cou^t de cette operation dans une metrique appropriee (pa-
rametree notamment par les dimensions des objets manipules et par leurs schemas
de distribution respectifs). Il faut de me^me e^tre capable d'exprimer dans la me^me
metrique le cou^t de la redistribution d'une matrice, connaissant le schema de dis-
tribution source et le schema de distribution cible. Les dicultes principales sont
ici :
- de trouver une metrique representative du cou^t relatif de chaque operateur et
de chaque redistribution possible, les metriques communement utilisees pour
exprimer le cou^t d'un algorithme (nombre d'operations en virgule ottante,
par exemple) etant ici totalement inappropriees ;
- d'evaluer eectivement ce cou^t pour chaque operateur et chaque type de re-
distribution possible (les services d'observation oerts par la POM pourraient
sans doute aider a cette evaluation) ;
- d'associer a chaque operateur et a chaque routine de redistribution une fonc-
tion retournant le cou^t de l'operation consideree dans la metrique choisie.
En supposant resolu le probleme de l'evaluation des cou^ts relatifs des distribu-
tions et des calculs, on peut alors envisager trois approches pour traiter le probleme
de la redistribution.
La redistribution (( manuelle ))
Avec cette approche, le mecanisme de redistribution est simplement mis a la dis-
position de l'utilisateur, qui demeure responsable du choix des schemas appropries
pour distribuer les agregats matrices utilises dans ses programmes d'application,
et qui doit surtout declencher explicitement la redistribution d'une matrice lorsque
cela lui para^t judicieux. Cette approche presente l'avantage de pouvoir e^tre imme-
diatement mise en uvre, mais elle exige de la part de l'utilisateur une connaissance
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approfondie de la bibliotheque Paladin. Il lui faut en eet savoir quels algorithmes
paralleles ont ete implantes dans la bibliotheque et avec quels schemas de distribu-
tion ces algorithmes peuvent atteindre de bonnes performances. On peut cependant
envisager de mettre a la disposition de l'utilisateur les fonctions de calcul du cou^t
evoquees plus haut en guise de mecanismes d'aide a la decision.
La redistribution (( assistee ))
Dans la redistribution (( assistee )), le programmeur d'application benecie de
l'aide d'un outil interactif capable, au vu du code source du programme d'appli-
cation, de determiner quelles sont les distributions les plus appropriees pour les
matrices utilisees et de suggerer au programmeur les redistributions adequates. Cet
outil interactif constitue une sorte de systeme expert, auquel on fournit toute l'in-
formation relative aux dierentes distributions envisageables et aux exigences des
operateurs (avec pour chaque operateur son ou ses schemas de distribution privile-
gies).
La redistribution (( automatique ))
Les mecanismes de redistribution et de changement de type decrits au chapitre 5
font des agregats matrices de Paladin des objets reellement polymorphes capables de
changer de forme sans intervention explicite de l'utilisateur. En utilisant la routine
redistribute evoquee dans le chapitre 5, on pourrait aisement faire en sorte que les
operateurs redistribuent eux-me^mes leurs operandes, an d'en adapter les schemas
de distribution a leurs besoins propres. Si tous les operateurs de Paladin etaient
mis en uvre de la sorte, l'utilisateur n'aurait plus a se soucier des schemas de
distribution. Chaque matrice serait redistribuee dynamiquement au moment requis
pendant l'execution d'un programme d'application.
Cependant, redistribuer une matrice est une operation fort cou^teuse, et il est
donc tres improbable que l'approche consistant a redistribuer les matrices a chaque
instant au cours d'une execution mene a de bonnes performances. Un operateur
pourrait par exemple redistribuer une matrice alors que l'operateur invoque aussito^t
apres en retablirait la distribution initiale.
En fait, redistribuer les operandes au debut de l'execution d'un operateur consti-
tue une technique d'optimisation dont la portee peut e^tre qualiee de locale : l'ope-
rateur redistribue une matrice pour l'adapter a ses besoins propres an d'obtenir
de meilleures performances dans l'execution du calcul dont il a la charge.
Pour que la redistribution automatique permette d'observer de bonnes perfor-
mances globales, il faut inevitablement proceder a une analyse statique globale du
programme d'application, an d'examiner toute la sequence des operations devant
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e^tre realisees. Connaissant cette sequence d'operations, on peut alors essayer d'en
minimiser le cou^t en inserant au besoin des phases de redistribution entre les phases
de calcul. Si le cou^t d'une operation et celui d'une redistribution peuvent e^tre eva-
lues et exprimes dans une metrique quelconque (qui reste cependant a denir), le
probleme de l'optimisation globale se ramene alors a un probleme de recherche du
chemin de poids minimal dans un graphe dont les arcs correspondent aux phases de
calcul et de redistributions et sont ponderes par le cou^t relatif de ces operations.
7.2.1.5 Extension vers HPF
Les mecanismes de gestion de la distribution incorpores dans l'environnement
EPEE permettent d'envisager la distribution de tableaux multi-dimensionnels. Bien
que les classes encapsulant ces mecanismes soient pour l'instant dediees a la distri-
bution de structures mono- et bi-dimensionnelles (elles ont ete concues pour gerer
la distribution des vecteurs et matrices de Paladin), on a montre dans le para-
graphe 3.2.5 qu'elles peuvent servir de briques logicielles de base pour construire
gra^ce au mecanisme de l'heritage multiple de nouvelles classes capables de gerer la
distribution de structures a K dimensions. Les schemas de distribution pouvant e^tre
geres gra^ce a ces classes s'apparentent aux schemas de distribution autorises par la
syntaxe du langage HPF [74] : la distribution est realisee sur la base d'un parti-
tionnement en blocs homogenes. On a egalement montre dans le paragraphe 3.2.5
qu'il serait tout a fait envisageable de mettre en uvre un mecanisme d'alignement
entre les descripteurs de distribution, qui jouent le me^me ro^le dans EPEE que les
templates dans le langage HPF. La mise en uvre de tableaux distribues (( a la
HPF )) est donc envisageable en reutilisant les mecanismes qui ont deja servi au
developpement de Paladin.
7.2.2 Transfert d'expertise vers Pandore
Dans le domaine des compilateurs-paralleliseurs pour langages de type HPF, on
sait generer du code ecace lorsque la distribution des donnees est connue stati-
quement. En revanche, lorsque la distribution ne peut e^tre connue statiquement
(lorsque les donnees sont redistribuees et/ou lorsqu'il y a appel de procedure), les
techniques mises en uvre echouent.
Certaines des techniques dynamiques mises en uvre dans Paladin pourraient
alors e^tre utilisees. On pourrait ainsi envisager d'integrer dans le compilateur Pan-
dore les me^mes mecanismes qui servent dans Paladin a assurer la selection dyna-
mique transparente des algorithmes paralleles. Dans Pandore comme dans Paladin,
on se trouve en eet confronte au me^me probleme : un programmeur peut ecrire plu-
sieurs algorithmes realisant tous le me^me calcul, chacun de ces algorithmes ayant
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toutefois des exigences particulieres concernant, par exemple, les schemas de distri-
bution des objets impliques dans le calcul. Dans Paladin, nous avons mis en uvre
des mecanismes qui permettent d'assurer en fonction des caracteristiques dyna-
miques des agregats distribues la selection transparente de l'algorithme le mieux
adapte pour realiser le calcul requis par l'utilisateur. Des mecanismes semblables
pourraient e^tre mis en uvre dans Pandore an d'assurer la selection dynamique
des routines HPF en fonction des schemas de distribution des tableaux passes en
parametres.
7.2.3 Distribution et parallelisation des agregats irregu-
liers
L'expertise acquise au cours du developpement de la bibliotheque Paladin doit
pouvoir s'appliquer a d'autres types d'agregats que les vecteurs et matrices. Les
techniques de conception des agregats distribues elaborees lors du developpement
de Paladin ne sont aucunement limitees a la seule conception de bibliotheques ma-
nipulant des structures de donnees regulieres, ni a la parallelisation d'algorithmes
reguliers, comme en attestent d'ailleurs les resultats d'experiences recentes portant
sur la parallelisation d'un serveur de routage SMDS pour reseau ATM [57], et sur
la distribution de graphes d'accessibilite dans l'outil Open/Csar [1].
Il serait interessant d'etudier plus en details les problemes poses par la distri-
bution et la manipulation en parallele d'agregats irreguliers, tels que des arbres,
des listes, des graphes, etc. Une maniere possible d'aborder ce probleme serait de
proceder a la parallelisation des (( composants logiciels de Booch )), plus connus sous
le nom de Booch Components.
Les Booch Components forment une bibliotheque de classes decrivant aussi bien
des structures de donnees (ensembles et multi-ensembles, listes, dictionnaires, graphes,
listes, cartes, les, anneaux, piles, cha^nes et arbres) que des (( outils )) (ltres, algo-
rithmes de pattern-matching, de recherche, de tri) et des supports de mise en uvre
(tables de hashage, dictionnaires, conteneurs, etc.).
Concus et developpes a partir de 1987 par Grady Booch [24], et commercialises
par la societe Rational Software sous l'appellation Rational Booch Components, ces
composants logiciels ont immediatement acquis une reputation de qualite et de
abilite qui leur vaut de faire a present oce de bibliotheques de reference dans le
domaine de la programmation par objets. Les Booch Components sont aujourd'hui
utilises comme supports de developpement dans plus de 500 organismes (instituts,
laboratoires et societes de conception de logiciel) a travers le monde. Initialement
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developpes en Ada, les Booch Components ont depuis lors ete traduits en C++, et
plus recemment en Eiel
5
.
La parallelisation des Booch Components pourrait e^tre realisee dans le cadre de
l'environnement EPEE, en appliquant les techniques elaborees au cours du develop-
pement de Paladin. Outre que ce travail permettrait d'aborder la distribution et la
manipulation en parallele d'agregats irreguliers et d'etudier comment les techniques
developpees avec Paladin s'appliquent a ce type d'agregats, il pourrait eventuel-
lement faire a terme l'objet d'un transfert industriel : le developpement de Booch
Components paralleles presentant une interface sequentielle interesserait sans aucun
doute la communaute des utilisateurs des langages a objets.
5:Un sous-ensemble des Booch Components a ete developpe en Eiel par la societe Tower
Technology [111], et peut a present e^tre livre avec l'environnement de programmation TowerEiel.
Bibliographie
[1] P. Abaziou. Parallelisation d'OPEN/CAESAR dans l'environnement EPEE.
Rapport de stage de DEA, IRISA, 1994.
[2] H. Abelson, G. Jay Sussman, et J. Sussman. Structure and Interpretation of
Computer Programs. MIT Press, Mac Graw Hill Book Company, 1985.
[3] G. Agha et C. Hewitt. Concurrent Programming Using Actors. In A. Yo-
nezawa, editor, Object-Oriented Concurrent Programming, pages 37{53, The
MIT Press, 1987.
[4] R.J. Allan. PARLANCE v2.0 User Manual : Numerical Algorithms on a Vir-
tual Shared Data Space. Technical memorandum,Daresbury Laboratory, War-
rington, U.K., 1992.
[5] R.J. Allan. Toward a Parallel Computing Environment for Fortran Appli-
cations on Parallel Computers. Theoretica Chimica Acta, 84 :257{269, 1993.
Special Edition on Parallel Computing.
[6] P. America. Pool-T : A Parallel Object-Oriented Language. In A. Yonezawa,
editor, Object-Oriented Concurrent Programming, pages 199{220, The MIT
Press, 1987.
[7] E. Anderson et al. LAPACK : A Portable Linear Algebra Library for High-
Performance Computers. In Proceedings of Supercomputing'90, 1990.
[8] F. Andre, O. Cheron, M. Le Fur, Y. Maheo, et J.-L. Pazat. Programmation
des machines a memoire distribuee par distribution des donnees : langages et
compilateurs. Techniques et Sciences Informatiques, Numero special, \Lan-
gages a parallelisme de donnees", 12(5) :563{596, octobre 1993.
[9] F. Andre, M. Le Fur, Y. Maheo, et J.-L. Pazat. The Pandore Data Parallel
Compiler and its Portable Runtime. In HPCN Europe'95, LNCS, Springer
Verlag, Milan, Italy, May 1995.
206 Bibliographie
[10] F. Andre, J.-L. Pazat, et H. Thomas. Pandore : a System to Manage Data
Distribution. In ACM International Conference on Supercomputing, June 11-
15 1990.
[11] Pampa Irisa (article collectif). Un support d'execution pour machines paral-
leles. In Actes des 6emes rencontres francophones du parallelisme, pages 207{
212, RenPar'6 (

Ed. Luc Bouge), juin 1994.
[12] C. Bareau. Distribution automatique de programmes sequentiels : etude struc-
turelle et experimentale. Memoire de these, IFSIC / Universite de Rennes 1,
juin 1995.
[13] C. Bareau, B. Caillaud, C. Jard, et R. Thoraval. Correctness of automated
distribution of sequential programs. In A. Bode, M. Reeve, et G. Wolf, edi-
tors, PARLE'93, Parallel Architectures and Languages Europe, pages 517{528,
LNCS 694, Springer Verlag, June 1993.
[14] A. Beguelin, E. Seligman, et M. Starkey. Dome : Distributed Object Migration
Environment. Technical Report CMU-CS-94-153, School of Computer Science,
Carnegie Mellon University, May 1994.
[15] S. Benkner. Vienna Fortran 90 and its Compilation. Memoire de these,
Universite de Vienne, septembre 1994.
[16] J.K. Bennett. The Design and Implementation of DistributedSmalltalk. In
OOPSLA'87 Proceedings, October 1987.
[17] M. Benveniste et V. Issarny. ARCHE : un langage parallele a objets fortement
types. Rapport de recherche 1646, INRIA, mars 1992.
[18] M. Benveniste et V. Issarny. Concurrent Programming Notations in the
Object-Oriented Language ARCHE. Research report 1822, INRIA, Decem-
ber 1992.
[19] R. Bielak. Identity Crisis. Eiel Outlook, 4(3) :10{11, January 1995.
[20] D.G. Bobrow, L.G. DeMichiel, R.P. Gabriel, S.E. Keene, G. Kiczales, et D.A.
Moone. Common List Object System Specication. SIGPLAN Notices (Spe-
cial Issue), 23, September 1988.
[21] D.G. Bobrow, K. Kahn, G. Kiczales, L. Masinter, M. Stek, et F. Zdybel.
CommonLoops : Merging Lisp and Object-Oriented Programming. In Norman
Meyrovitz, editor, Proceedings of the Conference on Object-Oriented Program-
ming System, Languages and Applications (OOPSLA'86), pages 17{29, ACM,
November 1986.
Bibliographie 207
[22] F. Bodin, P. Beckman, D. Gannon, S. Narayana, et S. Yang. Distributed
pC++ : Basic Ideas for an Object Parallel Language. In Proceedings of the
First Annual Object-Oriented Numerics Conference (OONSKI'93), pages 1{
24, April 1993.
[23] F. Bodin, L. Kervella, et T. Priol. Fortran-S : a Fortran Interface for Shared
Virtual Memory Architectures. In Proceedings of Supercomputing'93 (ACM),
Portland, November 1993. Also available as a research report 702, IRISA.
[24] G. Booch. Object Oriented Design with Applications. Benjamin Cummings,
1991.
[25] B. Caillaud. Contribution a la modelisation du SPMD : distribution asyn-
chrone d'automates. Memoire de these, IFSIC/Universite de Rennes I, juin
1994.
[26] D. Callahan et K. Kennedy. Compiling Programs for Distributed-Memory
Multiprocessors. The Journal of Supercomputing, 2 :151{169, 1988.
[27] L. Cannon. A cellular computer to implement the Kalman lter algorithm.
Memoire de these, Montana State University, Bozeman, MN, 1969.
[28] L. Cardelli et P. Wegner. On Understanding Types, Data Abstraction, and
Polymorphism. ACM Computing Surveys, 17(4) :211{221, 1985.
[29] D. Caromel. A General Model for Concurrent and Distributed Object-
Oriented Programming. In Proc. of the Workshop on Object-Based Concurrent
Programming, SIGPLAN Notices, February 1989.
[30] D. Caromel. Concurrency and Reusability : From Sequential to Parallel. Jour-
nal of Object-Oriented Programming, 3(3) :34{42, September 1990.
[31] D. Caromel. Towards a Method of Object-Oriented Concurrent Programming.
Communications of the ACM, 36(9) :90{102, September 1993.
[32] C. Chambers. Object-Oriented Multi-Methods in Cecil. In Proceedings of the
European Conference on Object-Oriented Programming (ECOOP'92), 1992.
[33] R. Chandra, A. Gupta, et J.L. Hennessy. COOL : a Language for Parallel
Programming. In D. Gelernter et al., editor, Languages and Compilers for
Parallel Computing (chapter 8), MIT Press, 1990.
[34] C. M. Chase, A. L. Cheung, A. P. Reeves, et M. R. Smith. Paragon : A Parallel
Programming Environment for Scientic Applications Using Communication
Structures. In 1991 International Conference on Parallel Processing, 1991.
208 Bibliographie
[35] O. Cheron. Pandore II : un compilateur dirige par la distribution des donnees.
Memoire de these, IFSIC/Universite de Rennes I, juillet 1993.
[36] J. Choi, J. Dongarra, R. Pozo, et D.W. Walker. ScaLapack : a Scalable Linear
Algebra Library for Distributed Memory Concurrent Computers, Mc Lean,
Virginia. In Frontiers of Massively Parallel Computers, October 1992.
[37] J. Choi, J. Dongarra, et D. W. Walker. PB-BLAS : a Set of Parallel Block
Basic Linear Algebra Subprograms. In Proceedings of SHPCC, Knoxville,
1994.
[38] J.-F. Colin et J.-M. Geib. Eiel Classes for Concurrent Programming. In
J. Bezivin et al. (eds.), editor, TOOLS 4, pages 23{34, Prentice Hall, 1991.
[39] C.W.Kessler. Symbolic Array Data Flow Analysis and Pattern Recognition
in Dense Matrix Computations. In Proceedings of the Working Conference on
Programming Environments for Massively Parallel Distributed Systems, IFIP
WG 10.3, April 1994.
[40] T.R. Davis. C++ Objects that Change their Types. Journal of Object-
Oriented Programming (JOOP), 5(4) :27{32, July 1992.
[41] J.W. Demmel, M.T. Heath, et H.A. van der Horst. Parallel Numerical Linear
Algebra. Technical Report UCB//CSD-92-703, University of California, 1992.
[42] T. Dennehy. Class Libraries as an Alternative to Language Extensions for
Distributed Programming. In Proceedings of the USENIX Symposium on Ex-
perience with Distributed and Multiprocessor Systems, pages 313{321, March
1992.
[43] M. Dion, J.-L. Philippe, et Y. Robert. Parallelizing compilers : what can be
achieved? Research Report 94-11,

Ecole Normale Superieure de Lyon, March
1994.
[44] J. Dongarra et al. An Object-Oriented Design for High-Performance Linear
Algebra on Distributed Memory Architectures. In Proceedings of the Object-
Oriented Numerics Conference (OON-SKI'93), 1993.
[45] T. Eggenschwiler et E. Gamma. ET++ Swaps Manager : Using Object Tech-
nology in the Financial Engineering Domain. In Proceedings of OOPSLA'92,
ACM SIGPLAN Notices, volume 27, number 10., pages 166{177, October
1992.
Bibliographie 209
[46] P. Corbett et al. MPI-IO : A Parallel File I/O Interface for MPI. Research
Report 19841 (87784), IBM T.J. Watson Research Center and NASA Ames
Research Center, November 1994.
[47] R. Gabriel et al. CLOS : Integrating Object-Oriented and Functional Pro-
gramming. Communications of the ACM, 34(9), 1991.
[48] T. Fahringer, R. Blasko, et H. P. Zima. Automatic Performance Prediction to
Support Parallelization of Fortran Programs for Massively Parallel Systems.
In 6th ACM International Conference on Supercomputing, pages 347{356, Wa-
shington, D.C., July 1992.
[49] P. Feautrier. Dataow Analysis of Scalar and Array References. International
Journal of Parallel Programming, 20(1) :23{53, February 1991.
[50] P. Feautrier. Toward Automatic Distribution. Technical Report 92.95,
IBP/MASI, December 1992.
[51] J. Frankel. C

language. Thinking Machine Corporation, 1991. Reference
manual.
[52] E. Gamma, R. Helm, J. Vlissides, et R.E. Johnson. Design Patterns : Abs-
traction and Reuse of Object-Oriented Design. In O. Nierstrasz, editor, Pro-
ceedings of ECOOP'93, pages 406{431, Springer-Verlag, Kaiserslautern, Ger-
many, July 1993.
[53] A. Goldberg et D. Robson. Smalltalk-80 : the Language and its Implementa-
tion. Addison-Wesley, 1983.
[54] B. Goldberg. Tag-Free Garbage Collection for Strongly Typed Programming
Languages. In Proc. of the SIGPLAN'91 Conf. on Programming Language
Design and Implementation, pages 165{176, ACM, Toronto (Canada), June
1991.
[55] G.H. Golub et C.F. Van Loan. Matrix Computations. The Johns Hopkins
University Press, 1991.
[56] C. Gransart. BOX : un modele et un langage a objets pour la programmation
parallele et distribuee. Memoire de these, Universite des sciences et technolo-
gies de Lille, 1995.
[57] F. Guerber, J.-M. Jezequel, et F. Andre. Conception et implantation d'un
serveur SMDS sur architectures modulaires. Publication interne 885, IRISA,
novembre 1994.
210 Bibliographie
[58] F. Guidec. Object-Oriented Parallel Software Components for Supercom-




[59] F. Guidec. Programmation par objets et parallelisme de donnees. In Actes
des 6emes Rencontres Francophones du Parallelisme, pages 187{191, RenPar'6
(

Ed. Luc Bouge), juin 1994.
[60] F. Guidec. Programmation par objets et parallelisme de donnees dans Pala-
din. Publication interne 880, IRISA, octobre 1994.

Egalement disponible en
rapport de recherche INRIA, n
o
13307.
[61] F. Guidec et J.-M. Jezequel. Design of a Parallel Object-Oriented Linear Al-
gebra Library. In Proceedings of IFIPWG10.3. Karsten M. Decker et Rene M.
Rehmann, editors, Programming Environments for Massively Parallel Distri-
buted Systems, pages 359 { 364, Birkhauser Verlag, Basel, July 1994. ISBN
3-7643-5090-3.
[62] F. Guidec et J.-M. Jezequel. Embedding Data Parallelism in Sequential Ob-
ject Oriented Languages. Position Paper for the Workshop on Distribution
and Concurrency, TOOLS Europe'93, March 1993.
[63] F. Guidec et J.-M. Jezequel. EPEE : An Environment for Parallel Execution
of Eiel. Invited Presentation at the International Eiel User Conference
(IEUC'93), March 1993.
[64] F. Guidec et J.-M. Jezequel. EPEE/P : an Eiel Environment for the Paragon
XP/S. Technical Report 1.2, Irisa-Intel ERDP, June 1994.
[65] F. Guidec et J.-M. Jezequel. Experimenting numerical applications with
EPEE/P. Technical Report 1.1, Irisa-Intel ERDP, December 1994.
[66] F. Guidec et J.-M. Jezequel. Numeric Parallel Programming with Sequen-
tial Object Oriented Languages. In Proceedings of the First Annual Object-
Oriented Numerics Conference (OONSKI'93), pages 55{69, April 1993.
[67] F. Guidec et Y. Maheo. POM : une machine virtuelle parallele incorporant
des mecanismes d'observation. Calculateurs Paralleles, 7(2), 1995. Numero
special consacre aux environnements d'execution de programmes paralleles.
[68] F. Guidec et Y. Maheo. POM : a Parallel Observable Machine. In Proceedings




[69] F. Guidec et Y. Maheo. POM : a Virtual Parallel Machine Featuring Obser-
vation Mechanisms. In Proc. of the International Conference on High Perfor-
mance Computing, New Delhi, India, December, 27-30 1995.
[70] Y. Haddad. Performance dans les systemes repartis : des outils pour les me-
sures. These de Doctorat, Univ. Paris-Sud, Centre Orsay PARIS, septembre
1988.
[71] F. Hamelin, J.-M. Jezequel, et T. Priol. A Multi-Paradigm Object Oriented
Parallel Environment. In H. J. Siegel, editor, Int. Parallel Processing Sym-
posium IPPS'94 proceedings, pages 182{186, IEEE Computer Society Press,
April 1994.
[72] K.J. Hebel et R.E. Johnson. Arithmetic and Double Dispatching in Smalltalk-
80. Journal of Object-Oriented Programming (JOOP), 2(6) :40{44, March
1990.
[73] C.T. Ho, S.L. Johnsson, et A. Edelman. Matrix Multiplication on Hypercubes
using Full Bandwitdh and Constant Storage. In The Sixth Distributed Memory
Computing Conf. Proc., pages 447{451, IEEE Computer Society Press, New
York, 1991.
[74] HPF-Forum. High Performance Fortran Language Specication. Technical
Report Version 1.0, Rice University, May 1993.
[75] D.H.H. Ingalls. A Simple Technique for Handling Multiple Polymorphism. In
Norman Meyrovitz, editor, Proceedings of the Conference on Object-Oriented
Programming System, Languages and Applications (OOPSLA'86), pages 347{
349, ACM, November 1986.
[76] C. Jard, T. Jeron, G.-V. Jourdan, et J.-X. Rampon. A General Approach
to Trace-Checking in Distributed Computing Systems. In 14
th
International
Conference on Distributed Computing Systems, Poznan, Pologne, pages 396{
403, IEEE Computer Society Press, June 1994.
[77] C. Jard et J.-M. Jezequel. ECHIDNA, an Estelle-Compiler to Prototype
Protocols on Distributed Computers. Concurrency Practice and Experience,
4(5) :377{397, August 1992.
[78] C. Jard et G.-V. Jourdan. Incremental Transitive Dependency Tracking in
Distributed Computations. Parallel Processing Letters, To be published, 1995.
(Also available as a research report, IRISA 851).
212 Bibliographie
[79] J.-M. Jezequel. Building a Global Time on Parallel Machines. In Proc. of
the 3
rd
International Workshop on Distributed Algorithms, pages 136{147,
Lecture Notes in Computer Science, Springer Verlag, 1989.
[80] J.-M. Jezequel. EPEE : an Eiel Environment to Program Distributed Me-
mory Parallel Computers. Journal of Object Oriented Programming, 6(2) :48{
54, May 1993.
[81] J.-M. Jezequel, F. Guidec, et F. Hamelin. Parallelizing Object-Oriented Soft-
ware Through the Reuse of Parallel Components. Object-Oriented System, To
be published, 1995.
[82] M. Karaorman et J. Bruno. Introducing Concurrency to a Sequential Lan-
guage. Communications of the ACM, 36(9) :103{116, September 1993.
[83] A.H. Karp. Programming for Parallelism. IEEE Computer, 43{57, May 1987.
[84] M.F. Kilian. Object-Oriented Programming for Massively Parallel Machines.
In 1991 International Conference on Parallel Processing, 1991.
[85] E.K. Kolodner et W.E. Weihl. Atomic incremental garbage collection. In Proc.
Int. Workshop on Memory Management, pages 365{387, Springer-Verlag,
Saint-Malo (France), September 1992.
[86] Z. Lahjomri. Conception et evaluation d'un mecanisme de memoire virtuelle
partagee sur une machine multiprocesseur a memoire distribuee. Memoire de
these, IFSIC / Universite de Rennes 1, 1994.
[87] Z. Lahjomri et T. Priol. KOAN : a Shared Virtual Memory for the iPSC/2
hypercube. In CONPAR92/VAPP V, Lyon, September 1992.
[88] C. Lawson, R. Hanson, D. Kincaid, et F. Krogh. Basic Linear Algebra Sub-
programs for Fortran. ACM Transactions on Math. Software, 14 :308{325,
1989.
[89] M. Lemke et D. Quinlan. P++, a Parallel C++ Array Class Library for
Architecture-Independent Development of Structured Grid Applications. Sig-
plan Notices, 28(1), 1993.
[90] J. Li et M. Chen. The Data Alignment Phase in Compiling Programs for
Distributed-Memory Machines. Journal of Parallel and Distributed Compu-
ting, 13 :213{221, 1991.
Bibliographie 213
[91] D.J. Lickly et P.J. Hatcher. C++ and Massively Parallel Computers.
In Proceedings of the Object-Oriented Numerics Conference (OON-SKI'93),
pages 271{283, April, 1993.
[92] B. Liskov et J. Guttag. Abstraction and Specication in Program Development.
The MIT Press, 1986.
[93] Y. Maheo. Environnements pour la compilation dirigee par les donnees : sup-
ports d'execution et experimentations. Memoire de these, IFSIC / Universite
de Rennes I, juillet 1995.
[94] Y. Maheo et J.-L. Pazat. Distributed Array Management Scheme for Data-
parallel Compilers. In 5th Workshop on Compilers for Parallel Computers,
malaga, Spain, June 1995.
[95] E. Maillet et C. Tron. On Eciently Implementing Global Time for Perfor-




[96] S. Matsuoka et A. Yonezawa. Analysis of Inheritance Anomaly in Object-
Oriented Concurrent Programming Languages. In G. Agha, P. Wegner, et A.
Yonezawa, editors, Research Directions in Concurrent Object Oriented Pro-
gramming, MIT Press, 1993.
[97] B. Meyer. Eiel : The Language. Prentice-Hall, 1992.
[98] B. Meyer. Object-Oriented Software Construction. Prentice-Hall, 1988.
[99] S. Murer, Feldman, et C.-C. Lim. pSather : Layered Extensions to an Object-
Oriented Language for Ecient Parallel Computation. Technical Report TR-
93-028, ICSI, Berkeley, Ca., June 1993.
[100] M. O'Boyle et G.A. Hedayat. Data Alignment Transformations to Reduce
Communications on Distributed MemoryArchitectures. IEEE, 366{371, 1992.
[101] S. Omohundro et C.-C. Lim. The Sather Language and Libraries. Technical
Report TR-92-017, ICSI, Berkeley, Ca., 1991.
[102] C. Pancake et D. Bergmark. Do Parallel Languages respond to the Needs of
Scientic Programmers? IEEE COMPUTER, 13{23, December 1990.
[103] B. Plateau. APACHE : Algorithmique Parallele et pArtage de CHargE.
Rapport de recherche APACHE-RR01 (disponible sur http ://www-
lmc.imag.fr/APACHE/apache.html), IMAG-LGI, novembre 1994.
214 Bibliographie
[104] R. Ponnusamy, J. Saltz, A. Choudhary, Y.-S. Hang, et G. Fox. Runtime-
Compilation Techniques for Data Partitioning and Communication Schedule
Reuse. Technical Report CS-TR-93-32, University of Maryland, College Park,
MD, April 1993.
[105] J. Ramanujam et P. Sadayappan. Compile-Time Techniques for Data Distri-
bution in Distributed Memory Machines. IEEE Transactions on Parallel and
Distributed Systems, 3(4) :472{482, October 1991.
[106] J.-L. Roch et D. Trystram. Methodologies pour la programmation ecace
d'applications paralleles. Calculateurs Paralleles, 6(4) :133{138, 1994.
[107] J. Rumeur. Communications dans les reseaux de processeurs.

Etudes et re-
cherches en informatique, InterEditions, 1994. Ouvrage collectif coordonne
par Denis Trystram.
[108] H.W. Schmidt. Data-Parallel Object-Oriented Programming. In Proceedings
of the Fifth Australian Supercomputer Conference, Melbourne, pages 263{272,
December 1992.
[109] E. Sibayama et A. Yonezawa. Distributed Computing in ABCL/1. In A.
Yonezawa, editor, Object-Oriented Concurrent Programming, pages 91{128,
The MIT Press, 1987.
[110] V. S. Sunderam. PVM : a Framework for Parallel Distributed Computing.
Concurrency : Practice and Experience, 2(4) :315{339, December 1990.
[111] Tower Eiel Booch Components and Motif Components. Tower Eiel Corpo-
ration, 1.4.3. edition, December 1994.
[112] H. Thomas, H. Sips, et E. Paalvast. A Taxonomy of User-Annotated Programs
for Distributed Memory Computers. In Proceedings of the 1992 International
Conference on Parallel Processing, August 1992.
[113] C.-W. Tseng. An Optimizing Fortran D Compiler for MIMD Distributed-
Memory Machines. Memoire de these, Rice University, January 1993.
[114] L.G. Valiant. A Bridging Model for Parallel Computation. CACM, 33(8),
August 1990.
[115] R.C. Whaley. Basic Linear Algebra Communication Subprograms : Analysis
and Implementation Across Multiple Parallel Architectures. LAPACK Wor-
king Note 73, technical report, University of Tennessee, 1994.
Bibliographie 215
[116] P.R. Wilson et T.G. Moher. Design of the Opportunistic Garbage Collector.
In Proceedings OOPSLA '89, pages 23{36, October 1989. Published as ACM
SIGPLAN Notices, volume 24, number 10.
[117] M. Wolfe. Optimizing Supercompilers for Supercomputers. Research Mono-
graphs in Parallel and Distributed Computing, Pitman, 1989. ISBN 0-273-
08801-7.
[118] J. Wol von Gudenberg. Design of a Parallel Linear Algebra Library for
Veried Computation. Reliable Computing, 1995.

A para^tre.
[119] Y. Yokote et M. Tokoro. Concurrent Programmig in ConcurrentSmalltalk. In
A. Yonezawa, editor, Object-Oriented Concurrent Programming, pages 129{
158, The MIT Press, 1987.
[120] Y. Yokote et M. Tokoro. The Design and Implementation of ConcurrentS-
malltalk. In OOPSLA'86 Proceedings, 1986.
[121] A. Yonezawa, J.-P. Briot, et E. Shibayama. Object-Oriented Concurrent Pro-
gramming in ABCL/1. In OOPSLA'86 Proceedings, September 1986.
[122] A. Yonezawa, E. Sibayama, T. Takada, et Y. Honda. Modelling and Pro-
gramming in an Object-Oriented Concurrent Language ABCL/1. In A. Yo-
nezawa, editor, Object-Oriented Concurrent Programming, pages 56{89, The
MIT Press, 1987.
[123] H. Zima et B. Chapman. Supercompilers for Parallel and Vector Computers.
ACM Press, 1990.
[124] H.P. Zima, H.-J. Bast, et Michael Gerndt. SUPERB : a Tool for Semi-




Mecanisme des (( vues )) dans
Paladin
A.1 Principe
En developpant la bibliotheque Paladin, nous avons introduit la notion de (( vue ))
sur un agregat. Une (( vue )) est un objet qui, au lieu de stocker ses propres donnees,
se contente en fait d'acceder en lecture ou en ecriture a des donnees appartenant a
un autre objet.
Ainsi, dans Paladin, une vue est une instance de l'une des classesRow,Column,
Diagonal, SubVector et SubMatrix (gure A.1). Les trois premieres classes
caracterisent des vues qui se comportent (( comme des vecteurs )), la derniere classe
caracterisant quant a elle des vues qui se comportent (( comme des matrices )).
SUB_MATRIX
VECTOR
SUB_VECTOR ROW COLUMN DIAGONAL
VIEW
MATRIX
Fig. A.1 - Les (( vues )) dans la hierarchie de Paladin
Une vue de type Row, par exemple, est un objet qui se comporte (( comme un
vecteur )) (la classe Row herite de la classe Vector), mais qui au lieu de stocker
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directement ses propres donnees est capable d'aller lire ou ecrire dans l'une des lignes
d'un objet de type Matrix. Pour permettre a un objet de type Row d'acceder a
une ligne quelconque d'une matrice donnee, il sut que cet objet maintienne une
reference vers la matrice consideree et le numero de la ligne visee.
Les vues de type Column et Diagonal sont ba^ties selon le me^me principe :
elles maintiennent simplement une reference vers la matrice consideree et, respecti-
vement, le numero de la colonne ou de la diagonale visee.
Les vues de type Sub Vector, qui permettent de manipuler un sous-vecteur
comme s'il s'agissait d'un vecteur a part entiere, doivent maintenir une reference




) caracterisant la section contigue
visee dans ce vecteur.
Enn, les vues de type Sub Matrix, qui permettent de manipuler une sous-
matrice (section rectangulaire d'une matrice donnee) comme s'il s'agissait d'une









) caracterisant la section visee dans cette matrice.
Les vues sont donc des objets particulierement economiques du point de vue de
l'occupation memoire : elles n'occupent jamais plus de quelques octets, quelle que
soit la taille du (( vecteur )) ou de la (( matrice )) qu'elles modelisent. Il faut en outre
noter que les vues ne doivent pas necessairement referencer un objet (( concret ))
(c'est-a-dire un objet qui, lui, n'est pas une vue). Une vue peut tres bien avoir pour
objet de reference une autre vue. On peut ainsi par exemple manipuler comme un
vecteur quelconque une vue, parametree pour designer en fait un sous-vecteur d'une
ligne d'une sous-matrice d'une matrice concrete...
A.2 Mise en uvre
On a reproduit dans l'exemple A.1 la mise en uvre de la classe Row an
d'illustrer le principe de fonctionnement des vues.
Les classes Column et Diagonal sont bien su^r mises en uvre de maniere tres
semblable. Les classes Sub Vector et Sub Matrix sont un peu plus compliquees
(on est amene a faire quelques calculs tres simples portant sur les indices) mais
cependant le principe de leur mise en uvre demeure exactement le me^me que celui
de la classe Row.
 La classe Row herite de la classe View et de la classe Vector. La classe
View est en fait une classe vide : elle permet simplement de distinguer dans
la hierarchie des classes de Paladin entre les classes qui denissent des vues et
celles qui denissent d'autres types d'objets (voir gure A.1).
 Un objet de type Row doit maintenir une reference vers un objet de type








set matrix (mat : like ref matrix ; i : INTEGER) is
do
ref matrix := mat ;
ref i := i ; 10
end ;
feature    Attributes
length : INTEGER is
do
Result := ref matrix.ncolumn ; 15
end ;
feature    Basic Accessors
item (j : INTEGER) : DOUBLE is
do
Result := ref matrix.item (ref i, j) ; 20
end ;
put (v : like item ; j : INTEGER) is
do
ref matrix.put (v, ref i, j) ;
end ; 25
feature fNONEg    Private features
ref matrix : MATRIX ;
ref i : INTEGER ;
invariant
valid ref matrix : (ref matrix == Void) ; 30
valid index : (ref i > 0) and (ref i <= ref matrix.nrow) ;
end    class ROW
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Matrix ainsi que le numero de la ligne visee dans cette matrice. Les attri-
buts ref Matrix et ref i sont denis dans ce but (lignes 27 et 28) et sont en
outre rendus (( invisibles )) pour l'utilisateur gra^ce a une clause d'exportation
selective (ligne 26).
 La matrice de reference ainsi que le numero de la ligne visee doivent e^tre
species lors de la creation d'une vue de type Row. La routine de creation
(ligne 7) prend donc en parametres les informations requises, et aecte les
attributs ref Matrix et ref i en consequence.
 L'invariant de la classe Row garantit que chaque vue de type Row est bien
associee a une matrice existante et que la ligne visee existe bien dans cette
matrice (lignes 30 et 31).
 En heritant de la classe Vector, la classe Row herite de tous les operateurs
et accesseurs qui y ont ete denis. Il sut donc, pour faire de la classe Row
une classe instantiable, de denir dans cette classe les deux accesseurs de base
put et item ainsi que l'attribut length qui ont du^ e^tre maintenus dieres au
niveau de la classe abstraite Vector. La longueur d'un vecteur de type Row
est donnee par le nombre de colonnes dans la matrice de reference (ligne 15).
Acceder en lecture ou en ecriture a l'element j d'un vecteur de type Row
equivaut a acceder a l'element (ref i; j) de la matrice de reference (lignes 20
et 24).
A.3 Exemple d'utilisation
Lors de la creation d'un objet de type Row, on passe en parametres l'identite
de la matrice de reference, ainsi que le numero de la ligne visee dans cette matrice.
En accedant a l'objet de type Row, on accedera en fait aux informations stockees
dans la matrice de reference.
Dans l'exemple A.2, on cree une une matrice M de taille 10  10 (le fait que
M soit ici de type Local Matrix n'a aucune espece d'importance. Il pourrait
tout aussi bien s'agir d'une matrice creuse, symetrique, distribuee, etc.). On cree
ensuite une instance de la classe Row, que l'on associe lors de sa creation a la
cinquieme ligne de la matriceM. On peut ensuite manipuler la vue de la cinquieme
ligne de la matrice M, baptisee my row, comme s'il s'agissait d'un vecteur a part
entiere. On peut donc par exemple invoquer sur cette vue quelques une des routines
denies dans la classe Vector. Dans l'exemple A.2, on invoque ainsi l'operateur
scal an de multiplier tous les elements de my row | c'est-a-dire en realite tous les
elements de la cinquieme ligne de M | par une valeur scalaire. On invoque ensuite
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l'operateur fonction nrm2 an qu'il retourne dans v la norme du vecteur constitue
par la cinquieme ligne de M.
Exemple A.2
local
M: LOCAL MATRIX ;
my row : ROW ;
v : DOUBLE ;
do 5
! !M.make (10, 10) ;
! !my row.set matrix (M, 5) ;
...
my row.scal (3.14) ;
v := my row.nrm2 ; 10
end ;
A.4 Utilisation transparente des vues dans Pa-
ladin
En construisant les classes Matrix et Vector, nous avons deni certains des
accesseurs de ces classes an d'exploiter directement le mecanisme des vues tout en
rendant leur creation transparente pour l'utilisateur..
Ainsi, dans la classe Matrix l'accesseur vectoriel row est implante de maniere
a creer et a retourner un objet de type Row referencant la ligne speciee de la
matrice courante.
Du point de vue de l'utilisateur, il importe peu de savoir que l'objet retourne
par l'accesseur row est un objet de type Row. Seul importe le fait que cet objet
est d'un type conforme au type Vector (d'ou la signature de cet accesseur en
ligne 4 de l'exemple A.3), et peut donc e^tre manipule comme n'importe quel autre
vecteur. (Les vues se distinguent cependant des autres vecteurs et matrices par une
semantique qui leur est propre. Cet aspect est discute dans le paragraphe A.5.)
Les autres accesseurs de haut niveau de la classe Matrix ont ete mis en uvre
de maniere semblable : les fonctions column, diagonal et submatrix retournent res-
pectivement un objet de type Column, Diagonal et SubMatrix. Dans la classe
Vector, l'accesseur subvector est quant a lui deni de maniere a retourner un objet
de type SubVector.





row (i : INTEGER) : VECTOR is
   Provide a view on i th row 5
require
valid i : (i > 0) and (i <= nrow)
do




En denissant ainsi les accesseurs de haut niveau dans les classes Matrix et
Vector, on permet une utilisation transparente des vues dans un programme d'ap-
plication. Ainsi, dans l'exemple A.4 on cree une matrice M de taille 10  10 et on
calcule ensuite le produit scalaire
1
de la troisieme ligne de M par la premiere diago-
nale de cette me^me matrice. En utilisant les accesseurs de haut niveau denis dans
la classe Matrix, on evite au programmeur d'application de devoir creer explicite-
ment des objets de type Row et Diagonal pour eectuer le calcul desire.
Exemple A.4
local
M: LOCAL MATRIX ;
v : DOUBLE ;
do
! !M.make (10, 10) ; 5
...
v := M.row (3).dot (diagonal (0)) ;
end ;
1: L'operateur fonction dot est deni dans la classe Vector. Il calcule et retourne le produit
scalaire du vecteur courant et du vecteur passe en parametre.
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A.5 Semantique des vues
Du point de vue d'un utilisateur de la classe Matrix, l'objet retourne par l'ac-
cesseur row peut e^tre percu et manipule comme un vecteur quelconque. Cependant
l'utilisateur doit garder a l'esprit que s'il invoque sur cet objet des operateurs ayant
pour consequence de modier la valeur du vecteur considere, c'est bien la matrice
englobante qui va s'en trouver aectee. En d'autres termes, les accesseurs de haut
niveau denis dans les classes Matrix et Vector ne fournissent pas une copie de
l'information designee, mais un moyen d'acceder confortablement a cette informa-
tion.
Si un utilisateur desire malgre tout disposer d'une copie de, par exemple, la sep-
tieme colonne d'une matrice M quelconque, il peut aisement obtenir cette copie en
creant explicitement un vecteur V de taille adequate et en demandant explicitement
la copie du contenu de la colonne visee dans V a l'aide de la routine convert, comme
illustre dans l'exemple A.5.
Exemple A.5
local
M: DROW MATRIX ;
V : LOCAL VECTOR ;
do
! !M.make (10, 10) ; 5
! !V.make (10) ;
...
V.convert (M.column (8)) ;
...
end ; 10
Dans cet exemple, on cherche a obtenir une copie de la huitieme colonne de
la matrice M. On cree donc explicitement un vecteur V de taille adequate, et l'on
recopie dans ce vecteur le contenu de la huitieme colonne de M en designant cette




2: La routine convert a ete decrite dans le x 5.2.2. Elle permet de de recopier le contenu d'un
vecteur dans un autre vecteur (ou celui d'une matrice dans une autre matrice). Elle est mise en
uvre de maniere a e^tre independante des formats de representation de l'objet source et de l'objet
cible.
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Annexe B
Un mecanisme generique de
reduction SPMD
B.1 Introduction
Les mecanismes de communication elementaires oerts par la bibliotheque POM
permettent de developper et d'encapsuler dans des classes des mecanismes gene-
riques puissants pouvant aider a la distribution des donnees, aux mouvements de
donnees, ou a la parallelisation des calculs. On decrit ici, a titre d'exemple, la mise
en uvre d'un mecanisme generique permettant de realiser une operation de reduc-
tion SPMD.
B.2 Principe
On denit l'operation de reduction SPMD comme une operation impliquant
- un calcul local sur chacun des nuds participant a l'execution d'une applica-
tion SPMD ;
- la (( reduction )) de l'ensemble des resultats locaux gra^ce a l'emploi d'une fonc-
tion binaire denie par une loi de composition interne (on supposera pour
simplier que cette loi de composition est commutative et associative).
Au terme de la reduction SPMD, le me^me resultat doit e^tre disponible sur l'ensemble
des nuds participant au calcul.
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B.3 Mise en uvre
Caracterisation des fonctions de composition interne
Nous avons construit la classe Binop an de caracteriser les operations binaires
denies par une loi de composition interne (exemple B.1).
Exemple B.1
deferred class BINOP [T]
feature
op (a, b : T) : T is deferred end ;
end    BINOP
La classe Binop est generique et parametree par T (lors de l'instanciation, T
peut prendre l'identite de n'importe quel type d'objet). Elle contient la declaration
d'une fonction binaire op, admettant en parametres deux objets de type T et re-
tournant un resultat du me^me type. Cette fonction est dieree
1
: elle caracterise la
famille de toutes les fonctions binaires denies par une loi de composition interne.

A partir de la classe Binop, on peut construire a volonte des classes descen-
dantes encapsulant chacune une denition possible de la fonction op. Par exemple,
la classe Sum herite de Binop et denit la fonction op comme retournant la somme
arithmetique de deux valeurs numeriques (exemple B.2).
Exemple B.2
expanded class SUM [T  > NUMERIC] inherit
BINOP [T]
feature
op (a, b : T) : T is do Result := a + b ; end ;
end    SUM 5
On pourra noter dans l'exempleB.2 que le parametre generiqueT est ici contraint
par le type Numeric, ce qui signie que cette classe ne peut e^tre instanciee qu'avec
un parametre formel de type Integer, Real, etc. Sans cette exigence, l'expression
de calcul de la somme arithmetique des termes a et b (calculee en ligne 4 dans
l'exemple B.2) n'aurait aucun sens
2
, et serait d'ailleurs refusee par le compilateur
Eiel.
1:Voir eventuellement le point de langage 2.3, page 49.
2: L'operateur inxe d'addition (( + )) est deni pour tous les objets numeriques, mais il ne l'est
pas pour les tableaux, les listes, etc.
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On pourrait construire un grand nombre de classes descendant de Binop et
encapsulant des fonctions arithmetiques (dierence, produit, maximum, minimum,
plus grand diviseur commun, etc.), des fonctions ensemblistes (union ou intersection
d'ensembles), des fonctions de composition de listes, de graphes, d'arbres, etc.
Toutes les classes de ce type decrivent en fait des agents
3
, pouvant e^tre passes
en parametres a l'agent de reduction SPMD que nous decrivons a present.
Abstraction algorithmique de la reduction SPMD
Nous avons construit une classe Dist Reductor encapsulant un algorithme de
reduction SPMD (voir l'exemple B.3). Les instances de cette classe sont des agents
reducteurs.
Exemple B.3
expanded class DIST REDUCTOR [T]
feature
reduce (v : T ; action : BINOP[T]) : T is
local
proc : INTEGER ; 5
tmp : T ;
POM : POM ;
do
Result := v ;
   Broadcast local value 10
POM.bcast (Result) ;
   Receive values from other nodes
from proc := 0 until (proc = POM.nb nodes) loop
if (proc == POM.node id) then
POM.recv bcast from (proc, tmp) ; 15
   Invoke action on available values
Result := action.op (Result, tmp) ;
end ;    if
proc := proc + 1
end ;    loop 20
end ;    reduce
...
end    DIST REDUCTOR
3: La notion d'objet agent a ete introduite au paragraphe 3.2.4. Les agents sont des abstractions
algorithmiques, c'est-a-dire des objets capables d'agir sur d'autres objets.
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La classe Dist Reductor contient une seule routine, la fonction reduce, qui
admet en parametres une valeur v | le resultat du calcul eectue localement |
et un objet agent action caracterisant l'operation binaire devant e^tre utilisee pour
eectuer la reduction.
Dans la routine reduce reproduite dans l'exemple B.3, nous nous sommes conten-
tes d'implanter un algorithme tres simple pour les besoins de l'illustration. Notre
propos n'est pas ici d'obtenir un mecanisme de reduction SPMD generique optimal
(a supposer d'ailleurs qu'un tel mecanisme puisse e^tre construit independamment
des caracteristiques de l'architecture cible), mais de montrer comment des meca-
nismes de ce type peuvent e^tre developpes et integres a la bo^te a outils d'EPEE.
Dans l'exemple B.3, la reduction est realisee en utilisant les services d'emission
et reception en mode de diusion oerts par la bibliotheque POM. Chaque nud
commence donc par diuser la valeur locale v (ligne 11), puis il entreprend de
recevoir toutes les valeurs emises par les autres nuds (lignes 13 a 20). La reduction
est realisee en invoquant la fonction op de l'agent action, avec en parametres le
resultat intermediaire de la reduction Result, et la nouvelle valeur tmp fra^chement
recue d'un nud distant (ligne 17). La reduction se termine sur chaque nud lorsque
les contributions de tous les nuds ont ete prises en compte dans la reduction.
B.4 Exemple d'utilisation
On montre dans l'exemple B.4 comment un agent reducteur SPMD peut e^tre
utilise pour realiser une reduction sur des valeurs entieres.
Exemple B.4
local
sum int : SUM [INTEGER] ;
my reductor : DIST REDUCTOR [INTEGER] ;
v, w : INTEGER ;
do 5
v := f Actual computation g    <1>
w := my reductor.reduce (v, sum int) ;    <2>
...
end ;
Dans le petit programme SPMD de l'exemple B.4, on utilise un agent sum int
capable de calculer la somme de deux objets de type Integer, et un agent reducteur
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my reductor capable de proceder a des reductions SPMD sur des objets du me^me
type.
Chaque nud procede d'abord a un calcul local et place le resultat de ce calcul
dans la variable locale v (phase < 1 >). La routine de reduction reduce est ensuite
invoquee sur l'agentmy reductor, avec en parametres la valeur de v et l'agent sum int
decrivant le type de reduction devant e^tre eectuee.

A l'issue de la phase < 2 >, la
variable locale w a la me^me valeur sur tous les nuds ayant participe a la reduction.
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Resume
Les methodes et les environnements de programmation adaptes aux machines
mono-processeur traditionnelles s'averent inutilisables avec les machines paralleles
a memoire distribuee, car ils ne permettent pas d'en ma^triser le parallelisme.

A
ce jour, l'utilisation de ces machines demeure donc tres limitee, car les program-
meurs sont en general assez reticents a l'idee de devoir y porter manuellement leurs
applications.
De nombreuses recherches actuelles visent a simplier le developpement des ap-
plications paralleles pour ce type de machine. Le travail eectue au cours de cette
these s'inscrit dans le cadre du developpement et de l'experimentation de l'environ-
nement EPEE (Environnement Parallele d'Execution de Eiel). EPEE constitue un
cadre conceptuel pour la conception et la mise en uvre de composants logiciels
paralleles reutilisables a l'aide des mecanismes de la programmation par objets.
Nous avons caracterise les objets pouvant e^tre distribues et exploites en parallele
dans l'environnement EPEE, et propose des schemas conceptuels permettant de
developper de tels objets en insistant sur les points cles mis en avant dans les
techniques modernes de genie logiciel, a savoir la ma^trise de la complexite (resolue
par la modularisation, l'encapsulation, l'heritage), et la maintenabilite (corrective
et evolutive).
Nous avons ensuite applique ces schemas conceptuels pour developper une bi-
bliotheque parallele de demonstration. Cette bibliotheque experimentale, baptisee
Paladin, est dediee au calcul d'algebre lineaire sur machines paralleles a memoire
distribuee. Elle est en outre extensible, d'un emploi aise, performante et portable.
Ces caracteristiques conrment la viabilite de l'approche consistant a utiliser les
mecanismes de la programmation par objets pour construire des bibliotheques pour
machines paralleles.
