Abstract. Using the classification of finite Weyl groupoids we prove that crystallographic arrangements, a large subclass of the class of simplicial arrangements which was recently defined, are hereditarily inductively free. In particular, all crystallographic reflection arrangements are hereditarily inductively free, among them the arrangement of type E 8 . With little extra work we prove that also all Coxeter arrangements are inductively free.
Introduction
A hyperplane arrangement A is called free if the module of Aderivations D(A) is free. If A is "generic", i.e. no additional information about the arrangement is known, then one can prove that it is free and construct a free basis for D(A) by intensive use of Gröbner basis techniques.
Fortunately, for certain arrangements there is a purely combinatorial method to prove their freeness 1 based on the Addition-Theorem [OT92, Thm. 4 .50]: For a triple (A, A ′ , A ′′ ) of arrangements where A = A ′ ∪ {H}, A ′′ = A H , the arrangement A is free if A ′ , A ′′ are free and exp A ′′ ⊆ exp A ′ . This theorem naturally leads to the stronger notion of inductive freeness: The empty arrangement is inductively free, and A is inductively free if there is a triple (A, A ′ , A ′′ ) as above where A ′ , A ′′ are inductively free. So inductive freeness implies freeness, but the converse is false [OT92, 4.59] .
A very important class of arrangements is the class of reflection arrangements. There is an elegant invariant theoretic proof (see e.g. [OT92, Thm. 6 .60]) that reflection arrangements are free. In fact, it is conjectured [OT92, Conj. 6.90, Conj. 6.91] that reflection arrangements are inductively free or even hereditarily inductively free. Orlik and Terao [OT93] proved that Coxeter arrangements are hereditarily free.
Here we prove the inductive freeness for the following large class of simplicial arrangements: Let A be a simplicial arrangement and let R be a set of nonzero covectors such that A = {α ⊥ | α ∈ R}. Assume that Rα ∩ R = {±α} for all α ∈ R. The pair (A, R) is called crystallographic, see [Cun10, Def. 2.3] , if for any chamber K the elements of R are integer linear combinations of the covectors defining the walls of K. For example, all reflection arrangements from Weyl groups 2 are crystallographic arrangements. In rank greater than two the arrangements of type H 3 and H 4 are the only Coxeter arrangements which are not crystallographic.
In this paper we prove that crystallographic arrangements are hereditarily inductively free. We treat the sporadic cases with the computer: The algorithm is mainly based upon the fact that the roots of a finite Weyl groupoid are real roots and that the finite Weyl groupoids are in one-to-one correspondence with the crystallographic arrangements [Cun10] . For the non-crystallographic Coxeter arrangements of type H 3 and H 4 we use a generic version of the algorithm.
The paper is organized as follows. In Section 2 we recall all necessary definitions following [OT92] . In Section 3 we briefly describe the classification of crystallographic arrangements [CH10] . In the next section we give a detailed description of the infinite series and prove that their arrangements are inductively free. Section 5 treats the sporadic cases using the computer. This is the most difficult part, in particular the arrangement of type E 8 requires significant extra work. All the algorithms we use to decide the inductive freeness by searching for an "inductive path" produce a certificate providing an a posteriori proof of correctness for the computed path. In the last section we describe algorithms to decide the freeness and compute a free basis for the module of derivations of a general central arrangement. Finally, in the appendices we describe the computation of a free basis for the largest sporadic crystallographic arrangement of rank 7 and 8 and list the exponents of all sporadic crystallographic arrangements.
Preliminaries on arrangements
Let r ∈ N, V := R r . We first recall the definition of a simplicial arrangement (compare [OT92, 1.2, 5.1]). Definition 2.1. Let A be a simplicial arrangement in V , i.e. A = {H 1 , . . . , H n } where H 1 , . . . , H n are distinct linear hyperplanes in V and every component of V \ H∈A H is an open simplicial cone. Let K(A) be the set of connected components of V \ H∈A H; they are called the chambers of A.
We also need the concepts of a subarrangement and restriction: Definition 2.2 ([OT92, 1.12-1.14]). Let (A, V ) be an arrangement. We denote L(A) the set of all nonempty intersections of elements of A.
If
Define an arrangement (A X , X) in X by
We call A X the restriction of A to X.
′′ ) a triple of arrangements and H 0 the distinguished hyperplane.
Recall the module of derivations of an arrangement:
. Let (A, V ) be a real arrangement and S = S(V * ) the symmetric algebra of the dual space V * of V . We choose a basis x 1 , . . . , x r for V * and identify S with R[x 1 , . . . , x r ] via the natural isomorphism S ∼ = R[x 1 , . . . , x r ]. We write Der(S) for the set of derivations of S over R. It is a free S-module with basis D 1 , . . . , D r where D i is the usual derivation ∂/∂x i .
A nonzero element θ ∈ Der(S) is homogeneous of polynomial degree
In this case we write pdeg θ = p.
Let A be an arrangement in V with defining polynomial
where H = ker α H . Define the module of A-derivations by
In this paper, we prove that certain arrangements are free:
If A is free and {θ 1 , . . . , θ r } is a homogeneous basis for D(A), then pdeg θ 1 , . . . , pdeg θ r are called the exponents of A and we write exp A = {pdeg θ 1 , . . . , pdeg θ r }.
Remark that the pdegrees depend only on A (up to ordering).
We will use the following theorem: Remark 2.8. Let A resp. B be the reflection arrangements of type B r resp. D r . Then
Crystallographic arrangements
Recall the definition of a crystallographic arrangement and the correspondence to Cartan schemes:
. Let (A, V ) be a simplicial arrangement and R ⊆ V a finite set such that A = {α ⊥ | α ∈ R} and Rα ∩ R = {±α} for all α ∈ R. For a chamber K of A set
where B
K is the set of normal vectors in R of the walls of K pointing to the inside. We call (A, R) a crystallographic arrangement if
There is a one-to-one correspondence between crystallographic arrangements and connected simply connected Cartan schemes for which the real roots are a finite root system (up to equivalence on both sides).
We omit the definitions of Cartan schemes and their root systems here because we will not need them. It suffices to know that there is a complete classification of those Cartan schemes which correspond to crystallographic arrangements ([CH10, Thm. 1.1]): Theorem 3.3. There are exactly three families of connected simply connected Cartan schemes for which the real roots form a finite irreducible root system:
(1) The family of Cartan schemes of rank two parametrized by triangulations of a convex n-gon by non-intersecting diagonals. (2) For each rank r > 2, the standard Cartan schemes of type A r , B r , C r and D r , and a series of r − 1 further Cartan schemes described explicitly in Thm. 4.3. (3) A family consisting of 74 further "sporadic" Cartan schemes (including those of type F 4 , E 6 , E 7 and E 8 ).
Definition 3.4. For a finite set Λ ⊂ R r we will write
Let r, s ∈ N with r ≤ s. We will say that a finite set Λ ⊆ Z s is a root set of rank r if there exists a Cartan scheme C of rank r and an injective linear map w : Z r → Z s such that w((R re ) a ) = Λ for some object a.
The infinite series
Let r ∈ N. Denote {α 1 , . . . , α r } the standard basis of Z r . We use the following notation: For 1 ≤ i, j ≤ r, let
Definition 4.1. Let Z ⊆ {1, . . . , r − 1}. Let Ξ r,Z denote the set of roots
Let Y ⊆ {1, . . . , r − 1}. Let Ψ r,Y denote the set of roots 
In particular, if C is not standard then it has r − 1 s − 1 + r s different root sets and 2 r−1 (m + r)(r − 1)! objects.
Since the sets in R + are equal up to a base change, we obtain:
Corollary 4.4. Let A be an irreducible crystallographic arrangement of rank r ≥ 3 which is not sporadic. Then up to a base change
where R + is either a set of positive roots of type A r , B r , C r or D r , or R + = Ξ r,Z for some Z ⊂ {1, . . . , r − 1}.
We now treat the inductive freeness of the series:
Proposition 4.5. Let A be an irreducible crystallographic arrangement of rank r which is not sporadic. Then A is an inductively free arrangement.
Proof. If A is a reflection arrangement of type A, then it is inductively free by [OT92, Example 4.55]. So assume that A is not of type A and that A is not sporadic. By Corollary 4.4 we may assume A = {α ⊥ | α ∈ Ξ r,Z } for a certain subset Z ⊆ {1, . . . , r − 1}, Z = ∅, or that A is of type C. Using the base change 
Inductive freeness of the sporadic crystallographic arrangements
5.1. Ranks three to seven. The key to the algorithm is the fact that the root sets "are" sets of real roots for a Cartan scheme: Let C be a Cartan scheme and a an object. Then for each root α ∈ R a + there exists an object b and a morphism w ∈ Hom(a, b) such that w(α) is a simple root. In particular, we get:
Definition 5.1. Let C be a Cartan scheme, a an object and R a the set of real roots at a. Then there exist maps (not unique)
such that for all α ∈ R a the set µ R a (α)(R a ) is a root set and
is simple. Denote g i (λ 1 , . . . , λ r ) := gcd(λ 1 , . . . , λ i , . . . , λ r ) where " " means that we omit this element and let α ∈ R a . We set
. . , α r as a subset of R r−1 .
Proposition 5.2. Let A be a crystallographic arrangement. Then A = R A for some root set R and
Proof. We use the correspondence to Weyl groupoids: Up to a base change,
+ is the set of real roots at an object a of a Cartan scheme. Now we use maps µ, ι as in Def. 5.1. Explicitly, A α ⊥ is the arrangement given by R a + where we erase the ι(α)-th coordinate, collect the resulting vectors and possibly divide them by the greatest common divisor of their coordinates.
We also need the following proposition which is a corollary to the classification: Proposition 5.3. Let A be a crystallographic arrangement and H ∈ A. Then A H is crystallographic.
Proof. Let R be a root set with A = R A and α ∈ R such that H = α ⊥ . It suffices to check that α R is a root set. We use the classification. For the 74 sporadic crystallographic arrangements we use the computer. The infinite series are easy to treat: Restricting from type A, B yields type A, B respectively. Restricting from type C gives type C except for one coordinate which yields type B. Remark that Prop. 5.3 is only used in the algorithm and in Cor. 5.15, where we state that the crystallographic arrangements are hereditarily inductively free.
Let L be a global variable which is a sequence of inductively free arrangements A stored as pairs (Λ, exp A) where A = Λ A. The following algorithm treats almost all sporadic crystallographic arrangements:
True or False, a sequence of exponents if True.
6. If the rank of R ′′ is 2, then e := (1, |R ′′ | − 1), go to step 12. 7. If R ′′ ∈ L, then R ′′ is known to be inductively free, set e := exp R ′′ A, go to step 12.
If |R
′′ | = r −1 and the rank of R ′′ is r −1 then set e := (1, . . . , 1) (|e| = r), go to step 12. 9. Search in L for a largest set Λ with Λ ⊆ R ′′ . If there is no such set, then choose a linearly independent Λ ∈ R ′′ with R ′′ ⊆ Λ . 10. LetR ′′ := αR . By Prop. 5.3,R ′′ is crystallographic and we obtain a new map µR ′′ .
is inductively free, then include it with its exponents into L and set e := exp R ′′ A. 12. If |e| > 0 and e ⊆ e 0 , then (R 0 , R 2 , R ′′ ) is a triple of arrangements and thus by Thm. 2.5 we know that R 2 is inductively free and we know exp R 2 A. Call IsInductivelyFree(r, R 2 , R 1 , exp R 2 A,R, µ) and return the result (True,exp R 1 A) if it is True. 13. Return (False,∅).
Remark 5.5. To use the above algorithm to show that all sporadic crystallographic arrangements are inductively free, we start with the arrangements of rank three and continue up to rank seven. After each call of the function, we store the result in L as well as all the root sets from other objects of the same Weyl groupoid. The runtime of the algorithm strongly depends on good hash and search functions for L. Further, when looking for an arrangement in L, we also consider arrangements with permuted coordinates. So we need a good function that recognizes whether two matrices are equal up to permutations of columns and rows.
Remark 5.6. We also keep track of pairs (R 0 , R 1 ) for which no inductively free chain from R 0 A to R 1 A was found during the algorithm to avoid testing them again in future. As for L, we need good hash functions and perform all tests up to permutations of rows and columns.
The following function has proven to give good orderings (although we have to admit that we do not know why).
Algorithm 5.7. HeuristicGoodOrdering(F ) Sort F = {β 1 , . . . , β n } in such a way that ( {β 1 } A, . . . , {β 1 ,...,βn} A) is hopefully almost (up to very few transpositions) an inductive chain.
Output: An ordering F = {β 1 , . . . , β n }.
Compute a graph Γ having 1, . . . , r as vertices and for which (i, j) is an edge if and only if α i + α j ∈ T (this is almost the Dynkin diagram of T when T is a root system). 3. If possible, choose a path i 1 , . . . , i r in Γ that passes each vertex exactly once. 4. Permute the coordinates of the elements of T to i 1 , . . . , i r . 5. Sort T lexicographically and apply the same exchanges to F . Algorithm 5.4 works very well for all crystallographic arrangements of rank up to 7 except for the largest arrangement A 7,2 of rank 7 with 91 hyperplanes. After several experiments one also finds a good ordering for A 7,2 : Let F + be defined as in Fig. 1 and denote γ 1 , . . . , γ 91 the elements of F + in the ordering of Fig. 1 . Then
is an inductive chain of arrangements. The proof is just an application of Algo. 5.4 (notice that all computations are now of rank six).
5.2. The arrangement of type E 8 . In rank 8 there is only one sporadic crystallographic arrangement, the reflection arrangement of type E 8 . We will denote this arrangement A 8,1 . Unfortunately, Algo. 5.4 is not good enough for this last case (we stopped it after a month of computation). So we have to look more closely at the structure of A 8,1 . Experiments with Algo. 5.4 lead to the conjecture that "HeuristicGoodOrdering" yields indeed an inductive chain for A 8,1 . So the set R + we will consider is the one given in Fig. 2 (in this ordering) , and A 8,1 = R + A. If we write R + = {β 1 , . . . , β 120 }, then we obtain arrangements A 1 , . . . , A 120 where A i := {β First notice that each restriction A H 8,1 , H ∈ A 8,1 comes from a root set of the sporadic finite Weyl groupoid W of rank 7 with 91 positive roots. So whenever we consider A H for some A ⊆ A 8,1 and H ∈ A 8,1 , we have an action of W on the corresponding "roots" and in particular the automorphisms of the chosen object act as well. More precisely:
Let F denote the root set of W for which we know an inductive chain, i.e. an ordering of F + = {γ 1 , . . . , γ 91 }. For each i = 1, . . . , 120, µ(β i ) R + is some set of positive roots for W, so there is an automorphism ϕ with
The automorphism group of the object F in W is a subgroup of the symmetric group S 182 and it acts on ϕ(A hyperplanes. Let O be such an orbit and assume that {γ i 1 , . . . , γ im } are the positive elements corresponding to a representative. We choose this representative in such a way that max{i 1 , . . . , i m } is minimal. This way we ensure that the resulting ordering is very close to the prefered ordering for F . Indeed, using all these techniques we can prove the inductive freeness of the reflection arrangement of type E 8 in less than 5 minutes on a usual PC with GAP.
5.3.
Certificates for inductive freeness. The above algorithm is quite complicated when implemented and it is very hard to completely exclude coding errors. Therefore we use a second very short and simple program to check that the results are correct.
Definition 5.10. Let A = {H 1 , . . . , H n } be an inductively free hyperplane arrangement of rank at least 2. A certificate for inductive freeness C A for A is
where {i 1 , . . . , i n } = {1, . . . , n},
an inductive chain and C j is a certificate for A H i j j . After several modifications to the above algorithms one obtains as output the exponents and a certificate as well. We can then check the certificate via the following:
Algorithm 5.11. CheckCertificate(A, C) Check whether C is a certificate for A. Input: A hyperplane arrangement A, an object C Output: Exponents of A or False.
1. Let r be the rank of A. 2. If r = 2 then return (1, |A| − 1). 3. Denote A = (H 1 , . . . , H n ) and C = ((i 1 , . . . , i n ), (C 1 , . . . , C n )). 4. e ← (1, . . . , 1) (r-times). 5. For j from r + 1 to |A| do steps 6 to 8.
7.ẽ ←CheckCertificate(Ã, C j−r ). 8. Ifẽ =False andẽ ⊆ e then e ←ẽ ∪ (j − |A|), else return False. 9. Return e.
Remark 5.12. The "∪"-symbol in step 8 is a union of multisets, i.e. e, e are in fact sets with multiplicities.
Remark 5.13.
Step 6 is the time consuming part. Since we are only dealing with small integers this is a function which is very easy to implement in C. A certificate for the arrangement A 8,1 takes depending on the format between 300KB and 500MB.
CheckCertificate takes about 15 minutes for A 8,1 using GAP with a dynamic C-module for restrictions. It may seem surprising that it takes longer to check the certificate than to create it. There are two reasons for this: First, Algo. 5.4 descends only once into each branch it has already computed to be inductively free (remember the global variable L). Secondly, in Algo. 5.4 we use the information on Weyl groupoids and morphisms and can therefore always restrict to a simple root which amounts to erasing a coordinate and compute gcd's. In CheckCertificate we want to keep everything as short as possible and in particular we transfer no information on the morphisms.
Certificates for the sporadic crystallographic arrangements are available at [BC10] .
5.4. The arrangements of type H 3 and H 4 . To prove that all Coxeter arrangements are inductively free, we still need to compute certificates for the non-crystallographic cases. The case of rank two being trivial, there are two arrangements left, the arrangements of type H 3 and H 4 . Fortunately these cases are of rank three and four and are small enough to be treated by a generic version of Algo. 5.4 which does not use the structure of the groupoids. Proof. Let A be a crystallographic arrangement and X ∈ L(A). Then X = H 1 ∩ . . . ∩ H k for certain hyperplanes H 1 , . . . , H k ∈ A. Applying Prop. 5.3 k-times, we obtain that A X is crystallographic and thus inductively free by Thm. 5.14. Proof. This is Thm. 5.14 and Subsection 5.4.
Freeness of the graded module D(A)
In this section we describe algorithms to compute a free basis of D(A) for a free central arrangement A. These algorithms can also be used to decide the freeness of finitely presented graded S-modules and, in particular, the freeness of central arrangements.
The first two subsections describe well-known algorithms. The algorithm in the third subsection enabled us to compute a free basis for the E 8 -arrangement given as the product of 120 sparse matrices. 
where φ H is the S-module map
between Der(S) and the cyclic torsion module S/ α H S . The intersection D(A) of these kernels can now be computed as the kernel of the product map
with values in the torsion S-module
With respect to the standard generating system (ē j | j = 1 . . . n) of T A = S n / H∈A α H S we identify
where t A is the n × n diagonal matrix (δ ij α H j ) with diagonal entries. The map φ A can be represented by the constant coefficients r×n matrix
with Der(S) identified with S 1×r as above. Computing D(A) as the kernel of φ A amounts to determining a generating set of solutions of the homogeneous linear system of equations over S χf A + ηt A = 0, or equivalently
with χ ∈ S 1×r and η ∈ S 1×n . It follows that {(X 1 | η 1 ), . . . , (X q | η q )} is a generating set of solutions of (6.1) iff {X 1 , . . . , X q } is a generating set of D(A) as a subspace of Der(S) ≡ S 1×r . A generating set of solutions is thus nothing but the rows of a matrix (X | Y ) ∈ S q×(r+n) of row syzygies of the matrix f A t A and, as such, can be computed using a modern computer algebra system supporting Gröbner basis. Most such systems even provide faster procedures to compute X without computing (a normal form of) Y explicitly. The desired matrix X is called the matrix of relative row syzygies of f A modulo t A . Summing up: The rows (X 1 , . . . , X q ) of X generate D(A) ≤ Der(S) ≡ S 1×r . If A is central then all modules in this section are graded, all maps are graded of degree 0, and the relative syzygies algorithm will produce a matrix X with homogeneous rows (X 1 , . . . , X q ).
Deciding the freeness of the graded submodule D(A).
Since T A is torsion and hence of rank zero the short exact sequence
implies that rank S D(A) = rank S Der(S) = r, by the additivity of the rank. This means that constructing a generating set of D(A) with r elements implies the freeness of D(A).
But since the number q of computed generators of D(A) will generally exceed the rank r, the above argument cannot be directly applied and one needs another way to decide the freeness D(A).
The Quillen-Suslin theorem states that the freeness of an Smodule (S = k[x 1 , . . . , x r ]) is equivalent to its projectiveness. But an algorithm to decide projectiveness has usually a major drawback. It does not produce a free basis.
In any case, all these algorithms take a presentation matrix of the module as their input (see [BLH, §3.4 ] for a short survey). In our situation, where the submodule D(A) is only given by a set of generators {X 1 , . . . , X q } ⊂ S 1×r , this means that we would still need to compute a generating set of S-relations among the q generators before entering any of these algorithms. These relations are again computable as the rows of a matrix Z ∈ S p×q of row syzygies of the matrix X, and
In the large examples of interest to us the presentation matrix Z usually contains huge entries. An algorithms that performs nontrivial operations on Z would significantly be slowed down by the size of such entries. So it would be desirable to have an algorithm that only uses Z in the cheapest possible way.
There does exist an algorithm that uses Z in a very cheap way to detect obsolete rows in X, i.e. the redundant generators of D(A) among the rows of X. And fortunately, in the graded case this leads to an algorithm deciding freeness.
For the rest of the subsection let S = ∞ i=0 S i be a positively graded commutative ring with one, finitely generated as an algebra over the field
, where I is a homogeneous ideal). Denote by m = i≥1 S i ⊳ S the unique maximal homogeneous ideal.
Proposition 6.1. Let M be a graded submodule of the graded free module S 1×r , X = {X 1 , . . . , X q } a finite set of homogeneous generators of M, and X = (X i ) i=1,...,q ∈ S q×r the matrix with i-th row X i . The following conditions are equivalent:
(1) X is minimal, i.e. M cannot be generated by a proper subset of X . (2) All entries of a matrix Z of row syzygies of X lie in m. (3) A matrix Z of row syzygies of X with homogeneous entries has no unit entries, i.e. no entries in S 0 \ {0} = k * .
Moreover, any two minimal set of generators X and X ′ have the same cardinality q. In particular, the deleted arrangement A 119 = A
