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Abstract—Motivated by the significant performance gains
which polar codes experience under successive cancellation list
decoding, their scaling exponent is studied as a function of the list
size. In particular, the error probability is fixed and the trade-
off between block length and back-off from capacity is analyzed.
A lower bound is provided on the error probability under MAP
decoding with list size L for any binary-input memoryless output-
symmetric channel and for any class of linear codes such that
their minimum distance is unbounded as the block length grows
large. Then, it is shown that under MAP decoding, although
the introduction of a list can significantly improve the involved
constants, the scaling exponent itself, i.e., the speed at which
capacity is approached, stays unaffected for any finite list size. In
particular, this result applies to polar codes, since their minimum
distance tends to infinity as the block length increases. A similar
result is proved for genie-aided successive cancellation decoding
when transmission takes place over the binary erasure channel,
namely, the scaling exponent remains constant for any fixed
number of helps from the genie. Note that since genie-aided
successive cancellation decoding might be strictly worse than
successive cancellation list decoding, the problem of establishing
the scaling exponent of the latter remains open.
Keywords—Scaling exponent, list decoding, polar codes, MAP
decoding, genie-aided decoding.
I. INTRODUCTION
Error Exponent and Scaling Exponent. While studying
the error performance of a code family when transmission
takes place over a binary-input memoryless output-symmetric
channel (BMSC) W with Shannon capacity C, the parameters
of interest are, in general, the rate R, the block length N ,
and the block error probability Pe. Ideally, we would like
to characterize Pe(N,R,W ) exactly as a function of its
parameters, in particular N and R, but this is hard to achieve.
A slightly easier task is to fix one of the quantities (Pe, N,R)
and then to explore the trade-off between the remaining two.
The oldest such approach is to compute the error exponent:
we fix the rate R and we are interested in the trade-off between
Pe and N . In particular, we compute how Pe behaves when
N tends to infinity. For various standard classical random
ensembles (e.g., the Shannon ensemble or the Fano ensemble,
see [1]), it is well known that Pe tends to 0 exponentially fast
in the block length, i.e., Pe = Θ(e−αN ), for any 0 < R < C.
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For a fairly recent survey on how to determine α for various
such ensembles, we refer to [2].
However, the error exponent gives only limited guidance for
the design of practical coding systems, since it concerns the
behavior of the error probability once it has already reached
very low values. From an engineering point of view, the
following alternate analysis proves more fruitful: fix Pe and
study how the block length N scales with the gap from
capacity C − R. This scaling is relevant from a practical
perspective since we typically have a certain requirement on
the error probability and then we are interested in using the
shortest code possible to transmit at a certain rate. As a
benchmark, let us mention what is the shortest block length
that we can hope for. A sequence of works starting from [3],
then [4], and finally [5] showed that the minimum possible
block length N required to achieve a rate R with a fixed error
probability Pe is roughly equal to
N ≈ V (Q
−1(Pe))2
(C −R)2 , (1)
where V is referred to as channel dispersion and measures the
stochastic variability of the channel relative to a deterministic
channel with the same capacity. A similar asymptotic expan-
sion is put forward in [6] by using the information spectrum
method.
This type of analysis has been successfully applied to
iteratively decoded LDPC ensembles [7], where it was dubbed
the scaling law paradigm, following a terminology coming
from statistical physics: if a system goes through a phase
transition as a control parameter R crosses a critical value C,
then generically around this point there exists a very specific
scaling law. In formulae, we say that a scaling law holds for the
block error probability Pe(N,R,W ) of a capacity-achieving
code if there exists a function f , called the mother curve, and
a constant µ > 0, called the scaling exponent, such that
lim
N→∞: N1/µ(C−R)=z
Pe(N,R,W ) = f(z). (2)
As the block length increases, if a rate R < C is fixed, then
Pe(N,R,W ) → 0, since the code is supposed to achieve
capacity. On the other hand, Pe(N,R,W ) → 1 for any
R > C. Equation (2) refines this basic observation, specifying
the speed at which the rate converges to capacity, if a certain
error probability is to be met: roughly speaking, the back-off
from capacity C−R tends to 0 at a speed of N−1/µ. According
to the previous discussion, for random ensembles the scaling
exponent is µ = 2 [4], [5].
List Decoding. List decoding, which was introduced inde-
pendently by Elias and Wozencraft [8], [9], allows the receiver
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2to collect L possible transmitted messages. An error is declared
only if the correct message does not appear in the list.
The error exponent of list decoding schemes has been
widely studied in the literature [10], [11], and for random
coding it has been proven that the introduction of a list with
finite size L does not yield any change in this asymptotic
regime, provided that the rate is close enough to capacity
[12]. Improved bounds suitable for both random and structured
linear block codes have been recently investigated [13].
As concerns the scaling exponent, for a random ensemble
transmitted over a Binary Erasure Channel with erasure prob-
ability ε, namely a BEC(ε), it can be shown that the error
probability Pe(N,R, ε, L) scales as1
Pe(N,R, ε, L) ≈ Q
(
log2 L√
Nε(1− ε) +
√
N(1− ε−R)√
ε(1− ε)
)
,
(3)
where Q(x) = 1/
√
2pi
∫ +∞
x
exp (−u2/2)du. Consequently,
the scaling exponent remains equal to 2 and also the mother
curve stays unchanged, namely f(z) = Q(z/
√
ε(1− ε)), for
any L ∈ N.
Polar Codes: a Motivating Case Study. The present research
was motivated by polar codes, which were recently introduced
by Arıkan in [15], and that provably achieve the capacity of
a large class of channels including the class of BMSCs. The
encoding complexity and the decoding complexity with the
proposed successive cancellation (SC) decoder is Θ(N logN)
(see Sections VII and VIII of [15]).
In particular, for any BMSC W and for any rate R < C,
it has been proven that the block error probability under
SC decoding, namely P SCe (N,R,W ), behaves roughly as
2−
√
N as N grows large [16]. With an abuse of notation,
it is said that polar codes achieve an error exponent of
α = 1/2. This result has been further refined and extended
to the MAP decoder, showing that both log2(− log2 P SCe )
and log2(− log2 PMAPe ) scale as log2(N)/2 +
√
log2(N)/2 ·
Q−1(R/C)+o(
√
log2(N)) for any fixed rate strictly less than
capacity [17].
However, when we consider rates close to capacity, sim-
ulation results show that large block lengths are required in
order to achieve a desired error probability. Therefore, it is
interesting to explore the trade-off between rate and block
length when the error probability is fixed, i.e., to consider the
scaling approach.
In [18], the authors provide strong evidence that a lower
bound to the block error probability under SC decoding satis-
fies a scaling law (2). In particular, a proper scaling assumption
1Consider a random matrix with NR rows and N − E columns whose
elements are independent random variables taking the values 0 and 1 with
equal probability and where E is a Bernoulli random variable with mean
Nε and variance Nε(1 − ε). Then, Pe(N,R, ε, L) is the probability that
this matrix has rank < NR − log2 L. After some calculations and the
application of Theorem 3.2.1 of [14], one obtains that the dominant term in
Pe(N,R, ε, L) is given by P(E > N(1−R) + log2 L), which is expanded
in (3).
yields the inequalities
f(N
1
µ (C −R)) ≤ P SCe (N,R,W ) ≤ N1−
1
µF (N
1
µ (C −R)).
(4)
For transmission over the BEC, the asymptotic behavior of
f and F for small values of their argument is provided,
as well as an estimation for the scaling exponent is given,
namely µ ≈ 3.627. Therefore, compared to random and LDPC
codes, which have a scaling exponent of 2 for a large class of
parameters and channel models [7], polar codes require larger
block lengths to achieve the same rate and error probability.
In addition, numerical results show that P SCe (N,R,W ) is
extremely close to the upper bound (4), provided that such
a value is not too big (< 10−1 suffices).
For a generic BMSC, taking as a proxy of the error prob-
ability the sum of the Bhattacharyya parameters, the scaling
exponent is lower bounded by 3.553 [19] and upper bounded
by 5.77 [20]. Furthermore, it is conjectured that the lower
bound on µ can be increased up to 3.627, which is the value
for the BEC.
In order to improve the finite-length performance of polar
codes, a successive cancellation list (SCL) decoder was pro-
posed in [21]. Empirically, the usage of L concurrent decoding
paths yields a significant improvement in the achievable error
probability. Hence, it is interesting to study the behavior of the
scaling exponent in the context of list decoding.
Contribution of the Present Work. This paper studies
whether the scaling exponent is improved by adding a finite
list to a decoding algorithm.
The main result concerns the behavior of the MAP decoder:
we show that the scaling exponent does not improve for any
finite list size, for any BMSC W , and for any family of linear
codes whose minimum distance grows arbitrarily large when
the block length tends to infinity. Proving that the minimum
distance of polar codes is unbounded in the limit N → +∞,
we deduce that these conclusions also hold for polar codes. In
particular, by means of a Divide and Intersect (DI) procedure,
we show that the error probability of the MAP decoder with
list size L, namely PMAPe (N,R,W,L), is lower bounded by
PMAPe (N,R,W,L = 1) raised to an appropriate power times a
suitable constant, both of which depend only on L. As a result,
we see that list decoding has the potential of significantly
improving the involved constants, but it does not change the
scaling exponent.
Furthermore, we consider genie-aided SC decoding of polar
codes for transmission over the BEC. This decoder runs the
SC algorithm and it is allowed to ask the value of a certain
bit to the genie for a maximum of k times. The k-genie-aided
SC decoder performs slightly worse than the SCL decoder
with list size 2k, but it is easier to analyze. In this paper, we
show that the scaling exponent does not improve for any finite
number of helps from the genie. The proof technique is similar
to that developed for MAP decoding and it is based on a DI
bound.
Organization. Section II states the DI bounds and their
implications on the scaling exponent under MAP decoding
with finite list size L. The proofs of these main results are
contained in Section III and IV for the BEC and for any
3BMSC, respectively. The analysis concerning genie-aided de-
coding for transmission over the BEC is discussed in Section
V. The conclusions of the paper are provided in Section VI.
II. MAIN RESULTS FOR MAP DECODING WITH LIST
Let Clin be a set of linear codes parameterized by their block
length N and rate R. For each N and R, let dmin(N,R) denote
the minimum distance. Consider transmission over a BMSC
W with capacity C ∈ (0, 1) and Bhattacharyya parameter Z ∈
(0, 1), defined as
Z(W ) =
∑
y∈Y
√
W (y|0)W (y|1), (5)
where Y denotes the output alphabet of the channel and
W (y|x) is the probability of receiving y given that x ∈ {0, 1}
was transmitted. Let PMAPe (N,R,W,L) be the block error
probability for transmission over W under MAP decoding
with list size L. In addition, denote by Cpol the set of polar
codes when transmission takes place over the BMSC W .
The case W = BEC(ε) is handled separately. Indeed, for
the BEC, MAP decoding reduces to solving a linear system
over the finite field F2. Therefore, the number of codewords
compatible with the received message is always a power of 2.
Let us assume that the MAP decoder with list size L declares
an error if and only if the number of compatible codewords
is strictly bigger than L. Consider a first MAP decoder with
list size L1, and a second MAP decoder whose list size L2 is
the biggest power of 2 smaller than L1, i.e., L2 = 2blog2 L1c.
Then, the performance of these two decoders are identical (the
first one declares error if and only if the second one does). As
a result, we can restrict our analysis to list sizes which are
powers of 2 and, therefore, the bounds can be tightened. In
addition, when dealing with a BEC, the DI approach itself
and the proofs of the intermediate lemmas are considerably
simpler, while keeping the same flavor as those valid for any
general BMSC.
A. Divide and Intersect Bounds
Theorem 1 (DI bound - Clin): Consider transmission using
elements in Clin over a BMSC W with Bhattacharyya param-
eter Z and set Pe ∈ (0, 1). For any N and R so that
PMAPe (N,R,W,L) > Pe, (6)
dmin(N,R) >
ln(Pe/8)
lnZ
, (7)
the performance of the MAP decoder with list size L+1 (2L,
if W = BEC(ε)) is lower bounded by
PMAPe (N,R,W,L+ 1) ≥
3
16
· (PMAPe (N,R,W,L))2,
PMAPe (N,R, ε, 2L) ≥
3
16
· (PMAPe (N,R, ε, L))2. (8)
Theorem 2 (DI bound - Cpol): Consider transmission using
elements in Cpol over a BMSC W . Fix Pe ∈ (0, 1) and pick
any N such that
N > 2n¯(Z,C,Pe), (9)
where
n¯(Z,C, Pe) = 2m¯(Z,Pe)− ln(1− C)
+
√
−4m¯(Z,Pe) · ln(1− C) + (ln(1− C))2,
(10)
with
m¯(Z,Pe) = log2
(
2 ln(Pe/8) · ln(1− Z)
lnZ · ln
(
1− Z 4 ln(Pe/8)lnZ
)), (11)
and any sufficiently large R so that
PMAPe (N,R,W,L) > Pe. (12)
Then, the bounds (8) hold.
The following corollary follows by induction.
Corollary 1 (DI bound - any L): Consider transmission
using elements in Clin over a BMSC W . Fix Pe ∈ (0, 1) and
define the following recursion,
Pe(m+ 1) =
3
16
(
Pe(m)
)2
, m ∈ N , (13)
with the initial condition Pe(1) = Pe. Pick any N and R
such that (6) and (7) hold with Pe(L) instead of Pe, or, if
the code is in Cpol, any N satisfying (9) and any sufficiently
large R satisfying (12) with Pe(L) instead of Pe. Then, the
performance of the MAP decoder with list size L+1 is lower
bounded by
PMAPe (N,R,W,L+ 1)
≥
( 3
16
)2L−1
· (PMAPe (N,R,W,L = 1))2L . (14)
If W = BEC(ε), consider the recursion (13) with the initial
condition Pe(0) = Pe. If (6)-(7) and (9)-(12) are satisfied
with Pe(log2 L) instead of Pe for codes in Clin and Cpol,
respectively, then the performance of the MAP decoder with
list size 2L is lower bounded by
PMAPe (N,R, ε, 2L)
≥
( 3
16
)2L−1
· (PMAPe (N,R, ε, L = 1))2L. (15)
B. Scaling Exponent of MAP Decoding with List
An immediate consequence of the DI bounds is that the
scaling exponent defined in (2) does not change as long as L
is fixed and finite. More formally, one can define the existence
of a scaling law as follows.
Definition 1 (Scaling law): Consider a set of codes, param-
eterized by their block length N and rate R, transmitted over
the channel W , and processed by means of the decoder D,
and let PDe (N,R,W ) denote the block error probability. We
say that a scaling law holds, if there exist a real number
µ ∈ (0,+∞), namely the scaling exponent, and a function
f : R→ [0, 1], namely the mother curve, such that
lim
N→∞: N1/µ(C−R)=z
PDe (N,R,W ) = f(z). (16)
4The proof of the theorem below that bounds the scaling
behavior of the MAP decoder with any finite list size L is
easily deduced from Corollary 1.
Theorem 3 (Scaling exponent - MAP decoding with list):
Consider the set of polar codes Cpol transmitted over a BMSC
W . If the scaling law of Definition 1 holds for the MAP
decoder with mother curve f and scaling exponent µ, then
for any L ∈ N,
lim sup
N→∞: N1/µ(C−R)=z
PMAPe (N,R,W,L) ≤ f(z), (17)
lim inf
N→∞: N1/µ(C−R)=z
PMAPe (N,R,W,L)
≥
( 3
16
)2L−1−1
· (f(z))2L−1 . (18)
In words, if a scaling law holds for the MAP decoder with
list size L, the scaling exponent µ is the same as that for the
original MAP decoder without list. Therefore, the speed at
which capacity is approached as the block length grows large
does not depend on the list size, provided that L remains fixed.
Notice that, in general, Theorem 3 holds for any set of linear
codes whose minimum distance is unbounded as the block
length grows large.
III. PROOF OF DI BOUNDS FOR MAP DECODING WITH
LIST AND W = BEC(ε)
As the name suggests, the DI procedure has two main
ingredients: the Intersect step is based on the correlation
inequality stated in Section III-A; the Divide step is based
on the existence of a suitable subset of codewords, which is
discussed in Section III-B. The actual bound for linear and
polar codes is proven for the simple case L = 1 in Sections
III-C and III-D, respectively, while the generalization to any
list size is presented in Section III-E.
A. Intersect Step: Correlation Inequality
Since the BEC is a symmetric channel, we can assume
that the all-zero codeword has been transmitted. As the BEC
does not introduce errors, the MAP decoder outputs all the
codewords compatible with the received message. An error is
declared if and only if the all-zero codeword is not the unique
candidate, i.e., there is more than one candidate codeword.
Let us map the channel output into the erasure pattern y =
(y1, · · · , yN ) ∈ {0, 1}N , with yi = 1 meaning that the i-th
BEC has yielded an erasure symbol and yi = 0, otherwise.
Let Gy be the part of the generator matrix G obtained by
eliminating the columns corresponding to the erased symbols,
i.e., all the columns of index i s.t. yi = 1. It is easy to check
that the MAP decoder outputs the information vector u =
(u1, · · · , uNR) if and only if uGy = 0. Define Eu to be the
set of all the erasure patterns such that u solves uGy = 0, i.e.,
Eu = {y ∈ {0, 1}N | uGy = 0}. (19)
Let Iu be the set of positions i in which (uG)i equals 1,
namely,
Iu = {i ∈ {1, · · · , N} | (uG)i = 1}. (20)
Since PMAPe (N,R, ε, L = 1) is the probability that there
exists a non-zero informative vector u that satisfies uGy = 0,
we have
P(
⋃
u∈U
Eu) = P
MAP
e (N,R, ε, L = 1), (21)
with
U = FNR2 \ 0NR, (22)
where 0NR denotes a sequence of NR 0s.
We start with two simple lemmas computing P(Eu) and
showing the positive correlation between the events (19).
Lemma 1 (P(Eu)): Let u ∈ FNR2 and let Eu be defined in
(19). Then,
P(Eu) = ε|Iu|, (23)
where Iu is given by (20).
Proof: Observe that u solves uGy = 0 if and only if
all the positions i s.t. (uG)i = 1 are erased by the BEC(ε).
Therefore, P(Eu) equals the probability that |Iu| independent
erasures at those positions occur, which implies (23).
Lemma 2 (Positive correlation between couples): Let
u, u˜ ∈ FNR2 . Then,
P(Eu ∩ Eu˜) ≥ P(Eu) · P(Eu˜). (24)
Proof: By definition (20), we obtain
P(Eu ∩ Eu˜) = ε|Iu∪Iu˜| = ε|Iu|+|Iu˜|−|Iu∩Iu˜|
≥ ε|Iu|+|Iu˜| = P(Eu) · P(Eu˜),
(25)
which gives (24).
Let us now generalize Lemma 2 to unions of sets.
Lemma 3 (Positive correlation - BEC(ε), L = 1): Let
U1, U2 ⊂ FNR2 . Then,
P(
⋃
u∈U1
Eu ∩
⋃
u˜∈U2
Eu˜) ≥ P(
⋃
u∈U1
Eu) · P(
⋃
u˜∈U2
Eu˜). (26)
The proof of this result can be found in Appendix A and
comes from an application of the FKG inequality, originally
proposed in [22].
B. Divide Step: Existence of a Suitable Subset of Codewords
The aim of this section is to show that there exists
U1 ⊂ U such that P(
⋃
u∈U1 Eu) is slightly smaller than
1
2P
MAP
e (N,R, ε, L = 1). To do so, we first upper bound
P(Eu) for all u ∈ U .
Lemma 4 (No big jumps - BEC(ε)): Let Pe ∈ (0, 1) and
ε ∈ (0, 1). Then, for any N and R so that
dmin(N,R) >
ln(Pe/8)
ln ε
, (27)
the probability of Eu is bounded by
P(Eu) <
Pe
8
, ∀ u ∈ U. (28)
Proof: From Lemma 1 and the definition of minimum
distance, we obtain that
P(Eu) = ε|Iu| ≤ εdmin . (29)
5Using (27), the thesis follows.
The existence of a subset of codewords with the desired
property is an immediate consequence of the previous lemma.
Corollary 2 (Existence of U1): Let Pe ∈ (0, 1) and
ε ∈ (0, 1). Then, for any N and R so that (27) and
PMAPe (N,R, ε, L = 1) > Pe hold, there exists U1 ⊂ U which
satisfies
P(
⋃
u∈U1
Eu) ≥ 3
8
PMAPe (N,R, ε, L = 1),
P(
⋃
u∈U1
Eu) ≤ 1
2
PMAPe (N,R, ε, L = 1).
(30)
C. Proof of Theorem 1: DI Bound for Linear Codes
At this point, we are ready to present the proof of Theorem
1 for the BEC and for a list size L = 1. Recall that the
Bhattacharyya parameter of a BEC(ε) is Z = ε.
Proof of Theorem 1 for BEC(ε), L = 1: Pick U1 that
satisfies (30) and let U2 = U \ U1. Consequently,
3
8
· PMAPe (N,R, ε, L = 1) ≤ P(
⋃
u∈U1
Eu),
1
2
· PMAPe (N,R, ε, L = 1) ≤ P(
⋃
u˜∈U2
Eu˜).
Hence,
3
16
· (PMAPe (N,R, ε, L = 1))2 ≤ P( ⋃
u∈U1
Eu) · P(
⋃
u˜∈U2
Eu˜).
In addition, the following chain of inequalities holds,
P(
⋃
u∈U1
Eu) · P(
⋃
u˜∈U2
Eu˜) ≤ P(
⋃
u∈U1
Eu ∩
⋃
u˜∈U2
Eu˜)
= P(
⋃
u∈U1,u˜∈U2
Eu ∩ Eu˜) ≤ P(
⋃
u,u˜∈U,u 6=u˜
Eu ∩ Eu˜),
where the first inequality comes from the application of
Lemma 3 and the last passage is a direct consequence of
U1 ∩ U2 = ∅. Noticing that
P(
⋃
u,u˜∈U,u 6=u˜
Eu ∩ Eu˜) = PMAPe (N,R, ε, L = 2),
we obtain the desired result.
D. Proof of Theorem 2: DI Bound for Polar Codes
In order to apply the bound to polar codes, it suffices to
prove the lower bound on the minimum distance, as required
in (27).
Lemma 5 (dmin of polar codes - BEC(ε)): Consider a po-
lar code in Cpol for a BEC(ε). Let Pe ∈ (0, 1), ε ∈ (0, 1), and
N > 2n¯(ε,Pe), where
n¯(ε, Pe) = 2m¯(ε, Pe)− ln ε+
√
−4m¯(ε, Pe) · ln ε+ (ln ε)2,
(31)
with
m¯(ε, Pe) = log2
(
2 ln(Pe/8) · ln(1− ε)
ln ε · ln
(
1− ε 2 ln(Pe/8)ln ε
)). (32)
Then, the lower bound on dmin (27) holds.
The proof of Lemma 5 is in Appendix B. Thanks to this
result, Theorem 2 follows from Theorem 1. Comparing (11)
with (32), we notice that, for the BEC, the constraint on N is
less tight than the one required for any BMSC.
E. Generalization to Any List Size
Set l = log2 L and define Esp(u(1),··· ,u(l)) to be the set of
all erasure patterns y such that the set of solutions of the
linear system uGy = 0 contains the linear span generated by
{u(1), · · · , u(l)}, i.e.,
Esp(u(1),··· ,u(l)) =
⋂
u∈span(u(1),··· ,u(l))
Eu
= {y ∈ {0, 1}N | uGy = 0 ∀ u ∈ span(u(1), · · · , u(l))}.
(33)
Consider the set LSl containing all the linear spans of FNR2
with 2l elements. In formulae,
LSl = {span(u(1), · · · , u(l)) | u(i) ∈ FNR2 ∀i ∈ {1, · · · , l},
|span(u(1), · · · , u(l))| = 2l}.
(34)
Since PMAPe (N,R, ε, L) is the probability that the solutions
to the linear system uGy = 0 form a linear span of cardinality
strictly greater than L, we have
P(
⋃
span(u(1),··· ,u(l+1))∈LSl+1
Esp(u(1),··· ,u(l+1)))
= PMAPe (N,R, ε, L).
(35)
For the Intersect step, we need now the generalization of
Lemma 3, which is contained in Lemma 6.
Lemma 6 (Positive correlation - BEC(ε), any L): Let
P1, P2 ⊂ LSl. Then,
P(
⋃
span(u(1),··· ,u(l))∈P1
Esp(u(1),··· ,u(l))
∩
⋃
span(u˜(1),··· ,u˜(l))∈P2
Esp(u˜(1),··· ,u˜(l)))
≥ P(
⋃
span(u(1),··· ,u(l))∈P1
Esp(u(1),··· ,u(l)))
· P(
⋃
span(u˜(1),··· ,u˜(l))∈P2
Esp(u˜(1),··· ,u˜(l))).
(36)
The proof of Lemma 6 is given in Appendix C. We are
going to need also the subsequent simple result concerning
the intersection of events (33).
6Lemma 7 (Intersections): For any span(u(1), · · · , u(l)) and
span(u˜(1), · · · , u˜(l)),
Esp(u(1),··· ,u(l)) ∩ Esp(u˜(1),··· ,u˜(l))
= Esp(u(1),··· ,u(l),u˜(1),··· ,u˜(l)).
(37)
Proof: Since span(u(1), · · · , u(l), u˜(1), · · · , u˜(l)) ⊃
span(u(1), · · · , u(l)) ∪ span(u˜(1), · · · , u˜(l)),
Esp(u(1),··· ,u(l)) ∩ Esp(u˜(1),··· ,u˜(l))
⊃ Esp(u(1),··· ,u(l),u˜(1),··· ,u˜(l)).
On the other hand, by linearity of the code, for any u ∈
span(u(1), · · · , u(l)) and any v ∈ span(u˜(1), · · · , u˜(l)), if
uGy = 0 and vGy = 0, then wGy = 0 for all w ∈ {u+v : u ∈
span(u(1), · · · , u(l)), v ∈ span(u˜(1), · · · , u˜(l))}. As a result,
Esp(u(1),··· ,u(l)) ∩ Esp(u˜(1),··· ,u˜(l))
⊂ Esp(u(1),··· ,u(l),u˜(1),··· ,u˜(l)),
and the thesis follows.
As concerns the Divide step, Corollary 3 generalizes the
result of Corollary 2 to any list size L.
Corollary 3 (Existence of P1): Let Pe ∈ (0, 1) and ε ∈
(0, 1). Then, for any R and N satisfying
PMAPe (N,R, ε, L) > Pe, (38)
dmin >
ln(Pe/8)
ln ε
, (39)
there exists P1 ⊂ LSl+1 such that
P(
⋃
span(u(1),··· ,u(l+1))∈P1
Esp(u(1),··· ,u(l+1)))
≥ 3
8
PMAPe (N,R, ε, L),
P(
⋃
span(u(1),··· ,u(l+1))∈P1
Esp(u(1),··· ,u(l+1)))
≤ 1
2
PMAPe (N,R, ε, L).
(40)
At this point, we can prove Theorem 1 for the BEC and for
any list size L.
Proof of Theorem 1 for BEC(ε), any L: Pick P1 that
satisfies (40) and let P2 = LSl+1 \P1. Consequently, applying
Lemma 6 and 7, we have
3
16
· (PMAPe (N,R, ε, L))2
≤ P(
⋃
span(u(1),··· ,u(l+1))∈P1
Esp(u(1),··· ,u(l+1)))
· P(
⋃
span(u˜(1),··· ,u˜(l+1))∈P2
Esp(u˜(1),··· ,u˜(l+1)))
≤ P(
⋃
span(u(1),··· ,u(l+1))∈P1
Esp(u(1),··· ,u(l+1))
∩
⋃
span(u˜(1),··· ,u˜(l+1))∈P2
Esp(u˜(1),··· ,u˜(l+1)))
≤ P(
⋃
span(u(1),··· ,u(l+1))∈P1
span(u˜(1),··· ,u˜(l+1))∈P2
Esp(u(1),··· ,u(l+1),u˜(1),··· ,u˜(l+1)))
≤ PMAPe (N,R, ε, 2L),
where the last inequality is due to the fact that
|span(u(1), · · · , u(l+1), u˜(1), · · · , u˜(l+1))| ≥ 2l+2 = 4L >
2L, since P1 ∩ P2 = ∅.
IV. PROOF OF DI BOUNDS FOR MAP DECODING WITH
LIST AND ANY BMSC
A. Case L = 1
Since the information vectors are equiprobable, the MAP
decision rule is given by
uˆ = arg max
u˜
p(y|u˜).
Define E′u as the set of all y such that p(y|u) ≥ p(y|0NR).
Simple algebraic manipulations show that
E′u = {y ∈ YN |
N∑
i=1
ln
p(yi|(uG)i)
p(yi|0) ≥ 0}
= {y ∈ YN |
∑
i∈Iu
ln
p(yi|1)
p(yi|0) ≥ 0},
(41)
where Y is the output alphabet of the channel and Iu is defined
in (20).
Note that PMAPe (N,R, ε, L = 1) is the probability that there
exists a non-zero informative vector u s.t. p(y|u) ≥ p(y|0NR).
Then, we have
P(
⋃
u∈U
E′u) = P
MAP
e (N,R,W,L = 1). (42)
As concerns the Intersect part, we generalize the inequality
of Lemma 3 with the correlation result of Lemma 8.
Lemma 8 (Positive correlation - BMSC, L = 1): Let
U ′1, U
′
2 ⊂ FNR2 . Then,
P(
⋃
u∈U ′1
E′u ∩
⋃
u˜∈U ′2
E′u˜) ≥ P(
⋃
u∈U ′1
E′u) · P(
⋃
u˜∈U ′2
E′u˜). (43)
The proof of Lemma 8 can be found in Appendix D.
7For the Divide step, we need to show that P(E′u) can be
made as small as we want, as done in Lemma 4 for the events
(19). This result is provided by Lemma 9, stated and proven
below.
Lemma 9 (No big jumps - BMSC): Let Pe ∈ (0, 1) and
Z ∈ (0, 1). Then, for any N and R so that
dmin(N,R) >
ln(Pe/8)
lnZ
, (44)
the probability of E′u can be bounded as
P(E′u) <
Pe
8
, ∀ u ∈ U. (45)
Proof: It is possible to relate the probability of E′u and the
Bhattacharyya parameter Z of the BMSC W as [1, Lemma
4.66]
P(E′u) ≤ Z |Iu|. (46)
Since |Iu| ≥ dmin > ln(Pe/8)/ lnZ, the thesis easily follows.
From Lemma 9 we deduce a result similar to that of
Corollary 2. Then, by using also Lemma 8 and by following
the same procedure seen at the end of Section III-C, the proof
of Theorem 1 with L = 1 for any BMSC is readily obtained.
Lemma 10 generalizes the result of Lemma 5, showing that
for N big enough the required lower bound on the minimum
distance holds. Hence, the DI bound and the subsequent scaling
result are true for the class of polar codes.
Lemma 10 (dmin of polar codes - BMSC): Let
Pe ∈ (0, 1), Z ∈ (0, 1), and N > 2n¯(Z,C,Pe), where
n¯(Z,C, Pe) is given by (10). Then, the lower bound on dmin
(44) holds.
The proof of Lemma 10 is in Appendix E.
B. Generalization to Any List Size
Let E′
u(1),··· ,u(L) be the set of all y such that p(y|u) ≥
p(y|0NR) for all u ∈ {u(1), · · · , u(L)}, i.e.,
E′u(1),··· ,u(L) =
⋂
u∈{u(1),··· ,u(L)}
E′u = {y ∈ YN |
N∑
i=1
ln
p(yi|(uG)i)
p(yi|0) ≥ 0 ∀ u ∈ {u
(1), · · · , u(L)}}.
(47)
Consider the set SSL containing all the subsets of L distinct
elements of FNR2 . In formulae,
SSL = {{u(1), · · · , u(L)} : u(i) ∈ FNR2 ∀i ∈ {1, · · · , L},
u(i) 6= u(j) ∀ i 6= j}.
(48)
Since PMAPe (N,R,W,L) is the probability that there are
at least L distinct non-zero information vectors u(1), · · · , u(L)
s.t. p(y|u) ≥ p(y|0NR) for all u ∈ {u(1), · · · , u(L)}, we have
P(
⋃
{u(1),··· ,u(L)}∈SSL
E′u(1),··· ,u(L)) = P
MAP
e (N,R,W,L).
(49)
In order to prove Theorem 1 for any fixed list size L
and for any BMSC, one can follow similar steps to those
of Section III-E and the result is readily obtained. The only
part which requires some further investigation consists in the
generalization of Lemma 8 with the result below, which is
proven in Appendix F.
Lemma 11 (Positive correlation - BMSC, any L): Let
P ′1, P
′
2 ⊂ SSL. Then,
P(
⋃
{u(1),··· ,u(L)}∈P ′1
E′u(1),··· ,u(L)
∩
⋃
{u˜(1),··· ,u˜(L)}∈P ′2
E′u˜(1),··· ,u˜(L))
≥ P(
⋃
{u(1),··· ,u(L)}∈P ′1
E′u(1),··· ,u(L))
· P(
⋃
{u˜(1),··· ,u˜(L)}∈P ′2
E′u˜(1),··· ,u˜(L)).
(50)
V. FURTHER RESULTS FOR GENIE-AIDED SC DECODING
AND W = BEC(ε)
Consider a polar code in Cpol transmitted over a BEC(ε),
and denote by W (i)N the i-th synthetic channel, which is a
BEC of Bhattacharyya parameter Zi. Let P SCe (N,R, ε, k) be
the block error probability under SC decoding aided by a k-
genie. More precisely, a k-genie-aided SC decoder runs the
usual SC algorithm with the following difference: when we
reach a synthetic channel associated to an information bit that
is erased, namely, we cannot decide on the value of a certain
information bit, the genie tells the value of the erased bit, and
it does so a maximum of k times. An error is declared if and
only if the decoder requires more than k helps from the genie.
Consider now SCL decoding for transmission over the BEC.
The SCL decoder also runs the usual SC algorithm and, when
we reach a synthetic channel associated to an information
bit that is erased, say W (i)N , it takes into account both the
possibilities, namely ui = 0 and ui = 1, and it lets the two
decoding paths evolve independently. In addition, when we
reach a synthetic channel associated to a frozen bit, the SCL
decoder gains new information, namely, it learns the value of
the linear combination of some of the previous bits. Therefore,
some of the existing decoding paths might not be compatible
with this extra information and they are removed from the
list. An error is declared if and only if at any point during the
decoding process the decoder requires to store more than L
decoding paths.
Note that a k-genie-aided SC decoder and an SCL decoder
with list size 2k behave similarly but not identically. When
we reach a synthetic channel associated to an information bit
that is erased, the former uses one of the helps from the genie,
and the latter doubles the number of decoding paths. However,
when we reach a synthetic channel associated to a frozen bit,
the SCL decoder can reduce the number of decoding paths,
while it is not possible to gain new helps from the genie.
Therefore, the SCL decoder always succeeds when the genie-
aided decoder succeeds, but in addition it might also succeed
in some cases where the genie-aided decoder fails.
8A. DI Bound and Scaling Exponent
Theorem 4 (DI bound - genie-aided decoding): Consider
the transmission of a polar code in Cpol over a BEC(ε) and
fix Pe ∈ (0, 1). Pick N big enough and any R that ensures
1
4
> P SCe (N,R, ε, k) > Pe. (51)
Then, the performance of the k+ 1-genie-aided SC decoder is
lower bounded by
P SCe (N,R, ε, k + 1) ≥
3
16
· (P SCe (N,R, ε, k))2. (52)
By induction, the corollary below easily follows.
Corollary 4 (DI bound - genie-aided decoding, any k):
Consider the transmission of a polar code in Cpol over a
BEC(ε). Fix Pe ∈ (0, 1) and consider the recursion (13) with
the initial condition Pe(0) = Pe. Pick N big enough and
R such that (51) holds with Pe(k) instead of Pe. Then, the
performance of the k + 1-genie-aided SC decoder is lower
bounded by
P SCe (N,R, ε, k + 1)
≥
( 3
16
)2k+1−1
· (P SCe (N,R, ε, k = 0))2k+1 . (53)
Roughly speaking, Theorem 4 implies that the scaling expo-
nent cannot change under SC decoding for any fixed number
of helps from the genie. This statement can be formalized as
follows.
Theorem 5 (Scaling exponent - genie-aided decoding):
Consider the set of polar codes Cpol transmitted over a
BEC(ε). Assume that the scaling law of Definition 1 holds
for the SC decoder with mother curve f and scaling exponent
µ. Then, for any k ∈ N,
lim sup
N→∞: N1/µ(C−R)=z
P SCe (N,R, ε, k) ≤ f(z), (54)
lim inf
N→∞: N1/µ(C−R)=z
PMAPe (N,R, ε, k)
≥
( 3
16
)2k−1
· (f(z))2k . (55)
B. Proof of DI Bound
Let y ∈ {0, 1}N denote the erasure pattern of the channel
and for any i ∈ {1, · · · , N} let Fi be the set containing all y
such that W (i)N erases, i.e.,
Fi = {y ∈ {0, 1}N |W (i)N erases}. (56)
Denoting by Fc the set of unfrozen positions, it is clear that
P(
⋃
i∈Fc
Fi) = P
SC
e (N,R, ε, k = 0). (57)
The Intersect step is based on the correlation inequality
below, whose proof is similar to that of Lemma 3.
Lemma 12 (Positive correlation for erasures - k = 0): Let
I1, I2 ⊂ {1, · · · , N}. Then,
P(
⋃
i∈I1
Fi ∩
⋃
ı˜∈I2
Fı˜) ≥ P(
⋃
i∈I1
Fi) · P(
⋃
ı˜∈I2
Fı˜). (58)
In general, define Fi0,··· ,ik to be the set of all the erasure
patterns such that W (i)N erases for all i ∈ {i0, · · · , ik}, i.e.,
Fi0,··· ,ik = {y ∈ {0, 1}N |W (i)N erases ∀ i ∈ {i0, · · · , ik}},
(59)
and consider the set of positions SPk containing all the subsets
of k distinct elements of Fc,
SPk = {{i0, · · · , ik} : im ∈ Fc ∀m ∈ {0, · · · , k},
im 6= in ∀ m 6= n}. (60)
It it clear that
P(
⋃
{i0,··· ,ik}∈SPk
Fi0,··· ,ik) = P
SC
e (N,R, ε, k). (61)
In addition, with a small effort we generalize the result of
Lemma 12 following the line of thought exposed in the proof
of Lemma 6.
Lemma 13 (Positive correlation for erasures - any k): Let
R1, R2 ⊂ SPk. Then,
P(
⋃
{i0,··· ,ik}∈R1
Fi0,··· ,ik ∩
⋃
{ı˜0,··· ,˜ık}∈R2
Fı˜0,··· ,˜ık)
≥ P(
⋃
{i0,··· ,ik}∈R1
Fi0,··· ,ik) · P(
⋃
{ı˜0,··· ,˜ık}∈R2
Fı˜0,··· ,˜ık).
(62)
As concerns the Divide step, we require the existence of
R1 ⊂ SPk, such that P(
⋃
{i0,··· ,ik}∈R1 Fi0,··· ,ik) is slightly
less than 12P
SC
e (N,R, ε, k). To prove this fact, we show that,
choosing a suitably large block length, P(Fi) can be made
as small as required. The proof of the lemma below is in
Appendix G.
Lemma 14 (No big jumps for erasures): Let Pe ∈ (0, 1)
and ε ∈ (0, 1). Then, for N ≥ N0(Pe, ε) and for any R such
that
1
4
> P SCe (N,R, ε, k = 0) > Pe, (63)
the probability of Fi is upper bounded by
P(Fi) <
Pe
8
, ∀ i ∈ Fc. (64)
Corollary 5 (Existence of R1): Let Pe ∈ (0, 1) and ε ∈
(0, 1). Then, for N big enough and R ensuring (63), there
exists R1 ⊂ SPk such that
P(
⋃
{i0,··· ,ik}∈R1
Fi0,··· ,ik) ≥
3
8
P SCe (N,R, ε, k),
P(
⋃
{i0,··· ,ik}∈R1
Fi0,··· ,ik) ≤
1
2
P SCe (N,R, ε, k).
(65)
Eventually, the proof of Theorem 4 is obtained by using
Lemma 13 and Corollary 5 and by following a procedure
similar to that outlined at the end of Section III-E.
9VI. CONCLUDING REMARKS
In this paper, the scaling exponent of list decoders is
analyzed with an application to polar codes. By means of
a Divide and Intersect (DI) procedure, we lower bound the
error probability under MAP decoding with list size L for
any BMSC. The result applies to any set of linear codes with
unbounded minimum distance, and, specifically, to the set of
polar codes. As a result, we deduce that under MAP decoding
the scaling exponent is a constant function of the list size.
A similar DI bound is proven for the genie-aided SC
decoder, when transmission takes place over the BEC. Conse-
quently, the scaling exponent under genie-aided decoding does
not change for any fixed number of helps from the genie.
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APPENDIX
A. Proof of Lemma 3
Proof: Consider the Hamming space {0, 1}N . For y, z ∈
{0, 1}N define the following partial order,
y ≤ z ⇐⇒ yi ≤ zi, ∀i ∈ {1, 2, · · · , N}. (66)
Define y ∨ z and y ∧ z as
(y ∨ z)i =
{
0 if yi = zi = 0,
1 else,
(y ∧ z)i =
{
1 if yi = zi = 1,
0 else.
(67)
Just to clarify the ideas, think of y ∈ {0, 1}N as an erasure
pattern, as specified at the beginning of Section III-A. Since the
N copies of the original BEC(ε) are independent and each of
them is erased with probability ε, we consider the probability
measure defined by
P(y) =
( ε
1− ε
)wH(y)
(1− ε)N , (68)
where wH denotes the Hamming weight.
As wH(y ∨ z) + wH(y ∧ z) = wH(y) + wH(z), we have
P(y) · P(z) = P(y ∨ z) · P(y ∧ z). (69)
For any U1 ⊂ FNR2 , consider the function f : {0, 1}N →{0, 1}, defined as
f(y) = 1−
∏
u∈U1
(1− 1{y∈Eu}),
where Eu is defined in (19) and 1{y∈Eu} = 1 if and only if
y ∈ Eu. Consequently, if there exists u ∈ U1 s.t. uGy = 0,
then f(y) = 1; f(y) = 0, otherwise. Hence,
E[f(y)] = 1 · P(f(y) = 1) + 0 · P(f(y) = 0) = P(
⋃
u∈U1
Eu).
If f(y) ≤ f(z) whenever y ≤ z, then f is said to be
monotonically increasing. If y ≤ z, then the erasure pattern z
contains all the erasures of y (and perhaps some more). Thus,
if f(y) = 1, then f(z) = 1. Since f can be either 0 or 1, this
is enough to show that the function is increasing.
Analogously, for any U2 ⊂ FNR2 , consider the function g :{0, 1}N → {0, 1} defined as
g(y) = 1−
∏
u˜∈U2
(1− 1{y∈Eu˜}).
The function g is increasing and its expected value is given by
E[g(y)] = P(
⋃
u˜∈U2
Eu˜).
In addition,
E[f(y)g(y)] = P(
⋃
u∈U1
Eu ∩
⋃
u˜∈U2
Eu˜).
The thesis thus follows from the version of the FKG inequality
presented in Lemma 40 of [23].
B. Proof of Lemma 5
Proof: Consider the N×N matrix GN defined as follows,
GN = F
⊗n, F =
[
1 0
1 1
]
, (70)
where F⊗n denotes the n-th Kronecker power of F . Let
G = [g1, g2, · · · , gNR]T be the generator matrix of the polar
code of block length N and rate R for the BEC(ε), which is
obtained by selecting the NR rows of GN which minimize the
corresponding Bhattacharyya parameters. Then, by Lemma 3
of [24],
dmin = min
1≤i≤NR
wH(gi),
where dmin denotes the minimum distance.
Setting n = log2N , we need to show that for n > n¯(ε, Pe),
wH(gi) > C(Pe, ε), i = 1, 2, · · · , NR, (71)
where
C(Pe, ε) =
ln(Pe/8)
ln ε
.
Suppose, by contradiction, that (71) does not hold, i.e., there
exists a row gi s.t. for n > n¯(ε, Pe),
wH(gi) ≤ C(Pe, ε). (72)
Since G is obtained from GN by eliminating the rows corre-
sponding to the frozen indices, gi is a row of GN , say row of
index i′. Then, by Proposition 17 of [15],
wH(gi) = 2
wH(b
(i′)) = 2
∑n
j=1 b
(i′)
j ,
where b(i
′) = (b
(i′)
1 , b
(i′)
2 , · · · , b(i
′)
n ) is the binary expansion of
i′ − 1 over n bits, b(i′)1 being the most significant bit and b(i
′)
n
the least significant bit. Consequently, (72) implies that
n∑
j=1
b
(i′)
j ≤ dlog2 C(Pe, ε)e = c(Pe, ε),
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i.e., the number of 1’s in the binary expansion of i′ − 1 is
upper bounded by c(Pe, ε).
The Bhattacharyya parameter Zi′ of the i′-th synthetic
channel is given by
Zi′ = fb(i
′)
1
◦ f
b
(i′)
2
◦ · · · f
b
(i′)
n
(ε),
where ◦ denotes function composition and
f0(x) = 1− (1− x)2, (73)
f1(x) = x
2. (74)
Notice that f0 and f1 are increasing functions ∀ x ∈ [0, 1],
and that f1 ◦ f0(x) ≥ f0 ◦ f1(x) ∀ x ∈ [0, 1]. Consequently, if
we set m = wH(b(i
′)), the minimum Bhattacharyya parameter
Zmin(m) is obtained by applying first the function f1(x) m
times and then the function f0(x) n−m times. The maximum
Bhattacharyya parameter Zmax(m) is obtained if we apply first
the function f0(x) n −m times and then the function f1(x)
m times. Observing also that for all t ∈ N,
f0 ◦ f0 ◦ · · · f0(x)︸ ︷︷ ︸
t times
= 1− (1− x)2t , (75)
f1 ◦ f1 ◦ · · · f1(x)︸ ︷︷ ︸
t times
= x2
t
, (76)
we get
Zmin(m) ≤ Zi′ ≤ Zmax(m), (77)
with
Zmin(m) = 1− (1− ε2m)2n−m ,
Zmax(m) = (1− (1− ε)2n−m)2m .
Since f1(x) ≤ f0(x) ∀ x ∈ [0, 1] and m ≤ c, we obtain that
Zmin(m) ≥ Zmin(c). (78)
At this point, we need to show that for k sufficiently large,
Zmin(c) ≥ Zmax(c+ k). (79)
As 1− (1− ε)2n−c−k < 1, the condition (79) is satisfied if
1− (1− ε2c)2n−c ≥ 1− (1− ε)2n−k−c ,
which after some simplifications leads to
k ≥ log2
(
ln(1− ε)
ln(1− ε2c)
)
. (80)
Notice that the RHS of (80) is an increasing function of c.
As c < log2(C) + 1, we deduce that the choice
k¯ =
⌈
log2
(
ln(1− ε)
ln(1− ε2C)
)⌉
=
⌈
log2
(
ln(1− ε)
ln(1− ε 2 ln(Pe/8)ln ε )
)⌉
(81)
also satisfies (79).
An immediate consequence of inequalities (77), (78), and
(79) is that Zi′ ≥ Zmax(c + k¯). Therefore, we can conclude
that every channel of index j with ≥ c+ k¯ ones in the binary
expansion b(j) of j−1 has Bhattacharyya parameter Zj ≤ Zi′ .
Consequently, all these channels have not been frozen and, as
R ≤ C = 1− ε,
ε ≤ 1−R = # frozen channels
# channels
≤
c+k¯−1∑
i=0
(
n
i
)
2n
≤ exp
(−(n− 2(c+ k¯ − 1))2
2n
)
,
where the last inequality is a consequence of Chernoff bound
[25].
After some calculations, we conclude that for n > n¯(ε, Pe),
where n¯(ε, Pe) is given by (31),
exp
(−(n− 2(c+ k¯ − 1))2
2n
)
< ε,
which is a contradiction.
C. Proof of Lemma 6
Proof: As in the proof of Lemma 3 presented in Appendix
A, consider the Hamming space {0, 1}N with the partial order
(66). For y, z ∈ {0, 1}N define y ∨ z and y ∧ z as in (67) and
take the probability measure (68) which satisfies (69). For any
P1, P2 ⊂ LCl, pick f : {0, 1}N → {0, 1} and g : {0, 1}N →
{0, 1}, defined as
f(y) = 1−
∏
span(u(1),··· ,u(l))∈P1
(
1− 1{y∈E
sp(u(1),··· ,u(l))}
)
,
g(y) = 1−
∏
span(u˜(1),··· ,u˜(l))∈P2
(
1− 1{y∈E
sp(u˜(1),··· ,u˜(l))}
)
,
where Esp(u(1),··· ,u(l)) is given by (33) and
1{y∈E
sp(u(1),··· ,u(l))} = 1 if and only if y ∈ Esp(u(1),··· ,u(l)).
Hence,
E[f(y)] = P(
⋃
span(u(1),··· ,u(l))∈P1
Esp(u(1),··· ,u(l))),
E[g(y)] = P(
⋃
span(u˜(1),··· ,u˜(l))∈P2
Esp(u˜(1),··· ,u˜(l))),
E[f(y)g(y)] = P(
⋃
span(u(1),··· ,u(l))∈P1
Esp(u(1),··· ,u(l))
∩
⋃
span(u˜(1),··· ,u˜(l))∈P2
Esp(u˜(1),··· ,u˜(l))).
Since f and g are increasing, the thesis follows by Lemma 40
of [23].
D. Proof of Lemma 8
Proof: Assume for the moment that the output alphabet
Y of the channel is finite and consider the binary relation Y≤,
defined for all yi, zi ∈ Y as
yi
Y≤ zi ⇐⇒ p(yi|1)
p(yi|0) ≤
p(zi|1)
p(zi|0) . (82)
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The relation
Y≤ is transitive and total. As concerns the anti-
symmetry,
Y≤ satisfies the property if the following implication
holds for all yi, zi ∈ Y ,
p(yi|1)
p(yi|0) =
p(zi|1)
p(zi|0) =⇒ yi = zi. (83)
Note that, without loss of generality, we can assume that the
channel output identifies with the log-likelihood ratio, see [1,
Section 4.1.2]. With this assumption of using the canonical
representation of the channel, (83) is also fulfilled. Hence,
Y≤
is a total ordering over Y .
Set L = YN and for any y = (y1, · · · , yN ) and z =
(z1, · · · , zN ) in L define the binary relation
L≤ as
y
L≤ z ⇐⇒ yi
Y≤ zi, ∀ i ∈ {1, · · · , N}. (84)
It is easy to check that
L≤ is a partial order over the N -fold
Cartesian product YN .
For any y, z ∈ L, denote by y ∨ z their unique minimal
upper bound and by y ∧ z their unique maximal lower bound,
defined as
(y ∨ z)i = max
Y
≤
(yi, zi), ∀ i ∈ {1, · · · , N},
(y ∧ z)i = min
Y
≤
(yi, zi), ∀ i ∈ {1, · · · , N}.
Since the distributive law holds, i.e.,
y ∧ (z ∨ w) = (y ∧ z) ∨ (y ∧ w), ∀ y, z, w,∈ L,
the set L with the partial ordering L≤ is a finite distributive
lattice. Observe that in the proof of Appendix A the finite dis-
tributive lattice L is replaced by the Hamming space {0, 1}N .
Let µ : L → R+ be defined as
µ(y) = p(y|0NR). (85)
In words, µ represents the probability of receiving the N -tuple
y from the channel, given that the all-zero information vector
0NR was sent. We say that such a function is log-supermodular
if, for all y, z ∈ L,
µ(y) · µ(z) ≤ µ(y ∧ z) · µ(y ∨ z). (86)
An easy check shows that (86) is satisfied with equality with
the choice (85). Notice that in the proof of Appendix A the log-
supermodular function µ is replaced by the probability measure
(68).
For any U ′1 ⊂ FNR2 , consider the function f : L → {0, 1},
defined as
f(y) = 1−
∏
u∈U ′1
(1− 1{y∈E′u}),
where E′u is given by (41) and 1{y∈E′u} = 1 if and only if
y ∈ E′u. If f(y) ≤ f(z) whenever y
L≤ z, then f is said to
be monotonically increasing. Since f can be either 0 or 1, we
only need to prove the implication f(y) = 1 ⇒ f(z) = 1,
whenever y
L≤ z. If f(y) = 1, there exist u∗ ∈ U ′1 such that
0 ≤
∑
i∈Iu∗
ln
p(yi|1)
p(yi|0) .
As yi
Y≤ zi for all i ∈ {1, · · · , N}, by definition (82) we obtain∑
i∈Iu∗
ln
p(yi|1)
p(yi|0) ≤
∑
i∈Iu∗
ln
p(zi|1)
p(zi|0) ,
which implies that f(z) = 1. As a result, f is increasing.
Analogously, for any U ′2 ⊂ FNR2 , consider the function g :L → {0, 1} defined as
g(y) = 1−
∏
u˜∈U ′2
(1− 1{y∈E′u˜}).
Using the same argument seen for the function f , one realizes
that g is an increasing function.
By the FKG inequality [26],∑
y∈L
µ(y)f(y) ·
∑
y∈L
µ(y)g(y) ≤
∑
y∈L
µ(y)f(y)g(y) ·
∑
y∈L
µ(y).
Observing that∑
y∈L
µ(y) = 1,∑
y∈L
µ(y)f(y) = P(
⋃
u∈U ′1
E′u),∑
y∈L
µ(y)g(y) = P(
⋃
u˜∈U ′2
E′u˜),∑
y∈L
µ(y)f(y)g(y) = P(
⋃
u∈U ′1
E′u ∩
⋃
u˜∈U ′2
E′u˜),
we obtain the thesis (43).
When the output alphabet of the channel is infinite, the proof
is very similar and follows from the generalization of the FKG
inequality to a finite product of totally ordered measure spaces
[27].
E. Proof of Lemma 10
Proof: Following the approach of Appendix B, suppose,
by contradiction, that there is an unfrozen index i′ of GN ,
such that the number of 1’s in the binary expansion of i′ − 1
is upper bounded by c(Pe, Z), defined as
c(Pe, Z) =
⌈
log2
ln(Pe/8)
lnZ
⌉
.
The Bhattacharyya parameter Zi′ has the following expression
Zi′ = fb(i
′)
1
◦ f
b
(i′)
2
◦ · · · f
b
(i′)
n
(Z),
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where f1(x) is given by (74), and f0(x) can be bounded as
[15], [1, Problem 4.62],√
1− (1− x2)2 = f (l)0 (x) ≤ f0(x) ≤ f (u)0 (x) = 1−(1−x)2.
Since f1(x) and f
(l)
0 (x) are increasing and f
(l)
0 (x) ≤ f0(x),
we have
Zi′ ≥ Z(l)i′ = f (l)b(i′)1 ◦ f
(l)
b
(i′)
2
◦ · · · f (l)
b
(i′)
n
(Z),
where, for the sake of simplicity, we have defined f (l)1 (x) =
f1(x). Setting m = wH(b(i
′)) and remarking that f (l)1 ◦
f
(l)
0 (x) ≥ f (l)0 ◦ f (l)1 (x), a lower bound on Z(l)i′ is obtained
applying first the function f (l)1 (x) m times and then the
function f (l)0 (x) n −m times. Using (76) and observing that
for all t ∈ N,
f
(l)
0 ◦ f (l)0 ◦ · · · f (l)0 (x)︸ ︷︷ ︸
t times
=
√
1− (1− x2)2t ,
we get
Z
(l)
i′ ≥ Z(l)min(m) =
√
1− (1− Z2m+1)2n−m .
Since f (l)1 (x) ≤ f (l)0 (x) and m ≤ c, we obtain that
Z
(l)
min(m) ≥ Z(l)min(c).
On the other hand, let Zj be the Bhattacharyya parameter
of the synthetic channel of index j with ≥ c + k ones in the
binary expansion b(j) of j − 1. Since f1(x) and f (u)0 (x) are
increasing and f0(x) ≤ f (u)0 (x), we have
Zj ≤ Z(u)j = f (u)b(j)1 ◦ f
(u)
b
(j)
2
◦ · · · f (u)
b
(j)
n
(Z),
where we have defined for the sake of simplicity f (u)1 (x) =
f1(x). Setting m′ = wH(b(j)) and remarking that f
(u)
1 ◦
f
(u)
0 (x) ≥ f (u)0 ◦ f (u)1 (x), an upper bound on Z(u)j is obtained
applying first the function f (u)0 (x) n−m′ times and then the
function f (u)1 (x) m
′ times. Using (75) and (76), we get
Z
(u)
j ≤ Z(u)max(m′) = (1− (1− Z)2
n−m′
)2
m′
.
Since f (u)1 (x) ≤ f (u)0 (x) and m′ ≥ c+ k, we have that
Z(u)max(m
′) ≤ Z(u)max(c+ k).
At this point, we need to pick k such that the following
inequality holds,
Z
(l)
min(c) ≥ Z(u)max(c+ k).
After some calculations, one obtains that
k¯ =
⌈
log2
(
ln(1− Z)
ln(1− Z 4 ln(Pe/8)lnZ )
)⌉
fulfills the requirement.
As a result, every channel of index j with ≥ c+k¯ ones in the
binary expansion b(j) of j − 1 cannot be frozen. By Chernoff
bound [25], we get a contradiction for n > n¯(Z,C, Pe), where
n¯(Z,C, Pe) is given by (10).
F. Proof of Lemma 11
Proof: Assume at first that the output alphabet Y of the
channel is finite and consider the finite distributive lattice L =
YN with the partial ordering L≤ defined in (84). Let µ : L →
R+ be the log-supermodular function (85).
For any P ′1, P
′
2 ⊂ SSL, consider the functions f : L →{0, 1} and g : L → {0, 1}, given by
f(y) = 1−
∏
{u(1),··· ,u(L)}∈P ′1
(1− 1{y∈E′
u(1),··· ,u(L)
}),
g(y) = 1−
∏
{u˜(1),··· ,u˜(L)}∈P ′2
(1− 1{y∈E′
u˜(1),··· ,u˜(L)
}),
where E′
u(1),··· ,u(L) is defined in (47) and 1{y∈E′
u(1),··· ,u(L)
} =
1 if and only if y ∈ E′
u(1),··· ,u(L) . For analogous reasons to
those pointed out in Appendix D, f and g are monotonically
increasing.
Noticing that∑
y∈L
µ(y)f(y) = P(
⋃
{u(1),··· ,u(L)}∈P ′1
E′u(1),··· ,u(L)),∑
y∈L
µ(y)g(y) = P(
⋃
{u˜(1),··· ,u˜(L)}∈P ′2
E′u˜(1),··· ,u˜(L)),∑
y∈L
µ(y)f(y)g(y) = P(
⋃
{u(1),··· ,u(L)}∈P ′1
E′u(1),··· ,u(L)
∩
⋃
{u˜(1),··· ,u˜(L)}∈P ′2
E′u˜(1),··· ,u˜(L)),
the thesis follows from the FKG inequality [26]. To handle the
case of an infinite output alphabet, it is enough to apply the
generalization of the FKG inequality in [27].
G. Proof of Lemma 14
Proof: Suppose that the thesis does not hold, i.e.,
max
i∈Fc
P(Fi) = max
i∈Fc
Zi = α ≥ Pe
8
.
Consider a, b ∈ (0, 1) that satisfy
√
a ≤ 1−√1− b. (87)
Then, for any ε ∈ (0, 1) and for N sufficiently large, by
Corollary 6 of [19] the number of channels Nc(a, b,N, ε)
whose Bhattacharyya parameter is contained in the interval
[a, b] is lower bounded by N1+λ
(l)
BEC , where λ(l)BEC ≥ −0.279.
Since the choice b = α and a = (α/2)2 satisfies (87), we
obtain
Nc
((α
2
)2
, α,N, ε
)
≥ A = bN1+λ(l)BECc. (88)
Let Bi be the erasure indicator of the i-th synthetic channel
of Bhattacharyya parameter Zi. Then, Bi ∈ {0, 1} is a binary
random variable such that P(Bi = 1) = Zi. Denote by ρi,j
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the correlation coefficient between the erasure indicators of the
i-th and the j-th channel, which can be expressed as
ρi,j =
E(BiBj)− E(Bi)E(Bj)
var(Bi)var(Bj)
.
By Corollary 2 of [28], we have that∑
i,j∈{1,··· ,N}
ρi,j ≤ N3−log2(3). (89)
Let Amax be the set of indices of the unfrozen channels with
the highest Bhattacharyya parameters such that |Amax| = A.
Notice that the Bhattacharyya parameters of these channels are
contained in the interval [(α/2)2, α] by (88). Denote by RA the
associated A×A matrix of the correlation coefficients. We are
going to show that for any M ∈ N, there exists S∗M ⊂ Amax,
with |S∗M | = M , such that
max
i,j∈S∗M
i 6=j
ρi,j <
(
M
2
)
N3−log2(3)
A2
. (90)
Since 3 − log2(3) − 2(1 + λ(l)BEC) < 0, the previous relation
implies that, if we fix M and we choose N suitably large, then
the correlation coefficients of the channels with indices in S∗M
can be made arbitrarily small.
To prove (90), first observe that (89) clearly implies that∑
i,j∈Amax ρi,j ≤ N3−log2(3). Hence, the average of all the el-
ements of the matrix RA is upper bounded by N3−log2(3)/A2.
As RA is symmetric and its principal diagonal is made up
by ones, the average of the strictly upper triangular part of
RA, namely the average of the
(
A
2
)
elements of RA which
are above the principal diagonal, is also upper bounded by
N3−log2(3)/A2. In formulae,
1(
A
2
) ∑
i,j∈Amax
i<j
ρi,j ≤ N
3−log2(3)
A2
.
To any SM ⊂ Amax, with |SM | = M , we can associate the(
M
2
)
elements of the strictly upper triangular part of RA which
represent the correlation coefficients of the channels whose
indices are in SM . By symmetry, when we consider all the
subsets of cardinality M of Amax, we count each element of
the strictly upper triangular part of RA the same number of
times, i.e.
(
A−2
M−2
)
. As a result, noticing that there are
(
A
M
)
distinct subsets of cardinality M of Amax, we have
1(
A
M
) ∑
SM⊂Amax
1(
M
2
) ∑
i,j∈SM
i<j
ρi,j ≤ N
3−log2(3)
A2
.
Consequently, there exists S∗M ⊂ Amax, such that
1(
M
2
) ∑
i,j∈S∗M
i<j
ρi,j ≤ N
3−log2(3)
A2
,
which implies (90).
With the choice M = d128/P 2e e, it is easy to see that there
exists S∗ ⊂ S∗M that satisfies
1
2
+ α ≥
∑
i∈S∗
Zi ≥ 1
2
. (91)
Indeed,
∑
i∈S∗M Zi ≥M(α/2)
2 ≥ 1/2 and maxi∈S∗M Zi ≤ α.
An application of Bonferroni’s inequality (see [29, Section
4.7]) yields
P SCe (N,R, ε, k = 0) ≥ P(
⋃
i∈S∗
Fi)
≥
∑
i∈S∗
P(Fi)− 1
2
∑
i,j∈S∗M
i 6=j
P(Fi ∩ Fj).
(92)
The term P(Fi ∩ Fj) can be upper bounded as
P(Fi ∩ Fj) = ZiZj + ρi,j
√
ZiZj(1− Zi)(1− Zj)
≤ ZiZj +
(
M
2
)
N3−log2(3)
A2
≤ ZiZj + 1
8
(
M
2
) ,
(93)
where the first inequality comes from (90) and the fact that
Zi ∈ [0, 1] and the second inequality is easily obtained picking
N large enough.
Using (92) and (93), we have
P SCe (N,R, ε, k = 0) ≥
∑
i∈S∗
Zi − 1
2
(∑
i∈S∗
Zi
)2
− 1
8
. (94)
Note that
α ≤ P SCe (N,R, ε, k) <
1
4
,
where the last inequality comes from the hypothesis of the
Lemma. Hence, by using (91), we deduce that∑
i∈S∗
Zi <
3
4
< 1.
Since the function h(x) = x−x2/2 is increasing in [0, 1] and
1/2 ≤∑i∈S∗ Zi < 1, we can conclude that∑
i∈S∗
Zi − 1
2
(∑
i∈S∗
Zi
)2
− 1
8
≥ 1
4
, (95)
which is a contradiction and gives us the thesis.
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