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Zusammenfassung
Wir entwickeln eine Methode zur lokalen Lagrange-Interpolation mit C1-Splines
vom Grad 2:: 5 auf beliebigen Triangulierungen ~. Nach Auswahl geeigneter
Kanten der Triangulierung unterteilen wir ~ algorithmisch in Dreiecke verschie-
denen Typs. Darauf basierend konstruieren wir Lagrange-Interpolationspunkte
für die Splineräume S~(~), q 2:: 5. Wir beweisen, dass die zugehörigen dualen
Basisfunktionen lokalen Träger besitzen, und die Approximationsordnung der
Interpolationsmethode optimal ist.
AMS Subjeet Classifieation: 65D05, 65D07, 41A63, 41A15
Keywords: Bivariate Splines, Triangulierungen, Interpolation, Approximationsordnung,
schwache Interpolation.
1. Einleitung
In dieser Arbeit betrachten wir den Raum der bivariaten cr -Splines vom Grad q auf einer
Triangulierungen ~ eines polygonalen Grundgebiets n c IR?, gegeben durch
Dabei ist Pq = span{ xiyj : i, j 2:: 0, i + j ~ q} der Raum der bivariaten Polynome
vom totalen Grad q und Cr(n) die Menge aller r mal differenzierbaren Funktionen auf n.
Grundlegende Probleme in der Theorie der bivariaten Splineinterpolation sind die Bestim-
mung der Dimension von S;(~) und die Konstruktion von Interpolationsmengen für diese
Splineräume. Eine Menge L = {Zl, ... , zm}, wobei m die Dimension von S;(~) ist, heißt
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Lagrange-Interpolationsmenge für den Splineraum S~(ß), falls zu jeder Funktion f E C(O)
genau ein Spline s E S;(ß) mit
i=1, ...,m,
existiert. Werden neben Funktionswerten auch partielle Ableitungen einer genügend oft dif-
ferenzierbaren Funktion f interpoliert, und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von einer Hermite-Interpolationsmenge.
In der Literatur gibt es eine Reihe von Methoden zur Hermite-Interpolation mit Spli-
nes von hohem Polynomgrad q relativ zur Differenzierbarkeitsordnung r. Morgan und
Scott [23] bestimmten Dimension und Hermite-Interpolationsmengen für die Splineräume
S;(ß), q ~ 5, auf beliebige Triangulierungen ß. Davydov [12] konstruierte dazu alter-
native Hermite-Interpolationsmengen, bei denen die Basisfunktionen der interpolierenden
Splineräume lokal linear unabhängig sind. Die Ergebnisse von Morgan und Scott wurden
von Alfeld, Piper und Schumaker [3], basierend auf Resultaten von Alfeld und Schumaker
[2]' für cr -Splines vom Grad q ~ 4r+ 1 verallgemeinert. Hong [19] untersuchte Splineräume
vom Grad q ~ 3r +2 und berechnete deren Dimension für beliebige Triangulierungen. Die-
ses Resultat wurde von Ibrahim und Schumaker [20] für Supersplineräume verallgemeinert.
Davydov, Nürnberger und Zeilfelder [15] entwickelten einen Algorithmus zur Konstruktion
von lokalen Hermite-Interpolationsmengen mit optimaler Approximationsordnung für diese
Räume.
Über Lagrange-Interpolation existieren zahlreiche Arbeiten für Klassen von Triangulierun-
gen, sowie für beliebige Triangulierungen ß in denen geeignete Dreiecke unterteilt werden.
Davydov und Nürnberger [14] konstruierten induktiv Lagrange-Interpolationsmengen für
S;(ß), q ~ 4 auf der Klasse der beliebigen Triangulierungen ß, bei denen in Ausnahmefäl-
len die Triangulierung modifiziert wird. Für die Klasse der regelmäßigen Rechteckszerlegun-
gen ß1 und ß2, mit einer bzw. zwei Diagonalen in jedem Rechteck, konstruierten Nürnber-
ger und Riessinger [25] für beliebiger q und r Lagrange- und Hermite-Interpolationsmengen
für die Splineräume S~(ßi), i E {1,2}. Nürnberger [26] (s.a. Davydov, Nürnberger und
Zeilfelder [12]) bzw. Nürnberger und Walz [28] konstruierten Interpolationsmengen für C1_
Splines vom Grad ~ 4 auf diesen Triangulierungen, wobei sie unter Verwendung von Tech-
niken der schwachen Interpolation die Approximationsordnung dieser Methode bestimm-
ten. Kürzlich entwickelten Davydov, Nürnberger und Zeilfelder [13] Interpolationsmengen
für kubische C1-Splines auf Nested Polygon- Triangulierungen, d.h. Triangulierungen in-
einander geschachtelter geschlossener Polygonzüge. Eine Methode zur lokalen Lagrange-
Interpolation mit C1-Splines vom Grad ~ 3 auf beliebigen Triangulierungen, die optimale
Approximationsordnung besitzt wurde von Nürnberger und Zeilfelder [31] entwickelt. Dabei
werden etwa die Hälfte der Dreiecke der Triangulierung unterteilt. Wenig später konstruier-
te Kohlmüller [21] auf beliebigen Triangulierungen ß Lagrange-Interpolationsmengen fü~
die Splineräume S~ (ß), q ~ 3, mit fast optimaler Approximationsordnung, wobei LA. nur
etwa ein Viertel der Dreiecke von ß gesplittet werden.
Ziel der vorliegenden Arbeit ist es, eine Methode zur lokalen Lagrange-Interpolation mit
C1-Splines vom Grad ~ 5 auf beliebigen Triangulierungen ß zu entwickeln, wobei keine
Dreiecke von ß unterteilt werden, und bei der die Approximationsordnung optimal ist. Im
ersten Schritt der Methode unterteilen wir die Triangulierung ß in sieben verschiedene Ty-
pen von Dreiecken, und wählen in einer Verallgemeinerung der Methode von Alfeld, Piper
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und Schumaker [1] zur Konstruktion von Pfaden für jeden inneren nicht singulären Knoten
v eine geeignete in v nichtdegenerierte Kante. Darauf aufbauend konstruieren wir für q ~ 5
Lagrange-Interpolationspunkte für den Splineraum S~(ß). Hierbei verwenden wir die fest-
gelegten Pfade, und wählen Interpolationspunkte auf der Triangulierung für die jeweiligen
Dreieckstypen. Im Anschluß bestimmen wir die Größe der Träger der dualen Basissplines,
und weisen so die Lokalität der Lagrange-Interpolation, d.h. die lokale Berechenbarkeit
der interpolierenden Splines nach. Mit Hilfe der von Nürnberger [26] (s.a. Nürnberger und
Walz [28]' Davydov, Nürnberger und Zeilfelder [12,15],Nürnberger und Zeilfelder [31])ent-
wickelten Techniken der schwachen Interpolation zeigen wir dann, dass diese Methode der
Lagrange-Interpolation mit S:(ß), q ~ 5 optimale Approximationsordnung besitzt.
Die Arbeit ist wie folgt gegliedert. In Abschnitt 2 erläutern wir einige Grundlagen über
bivariate Polynome und Splines, Interpolation mit Splineräumen und schwache Interpolati-
on. Den Algorithmus zur Zuordnung von Dreieckstypen und zur Festlegung der geeigneten
Pfade beschreiben wir in Abschnitt 3. Darauf aufbauend konstruieren wir in Abschnitt 4
Lagrange-Interpolationsmengen für Cl-Splines vom Grad ~ 5 und weisen die Lokalität der
Interpolation nach. In letzten Abschnitt beweisen wir die Optimalität der Approximati-
onsordnung der Interpolationsmethode.
2. Grundlagen
In diesem Kapitel erläutern wir einige Grundlagen über Triangulierungen, bivariate Poly-
nome und Splines, Interpolation mit bivariaten Splines, Approximationsgüte und schwache
Interpolation, die auf Alfeld, Piper und Schumaker [1]' Nürnberger [26]' Nürnberger und
Zeilfelder [31]' Schumaker [32] u.a. zurückgehen.
Definition 2.1:
Sei 0, eine einfach zusammenhängende, nicht notwendigerweise konvexe, polygonale Teil-
menge des IR?, zerlegt in Dreiecke Tl, ...,TN, sodass der Durchschnitt zweier verschiedener
Dreiecke entweder leer, ein gemeinsamer Eckpunkt oder eine gemeinsame Kante ist. Dann
heißt ß = {Tl, ...,TN} eine TRIANGULIERUNGVONO. Ist ß' c ß eine Triangulierung
einer einfach zusammenhängenden Teilmenge 0' c 0, so heißt ß' SUBTRIANGULIERUNG
VONß.
Im Folgenden setzen wir
1IT(ß), VB(ß), V(ß)
E[(ß), EB(ß), E(ß)
N(ß)
a(ß)
diam(ß)
Menge der inneren, der äußeren bzw. aller Knoten,
Menge der inneren, der äußeren bzw. aller Kanten,
Menge der Dreiecke
Menge der singulären Knoten, und
maximaler Aussenkreisradius der Dreiecke
der Triangulierung ß. Dabei gelten folgende wohlbekannten Beziehungen:
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#EB(i~.) = #VB(!:1)
#E[(!:1) = 3. #V[(!:1) + #VB(!:1) - 3
#N(!:1) = 2. #V[(!:1) + #VB(!:1) - 2.
Eine Kante e := [VI, V2] E E(!:1) heißt DEGENERIERT IM ENDPUNKT VI, falls die beiden
benachbarten Kanten im Knoten VI gleiche Steigung besitzen. Ein Knoten V E V[(!:1) heißt
SINGULÄR, falls es genau vier Kanten mit Endpunkt V gibt, und diese auf zwei Geraden
liegen (vgl. Abbildung 1).
Abb. 1: In VI degenerierte Kante e, singulärer Knoten v.
Für einen Knoten V E V(!:1) definiert Grad(v) die Anzahl der Kanten in !:1 mit Endpunkt
v. Die Subtriangulierung !:1v := {TE!:1 I V E T} von !:1, die alle Dreiecke mit Eckpunkt
V enthält, bezeichnen wir als ZELLE VON V (vgl. Abbildung 2). Wir setzen st(v) = U{T I
TE!:1v} und definieren für n ~ 2 induktiv stn(v) = U{T E !:11 T n stn-I(v) -1= 0} c O.
V4
Abb. 2: Beispiel einer Zelle vom Grad 5.
Definition 2.2:
Seien r, q E lNo mit 0 ::; r < q und eine Triangulierung !:1 gegeben. Dann heißt
der SPLINERAUM der r mal differenzierbaren Funktionen vom Grad q. Dabei ist
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i = 1, ...,m,
der (q~2) dimensionale Raum der BIVARIATENPOLYNOME vom totalen Grad::; q.
Funktionen aus S;(ß) sind also stückweise Polynome vom Grad q, die r mal stetig diffe-
renzierbar über den Kanten von ß verknüpft sind.
Ein grundlegendes Problem der bivariaten Splinetheorie ist neben der Bestimmung der
Dimension von S; (ß) die Konstruktion von Interpolationsmengen für diese Splineräume.
Eine Menge L = {Zl, ... , zm}, wobei m die Dimension von S;(ß) ist, heißt Lagrange-
Interpolationsmenge für den Splineraum S;(ß), falls zu jeder Funktion f E 0(0) genau
ein Spline S E S;(ß) mit
existiert. Werden neben Funktionswerten auch partielle Ableitungen einer genügend oft
differenzierbaren Funktion f interpoliert,.und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von Hermiteinterpolation.
Für beliebige Triangulierungen ß ist nach Morgan und Scott [23] die Dimension der Spli-
neräume S~(ß), q ~ 5 bekannt. Für q ~ 5 gilt:
Definition 2.3:
Sei d = dim(S;(ß)) und L = {Zi, i = 1, ... , d} eine Lagrange-Interpolationsmenge des
Splineraums S;(ß). Dann heißt der Spline Si E S;(ß) mit der Eigenschaft
-I
. Si (Zj) = Oij = { ~:
falls i = j,
falls i =I- j
FUNDAMENTALSPLINEbzgl. L ..Die Menge {Si, i = 1, ... , d} bildet offensichtlich eine Basis
von S;(ß),genannt die DUALE BASIS bzgl. L.
Für einen Einheitsvektor d E lR? und eine genügend oft differenzierbare Funktion f be-
zeichnen wir mit fd(Z) die partielle Ableitung von f im Punkt Z in Richtung d. Sind d1
und d2 linear unabhängige Einheitsvektoren, so heißt
der GEORDNETE VEKTOR DER PARTIELLENABLEITUNGEN vom Grad w.
Im Folgenden untersuchen wir die partiellen Ableitungen zweier bivariater Polynome auf
benachbarten Dreiecken, die stetig differenzierbar über der gemeinsamen Kante verknüpft
sind. Seien ~ = ß(V;Vi,Vi+d, i = 1,2 zwei Dreiecke mit gemeinsamer Kante [V,V2], di für
i = 1, ... , 3 ein Einheitsvektor entlang der Kante ei = [v, Vi] und ai für i = 1, 2 der von
ei und ei+l eingeschlossene Winkel. Ferner seien p[Til E Pq, q ~ 5 auf~, i = 1,2 stetig
differenzierbar über e2 verknü pft.
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Lemma 2.4:
Für alle n E lN läßt sich pf~~ (v) aus PÄ~~(v) und p~L (v) eindeutig berechnen.
Beweis:
Ist e2 in v nichtdegeneriert, so gilt
sin( al + a2)p~l] = sin( al)p~~d + sin( a2)p[I],
und damit + sin 02
sin 01
Andernfalls gilt sin(al + a2) = 0 und folglich
P[T2] (v) = _p[Tl]n (v).d3~ dld2
#
Für die Interpolation einer gegebenen Funktion 1E Cq+1 (0) ist es wichtig, dass der Inter-
polant s E S~(ß) die Funktion 1nicht nur in den Interpolationspunkten, sondern auf dem
ganzen Gebiet 0 gut darstellt, d.h. die maximale Abweichung
111- s 11 := max 1(1 - s)(z)1xEn
möglichst schnell gegen 0 geht, wenn die Anzahl der Interpolationspunkte steigt. Dies wird
durch die sogenannte Approximationsordnung beschrieben.
Definition 2.5:
Sei h = diam(ß) und a der kleinste Winkel der Triangulierung ß. Dann heißt die größte
Zahl k E lN, für die es eine nur von q, 1 und a aber nicht von h abhängige Konstante
K >0 gibt, sodass
dist(/,S~(ß)):= inf 11I - s 11 ~ K. hk,
s E S~(ß)
die ApPROXIMATIONSORDNUNGvon S~(ß).
Es ist wohlbekannt, dass k = q + 1 die optimale Approximationsordnung darstellt. Un-
tersuchungen von de Boor und Jia [8] zeigten jedoch, dass LA. nicht jeder interpolierende
Splineraum diese besitzt. Wesentliche Faktoren sind dabei der Polynomgrad der Splines
in Abhängigkeit der Differenzierbarkeitsordnung, sowie die Geometrie der Triangulierung
(s.a. de Boor und Höllig [6], Davydov, Nürnberger und Zeilfelder [15]).
Mit Hilfe der Techniken der schwachen Interpolation bestimmte Nürnberger [26] (s.a. Nürn-
berger und Walz [28], Davydov, Nürnberger und Zeilfelder [12,15] und Nürnberger und Zeil-
felder [31]) die Approximationsordnung zahlreicher Methoden der Lagrange- und Hermite-
Interpolation mit Splineräumen. Wir verwenden im Folgenden einige der von Nürnberger
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und Zeilfelder [31] bewiesenen Aussagen.
Seien T ein Dreieck mit h = diam(T), ZI, , Zm, m = dim(Pq) (nicht notwendigerwei-
se verschiedene) Punkte auf T. Für l = 1, ,m definieren wir il,jl E INo mit kl = il + jl
sowie Einheitsvektoren dI,l, d2,l entlang der Kanten von T, wobei dI,l und d2,l für il, jl > 0
linear unabhängig seien. Ferner sei p E Pq für eine genügend oft differenzierbare Funktion
f die eindeutige Lösung des Interpolationsproblems
l = 1, ...,m.
Lemma 2.6:
Sei f : T -+ IR eine q + 1-mal differenzierbare Funktion und () E {p + 1, ... , q + 1}, wobei
p = max{kl, l = 1, ...,m}. Erfüllt p E Pq die Bedingungen
l = 1, ...,m,
für eine (nur von q, f und dem kleinsten Winkel in ß abhängige) Konstante C > 0, so gibt
es eine Konstante K > 0 (nur abhängig von q, f und dem kleinsten Winkel in ß), sodass
für alle w E {O,... , () - 1} gilt
Nürnberger und Zeilfelder zeigten, dass sich diese Aussage über bivariate Interpolation auch
auf den univariaten Fall reduzieren läßt. Seien e eine Kante der Triangulierung der Länge
hund ZI, ... , Zq+I (nicht notwendigerweise verschiedene) Punkte auf e. Für l = 1, ..., q + 1
sei kl E INo und dein Einheitsvektor entlang e. Ferner sei p E TIq die eindeutige Lösung
des Interpolationsproblems '
l = 1, ... , q + 1.
Lemma 2.7:
Sei f : e -+ IR eine q + 1-mal differenzierbare Funktion und () E {p + 1, ... ,q + 1}, wobei
p = max{kl, l = 1, ... ,m}. Erfüllt ein univariates Polynom p E TIq die Bedingungen
l = 1, ... ,q+ 1,
für eine (nur von q, f und dem kleinsten Winkel in ß abhängige) Konstante C > 0, so gibt
es eine Konstante K > 0 (nur abhängig von q, f und dem kleinsten Winkel in ß), sodass
für alle w E {O, ... , () - 1} gilt
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3. Dreieckstypen und geeigneter Pfade
In diesem Abschnitt unterteilen wir die Dreiecke der Triangulierung ß algorithmisch in
sieben Dreieckstypen Typ i, i = 0, ... ,6. Nachdem in Schritt 1 Dreiecke vom Typ 0 gewählt
wurden, definieren wir in einer Verallgemeinerung der von Alfeld, Piper und Schumaker
[1] entwickelten Methode darauf basierend geeignete Pfade für die Knoten der Triangulie-
rung. In Abhängigkeit dieser Pfade ordnen wir dann in den restlichen Schritten 2 bis 7 den
verbleibenden Dreiecken von ß jeweils einen Typ zu.
Sei ß eine beliebige Triangulierung, und seien alle Knoten von ß unmarkiert. Dann gibt
es folgende Schritte i, i = 1, ... , 7:
Schritt 1: Wähle ein Dreieck T E ß, das 3 unmarkierte Eckpunkte besitzt.
Ordne T Typ 0 zu und markiere die Eckpunkte von T.
Schritt 2: Wähle ein Dreieck T E ß, das genau 2 unmarkierte Eckpunkte
besitzt, und dessen Kantel) keine Pfade sind. Ordne T Typ 1 zu und markiere
die Eckpunkte von T.
Schritt 3: Wähle ein Dreieck T E ß, das genau einen unmarkierte Eckpunkt
v besitzt, und dessen Kanten nicht der Pfad von v sind. Ordne T Typ 2 zu und
markiere v.
Schritt i, i > 4: Wähle ein Dreieck T E ß, das genau i- 4 Nachbardreiecke
besitzt,. denen bereits ein Typ zugeordnet wurde. Ordne T Typ i-I zu.
Abb. 3: Dreiecke vom Typ 0 und geeignete Pfade für ßl und ß2.
Bei der Festlegung der Pfade zwischen Schritt 1 und Schritt 2 gehen wir wiefolgt vor:
Sei Vin(ß) die Menge aller inneren nichtsingulären Knoten von ß. Dann wählen wir für
jedes v E Vin(ß) eine geeignete in v nichtdegenerierte Kante als Pfad für v. Dabei kann
eine Kante (u, v] E E(ß) für u und v als Pfad dienen, sofern sie in beiden Knoten nichtde-
generiert ist. Es gibt folgende Prioritäten:
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Priorität 1: Wähle eine nicht auf einem Dreieck des Typs 0 liegende Kante
e = [Vi, Vj] E E(bt.), falls für beiden Knoten Vi, Vj E Vin(bt.) noch kein Pfad
gewählt wurde und e in beiden Knoten nichtdegeneriert ist. Markiere e als
doppelten Pfad für Vi und Vj.
Priorität 2: Wähle eine nicht auf einem Dreieck des Typs 0 liegende Kante
e = [Vi, Vj] E E(bt.), Vj ~ Vin(bt.), falls für Vi E Vin(bt.) noch kein Pfad gewählt
wurde und e in Vi nichtdegeneriert ist. Markiere e als einfachen Pfad für Vi.
Priorität 3: Wähle eine nicht auf einem Dreieck des Typs 0 liegende Kante
e = [Vi, Vj] E E(bt.), Vj E Vin(bt.), falls für Vi E Vin noch kein Pfad gewählt
wurde, und e in Vi nichtdegeneriert ist. Markiere e als einfachen Pfad für Vi.
Wir legen so oft wie möglich Pfade nach Priorität 1 fest. Danach wählen wir Kanten so oft
wie möglich nach Priorität 2. Für alle verbleibenden unmarkierten Knoten in Vin wählen
wir zuletzt Pfade nach Priorität 3. Dabei beachten wir, dass folgende beiden Bedingungen
erfüllt sind:
a) Es entstehen keine Pfade, die eine Gesamtlänge ~ 3 besitzen (vgl. Abbildung 4).
b) Für zwei benachbarte Knoten Vl, V2 E V (bt.), die nicht Eckpunkt eines Dreiecks vom
Typ 0 sind, ist in mindestens einem Dreieck T = bt.(Vl, V2, Vj) E bt. keine Kante von
T ein Pfad (vgl. Abbildung 5).
Abb. 4: Konstellation mit Pfad der Länge 2.
Bemerkung 3.1:
• Abbildung 5 zeigt eine Konstellation, bei der es nicht möglich Pfade so zu wählen,
dass Bedingung b) erfüllt ist. In diesem Fall führen wir lokal eine neue Zuordnung von
Typ 0 durch. Da zwei neue unmarkierte Knoten entstehen ist es eventuell notwendig,
einem weiteren Dreieck von bt. Typ 0 zuzuordnen.
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(a) (b) vorher: nachher:
Abb. 5: (a) zu vermeidende Pfadkonstellationen; (b) lokale Modifikation .
• Bei der Zuordnung von Typ 1 darf nach Bedingung b) keine Kante des Dreiecks ein
Pfad sein. Wird dagegen Typ 2 zugeordnet, so muss nach Schritt 3.nur der Pfad des
entsprechenden unmarkierten Knotens (falls existent) außerhalb des Dreiecks Fegen.
Wegen Grad(v) 2::: 3 für alle v E Vin(ß) gibt es stets eine geeignete Wahl eines solchen
Dreiecks in ßv.
Sei ß eine beliebige Triangulierung. Dann formulieren wir nun den Algorithmus zur Zu-
ordnung der Dreieckstypen und zur Festlegung der Pfade.
Algorithmus 3.2:
Führe so oft wie möglich Schritt 1durch. Dann definiere unter Verwendung der Prioritäten
die Pfade der Triangulierung. Im Anschluss führe so oft wie möglich Schritt 2 durch. Für
die verbleibenden unmarkierten Knoten der Triangulierung führe Schritt 3 durch. Danach
führe stets den niedrigstmöglichen Schritt i, i = 4, ... , 7 durch, bis alle Dreiecke der Trian-
gulierung einen Typ besitzen.
4. Lokale Lagrangeinterpolation
Sei q 2::: 5 und ß eine beliebige Triangulierung. Unter Verwendung der festgelegten Pfade
und der Unterteilung der Triangulierung in verschiedene Dreieckstypen konstruieren wir
nun Lagrange-Interpolationsmengen für die Splineräume S~(ß). Sei T = ß(VI, V2, va) für
alle T E ß, dann wählen wir folgende Interpolationspunkte (vgl. Abbildung 7):
1.) Wähle (q~2) Punkte auf T zur eindeutige Interpolation mit Pq, falls T vom Typ O.
2.) Wähle V2, Va, 2 Punkte auf [V2, va], je einen Punkt auf [va, VI] und [V2, VI], q- 3 Punkte
jeweils auf [VI, V2~V3] und [V2, VI ~V3], q - 4 Punkte auf [va, VI ~V2] und für q 2::: 6 genau
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Abb. 6: Typzuordnung der Dreiecke von ~i und ~2.
(q;4) Punkte im Innern von T, auf keiner diese Strecken, zur eindeutigen Interpolation
mit Pq-6, falls T vom Typ 1, Vi Eckpunkt eines Dreiecks vom Typ O.
3.) Seien T vom Typ 2, Vi, V2 Eckpunkte von Dreiecken des Typs ~ 1. Für V3 bezeichnen
wir mit el, ... , ej, j 2:: 2 zuerst die unmarkierten Kanten, dann die Pfade der Trian-
gulierung, die V3 mit einem Eckpunkt eines Dreiecks des Typs ~ 1 verbinden, und
paarweise verschiedene Steigungen besitzen. Dann wähle V3 und je einen Punkt auf
ei und e2 (vgl. Abbildung 13). Ferner unterscheiden wir zwei Fälle:
Typ 2a: Das Nachbardreieck mit gemeinsamer Kante [Vi, V2] ist vom Typ ~ 2. Dann
wähle (q;2) Punkte im Innern von T zur eindeutigen Interpolation mit Pq-4,
Typ 2b: Das Nachbardreieck mit gemeinsamer Kante [Vi, V2] ist vom Typ 2:: 3. Dann
wähle q-3 Punkte auf [Vi, V2;V3]' q-4 Punkte jeweils auf [V2,V1 ;V3] und [V3, VI ;V2]
und für q 2:: 6 genau (q;4) Punkte im Innern von T, auf keiner dieser Strecken,
zur eindeutigen Interpolation mit Pq-6.
4.) Wähle q - 3 Punkte auf [Vi, V2;V3J,q - 4 Punkte auf [V2, Vl;V3], q - 5 Punkte auf
[V3, Vl;V2] und für q 2:: 6 genau (q;4) Punkte im Innern von T auf keiner dieser
Strecken, zur eindeutigen Interpolation mit Pq-6, falls T vom Typ 3 ist.
5.) Wähle q-4 Punkte auf [Vi, V2;V3] und (q;3) Punkte im Innern von T, nicht auf dieser
Strecke, zur eindeutigen Interpolation mit Pq-5, falls T vom Typ 4 und [V2, V3] die
Kante zum benachbarten Dreieck vom Typ ~ 3 ist.
6.) Wähle (q;3) Punkte im Innern von T zur eindeutigen Interpolation mit Pq-5, falls T
vom Typ 5 ist.
7.) Wähle für q ~ 6 genau (q;4) Punkte im Innern von T zur eindeutige Interpolation
mit Pq-6, falls T vom Typ 6 ist.
8.) Wähle q - 3 Punkte im Innern jeder Kante in E(~), die kein Pfad ist, und die nicht
auf einem Dreieck des Typs 0 liegt, q - 4 Punkte im Innern jeder Kante in E(~),
die ein einfacher Pfad ist, und q - 5 Punkte im Inneren jeder Kante in E(~), die ein
doppelter Pfad ist.
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Typ 1:
Abb. 7: Mögliche Punkte für Dreiecke von Typ 0 bis Typ 6 im Fall q = 6.
Abb. 8: Dreiecke T vom Typ 2a.
Wir beweisen zunächst ein Lemma für einzelne Zellen der Triangulierung. Sei dazu v E
V(~) mit Grad(v) = n ElN im Uhrzeigersinn verbunden mit Knoten Vi, i = 1, ... , n durch
Kanten ei = [v, Vi], di für i = 1, ... ,n einen Einheitsvektor entlang ei und ~v = {Ti =
~(v, Vi, Vi+l), i = 1, ... ,n}, Vn+l = Vi die Zelle von v. Für einen Randknoten entfalle das
Dreieck Tn. Falls V ein innerer nichtsingulärer Knoten ist, so sei er, r ~ 3 der Pfad von v.
Ferner sei S E S~(.6.), q ~ 5 gegeben durch SITi = p[Ti] E Pq, i = 1, ... ,n.
Lemma 4.1:
A [Tl] = 0 d = 0 . - 3 . -I- .f l t DW [Ti] ( ) = 0 . - 1 - 0 2us p - un sie_ - , J - , ... , n, J -r r JO 9 P V - , 't - , ... , n, W - , ... , .
. J
Beweis:
SITI = 0 und die Cl-Stetigkeit im Knoten V implizieren nach Lemma 2.4 DWs(v) = 0,
W = 0, 1 sowie p~d (v) = P~~2 (v) = p~~~ (v) = O.Wir unterscheiden folgende Fälle:
Fall 1: v E Vin;
Wegen sie_ = 0, j = 1, ... ,n, j # r gilt insbesondere Sd~ (v) = 0, j = 1, ... , n, j # r. Mit
J J
der Cl-Stetigkeit über den Kanten ej, j = 1, ... , n, j # r folgt daher nach Lemma 2.4,
dass Sdjdj+l (v) = 0 für j = 1, ... , n. Da er in v nichtdegeneriert ist, impliziert sdr-Idr (v) =
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Sdrdr+1 (V) = 0 und die Cl-Stetigkeit über der Kante er nach Lemma 2.4 auch Sd~ (v) = o.
I t "lt DW ['Ti] ( ) = 0 . - 1 - 0 2nsgesam gI P v - ,z- , ...,n, w- ,..., "
Fall 2: v ist singulär;
Wegen sie_ = 0, j = 1, "..,4 gilt insbesondere Sd~(V) = 0, j = 1, ...,4. Nach Lemma 2.4 folgt
J J
aus der Cl-Stetigkeit über den Kanten ej, j = 1, ...,4 daher Sdjdj+l (v) = 0, j = 1, ...,4.
D" " 1"" t DW [Ti] ( ) = 0 . - 1 4 - 0 2Ies Imp IZIer P v -. ,. Z - , ••• , , W - ," .. , .
Fall 3: v E VB(Ll);
Wegen sie. = 0, j = 1, ...,n gilt insbesondere Sd~(V) = 0, j = 1, ...,n. Die Cl-Stetigkeit
J J
über den Kanten ej, j = 1, ..., n liefert nach Lemma 2.4 Sdjdj+1 (v) = 0 für j = 1, ..., n - 1,
dd "tDW ['Ti]( )=0.-1 -0 2un amI P v _ , Z - , ••• , n, W - , ... , .
#
Sei q ~ 5 und Ll eine beliebige Triangulierung. Mit Lq bezeichnen wir die Menge aller
oben gewählter Interpolationspunkte auf O.
Theorem 4.2:
Lq ist eine Lagrangeinterpolationsmenge für Si (Ll) .
Beweis:
In der Menge L sind nach Konstruktion enthalten:
• 3 Punkte für jeden Knoten in V(Ll),
• q - 3 Punkte auf jeder Kante in E(Ll) (einige davon im Inneren eines Dreiecks vom
Typ 0),
• 1 zusätzlicher Punkt für jeden singulären Knoten und jeden Randknoten,
• (q;4) Punkte im Innern jeden Dreiecks in Ll, und
• q - 4 Punkte im Innern eines anliegenden Dreiecks, für jede Kante in E(Ll).
Daraus ergibt sich
#Lq - 3 #V(Ll) + (2q - 7) #E(Ll) + #VB(Ll) + a + (q;4) #N(Ll)
[(q;4) + 4q - 10] #E1(Ll) - [(q;4) + 6q - 12] #~(Ll) + [(q;4) + 6q - 9] + a
- (qt2) + (~)#E1(Ll) - [(q~2) - G)] #V1(Ll) + a
dim(S~(Ll)).
Somit reicht es zu zeigen, dass das homogene Interpolationsproblem nur trivial lösbar ist.
Sei also S E Si(Ll) gegeben durch p[T] = Sir E Pq für alle TELl, und es gelte s(z) = 0 für
alle z E Lq.
Sei e := [u, v] E E(Ll) eine Kante der Triangulierung, die nicht auf einem Dreieck des
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Typs 0 liegt. Ist e kein Pfad, so folgt aus DWs(u) _ DWs(v) = 0 für w = 0,1 und den
Interpolationsbedingungen im Innern von e, dass sie = O.Gleiches gilt, falls e ein einfacher
bzw. doppelter Pfad ist, und zusätzlich D2p[T](u) _ 0 bzw. D2p[T](u) = D2p[T] (v) = 0 gilt.
Für drei Knoten VI, V2, V3 E V(Li.), die durch den Pfad el,2 := [VI, V2] von VI und den Pfad
e2,3 := [V2, V3] von V2 undv3 verbunden sind, bestimmen wir DWp[T] (Vi), w = 0, ...,2 zuerst
für VI, dann für V2 und zuletzt für V3.
V
Abb. 9: Lagrangepunkte verschiedener Z~llen für q = 5.
Wir zeigen nun, dass slT - 0 für alle T E Li.. Dabei unterscheiden wir nach dem Typ des
Dreiecks T = Li.(VI, V2, V3)'
Fall 1: T ist vom Typ 0;
Die Anzahl der Interpolationsbedingungen aufT entspricht der Dimension von Pq. Da nach
Voraussetzung eindeutige Interpolation möglich ist, gilt SIT = O.
Fall 2: T ist vom Typ 1;
Nach Lemma 4.1 gilt DWp[TJ(VI) = 0 für w = 0, ...,2 und alle Dreiecke T mit Eckpunkt VI'
Da keine der drei Kanten ei, i = 1, ...,3 von T ein Pfad ist, implizieren die Interpolations-
bedingungen auf diesen Kanten slei = 0, i = 1, ...,3. Wegen den Interpolationsbedingungen
auf den Strecken [Vj, Vj+l;Vj+2], j = 1, ...,3, gibt es folglich ein Polynom q[TJ E Pq-6, sodass
sich p[T] schreiben läßt als
p[T](Z) = h .l2 .l3 .l4 .l5 .l6 . q[T] (z), Z E T,
wobei lj für j = 1, ...,3 eine Gerade durch [Vj, Vj+l] und lj für j = 4, ... ,6 eine Gerade
durch [Vj-3, Vj-2;Vj-l] ist. Die verbleibenden (q;4) Interpolationsbedingungen im Innern
von Timplizieren q[T] = 0 und damit p[T] = O.
Fall 3: T ist vom Typ 2a;
Die Interpolationsbedingungen auf den Kanten ei, i = 1, ...,3 von Timplizieren slei =
0, i = 1, ...,3. Wegen der Cl-Stetigkeit über der Kante [VI, V2] gibt es daher ein Polynom
q[T] E Pq-6, sodass sich p[T] schreiben läßt als
p[T](Z) = lr .l2 .l3 . q[T](z), z E T,
wobei lj für j = 1, ...,3 eine Gerade durch [Vj, vj+d ist. Die verbleibenden (q;2) Interpola-
tioiIsbedingungen im Innern von Timplizieren q[T] = 0 und damit p[T] = O.
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Fall 4: T ist vom Typ 2b;
Nach Lemma 4,1 folgt DWp[T](Vi) = 0 für i = 1,2, w = 0, .. ,,2, und alle Dreiecke T
mit Eckpunkt VI bzw V2' Daraus folgt mit den Interpolationsbedingungen auf den Kanten
ei, i = 1, .. ,,3 von T, dass slei = O,i = 1, .. ,,3, Mit den Interpolationsbedingungen im
Innern der Strecken [Vj, Vj+I~Vj+2], j = 1, .. ,,3, gibt es daher ein Polynom q[l1 E Pq-6,
sodass sich p[l1 schreiben läßt als
z ET,
wobei lj für j = 1, .. ,,3 eine Gerade durch [Vj, Vj+l] und lj für j = 4, .. ,,6 eine Gerade
durch [Vj-3, Vj-2~Vj-l] ist, Die verbleibenden (q;5) Interpolationsbedingungen im Innern
von Timplizieren q[T] = 0 und damit p[T] = 0,
Fall 5: T ist vom Typ 3;
Mit den Interpolationsbedingungen auf den verbleibenden Kanten e E E(fl.) folgt Sie = 0
für alle e E E(fl.), Somit implizieren die Interpolationsbedingungen auf den Strecken
[Vj, Vj+l~Vj+2], j = 1, .. ,,3, die Existenz eines Polynoms q[T] E Pq-5, sodass sichp[T] schrei-
ben läßt als
p[l1(z) = h .l2 .l3 .l4 .l5. q[T] (z), Z E T,
~obei li.' j = 1, : .. , 3.C.eraden durch [Vj, Vj+lJ und lj, j .....,4,5 Geraden durch [Vj-3? Vi-;fVj-l]
sInd, Fur q = 5 ImplIZIert DWp[T] (V3) = 0, w = 0, .. ,,2, dass q[11(v3) = 0 und damItp[ = 0,
Für q ~ 6 gibt es mit den Interpolationsbedingungen auf der Strecke [V3, VI !V2] ein Polynom
ij[T] E Pq-6, sodass sich p[l1 schreiben läßt als
z ET,
wobei l6 eine Gerade durch [V3, VI !V2] ist, Aus den verbleibenden (q;4) Interpolationsbe-
dingungen im Innern von T folgt qlT] = 0 und damit p[T] = 0,
Fall 6: T ist vom Typ 4;
Wegen Sie = 0 für alle e E E(fl.), der Cl-Stetigkeit über der Kante [VI,V2] und der Inter-
polationsbedingungen im Innern der Strecke [V3, VI!V2] gibt es ein Polynom q[l1 E Pq-5,
sodass sich p[l1 schreiben läßt als
z E T,
w?bei lj, j = 1, .." 3,Gerad~n durch [~j, Vj+l] sind, und !4 eine Gerade durch [v~, VI !V2] ist,
DIe (q;3) Interpolationsbedingungen 1m Innern von T lIefern q[l1 = 0 und damIt plTJ = 0,
Fall 7: T ist vom Typ 5;
Wegen Sie = 0 für alle e E E(fl.) und der Cl-Stetigkeit über den Kanten [VI,V2] und [V2, V3]
existiert ein Polynom q[T] E Pq-5, sodass sich p[l1 schreiben läßt als
z E T,
wobei lj für j = 1, .. ,,3 eine Gerade durch [Vj, Vj+l] ist, Die (q;3) Interpolationsbedingungen
im Innern von Timplizieren q[T] = 0 und somit p[T] = 0,
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Fall 8: T ist vom Typ 6;
Mit sie = 0 für alle e E E(ß) und der Cl-Stetigkeit über den drei Kanten von T ist für
q = 5 das Polynom p[T] = O.Für q ~ 6 gibt es ein Polynom q[T] E Pq-6, sodass sich p[T]
schreiben läßt als
p[T](z) = li .l~ .l~ . q[T](z), z E T,
wobei lj, j = 1, ...,3 Geraden durch die Kanten [Vj, Vj+l] sind. Die (q;4) Interpolationsbe-
dingungen im Innern von Timplizieren q[T] = 0 und damit p[T] = O.
Insgesamt gilt p[T] _ 0 für alle T E ß, also S = o.
#
Wir formulieren nun die zentrale Aussage über die Trägergröße der dualen Basissplines.
Sei q ~ 5, dq = dim(S~(ß)) und {Si, i = 1, ...,dq} die duale Basis von S~(ß) bzgl. einer
obigen Lagrange-Interpolationsmenge L.
Theorem 4.3:
Für jedes i E {I, ...,dq} existiert ein Knoten v E V(ß) mit
SUpp(Si) C star7(v).
Beweis:
Für Zi E Lq c n sei S = Si gegeben durch p[T] = SIT E Pq für alle T E ß. Ferner sei
ej,k := [Vj, Vk] E E(ß). Dann unterscheiden wir folgende Fälle:
Fall 1: Zi liegt im Innern eines Dreiecks T vom Typ ~ 3;
Dann gilt DWp[T] (v) = 0 für w = 0, ...,2 und alle Eckpunkte v von T, da alle Funktionswerte
sowie 1. und 2. Ableitungen in den Knoten von ß Null bestimmt sind. Zudem können zwei
benachbarte Dreiecke Tl und T2 nicht vom selben Typ ~ 3 sein, denn:
1.). Ist Tl vom Typ 3,80 kann T2 niedrigstenfalls vom Typ 4 sein.
2.) Sind beide Dreiecke vom Typ 4 oder vom Typ 5, und wurde o.B.d.A. zuerst dem Drei-
eck Tl ein Typ zugeordnet, so wäre bei umgekehrter Reihenfolge der Typzuordnung
T2 vom Typ 3 bzw 4 und T2 vom Typ 5 bzw. 6.
3.) Ist Tl vom Typ 6, so kann T2 höchstenfalls vom Typ 5 sein.
Ist T vom Typ 3, so folgt aus Zi E T, dass p[T] "¥= O.Mit der Cl-Stetigkeit über den Kanten
von T gilt p[Tl,j] "¥= 0 für alle benachbarten Dreiecke TI,j von T. Ist TI,j ein Dreieck vom
Typ 4, so gilt wiederum p[T2,k] "¥= 0 für alle benachbarten Dreiecke T2,k von TI,j von höherem
Typ. Ist T2,k ein Dreieck vom Typ 5, so gilt p[T3] "¥= 0 für das benachbartes Dreiecke T3,k
von T2,k vom Typ 6. Für alle anderen Dreiecke T E ß gilt p[T] = 0 (vgl. Abbildung 10).
Dies impliziert für einen Eckpunkt v von T
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Abb. 10: Dreiecksketten in Theorem 4.3, Fall 1.
Fall 2: Zi liegt auf einen Dreieck T vom Typ 0;
Dann gilt p[TJ "I- 0 und daher DWs(vd "I- 0, w = 0,1 für einen Eckpunkt VI von T.
Fall 2.1: Ein anhängendes Dreieck Tl ist vom Typ 1;
Dann kann für einen Eckpunkt V2 von Tl der Spline siel 2 "I- 0 sein. Nach Konstruktion kann
kein weiteres Dreieck vom Typ 1 an Tl anhängen, jedoch ein Dreieck T2 vom Typ 2. In
diesem Fall kann für einen Eckpunkt Va von T2 der Spline Sle2 3 "I- 0 sein. Nach Konstruktion
existiert kein weiteres Dreieck mit Eckpunkt Va vom Typ 1 oder vom Typ 2. Für einen Pfad
ea,4 von Va ist sle3,4 "I- 0 möglich. Gibt es einen weiteren Pfad e4,5 von V4 zu einem Knoten
V5, so gilt eventuell D2p[TJs( V4) "I- 0 für ein Dreieck T mit Eckpunkt V4. Da die maximale
Länge der Pfade 2 beträgt, ist keine weitere Kante mit Endpunkt V5 ein Pfad. Aus slT "I- 0
für T = ~(V4, V5, w) E ~ kann wie in Fall 1 der Spline s noch auf einer Kette von maximal
drei Dreiecken verschieden von Null sein (vgl. Abbildung 10).
Da dies für alle drei Eckpunkte von T möglich ist, gilt für einen Eckpunkt V von T
SUpp(Si) C se (v).
V
Abb. 11: Punkte in Fall 2.1: _ Zi, 0 Null gegeben, 0 evtl. ungleich Null berechnet.
Fall 2.2: Ein anhängendes Dreieck Tl ist vom Typ 2;
Nach Konstruktion existiert kein benachbartes Dreieck von Tl mit Typ 2. Für einen Eck-
punkt V2 von Tl ist slel,2 "I- 0 möglich. Wegen DW s( V2) "I- 0 für w = 0, 1 kann für einen
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benachbarten Eckpunkt V3 eines Dreiecks vom Typ 0 daher Sle2,3 =1= 0 gelten. Ist e3,4 der
Pfad von V3, so impliziert dies D2p[T](V4) =1= 0 für ein Dreieck T mit Eckpunkt V4. Der Rest
des Beweises verläuft analog Fall 2.1. Für einen Eckpunkt v von T impliziert dies (vgl.
Abbildung 12)
v
Abb. 12: Punkte in Fall 2.2: _ Zi, 0 Null gegeben, 0 evtl. ungleich Null berechnet.
Fall 3: Zi liegt auf einen Dreieck T vom Typ 1 oder Typ 2;
Dann gilt für j = 1,2 mit analogem Argument wie in Fall 2.1
SUpp(Si) C se-i(v)
für einen Eckpunkt v von T, falls T vom Typ j ist.
#
Abb. 13: Nach 3.) gewählte Punkte für V4.
Bemerkung 4.4:
• Abbildung 13 zeigt ein Beispiel, in dem ein Interpolationspunkt für den Eckpunkt
eines Dreiecks T = ß(w, V3, V4) vom Typ 2 außerhalb von T gewählt ist. Es wird kein
Punkt * im Innern von [V3, V4] gesetzt, da diese Kante ein Pfad ist. Der Interpolati-
onspunkt im Innern von [V4, V5] impliziert S\[V4,V5l =1= o.
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• Bei der Berechnung des interpolierenden Splines S spielen die dualen Basisfunkti0-
nen keine Rolle, da S durch schrittweise Lösung kleiner Gleichungssysteme bestimmt
wird. Aus SUpp(Si) C st7(v) folgt nicht, dass Si auf allen Dreiecken von st7(v) ver-
schieden von Null ist. Vielmehr ist es so, dass Si nur auf kleinen Bereichen von st7 (v)
Funktionswerte ungleich Null annimmt .
• Mögliche zugeordnete Dreieckstypen und Pfade für eine exemplarische Triangulierung
sind in Abbildung 14 zu sehen.
Abb. 14: Exemplarische Triangulierung mit möglichen Dreieckstypen und Pfaden.
5. Approximationsordnung
In diesem Abschnitt bestimmen wir die Approximationsgüte dieser Interpolationsmetho-
de mit dem Splineraum S~(ß), q ~ 5. Dazu benutzen wir die von Nürnberger [26] (s.a.
Nürnberger und Walz [28]' Davydov, Nürnberger und Zeilfelder [12,15] und Nürnberger
und Zeilfelder [31]) entwickelte Technik der schwachen Interpolation. Sei h = diam(ß), a
der kleinste Winkel der Triangulierung, und ß der am nähsten an 1r liegende Winkel von
einerseits den Summen der beiden anliegenden Winkel aller Pfade, und andererseits der
zwischen e1 und e2 liegende Winkel, für jeden Knoten V3 eines Dreiecks vom Typ 2.
Wir zeigen zunächst für beliebiges q ~ 5 Abschätzungen des Interpolanten im C1_ bzw.
C2-Bereich der Knoten, sowie auf den Kanten der Triangulierung.
Sei q ~ 5, f E Cq+1(O), h = diam(ß) und S E S:(ß) mit slT = p[T] E Pq für al-
le Dreiecke T E ß das eindeutige Interpolationspolynom an f bzgl. einer obigen Menge
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L. Für v E V(.ß) mit Grad(v) = n sei v im Uhrzeigersinn verbunden mit den Knoten
Vi, i = 1, ... , n durch Kanten ei = (v, Vi]. Ferner sei di für i = 1, ... , nein Einheitsvektor
entlang der Kante ei und .ßv = {Ti = .ß(v, vi, Vi+1), i = 1, ... ,n}, Vn+1= VI die Zelle um v.
Für einen Randknoten entfalle das Dreieck Tn. di und dj seien linear unabhängig.
Lemma 5.1:
Existieren zwei (nur von q, I, a und ß abhängige) Konstanten Ci, Cj > 0, sodass
so gibt es eine (nur von q, I, a und ß abhängige) Konstante K > 0 mit
Beweis:
Sei o.B.d.A. di = d1. Für 1< k < j bezeichne a1 den von e1 und ek, bzw ak den von ek
und ej eingeschlossenen Winkel. (Der Fall 1< j < k wird analog bewiesen.)
Dann gilt sin(a1 + ak)ek = sin(ak)e1 + sin(adej für k = 2, ... , n, k # j und damit
1(1 - S)dk(V)1 < I si:~~~~lk) (I - s)dj (v)1 + I si:~~~~lk) (I - s)dl (v)1
< I sin(a; +ak) I Cj • hq + I sin(a; +ak) I Cl . hq ::; Ck• hq,
mit einer (nur von q, I, a und ß abhängigen) Konstanten Ck = I sin(a;+ak) I (Cl + Cj) > o.
Aus K :=max{Cl Il = 1, ... ,n} folgt die Behauptung.
#
Lemma 5.2:
Existieren (nur von q, I, a und ß abhängige) Konstanten Ci > 0, i = 1, ... , n, sodass
(für jeden Knoten v E \!in entfalle die Ungleichung für i = n), sowie eine (nur von q, I,
a und ß abhängige) Konstante 01,2 > 0, für die gilt:
I (I - p[Ttl)dld2 (v) I ::; C1,2. hq-1,
so gibt es eine (nur von q, I, a und ß abhängige) Konstante K > 0 mit
Beweis:
Sei ai für i = 1, ... , n der von ei und ei+1 eingeschlossene Winkel. Dann betrachten wir drei
Fälle. Die Konstante K ergibt sich letztlich als Maximum aller auftretenden Konstanten.
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Fall 1: v E VI(~) ist nicht singulär;
Falls e3 in v degeneriert ist, so folgt
mit einer (nur von q, I, a und ß abhängigen) Konstanten O2,3 = I sin(ad I (02+ 01,2) > O.
Mit analogem Argument existiert für l == 3, ... ,n-1 eine (nur von q, I, a und ß abhängige)
Konstante Ol,l+l > 0, sodass
Letztlich gilt sin(an-1 + an)en = sin(an)en-1 + sin(an-1)e1, und damit
I (I - p[Tnl)dn2 (v) I < I sin(an) (I - [TIl) ( ) I + I sin(an-d (I - [TIl) () Isin(an-l +an) p dn-Idn V sin(an-l +an) P dndl V
< I sin(an~l+an) I On-1,n . hq-1 + I sin(an~l+an) I On,l . hq-1 ::; On' hq-1
mit einer (nur von q, I, a und ß abhängigen) Konstanten On == I sin(an~l+an) I (On-1,n +
On,l) > O.
Fall 2: v E VI(~) ist singulär;
Da alle Kanten ei, i = 1, ... , 4 im Knoten v degeneriert sind, folgt
I (I - p[T2])d2d3 (v) I - 1- (I - p[T3])d3d4 (v) I 1(I - p[T4])d4dl (v) 1
- 1-(1 - p[Td)dld2(V)1 < 01,2' hq-1.
Fall 3: v E VB(~);
Wie in Fall 1 folgt für l = 2, ... ,n - 1 die Existenz einer (nur von I, a und ß abhängigen)
Konstanten Ol,l+l > 0, sodass
#
Wir betrachten nun den univariaten Fall für eine Kante der Triangulierung. Sei q 2:: 5, e =
[u, v] eine Kante der Länge hund 1E Oq+1(e). Für m E {2, ... , q + I} seien Zl = U, Z2 = v
und Z3, ... , Zm, falls m 2:: 3, auf e gewählte Interpolationspunkte, d1, d2 Einheitsvektoren
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von u nach v bzw. von v nach u, sowie h, l2 E {O, ... , 2} derart, dass m+ h + l2 = q + 1. Fer-
ner sei p E Pq das eindeutige Interpolationspolynom an ! bzgl. dieser Interpolationsmenge.
Lemma 5.3:
Existieren zwei (nur von q, !, a und ß abhängige) Konstanten Cl, C2 > 0, sodass
für ki = 0, ... , li, i = 1,2, so gibt es eine Konstante Ke > 0 (nur abhängig von q, !, a und
ß), sodass für alle w E {O, ... , q} und i = 1,2 gilt
Beweis:
Da p E Pq die gegebene Funktion! interpoliert, gilt
i = 1, ...,m.
Mit den gegebenen Ungleichungen in u und v sind daher die Vorraussetzungen von Lemma
2.7 mit a = 5 erfüllt. Es gibt also eine Konstante Ke > 0 (nur abhängig von q, !, a und
ß), sodass für w E {O, ... , 4} und i = 1,2 gilt
#
Wir formulieren nun die zentrale Aussage über die Approximationsgüte dieser Lagrange-
Interpolationsmethode. Sei q ~ 5, ! E Cq+1(O) und B E S:(~) die eindeutige Lösung des
Interpolationsproblems bzgl. einer Lagrange-Interpolationsmenge L.
Theorem 5.4:
Es existiert eine Konstante K > 0 (nur abhängig von q, !, a und ß), sodass für alle
w E {O, ... , q}
Beweis:
Wir zeigen, dass auf jedem Dreieck T E ~ für die Interpolationsfunktion p[T] = BIT die
Voraussetzungen von Lemma 2.6 mit a = q + 1 erfüllt sind. Da die Interpolation lokal ist,
müssen nur endlich viele Dreiecke in der Umge bung von T, und daher nur endlich viele
Fälle betrachtet werden. Letztlich erhalten wir die Konstante K unabhängig von h als
das Maximum aller in den verschiedenen Fällen auftretenden Konstanten. Wir betrachten
folgende Fälle:
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Fall 1: T ist vom Typ 0;
Sei LT die Menge der Interpolationspunkte von Lauf T. Dann gilt
Nach Lemma 2.6, mit a = q + 1, gibt es daher eine Konstante Ko > 0 (nur abhängig von
q, f, a und ß), sodass für w E {O, ... , q}
Fall 2: T ist vom Typ 1;
Sei T = ß(Vl, V2, V3), VI Eckpunkt eines Dreiecks vom Typ O. Nach Lemma 5.3 gibt es eine
Konstante Ke > 0 (nur abhängig von q, f, a und ß), sodass
für w E {O, ... , q} und alle Kanten e von T. Dabei ist dein Einheitsvektor entlang e. Im
Knoten VI folgt nach Lemma 5.2
für eine (nur von q, f, a und ß abhängige) Konstante C2. Zusammen mit den Interpola-
tionsbedingungen in L auf dem Dreieck T sind daher die Voraussetzungen von Lemma 2.6
mit a = q + 1 erfüllt. Es gibt somit eine Konstante K1 > 0 (nur abhängig von q, f, a und
ß), sodass für w E {O, ... , q}
Fall 3: T ist vom Typ 2a;
Sei T = ß(Vl' V2, V3), wobei VI und V2 die Eckpunkte von Dreiecken niedrigeren Typs sind
und t = ß(Vl' V2, vo) das benachbarte Dreieck vom Typ::; 1. Nach Lemma 5.3 gibt es eine
Konstante Ke > 0 (nur abhängig von q, f, a und ß), sodass
für w E {O, ... , q} und alle Kanten e von T. Sei jetzt di,j ein Einheitsvektor entlang der
Kante [Vi, Vj] und ai, i = 1,2 der von [VI, Vo] und [VI, V2] bzw. der von [VI, V2] und [VI, V3]
eingeschlossene Winkel.
Aus sin(al)d1,3 = sin(al + a2)d1,2 - sin(a2)d1,0 folgt dann für l = 0, ... , q - 1, da tein
Dreieck wie in Fall 1 oder Fall 2 ist, dass
I (f - p[Tl)d\"dl,3 (Vl) 1 < I.in(~i~(;i,)(a,) (J - p[Tl) d',;,' (Vl) 1 + 1~~!~:l(J - P[TlL\"dl,O (Vl) I
< 1_1_K . hq-ll + 1_1_K . hq-ll < G . hq-lsin(aI) el,2 sin(aI) 0,1 - 2
mit einer (nur von q, f, a und ß abhängigen) Konstanten C2 = sin(aI) (Ke1,2 + KO,I) > o.
Zusammen mit den Interpolationsbedingungen in Lauf T sind daher die Voraussetzungen
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von Lemma 2.6 mit a = q + 1 erfüllt. Es gibt also eine (nur von q, f, a und ß abhängige)
Konstante K2 > 0, sodass für alle w E {O,..., q} gilt
Fall 4: T ist vom Typ 2b;
Sei T = ..6.(Vl, V2, V3), wobei Vl und V2 die Eckpunkte von Dreiecken niedrigeren Typs sind.
Nach Lemma 5.3 gibt es eine Konstante Ke > 0 (nur abhängig von q, f, a und ß), sodass
für w E {O,..., q} und alle Kanten e von T gilt
Dabei ist dein Einheitsvektor entlang e. Für die Knoten Vi, i = 1,2 gibt es nach Lemma
5.2 Konstanten Ci > 0, i = 1,2 (nur abhängig von q, f, a und ß), sodass
Zusammen mit den Interpolationsbedingungen in L auf dem Dreieck T sind daher die
Voraussetzungen von Lemma 2.6 mit a = q + 1 erfüllt. Somit gibt es eine Konstante
K3 > 0 (nur abhängig von q, f,a und ß), sodass für w E {O,... ,q}
Fall 5: T ist vom Typ ~ 3;
Für jede Kante e von T gibt es nach Lemma 5.3 eine Konstante Ke > 0 (nur abhängig von
q, f, a und ß), sodass für w E {O,..., q} gilt
Sei e jetzt eine Kante von T zu einem benachbarten Dreieck niedrigeren Typs. Dann gibt
es wie in Fall 3 eine (nur von q, f, a und ß abhängige) Konstante Ce, sodass für alle
w E {O,... ,q} und alle l = 0, ..., q - 1
wobei d und J Einheitsvektoren entlang e bzw. linear unabhängig zu e sind. Mit den
Interpolationsbedingungen in Lauf T sind somit die Voraussetzungen von Lemma 2.6 mit
a = q + 1 erfüllt. Es gibt daher eine (nur von q, f, a und ß abhängige) Konstante K4 > 0,
sodass für w E {O,..., q}
#
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Korollar 5.5:
Für jede Funktion! E Cq+l(O) gibt es eine (nur von q, !, a und ß abhängige) Konstante
K> 0, sodass
Bemerkung 5.6:
Es ist bekannt, dass fast-degenerierte Kanten und fast-singuläre Knoten bei der Berechnung
des Interpolanten zu numerischen Instabilitäten führen können (vgl. Lai und Schumaker
[22]). Solche Konstellationen werden hier durch den Winkel ß beschrieben. In Anwendungs-
bereichen werden daher für ß E [7r - E,7r + E], für ein, geeignetes E > 0, die entsprechenden
Kanten als kolinear interpretiert, und dann Pfade bzw. Interpolationspunkte anders gelegt.
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