Driver fatigue is one of the causal factors for traffic accidents. Actions of facial units convey various information from our brains. This paper proposed a comprehensive approach to explore whether pattern of sequences of the driver's facial landmarks changes from the alert start to the fatigue state. A drivingsimulator-based experiment was designed and conducted. Videos of 21 participants' faces were recorded during the experiment, together with subjective and others' assessment of the level of alertness. Sequences of eye aspect ratio (EAR) and mouth aspect ratio (MAR) were calculated based on facial landmarks. Totally 21 feature candidates including Percent eye-closure over a fixed time window (PERCLOS), blink rate, statistics of blink duration, closing speed, reopening speed and number of yawns were extracted. A mental fatigue assessment model is proposed after feature selection. Four machine learning algorithms were used to build the assessment model of fatigue. The best performance was achieved by logistic regression, with cross-validation accuracies of 83.7% and 85.4%. This study may contribute to the development of driver fatigue monitoring system for automotive ergonomics.
I. INTRODUCTION
Almost 1.2 million people lose their lives in traffic accidents every year around the world [1] . Driver fatigue is identified to be among the contributing factors for traffic accident [2] . According to the National Highway Traffic Safety Administration [3] , drowsy driving is involved in 2.3 to 2.5% of all fatal crashes from 2011 through 2015 in USA, which causes more than 800 fatalities and more than 60 000 crashes each year. Fatigue is a common, complex physiological and psychological state of human. Fatigued drivers are more likely to produce impaired safety performance. They may lost the ability of controlling their vehicles eventually.
One of the most important approaches to reduce these crashes is to monitor the driver's mental state and alert him/her when necessary. Thus, accurate and robust driver fatigue detection method is required. It acts as one of functions for advanced driver assistant system (ADAS). The key issues of this method consist of data collected from driver, vehicle and environment, algorithms that can distinguish The associate editor coordinating the review of this manuscript and approving it for publication was Adam Czajka . fatigue state from non-fatigue state quickly and precisely. Numerous methods have been proposed to improve the classification. A brief literature review about the data and algorithms would be conducted in the next section.
A. DATA INPUT FOR FATIGUE DETECTION
The input information sources for driver fatigue detection can be categorized into three sub-groups. One is the biomedical signals. Electroencephalogram (EEG) [4] , [5] , electrocardiogram (ECG) [6] , heart rate and respiratory rate [7] , [8] are used in this method. Special spectral patterns (alpha and theta activities. etc.) of EEG have been proven to be associated with sleepiness [9] . Heart rate variability [10] are also found to be sensitive to driver's fatigue. Devices to detect biomedical data are commonly intrusive and expensive. Moreover, preprocessing of EEG signals may be time-consuming.
Another subgroup is the operational signals. This kind of method uses driver's operation-related data to detect the driver's mental fatigue. Steeling wheel movement [11] , actions in pedals [12] , vehicle's lateral position are proved to be efficient. The most common signal in this subgroup is the steering-wheel angle [13] . Devices to detect operation-related data is non-intrusive for driver. However, the driver's driving performances can be influenced by many factors such as age, gender, driving skill.etc. Movements of operation units are highly sensitive to the road environment. Thus, it is arduous to find a general criterion for this method.
The other subgroup is the image signals. For this subgroup, the sequences of driver's facial image are analyzed mostly. Actions of facial units convey various information from our brains [14] , [15] . Among all the possible facial indicators, eye plays an important role. More than 80% of sensory information from our brains come from the eyes [16] . For eye-related parameters, Percent eye-closure over a fixed time window (PERCLOS) is used as a standard measure for fatigue detection [17] . Some previous works [15] , [18] , [19] have demonstrated that several parameters of the spontaneous eye blink can be used as indicators in fatigue diagnostics, such as blink duration, blink rate, the proportion of long closure duration blinks. Furthermore, it is almost well-known that yawning occurs in corresponding with fatigue [14] , which may act as an indicator of fatigue. Devices to detect image signals have their own advantages: non-intrusive and low cost. Although the image signals may be influenced by the factors such as illumination, pose and occlusion, they have a limitless application prospect in driver fatigue monitoring.
B. ALGORITHMS FOR FATIGUE DETECTION
Many machine learning algorithms are used for fatigue detection. Support Vector Machines [20] , Decision Tree [4] , Logistic Regression [21] , Dynamic Bayesian Networks [22] are proposed. Zandi et al. [23] used a random forest (RF) and a non-linear support vector machine (SVM) to detect driver fatigue from eye tracking data. Ji et al. [24] developed a neural network to identify the mouth and eye's state, the detection result was built on the basis of combining the eye's and mouth's characteristics. Mcdonald et al. [25] developed a Dynamic Bayesian Network that merges the information from steering angle, pedal, vehicle speed and acceleration to detect the driver's fatigue state. Li et al. [26] proposed a multi-feature fusion function and a semi-supervised learning method that fused the steering features of vehicle and facial features of driver. The algorithm achieved accuracy of nearly 87%.
In the previous studies, data for training the classifier were mainly collected from real world or driving simulator. Driving simulator can produce customized scenarios and condition-controlled environment. However, reliability and validity are the key issues for the experiment conducted by driving simulators. Experiment in the real world can provide participants a 100% real environment. But it may have the risks of danger, especially for experiments on driver's fatigue. Some representative studies are shown in Table 1 . A detailed review can be seen in [27] .
With the development of computer science, automatically detecting facial landmarks from human face images becomes possible. Robust real-time facial landmark detectors that map a face image into landmark positions are available.
These machine-learning-based detectors are trained on 'in-the-wild datasets', which make them robust to various illumination conditions, facial expressions, and head rotations. The error of inter-ocular distance can reach to below five percent. Soukupova and Cech [36] have found the eye aspect ratio (EAR) extracted from facial landmarks to be an effective indicator to detect eye blink parameters. Thus, we may get some information about fatigue from time series of EAR (eye aspect ratio) and MAR (mouth aspect ratio).
In this study, we proposed a method on detecting driver fatigue based on facial landmarks. The research question of this study can be interpreted as follows:
RQ: Can drivers' mental fatigue be detected by EAR (eye aspect ratio) and MAR (mouth aspect ratio) sequences from facial landmarks? If so, how and with what effect can this be realized?
To answer this research question, a driving-simulator based experiment was designed and conducted to explore the possibility of detecting mental fatigue by EAR and MAR. 21 students participated in the experiment. Facial images and alertness assessment from two raters during the experiment were recorded. Sequential values of EAR and MAR were extracted from face images. Indicators were extracted and used. Four common machine learning algorithms (support vector machine (SVM), naïve Bayes (NB), logistic regression (LR) and decision tree (DT)) were trained. Their performances were compared using a 10-fold cross-validation accuracy and AUC values of ROC curves. After this introduction, Participants, devices, driving task and indicators will be described in Section II. Values of indicators between fatigue and non-fatigue state and the performance of fatigue assessment model based on the four algorithms will be shown in Section III. A discussion will be made in Section IV. Finally, a conclusive section will be performed.
II. METHOD A. PARTICIPANTS
In order to comprehensively, precisely record drivers' fatigue related behavior and face images, and in considering the impact of gender, age, physiological and psychological state, participants were selected according to the following criteria: 1) Having no eye diseases; 2) Having a valid driver's license; 3) Having a regular schedule recently; 4) Being free from orthopedic or neurological diseases;
Twenty-one students (11 male, 10 female; mean age=23.4) were selected and recruited.
B. DEVICES
In this study, a static driving simulator was used. The software UC Win/Road was used for environmental design. UC win-road. The driving scenario contains urban road and highway. The participant would drive through site A, B, C, D, E, F and the highway sequentially. Details of environment parameters are shown in Table 2 .
C. PROCEDURE 1) MANIPULATION OF THE LEVEL OF FATIGUE
Fatigue is known as a multi-dimensional phenomenon. Fatigue, sleepiness, and drowsiness often occur synchronously. It is difficult for researchers to define fatigue precisely. Causal factors are classified by [37] into two subgroups: sleep-related factors and task-related factors. Sleep-related factors contain various factors such as circadian rhythm, sleep deprivation, sleep disorders. Task-related fatigue can be generated by active or passive fatigue. Active fatigue often occurs when operators maintain a cognitive resource consuming task for a period. Passive fatigue is generated from highly repetitive, monotony stimulants [38] .
In our experiment, drivers' circadian rhythm was used as the causal factor to fatigue. We did the experiment at different time points of the day: 2-3AM and 8-9AM. 2-3AM and 2-3PM were verified to be the period in which most people have a low level of arousal [39] . The experiment procedure is shown in Fig 3. The only difference between the two sessions is the time of the experiment. For session1 experiment was conducted at 8:00 AM, while for session2 experiment was conducted at 2:00 AM. All the participants were asked to perform a driving task in both sessions.
Moreover, each session contained three same segments. White parts represent a driving scenario in urban roads. Blue parts represent a driving scenario in a highway with a speed limit of 80km/h. The surrounding buildings or sceneries were set to change slowly. The curvature of the highway was set to be in a range of large values. In order to provide monotonous simulants in the highway, no other cars were set in the same direction as the experimental car. Traffic flows with a moderate quantity were created in the other roads. Videos of participants' faces were captured during the experiment.
2) THE GROUND TRUTH OF FATIGUE
In almost all the literature, the magnitude of driver fatigue is validated by subjective ratings or physiological measures. Detailed reviews of driver fatigue assessment can be seen VOLUME 7, 2019 in [40] and [41] . It is hard to map real fatigue into real values because mental fatigue is a hidden state. In this study, we used the average value of scoring from participants and other raters as the ground truth of fatigue level. At the end of each segment (red arrow in Fig 2) , the participant was asked to complete a questionnaire. The self-report assessment questionnaire is shown in Table 3 . Meanwhile, Videos of participant's face and driving performance during the last minute of each segment were replayed to two raters. They assessed the level of fatigue based on the method proposed by [42] . Mean value of rates from participant and raters was used as the participants' fatigue level.
D. DATA PREPROCESSING
Videos of participant's face in the last minute of each segment were decomposed into sequences of frame pictures.
For every picture, facial landmarks were detected. We used an open source C++ library dlib [43] . It provides a 68-points facial landmark detector, which has been trained in a large face image dataset. In order to standardize the EAR (eye aspect ratio) and MAR (mouth aspect ratio), the perspective transformation technique was used for facial alignment. The formula of perspective transformation technique is shown in 
From equation (3), the transformation matrix H can be calculated from four pairs of points' coordinate values. After obtaining the matrix H, any point' coordinate value in the experimental picture can be easily transformed into the baseline picture while keeping values of four pairs of points fixed. The procedure is shown in Fig 4. Firstly, one baseline picture was captured when the participant was asked to adjust his/her facial plane parallel to the camera plane. Then, the matrix of perspective transformation would be calculated using four points' coordinate values from baseline and experimental pictures. In this study, we used coordinated point values of the left and right corners of eye and mouth to obtain the transformation matrix. Finally, the modified coordinated point values of eye and mouth landmarks were calculated using the perspective transformation matrix and their original values.
After obtaining the modified coordinate values of every facial landmarks, the eye aspect ratio (EAR) and the mouth aspect ratio (MAR) can be calculated based on equation 4 (Fig 5) .
After computing the EAR and MAR of every picture, sequences of these two signals were obtained. A Butterworth low-pass filter was designed to filtrate the high-frequency noise. In the next step, we start to extract feature candidates from these two sequences.
Many indicators are proven to be sensitive to driver fatigue. Under a fully consideration of the previous studies, 21 indicators were extracted and used as feature candidates in this study. They will be described in the next sections.
1) EXPLANATION OF PERCLOS
Dinges [44] have found that PERCLOS (percentage of eyelid closure over the pupil) was an effective indicator for fatigue detection. They calculate the proportion of time within 1 min blocks that the eyelid covers 80% of the pupil and find that the higher PERCLOS value is highly correlated with lane departures and subjective sleepiness in sleep-deprived drivers. According to the definition of PERCLOS, we measured it with the proportion of time within 1 min blocks that the EAR was below one definite value. In this study, we set the threshold theta1 to 0.16 empirically. It means that we regard the state when EAR<0. 16 as the state that the eyelid covers 80% of the pupil.
2) EXPLANATION OF EYE BLINK PARAMETERS
Schleicher et al. [15] have found that when people fall in a fatigued state, eye blink parameters such as blink frequency and duration will change significantly. Fatigue is associated with increased blink frequency [45] , [46] and blink duration. Blink Rate was selected as one feature candidate. Furthermore, fatigue may cause the deactivation of driver's physiological process. Thus the closing and reopening speed of eyelid can be considered. We selected six statistics of three eye blink parameters: Blink Duration (BD), Closing speed (CS), Reopening speed (rOS). Duration time of one blink was calculated as the time EAR stays below one definite value. In this study, we set the threshold theta1 to 0.16 empirically. For the convenience of computation, closing speed of eyelid in one blink was calculated as the difference value from the frame whose EAR was above the threshold to the next frame whose EAR was below the threshold. Similarly, reopening speed of eyelid was calculated from the frame whose EAR was below the threshold to the next frame whose EAR was above the threshold. Six statistics {min, mean, max, 25% quantile, 50% quantile, 75% quantile} of three eye blink parameters were selected. Thus, we chose 3 * 6=18 indicators as feature candidates. 
3) EXPLANATION OF YAWN PARAMETERS
It is all known that people may yawn at the fatigue state. Using the MAR sequence, we can easily get the number of yawns in 1 minute. We set the threshold theta2 to 0.6. It means that we regard the state when MAR>0.6 as the opened mouth state of a yawn. Once MAR's value grows from below 0.6 to above 0.6, indicator 'Number of yawns' is set to add one. Table 4 shows the formula for computing the feature candidates.
E. FEATURE SELECTION
We regarded mean values of self-assessment score and raters' scores as the labels of our classification algorithm. Before we trained the classifier, features should be ranked based on their contributions to the target values. This process is also called feature selection. In this study, we used the Max Relevance and Min-Redundancy algorithm (mRMR) [47] . For two variables, the value of their mutual information is defined as equation (6):
where p( * ) represents the probabilistic density function. For an empty feature set S, we add features to it following the procedure:
Computing the relevance values of the candidate feature:
where c is the target value, xi is the feature selected at this time. Only one feature is selected at one time.
Computing the redundancy values of candidate feature and features in S:
where x j is the feature in the feature set S Selecting the mRMR feature which has the highest value of (D-R):
Feature normalization was conducted before doing the feature selection. The rule of normalization is shown in equation (10).
where X norm represents the normalized features, X mean represents the mean value of X , X std represents the standard deviation of X .
F. MODEL SELECTION
We used four different machine learning algorithms: support vector machine (SVM), naïve Bayes (NB), logistic regression (LR) and decision tree (DT) to build the classifier which can accomplish the task of classification. Performances of these algorithms were evaluated with a ten-fold cross-validation (CV). CV accuracy and area under the ROC curve were used as the measurements of their performances. The CV accuracy is the ratio of the correctly predictions to the total predictions. ROC curve refers to a diagram showing the performances of a classifier at all classification thresholds. Area under the ROC curve (AUC) refers to the integral value of ROC curve. In summary, the higher the CV accuracy and AUC are, the better is the classifier.
III. RESULTS

A. FATIGUE RATES AND INDICATORS
Totally 21 * 6 * 2=252 one-minute segments were extracted. More than 450 thousand pictures were collected. Facial landmarks for each picture were detected. After checking manually, 53 pictures were found to have failures in detecting facial landmarks. Thus the detection rate for mouth and eye was higher than 99% in this study. Every one-minute segment was labeled with the mean value of the self-assessment score and two raters' scores. The correlation coefficient between the score of self-assessment and the mean value of two raters is higher than 0.8. Distribution of ratings is shown in Fig 7 . From Fig 7 we can conclude that the mean value of rates changes along with the length of time participant takes part in the simulator driving. For each segment, feature candidates were calculated. Mean values for each indicator in different times and road types are shown in Table 5 . A paired student t-test was conducted to verify the significance of these indicators' differences between different sessions. Results are listed as follows: 2) Participants tend to have a higher value of Blink Rate (p=0.018) and a lower value of Mean Blink Duration (p<0.001) in urban road.
3) From Fig 7 we can conclude that the rates changes along with the length of time participant takes part in the simulator driving. Rates in session2 are higher than in session1 mainly. In the urban road, rates are mainly lower than those in the adjacent highways. 4) Ratings are found to be higher in 2:00 AM than in 8:00 AM. In 2:00 AM, ratings are found to be higher (p<0.001) in highway than those in urban road.
B. ALGORITHM PERFORMANCE
For the participants performed differently on urban roads and highways, we did the feature selection separately. For the mRMR algorithm, labels should be discrete. We set the label groups to three kinds: 2-class, 3-class and 5-class. For 2-class, we set the labeling interval to [0,3), [3, 5] . It means that the mean value of rates in [0,3) will be labeled to 0 in 2-class classification. Mean value of rates in [3, 5] will be labeled to 1 in 2-class classification. For 3-class, we set the labeling interval to [0,2), [2, 4) , [4, 5] . For 5-class, we set the labeling interval to [0,1), [1, 2) , [2, 3) , [3, 4) , [4, 5] .
Results of feature ranking for urban road and highway based on mRMR algorithm were shown in Table 6 and 7. According to the results, PERCLOS ranks first in the most cases. Mean eye closing speed ranks first in the 5-class classification task for highway.
Based on the results of feature selection, seven feature sets were used as the inputs for each classification task. For feature set i, i = 1, 2, . . . 7, it has top i features listed in Table 6 and 7. A ten-fold cross-validation is conducted to compare the performances of the four algorithms. For support vector machine (SVM) classifier, two kinds of kernels were used and compared: rbf kernel and linear kernel. We have also optimized the hypo-parameters cost(c) by searching from 10 −2 to 10 4 and gamma (G) by searching from 10 −3 to 10 2 . For logistic regression (LR) classifier, we selected 0.5 as the indicative threshold. For decision tree (DT) classifier, the ''gini impurity'' was used as the criterion.
Results of the 10-fold CV accuracy were shown in Table 8 and 9. The highest CV accuracy for each task with specific feature set was underlined. The bold font number represents the classifier with highest average CV accuracy. It can be observed that the accuracy increases as the number of features increases mainly. For samples in urban road, Naïve Bayes (NB) classifier has the highest average accuracies in the 2-class and 3-class task. SVM classifier has the highest average accuracy in the 5-class task. The highest CV accuracies for 2, 3 and 5-class tasks were 0.837, 0.837 and 0.571 respectively.
For samples in highway, logistic regression (LR) classifier has the highest average accuracy in the 2-class. SVM classifier has the highest average accuracy in the 3-class task. Decision tree (DT) classifier has the highest average accuracy in the 5-class task. The highest CV accuracies for 2, 3 and 5-class tasks were 0.854, 0.776 and 0.530 respectively. Table 10 . LR achieved the highest AUCs of 0.920 and 0.951. DT preformed the worst, with AUCs of 0.724 and 0.829. Driver's mental fatigue assessment model can be built based on our experiment's results.
IV. DISCUSSION
Our experiment included 6 times of driving tasks at two points of time. Face images in the last 1 minute of each driving task were captured. 21 feature candidates can be extracted from the sequence of EARs and MARs. We used the mean value of subjective and others' assessment of the level of fatigue to be the ground truth of the driver's fatigue level. An mRMR algorithm was used to do the feature selection. Data from urban road and highway were treated separately. Feature ranks for 2, 3, 5 class classification were presented. Four algorithms were used to assess the level of fatigue. Performances of each algorithm were compared by the CV accuracy and AUC value. The General block diagram of the proposed methodology was shown in Fig 9. There are mainly three findings of this study. Firstly, we demonstrates that the fatigue level assessed from participant and other raters can be predicted by eye and mouth features with a reasonable accuracy. These eye and mouth features can be calculated using facial landmarks. In our study, the highest CV accuracy for 2-class classification is more than 80%. Thus, there exists a great potential to apply inexpensive nonintrusive in-vehicle cameras in driver fatigue monitoring and warning.
Second, our results demonstrate that some features extracted from EARs and MARs such as PERCLOS, blink duration, blink rate can be used as reliable indicators for mental fatigue detection. These indicators are found to have significant differences from fatigue state to non-fatigue state in previous works [15] , [18] . In this study, we have figured out a similar result as the previous studies. Through the feature selection, rankings of feature candidates when performing different classification tasks can be obtained. Based on the rankings, performances of the classification tasks increase as the number of features increase. Among all the feature candidates, PERCLOS ranks the first in almost all the situations. Other feature candidates such as blink duration, blink rate, closing speed and reopening speed were demonstrated to have contributes to distinguishing fatigue state from non-fatigue state.
Third, we compared four classification algorithms in performing different fatigue detection tasks with different feature sets. They performed differently under 2, 3 and 5 class tasks with different feature sets. In general, logistic regression classifier performs the best in the 2-class task for highway, while SVM performs the best in the 2-class tasks for urban road. Naïve Bayes and SVM perform the best in the 3-class tasks for urban road and highway respectively. SVM and Decision tree perform the best in the 5-class tasks for urban road and highway respectively. The CV accuracy in our study is compatible with other recent studies. Furthermore, these algorithms have low computational cost, which can contribute to the industrial application of facial landmarkbased fatigue detection system.
Based on the robust real-time facial landmark detector trained from a large in-the-wild dataset, reliable eye and mouth parameters can be extracted. Fatigue detection method can be explored using the relationship between fatigue and these data. This paper is only a start for real-time mental fatigue assessment using computer vision technology. The accuracy rate of facial landmarks has a great influence on our result. Nowadays these machine-learning-based detectors are can have a low error rate and robust to various illumination conditions, facial expressions, and head rotations, which ensures the reliability and effectiveness of parameters extraction. Moreover, Occlusion can be the main reason for the failure of the facial landmark detector. To improve the performance of the detector, more than one camera or more advanced machine vision techniques (3D reconstruction of head position) can be used to calibrate the eye and mouth parameters in the future study.
In addition, this study evaluates the effects of taking facial images as the only information source. Actually, other kinds of information such as driver's operation signal, driver's biomedical signal are also proved to be effective in fatigue detection [48] . Fusion framework based on more than one kind of information should be researched in the future study. With the development of hardware and algorithm of computer science, calculation and collection of these indicators can be very quick. Therefore, there is great potential to apply nonintrusive, low-cost camera devices for mental fatigue monitoring. Actually the simulation driving can't provide participants the same environment and stimulus as the real world driving. Thus experiment in the real world is needed in the further study.
V. CONCLUSION
Fatigue driving has been found to be a causal factor of traffic accidents. In this study, we investigate the possibility of detecting the driver's mental fatigue using EAR and MAR sequences automatically detected from facial landmarks. 21 healthy participants are recruited from the university in China. 21 feature candidates are collected at intervals of 1 min throughout the experiment. Four machine learning algorithms are used and compared. Results show that these feature candidates can be used as reliable indicators for fatigue detection. Our image-based method may have many advantages. It can achieve a relatively high accuracy at a very low cost, which can contribute its generalization and commercialization. With the development of computing hardware and software, it can have a high processing speed, which will meet the real-time requirement in the future. Although measurements of EAR and MAR can be influenced by many factors. These indicators are still demonstrated to be reliable in our experiment. This finding may start the fatigue assessment research using data extracted from facial landmarks which can be collected automatically and processed very quickly. Further studies will focus on the standardization of blink parameters and fusion method based on multisource information. SHANYI HOU received the bachelor's degree in industrial engineering from the Beijing Institute of Technology, China, in 2018, where she is currently pursuing the master's degree. Her current research interests include the inference of driver's driving behaviour and the identification of drivers' driving intention.
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