We generalise Pollack's construction of plus/minus L-functions to certain cuspidal automorphic representations of GL2n using the p-adic Lfunctions constructed in forthcoming work of Barrera, Dimitrov and Williams.
Introduction
Let f = ∞ n=0 a n q n be a normalized cuspidal newform of weight k and level N with character ε, and let p be a prime such that p ∤ N . Let α be a root of the Hecke polynomial X 2 − a p X + p k−1 ε(p) which, after fixing an isomorphism Q p ∼ = C, satisfies r := v p (a p ) < k − 1, where v p is the p-adic valuation on C p normalized so that v p (p) = 1. From this data we can construct an order r locally analytic distribution L (α) p on Z × p whose values at special characters interpolate the critical values of the complex L-function of f and its twists. The arithmetic of L (α) p is well understood in the case that f is ordinary at p i.e. when r = 0, but is more mysterious in the non-ordinary case.
In [Pol03] Pollack provides a partial solution to this problem in the case that a p = 0 by constructing bounded distributions L + p , L − p each of which interpolate half the values of the complex L-function of f and its twists. Kobayashi [Kob03] and Lei [Lei11] have formulated Iwasawa main conjectures using these '± p-adic L-functions', shown them to be equivalent to Kato's main conjecture and proved one inclusion. The converse inclusion has been proved in many cases by Wan [Wan16] . Now let Π be a cuspidal automorphic representation of GL 2n (A Q ). Suppose that Π is cohomological with respect to some dominant integral weight µ, and that it is the transfer of a globally generic cuspidal automorphic representation of GSpin 2n+1 (A Q ). Let p be a prime at which Π is unramified, and let α 1 , . . . , α 2n be the Satake parameters at p. In work of Dimitrov, Januszewski and Raghuram [DJR18] (ordinary case) and forthcoming work D.Barrera, M.Dimitrov and C.Williams, under an additional 'Q-regularity' assumption at p, the authors construct a locally analytic distribution L (α) p on Z × p for particular choices α = n i=1 α ji of n Satake parameters satisfying a small slope condition whose values at certain special characters interpolate the critical values of the complex L-function of Π and its twists. In this paper we show that there are at most two choices of α which satisfy the small slope condition and thus at most two L (α) p for any given Π as above. We show further that in the case that when we have two p-adic L-functions and the following condition, which we dub the 'Pollack condition', holds:
we can generalise the work of Pollack to obtain two ± p-adic L-functions L ± p each interpolating half of the values of the complex L-function of Π and its twists which are, in favourable cases, bounded.
As an application we show that, in the case that L ± p are bounded, the twists of the complex L-function L(Π, s) by characters of p-power conductor are nonvanishing at the central point for all but finitely many twists.
We end the paper with a construction of a cuspidal automorphic representation Π of GL 4 for which the above constructions are applicable.
P -adic Fourier theory
We lay out the relevant theory of continuous functions on Z × p . The main reference for this section is [Col10] .
Let L be a complete extension of Q p , denote by C (Z p , L) the Banach space of continuous functions on Z p taking values in L and write LA(Z p , L) for the subspace of locally analytic functions.
We denote the set of such functions by C r (Z p , L).
The set C r (Z p , L) is a p-adic Banach space with valuation given by
Definition 2.2.
• Define the space of locally analytic distributions on Z p to be the continuous dual of LA(Z p , L), denoted D(Z p , L).
• For r ∈ R ≥0 define the subspace D r (Z p , L) of order r distributions to be the continuous dual of C r (Z p , L). The space D 0 (Z p , L) of bounded distributions is often referred to as the space of measures on Z p .
The space D(Z p , L) is given the structure of an L-algebra via convolution of distributions:
These distribution spaces will be our main object of our study. Though rather inscrutable by themselves, they become more amenable to study by identifying them with spaces of power series.
For
Let ℓ(n) = inf{m : n < p m }, and for r ∈ R ≥0 define
: v p (a n ) + rℓ(n) is bounded below as n → ∞}.
Let u h = (p n (1 − p)) −1 and let vB (0,u h ) be the valuation on power series which converge onB(0, u h ) given by vB (0,u h ) (f ) = inf n {a n : f (X) = ∞ n=0 a n X n }. 
and since by assumption vB (0,u h ) (f g) and vB (0,u h ) (f ) are finite then vB (0,u h ) (g) = −∞.
Theorem 2.6. The map
is an isomorphism of L-algebras under which the spaces D r (Z p , L) and R + r are identified.
We now consider the multiplicative topological group Z × p . We have the wellknown isomorphism
the second factor of which is topologically cyclic. Let γ be a topological generator of 1 + pZ p . Such a choice allows us to write any x ∈ 1 + pZ p in the form x = γ s for a unique s ∈ Z p , giving us an isomorphism of topological groups
Thus Z × p is homeomorphic to p−1 copies of Z p , and we can use the above theory of Z p in this context, defining LA(Z × p , L), C r (Z × p , L), D r (Z × p , L) in the obvious way.
Definition 2.7. Define weight space to be the rigid analytic space W over Q p which represents the functor L → Hom cont (Z × p , L × ). Integrating characters gives a canonical identification
0, 0) and the disjoint union runs over characters of Z × p which factor through (Z/pZ) × , for details see [Pol03] . We can thus identify D(Z × p , L) with functions on ⊔ ψ B ψ which are described by elements of R + on each B ψ . Given a distribution µ ∈ D(Z × p L) we write the corresponding locally analytic function on W(C p ) as M (µ).
3 P -adic L-functions and Pollack's ± construction 
and suppose that Π is the transfer of a globally generic cuspidal automorphic representation of GSpin 2n+1 (A Q ). Such a weight µ is dominant ; that is,
and pure: there is an integer w such that
Given a prime p at which Π is unramified, define the 'Hodge-Tate weights' of Π at p to be the integers
Remark 3.2. It is shown in [GR14] that the half integers j + 1/2 are precisely the critical points of the L-function L(s, Π) in the sense of Deligne [Del79] .
Let p be a prime at which Π is unramified. There is an unramified character
We define the Satake parameters at p to be the values α i = λ p,i (p), where λ p,i denotes the projection to the ith diagonal entry. Each α i has complex absolute value p 2n+1+w 2
. After choosing an isomorphismQ p ∼ = C, we reorder the α i so that they are ordered with respect to decreasing p-adic valuation and such that α i α 2n+1−i = λ for a fixed λ with p-adic valuation 2n + 1 + w.
We define the Hodge polygon of Π to be the piecewise linear curve joining the following points in R n :
and define the Newton polygon on Π at p to be the piecewise linear curve joining the points
The following result is due in this form to Hida [Hid98] .
Proposition 3.3. The Newton polygon lies on or above the Hodge polygon and the end points coincide.
Definition 3.4. Let I be as above.
• We say that the product α I is of Shalika type if I contains precisely one element of each pair {i, 2n + 1 − i} for i = 1, . . . , n.
• We say that α I is Q-regular if it is of Shalika type and if for any other choice of J ⊂ Z n satisfying the above properties a J = a I .
When Π is Q-regular at p, Barrera, Dimitrov and Williams, in forthcoming work, construct a locally analytic distribution L
Under the condition that α I satisfies the 'non-critical slope' condition:
is of order r I and by [Vis76] Lemma 2.10 is uniquely defined by the following interpolation property: Let θ : Z × p →Q p be a finiteorder character of conductor m, then we have
where c x j θ is a constant depending only on x j θ. We call such a L Proof. We relegate the proof of this fact to Section 5 because it is tedious and not particularly illuminating.
In light of Theorem 3.5 it is clear that the only two choices of p-stabilization data which can give a non-critical slope distribution are
Corollary 3.6. A non-critical slope p-stabilization is of Shalika type.
3.a Pollack ±-L-functions
We now impose the Pollack condition:
As in the previous section, set
where the first inequality comes from Newton-above-Hodge, and the lower bound given is tight, with the bound being achieved when α n+2 · · · α 2n is of minimal slope. We assume that r < #Crit(Π) so that we can construct precisely two non-critical slope p-adic L-functions L
Remark 3.7. Unlike in the case of GL 2 , for n ≥ 1 the non-critical slope condition for α, β is not implied by the Pollack condition. Indeed, one can construct a cuspidal automorphic representation Π of GL 4 (A Q ) satisfying the Pollack condition at a prime p for which v p (α i ) = v p (α j ) for 1 ≤ i, j ≤ 4. The value r is then the same for any choice of p-stabilization, so there are either six non-critical slope p-adic L-functions or there are none. But Theorem 3.5 says there can be at most two choices of non-critical slope p-stabilization.
Following Pollack, we define
We note that in the case of L
Equivalently, if ζ p n is any p n th root of unity, M (G + )(γ j ζ p n − 1) = 0 for n even M (G − )(γ j ζ p n − 1) = 0 for n odd on each of the connected components 1 of W(C p ) (which we recall we are indentifying with p − 1 copies of B(0, 0)). For any j ∈ Z, Pollack defines the following power series
, where Φ n is the p n th cyclotomic polynomial.
Lemma 3.8. The power series log + p,j (X) (resp. log − p,j (X)) converges on the open unit disc of C p , vanishes at precisely the points γ j ζ p n − 1 for every p n th root of unity ζ p n with n even (resp. odd), and is contained in R + 1/2 .
Proof. See [Pol03] Lemma 4.1 and Lemma 4.5.
We define
By abuse of notation we will write log ± Π (X) for function on W(C p ) given by log ± Π (X) on each connected component of W(C p ). It follows from the above discussion and [Laz62] (4.7) that log ± Π (X) divides M (G ± ), and we define ±-L-functions L ± p (X) to be the elements of O(W) satisfying M (G ± ) = log ± Π (X) · L ± p (X). We write L ± p for the distribution M −1 (L ± p (X)). It's clear from the definition and Lemma 2.5 that
In particular, in the minimal slope case r = #Crit(Π) 2 , we get two bounded distributions.
3.b Non-vanishing of twists
We use L ± p to show non-vanishing of the complex L-function of Π at the central value, extending work of Dimitrov, Januszewski, Raghuram [DJR18] to a nonordinary setting.
Proposition 3.9. In the case that Crit(Π) = {w/2} we have L ± p = 0.
Proof. We consider L + p , the case of L − p being essentially identical. For characters θ of even p-power conductor we have the interpolation property
where ∼ is used here to mean 'up to non-zero constant'. Jacquet-Shalika [JS76] (1.3) gives us that L(s, Π • θ) = 0 for Re(s) ≥ w/2 + 1 for finite order characters θ, and by applying the functional equation we get non-vanishing for Re(s) ≤ w/2. Since Crit(Π) contains an integer m not equal to w/2, the above discussion gives us L(Π, m + 1/2) = 0, and thus L + p = 0.
Remark 3.10. Proposition 3.9 actually proves the stronger result that the power series M (L ± p )| B ψ is non-zero for each choice of ψ.
We can turn this back on itself and use L ± p to say something about nonvanishing of L(Π ⊗ θ, (ω + 1)/2) in the case when L ± p ∈ D 0 (Z × p , C p ).
Theorem 3.11. In the case that L ± p are bounded distributions, w is even, and Crit(Π) = {w/2}, we have L(Π ⊗ θ, (w + 1)/2) = 0 for all but finitely many characters θ of p-power conductor.
Proof. For any character ψ of (Z/pZ) × we can write
] ⊗ OL L for some finite extension L/Q p . This power series is non-zero by Proposition 3.9 and Remark 3.10, and so Weierstrass preparation tells us that each L ± (ψ, T ), and thus L ± p , has only finitely many zeroes. Given any character θ of p-power conductor, we have
where ? ∈ {odd, even} depends on the conductor of θ in the usual way. Thus, for all but finitely many θ, we have L(Π ⊗ θ, (w + 1)/2) = 0.
4 An example of a cuspidal automorphic representation satisfying the Pollack condition
4.a Method
We show how to construct an example of a cuspidal automorphic representation satisfying the Pollack condition using known cases of Langlands functoriality. More precisely, we consider a tower of number fields E/F/Q where E is a CMfield, F is its totally real subfield, and such that there exists a rational prime p with the following splitting phenomena:
Remark 4.1. We remark that a quartic field E exhibiting such splitting is necessarily non-Galois.
We then construct Hecke character ψ over E satisfying the condition that it is not isomorphic to its conjugate under σ ∈ Gal(E/F ); which, by results of Arthur and Clozel [AC89] , induces an automorphic representation π = Ind F E (ψ) of GL 2 (A F ) which is cuspidal if and only if ψ ≇ ψ σ . The local L-factors are given by
from which we can read off that we have the Pollack condition at inert primes. A slightly deeper observation is that we have ordinarity at split primes: the twodimensional p-adic G F -representation V π associated to π is just the induced representation of the representation attached to ψ by Class Field Theory. The restriction of V π to G E decomposes as a sum of characters
and at split primes p =we have that the decomposition groups D p , D q in are equal, and so V π | Dp is reducible. This implies ordinarity at p, as non-ordinary two-dimensional representations are irreducible.
If π is not Galois invariant then we can further induce a cuspidal automorphic representation Π = Ind Q F of GL 4 (A Q ) with local L-factors
In particular, if we have a prime which splits as in ( * ), we have
where β + γ = 0. It remains to show that this representation is the transfer of a globally generic representation τ of GSpin 5 ∼ = GSp 4 . To do this we apply the following result of Asgari-Shahidi [AS11]: 2. There is a character ω satisfying ω n = ω π such that the twisted exterior square L-function L(s, ∧ 2 (Π) ⊗ ω −1 ) has a pole at s = 1.
The automorphic representation ∧ 2 (Π) is that associated to the representation GL 4 (C)
by Langlands functoriality and has been constructed by Kim [Kim03] . It has been shown by Kim [Kim04] that in the case that Π = Ind Q F (π) we have a decomposition ∧ 2 (Π) ∼ = (As(π) ⊗ ε F/Q ) ⊞ Ind Q F (ω π ), where As(π) is an automorphic representation of GL 4 (A Q ). By [PR11] Theorem B, As(π) is cuspidal. Under our assumption that ω π is Galois invariant there is a character ω of Q × \A × Q satisfying ω 2 = ω Π = ω π | Q . We then have a splitting
Thus for a finite set of primes S we have the equality of partial L-functions
it is common knowledge that the Riemann zeta function ζ has a pole at s = 1 and that Dirichlet L-functions of non-trivial characters have no pole or zero at s = 1. For L S (s, As(π) ⊗ ε F/Q ⊗ ω −1 ) we appeal to [JS76] (1.3) to see that this L-function has no zero at s = 1.
We initiate our construction by observing that if we take E = Q( −3 + √ 2), F = Q( √ 2) then p = 17 has the splitting pattern detailed in ( * ), so we take E and F to be these fields for the remainder of the section. In order to construct our character we first determine the infinity type which will determine the weight of the induced automorphic representation of GL 2 .
Remark 4.3. We have thus far made no comment about Q-regularity; however, since for our choice of E and p the ideals PP and ℘ have different classes in the class group of E we can choose the value of ψ at these ideals (and thus the Satake parameters of Π at p) to be pretty much whatever we want.
4.b Infinity types
Our infinity type will have the form
where we take the exponents to be integers as we want the image to be algebraic. The global units of our CM-field are totally real (they all come from the maximal totally real subfield) and so it is clear that the above character vanishes on all of the global units of E. The character ψ ∞ thus defines a well-defined character on the group P of principal fractional ideals of E. We define a character ψ ∞ on (E ⊗ Q R) × by
for integers k 1 > k 2 > 1 and ω such that k i ≡ ω mod 2. Proof. Let 0 = σ ∈ Gal(E/F ). If we consider ψ as a character of E × \A × E and consider the restriction to C × × C × then it is easy to see from our assumptions on both k i that ψ ≇ ψ σ .
The above proposition allows us to apply automorphic induction to ψ to obtain a cuspidal automorphic representation π of GL 2 (A F ) of weight (k 1 , k 2 ) whose associated cuspidal automorphic representations has central character
where ε E/F is the quadratic character of the extension E/F . The conjugate of π under Gal(F/Q) has weight (k 2 , k 1 ) and so we get non-Galois invariance of π.
Lemma 4.5. Suppose ψ has trivial conductor. Then the character ψ| F is not invariant under Gal(F/Q).
Proof. We first consider the restriction of ψ ∞ to the image of the natural inclusion
which is clearly Galois invariant. Since the class number of F/Q is 1, every fractional ideal is of the form (α) for some α ∈ F and so
Thus ψ| F is Galois invariant.
We make the assumption that ψ has trivial conductor for simplicity, which we allow ourselves to do because our infinity type vanishes on all global units. Clearly all that is required is that the restriction of the finite part of ψ to F is Galois invariant.
Unfortunately the conductor Disc(E/F ) character ε E/F is demonstrably not Galois invariant. Indeed, ε E/F detects the splitting behaviour of primes of F in E, so cannot be Galois invariant if there is a rational prime which splits in F into two prime ideals each of which have different splitting behaviour in E. But the existence of such a splitting is one of our assumptions, so we are going to have to modify ψ a little.
4.c A finite order modification
The obvious (and, up to a multiple of the norm character, the only) way to modify ψ so that its restriction to F is Galois invariant is to multiply by a finite order character δ of E × \A × E which restricts to ε E/F on F × \A × F . We justify the existence of such a δ.
The natural inclusion of A × F into A × E gives the following exact sequence
which we can dualize to get
from which the existence of δ follows immediately by extending trivially to
It is clear that ψ ′ is not Galois invariant by Lemma 4.4. We therefore obtain a cuspidal automorphic representation π with central character
which by Lemma 4.5 is Galois invariant.
Proof of Theorem 3.5
We prove that there are at most two non-critical slope p-adic L-functions for a cuspidal automorphic representation Π of GL 2n (A Q ) cohomogical with respect to a pure dominant integral weight µ = (µ 1 , . . . , µ 2n ) and such that Π is the transfer of a globally generic cuspidal automorphic representation Π of GSpin 2n+1 (A Q ).
We recall the general setup: we have Satake parameters
written with decreasing valuation. There is a constant λ ∈ C such that α i = λα −1 2n+1−i , which is a result of Π coming from GSpin 2n+1 . By twisting Π by a power of the norm character we may assume that µ 2n = 0. By purity there is an integer w such that
and our assumption on µ 2n implies that w = µ 1 . Set
The α i and the h i give the respective slopes of the Newton and Hodge polygons of Π at p in the sense of Hida [Hid98] .
We choose and isomorphism C ∼ =Qp. The end points of the polygons coinciding implies that v p (λ) = h i + h 2n+1−i , i = 1, . . . , n.
( †)
We say that a choice α i1 , . . . α in : i 1 > . . . > i n of n parameters is 'noncritical slope' if n j=1 v p (α ij ) − h 2n+1−j < h n − h n+1 .
Let I = (i 1 , . . . , i n ), and set α I = α i1 · . . . · α in , so that the above criterion becomes
For brevity let define the valuation of I to be v(α I ), and say I is non-critical slope if its valuation satisfies the above formula.
Definition 5.1. A bad pair is a 2-tuple of integers the form (i, 2n + 1 − i).
Lemma 5.2. Any I that includes a bad pair is not non-critical slope.
Proof. We can find an explicit I which contains a bad pair and has minimal valuation amongst all I which contain bad pairs, such as I = (n, n + 1, n + 3, . . . , 2n) (where we truncate appropriately, for example when n = 2 we have I = (2, 3) = (n, n + 1)). For this I we have where the first inequality is a consequence of the Newton polygon lying above the Hodge polygon and ( †).
The lemma implies that any I containing pair of integers (i, j) with i < j and j ≤ 2n+1−i cannot be non-critical slope, since any such I has greater valuation than (n, n + 1, n + 3, . . . , 2n). This severely restricts the possible non-critical slope I. Indeed, if any I includes n − 1, then the above restriction says that we cannot select for our other entries of I any j with j ≤ 2n + 1 − (n − 1) = n + 2. But this leaves us with only n − 2 possible choices to choose from, so we have no way of choosing n integers to end up with a non-critical slope I. This implies that we can't have i in a non-critical slope I for i ≤ n − 1, since these have greater valuation, and place an even greater restriction on choices. This leaves us with two choices of potential non-critical slope n-tuples: I n+1 = (n + 1, n + 2, . . . , 2n), and I n = (n, n + 2, . . . , 2n).
