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INTRODUCTION 
This is a next step of abstraction in Galois theory after the theories’ of 
M. Barr [ 1,2] and A. Joyal and M. Tierney [22]. I call it “pure” because 
there are no sets, toposes, and profinite spaces; in particular Galois 
groupoids are internal groupoids in an arbitrary category and so are very 
far from the groups of automorphisms in any sense. Observe that many 
ideas of A. R. Magid [16] are used-this can be seen even from the title 
of [25], where the results were first announced. 
We consider only two examples: Magid’s Galois theory of commutative 
rings (with special attention to the Galois theory of fields) and the “theory 
of central extensions” of groups. The first shows how we can obtain the 
classical Galois theory and the second shows a difference between our 
constructions and the constructions of M. Barr [ 1 ] and A. Joyal and 
M. Tierney [22]. Many other examples can be obtained from all Galois 
theories related with category theory which I know (see [l-3, 5-14, 
188241). 
The paper contains five sections: the first contains categorical 
preliminaries, in the second we construct he Galois theory in a particular 
case which makes it more clear, in the third we give the final version, and 
in the last consider our two examples. 
This presentation of Galois theory takes as a starting point Grothen- 
dieck’s formulation of the fundamental theorem of Galois theory. In this 
formulation, let K 3 k be a finite separable normal extension of a field k
with the Galois group G = Aut, K, and let S be the category of k-agebras 
of the form A = K, x . . . x K, with k c Kj c K,, for all i. Then the Grothen- 
dieck version asserts that there is an equivalence of categories 
Sop - (Finite G-sets). (0.1) 
’ Recall that they themselves are generalizaions of the well-known Galois theory [S] due 
to A. Grothendieck. 
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This version can readily be proved from the classical form of the fundamen- 
tal theorem and conversely. 
Hence consider the category C = AlgiP of finite dimensional k-algebras A
(commutative and associative, with unit). For each such algebra A, let Z(A) 
be the finite set of all the primitive idempotents of A; by the standard struc- 
tural theorem for such algebras Z(A) is just the number n of the factors in 
the decomposition A/Nil(A) = K, x ... x K,, into fields Ki. Let X be the 
category of finite sets; the functor I: C +X has a right adjoint ZZ, with 
Hn=kx ... x k, while the counit of the adjunction is an isomorphism 
E: ZH -+ 1, as in the display 
(Z, H, q, E): C -+ X. (0.2) 
Such a situation, and its generalizations, will be called a “Galois Structure” 
(Section 3). 
Now if K is a finite separable xtension of k, then the inclusion 0: k + K 
is a morphism of algebras. For the category AlgiP, the forgetful functor 
U”: AlggP + AlgiP sends the algebra K -+ B to the algebra k +” K + B (by 
composition); this functor has a right adjoint P” with P”A = A Ok K for 
any k-algebra A. Moreover, P” is monadic. 
The adjunction (0.2) can be lifted from k-algebras to K-algebras, with 
corresponding functors ZK, HK. Now an algebra k -+’ A is split by the 
extension K, in the usual sense, if and only if A Ok K is an n-fold product 
Kx . . . x K of factors K for some n, and this amounts to the asertion that 
the unit q of the adjunction is an isomorphism 
P”(A, a) + HKZKP”(A, a). 
In particular, the extension k -+n K is normal if and only if 
K@,K=Kx . . . x K, that is, if and only if K is split by K. This leads to 
the splitting condition (3.4) in the general definition of normality. 
With this background, we will show that the notion of Galois structure 
leads to a ready conceptual proof of the fundamental theorem. In order to 
make this formulation include such cases as group extensions, we will add 
to the definition f a Galois structure a canonical class of extensions k + K, 
not necessarily all such, but closed under pullback. 
I am glad to observe that S. MacLane reported the present Galois theory 
at the Summer Meeting on Category Theory and its applications (Louvain- 
la-Neuve, 1987); the title of his report was “Galois theory in categories 
(work of George Janelidze).” 
In particular, the following remark coming from his suggestions help 
explain Definitions 3.1, 3.3, and 3.4. 
A Galois structure (Definition 3.1) is simply an adjunction between two 
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“categories with extensions” such that the counit is an isomorphism and 
the unit is a family of morphisms corresponding to extensions (see 3.1(e)). 
“Splitness” (Definition 3.3) is a natural generalization of “splitness” in 
Grothendieck’s Galois theory [7, 181. The definition of “normality” (3.4) 
comes from the desire to construct the diagram in 3.5 and obtain 
Theorem 3.6 which gives the main Theorem 3.7, i.e., the description of the 
category Spl,((E, 0)) of “split extensions,” On the other hand, this delini- 
tion is a generalization f the definition of a Galois extension of fields; 
more precisely, the conditions 3.4(a), 3.4(b) are trivial in the case of fields 
and 3.4(c) is a natural generalization as noted above. 
Now consider the important diagram in 3.5. Let (I, H, q, E): C + X be an 
adjunction such that the counit c is an isomorphism. What can we say 
about C with the help of X? The simplest answer is C has a part (the full 
subcategory with objects all A E Ob C such that qA: A + HZ(A) is an 
isomorphism) which is equivalent o X; and the picture is 
c,x 
I II 
(*I 
C’ - x. 
On the other hand let Co be an object of C, E(C,) the category of its exten- 
sions (see the beginning of Section 3), and (C, a) an extension. If we have 
some information on E(C) and the pullback functor E(C,) -+ E(C) is 
monadic (perhaps this is the most important property of extensions 
considered in various parts of mathematics!), then we can obtain some 
information on E(C,) (**). And the diagram in 3.5 is (*), applied to the 
induced adjuction between the categories of extensions of C and of I(C), 
together wih (**). So we can write 
(* ) + (** ) = Galois theory. 
Compare condition (*) with the right-hand square of the diagram in 3.5. 
About Section 4, in speaking of the case of fields we consider the connec- 
tion with the Grothendieck Galois theory. It gives the classical form of 
Galois theory very easily because if we know that all subextensions of a 
Galois field extension K/k are objects in a category which is anti-equivalent 
to the category of finite Aut,(K)-sets, then we can obtain much information 
about them and, in particular, itis very easy to describe the Galois corre- 
spondence. So Section 4 shows (in detail) how we can obtain the classical 
Galois theory as a particular case. 
Final remarks: actually there are no references in the first three 
sections-we use only standard category theory as given in the MacLane 
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book [ 151 (but our “monadic” means MacLane’s “monadic” up to equiv- 
alence) and the notion of an internal category (Section 1). We consider a 
slightly more general situation than the situation of [25, 26]-the reason 
can be seen from 5.4(b). And in the case when X = Sets (see Section 3) we 
will be very near the Galois theory of I. Diers [6], but Section 5, where X 
is the category of abelian groups, again shows a difference. 
1. THE MONAD 
Let C be a category with finite limits and G be an internal category in 
C; i.e., G is 
Go3 G, c”“-G, xc,> G, 
where Go, G,, a,, PC, qG, and pG are object-of-objects, object-of- 
morphisms, domain, codomain (range), unity, and mutiplication, respec- 
tively, and the usual conditions are satisfied. 
For a functor F: G + C we will write F= (F,, nF, tF), where 
is the action. 
We need the following example. Let C and A be arbitrary objects in C. 
By G(C) denote the “antidiscrete groupoid” associated with C, i.e., the 
internal category 
<Ic31c) c------+cxc ~(cxc)xc(cxc) 
‘12 XI 
II 
c. 
where pGcc, is induced by first and last projections. The triple 
where 
tW,,,4,: (CxC)x,.(CxA)+CxA 
is induced by first and last projections, isa functor from G(C) to C. 
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Actually we need more general G,(C) and F!(C, A), where I is a functor 
from C to a category X, G,(C) is the internal category 
U<lc,1c>) 
Z(C) - I(C x C) ~z(cxc)x,(,,z(cxc) 
J(Q) 
II 
I(T) 
4 0, 
and 
FAG A) = (Z(Cx ‘41, Z(n,), 5F,(C,A))Y 
with PC,(C) and 5F,(C,A, as above. This will be correct if we assume that C 
is Cartesian-l-normal nd A is Cartesian-split by C with respect o Z in the 
sense of the 
DEFINITION 1.1. Let C and X be categories with finite limit and 
I: C -+ X be a functor. Then 
(a) an object A of C is Cartesian-split by an object C of C with 
respect o Z if and only if the canonical morphisms 
z((CxC)x.(CxA))-+z(CxC)x,(,)z(CxA), 
z((CxC)x,.(CxC)x,.(CxA)) 
+Z(Cx Cl XI(C) Z(Cx Cl XI(C) Z(Cx A) 
are isomorphisms; 
(b) an object C of C is Cartesian-l-normal ifand only if C is 
Cartesian-split by C with respect o I. 
The purpose of this section is to derive a property (Corollary 1.5 below) 
of the monad generated by G,(C). We begin with the following additional 
notation: 
UC: (C J C) -+ C is the forgetful functor; 
PC: C + (C 1 C) is the functor defined by A H (C x A, n, ), so PC is a 
right adjoint of UC; 
V,: XGf(‘) -+ (X J Z(C)) is the forgetful functor; 
v= Vlc: CGCc” -+ (C 1 C); 
for a general functor Cp: A -+ B with left adjoint, 7@’ is the correspond- 
ing monad in B; 
Tc = TV’ is our “main monad,” i.e., the monad generated by G,(C). 
The following well known statement will be very important. 
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DEFINITION 1.3. Let I: C --t X be as in 1.1. An object C of C is weakly 
I-normal if and only if there exists a full subcategory A of (C 1 C) such that: 
(a) the functor 7: A -+ (X J Z(C)) induced by Z is an equivalence of 
categories 
(b) PCUC((A, a)) is in A for each (A, cr)EOb A; 
(c) A is closed in (C 1 C) under finite products. 
LEMMA 1.4. A weakly I-normal object is Cartesian-I-normal. 
Proof. Consider the pullback diagram 
(cxc)x,(cxc~cxc 
is obvious notation. The functor Tpreserves products and so it is sufficient 
to prove that (CxC,zl), (CxC,z2), and ((CxC)x.(Cxc),~~z;)arein 
A up to isomorphism-this is sufficient because 
(CxC)xc(CxC)=UC((CxC,77,)x(CxC,n,)) 
(cxc)x.(cxc)x.(cxc) 
= U”(((Cx C) xc (Cx C), 7127T;) x (Cx c, x1)). 
We have 
and 
((cxc)x,(cxc),?7~7c;)~(cxcxc,7T~) 
z P’U”P’U’( (C, 1 c)), 
and (C, 1,) is a terminal object in (Cl C). So by 1.3(b) and 1.3(c) the 
proof is complete. 1 
So, for a weakly Z-normal object C we can consider the groupoid G,(C), 
and from 1.2 we obtain easily 
276 GEORGEJANELIDZE 
COROLLARY 1.5. Let C he a weakly I-normal object of C and A be as in 
1.3, while the full subcategory of C generated by the image of A under UC. 
is denoted by S. Let @: S -+ (X 1 I(C)) be the composition of the functor 
S + A induced by PC and the functor 1. Then T“ z T@. 
Remark 1.6. The functor V: CG(c) -+ (C 1 C) is a monadic functor and 
by 1.2 we have the comparison functor 
K: c --) CWC‘): 
a direct computation shows that K is defined by A H F(C, A). Similarly, 
the functor V,: XG1(c) + (X J I(C)) is a monadic functor and the corre- 
sponding comparison functor 
is defined by A H F,(C, A). (The fact that A is Cartesian-split by C with 
respect o I can be proved much as in 1.4.) 
2. ABSOLUTE GALOIS THEORY 
Let I: C + X and C be as above. The functor (C 1 C) + (X 1 Z(C)) 
induced by I is denoted by Zc‘; we assume that I’ has a right adjoint which 
we denote by HC‘. 
DEFINITION 2.1. An object A of C is split over C with respect o I if and 
only if the canonical morphism 
P“(A) + HCZ“P’(A) 
is an isomorphism; the corresponding full subcategory of C is denoted by 
SPl,(C). 
LEMMA 2.2. An object (A, c() of (C J C) is split ouer (C, lc) with respect 
to Ic if and only if the canonical morphism 
(A, ct) + HCZC‘((A, cx)) 
is an isomorphism. 
Proof: It is sufficient to observe that (C, 1,) is a terminal object in 
(C J C) and so that we have canonical isomorphisms 
(CC 1 C) 1 (C> 1 c)) = (C 1 CL 
((Xl~(C))l~((C, 1c.)))=((Xl~(C))l(~(C), l,,C)))~(XlJ(C)). I 
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COROLLARY 2.3. An object A of C is split over C with respect o I if and 
only if P”(A) is split over (C, 1 e) with respect o I’; i.e., the diagram 
Spl,(C)- pr SPkc((C> 1,)) 
I 
n 
I 
n 
C $ ' (ClC), 
where PC is induced by P“, is a pullback diagram in the category of 
categories. 
DEFINITION 2.4. C is I-normal if and only if the following conditions 
hold: 
(a): the counit ICHC + 1 (x i I(cjj is an isomorphism; 
(b): the functor PC is monadic; 
(c): UcHc((X, cp)) is split over C with respect to I for each 
(X cp) E Ob(X 1 I(C)). 
From 2.2 and 2.3 we obtain 
COROLLARY 2.5. The condition 2.4(a) implies that: 
(a) an object (A, a) of (C 1 C) is split over (C, 1,) with respect o I’ 
if and only if (A, a) z He((X, cp)) for some (X, q) E Ob(X 1 Z(C)); 
(b) an object A of C is split over C with respect o I if and only if 
P’(A) z HC( (X, cp)) for some (X, cp) E Ob(X 1 Z(C)). 
LEMMA 2.4. An I-normal object is weakly I-normal. Moreover, if C 
satisfies only 2.4(a) and 2.4(c), then C is weakly I-normal and we can put 
A = Spl~c((C, l,)), where A is as in 1.3. 
Proof We need to prove that conditions (a), (b), and (c) if 1.3 are 
satisfied for A = Splp( (C, 1 c)). 
(a) Follows from 2.2 and 2.4(a). 
(b) By 2.3 we only need to prove that (A, U)E Spl~c((C, 1,)) implies 
A E Spl,(C), but it follows from 2.5(a) and 2.4(c). 
(c) Follows from 2.5(a) and the fact that HC preserves products. 1 
So for an Z-normal C we have the diagram 
SPl,(C) 5 SPlFc((C, 1c))+ v-1 I(C)) 
n 
I 
n 
UC I 
CT (Cl Cl 
481/132/2-2 
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where oc, PC, %, and A’ are restrictions of UC, PC, I’, and HC, respec- 
tively; % and A“ form an equivalence of categories and 2.3 implies easily 
that P’ is a monadic functor-this implies that the composition %P’ is a 
monadic functor and by 1.5 we obtain 
THEOREM 2.7. Let C be an I-normal object of C. Then there exists an 
equivalence of categories Spl,(C) N XG’(c’. 
Remark 2.8. As we see from 1.6, this equivalence may be constructed as 
the comparison functor 
K,: Spl,(C) + XG‘,(“‘, 
where K,(A) = GF,(C, A). 
3. RELATIVE GALOIS THEORY 
It is a generalization of the “absolute Galois theory”; we need it, in 
particular, to obtain the “theory of central extensions” of groups as an 
example of Galois theory. 
In “relative Galois theory” instead of a functor I: C -+X we work with 
a “Galois structure” in the sense of Definition 3.1 below. 
For this definition we need the notion of “quasi-site.” By a quasi-site w
mean a pair (C, E) in which C is a category with finite limits and E is a 
subcategory of C with the same objects (i.e., Ob E = Ob C) such that for a 
pullback diagram 
E, x & -% E, 
Xl 
I I 
02 
E, bl c 
[T,,cJ~EE implies rc,~E (and so rc,~E). 
For a fixed quasi-site (C, E) we say that (E, a) is an extension of C if and 
only if 0: E + C is a morphism in E. The full subcategory of (C 1 C) 
generated by all extensions of C is denoted by E(C). For an extension 
(E, rr) of C we have the “composition functor” 
U”: E(E) + E(C) 
defined by (A, a) H (A, (IN) and its right adjoint-the “pullback functor” 
P”: E(C) -+ E(E) 
defined by (A, a) H (E x (. A, rc, ), in obvious notations. 
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DEFINITION 3.1. A Galois structure r consists of a diagram 
c+!x 
I 
” ” 
I 
E Z 
and morphisms q: 1, + HI, E: ZH + lx with the following properties: 
(a) (C, E) and (X, Z) are quasi-sites; 
(b) (I, H, V, E) is an adjunction; 
(c) Z(E)cZ and H(Z)cE; 
(d) E is an isomorphism (actually we will use only 3.4(a)); 
(e) qc: C+ HZ(C) is in E for each C E Ob C. 
We consider a fixed Galois structure r and so assume that C, E, X, Z, 
Z, H, q, and E are fixed. 
LEMMA 3.2, The finctor Zr,c: E(C) + Z(Z(C)) induced by Z has a right 
adjoint defined by (X, cp) H (C x,,(,) Z-Z(X), x,), where C x H,(C) H(X) is 
obtained by qc and H(q). 
Proof: The statement of the lemma is clear; wd observe only that qc is 
in E by 3.1(e), H(q) is in E by 3.1(c), and so (CX,,(~) H(X), xl) is in E 
because (C, E) is a quasi-site. 1
The right adjoint of ICC obtained in 3.2 is denoted by Hr.‘. 
DEFINITION 3.3. Let (A, II) and (E, g) be extensions of C; (A, c() is split 
over (E, a) with respect o r if and only if the canonical morphism 
P”((A, c()) -+ HKEZKEP”((/4, ct)) 
is an isomorphism; the corresponding full subcategory of E(C) is denoted 
by Spli-((& a)). 
DEFINITION 3.4. An extension (I?, CJ) of C is r-normal if and only if the 
following conditions hold: 
(a) the counit Zr3EH’,E-+ lZ~,~E~~ isan isomorphism; 
(b) the functor P” is monadic; 
(c) UOHKE((X, cp)) is split over (E, 0) with respect to r for each 
lx, cp) E Ob W(E)). 
Remark 3.5. Consider the particular case: let E = C and Z = X. In this 
case 3.3 and 3.4 are equivalent o 2.1 and 2.4, respectively, in the following 
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sense: (A, a) is split over (E, a) with respect o r in the sense of 3.3 if and 
only if (A, CC) is split over (E, 0) with respect o 1’ in the sense of 2.1; (E, 0) 
is r-normal in the sense of 3.4 if and only if (E, cr) is Zc-normal in the sense 
of 2.4. So we can consider 3.3 and 3.4 as generalizations of 2.1 and 2.4. 
Observe that all results of Section 2 can be generalized, in particular our 
“big” diagram before Theorem 2.7 will be generalized as 
Spb((b;a)) + Spl,((C ld,~ W(E)) 
I I II 
n 
I 
n 
E(C) + 
I ,r, E II 
E(E) F@ Z(W)). 
We will write Gal,((E, a)) instead of GCE,“‘; the corresponding monad in 
Z(Z(E)), i.e., the monad induced by T(E,o), we denote by Tr2”. 
By 3.5 we obtain: 
THEOREM 3.6. Let (E, a) be a r-normal extension of C. Then 
THEOREM 3.7 (the Fundamental Theorem of Galois Theory). Let (E, 0) 
be a r-normal extension of C. Then there exists an equivalence of categories 
SPM(E, c)) w M,(Gal,((E, a))), w h ere M,(Gal,((E, a))) is the full sub- 
category of XGa’r((E30)), generated by all objects F= (F,, 7c,, 5,) such that 
(F,,, zF) is an extension of Z(E) (i.e., zF is in Z). 
Remark 3.8. (a) As in 2.8, the equivalence may be defined by 
(A, CI) H FF((E, a), (A, a))-we can call it the comparison functor and 
denote it by K,. Note that the internal graph in X corresponding to 
Gal,((E, 0)) is 
and the extension of Z(E) corresponding to K,((A, a)) is 
(b) We omit the obvious definitions of Cartesian r-normal and 
weakly f-normal extension (the first does not depend on E and Z), as we 
omit obvious lemmas corresponding to 1.4, 2.2, 2.3, 2.5, and 2.6. Perhaps 
more interesting isthe fact that the diagram 
WGW(E, a)) - Z(z(E)) 
I 
“r.E 
I 
E(C) P - E(E) 
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is a pullback up to equivalence for a f-normal (E, CJ); this follows from the 
“lemma corresponding to 2.3,” 3.7, and the diagram of 3.5. 
4. GALOIS THEORY OF COMMUTATIVE RINGS 
Let r be the following Galois structure: 
C is the category dual to the category of commutative rings (with 1); 
E=C; 
X is the category of profinite (i.e., Boolean) topological spaces; 
z = x; 
I is the Boolean spectrum, i.e., I(C) = Spec B(C), where B(C) is the 
Boolean ring of idempotents of a ring C; 
H is defined by H(X) = the set of all continuous maps from X to 
discrete Z (the ring of integers); 
ylc: C + HZ(C) is the homomorphism from HZ(C) to C defined by 
q&h)=z,e,+ ..’ +z,e,,, where h is an element of HZ(C), i.e., a con- 
tinuous map from Spec B(C) to Z and (er, z,), .. . . (e,, z,) E B(C) x Z with 
el + ... +e,= 1, i#j*e,ej=O and ei$p*h(p)=zi for i= 1, . . ..A and 
p E Spec B(C); 
E,: ZH(X) -+X is map defined by e $p o e(sx(p)) = 0, i.e., E,,, is the 
canonical homeomorphism from “Stone space of the Boolean algebra of 
clopen subsets of x” to X well known in the theory of Boolean algebras. 
THEOREM 4.1 (follows from 2.6 of [26]). The following conditions are 
equivalent: 
(a) (E, a) is a r-normal extension of C; 
(b) (E, a) is a componentually locally strongly separable normal exten- 
sion of C in the sense of A. R. Magid [16]. 
THEOREM 4.2 (follows from 2.7 of [26]). The following conditions are 
equivalent for a r-normal extension (E, a) of C: 
(a) (A, a) is split over (E, CT) with respect o r and c1 is injective; 
(b) (A, CX) is a componentually locally strongly separable xtension of 
C and for each p E Spec B(E) and q E Spec B(A) with p n C = q n C there 
exists a (injective) C-algebra homomorphism A, -+ E,. 
The Galois groupoid Gal,((E, Q)) and the Galois groupoid of (a 
r-normal) (E, U) in the sense of A. R. Magid [ 163 by definition coincide. 
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So from 4.1 and 4.2 we obtain: 
COROLLARY 4.3. Let (E, a) be the separable closure of C in the sense of 
A. R. Magid [16]. Then Gal,((E, 0)) is the fundamental groupoid of C in 
the sense of A. R. Magid [ 161 and the statement of 3.7 implies the main 
theorem (IV.31) of [16]. 
Observe that F,(E, A) and Definition 1.1 come from [16]. 
Consider now the Galois theory of fields. From 4.1 we obtain: 
COROLLARY 4.4. Let E be a field. Then the following conditions are 
equivalent : 
(a) (E, a) is a r-normal extension of C; 
(b) C is a fieId and (E, a) is a Galois extension of C. 
Zf (a) and (b) hold, then Gal,((E, a)) z Aut,(E) as topological groups. 
A similar statement holds for connected commutative rings (i.e., com- 
mutative rings with no nontrivial idempotents) if by a Galois extension we 
mean a filtered colimit of Galois extensions in the sense of S. Chase, 
D. Harrison, and A. Rosenberg [4]. 
The results of this section show that the fundamental theorem of the 
Galois theory of commutative rings (and in particular of fields) can be 
considered as a particular case of 3.7. 
5. CENTRAL EXTENSIONSOF GROUPS 
In this section we consider the following Galois structure Z? 
C is the category of groups; 
E is the subcategory of C with morphisms all surjective 
homomorphisms; 
X is the category of abelian groups; 
Z=XnE; 
I is the “abelization,” i.e., I(C) = C/CC, C], where [C, C] is the com- 
mutant of a group C; 
H is the inclusion functor; 
ye c: C + C/[ C, C] is the canonical epimorphism; 
Ed: X/{ 1 } + X is the canonical isomorphism. 
GALOIS THEORY IN CATEGORIES 283 
LEMMA 5.1. Let (E, a) and (A, a) be extensions of C. Then the following 
conditions are equivalent: 
(a) (A, a) is split over (E, a) with respect o r; 
(b) the diagram 
Ex,A-----+ Ex,A/[Ex,A, Ex,A] 
I 1 
E- E/C-K El 
is a pullback; 
(c) the canonical homomorphism 
is an isomorphism. 
Proof (a) o (b) follows from definitions and 3.3 and (b) o (c) follows 
from a well known property of extensions of groups. 1 
LEMMA 5.2. (a) If (A, a) is split over (E, a) with respect to I-, then 
(A, a) is a central extension; 
(b) If (A, a) is a central extension and there exists a homomorphism 
cp: E + A such that acp = a, then (A, a) is split over (E, a) with respect o I’. 
Proof (a) We need to prove that Ker a is in the center of A. Let a 
and k be arbitrary elements of A and Ker a, respectively. Choose e E E 
lsuch that a(e)=a(a) and consider the element 
t= C(e, a), (1, k)l E CEx,A, Ex,Al; 
its image in [E, E] is [e, l] = 1 and so t = 1 by 5.1(c). Hence [a, k] = 1 
and so Ker a is in the center of A. 
(b) We will prove that 4.1(c) is satisfied. It is sufficient toprove that 
the composition 
[Ex, A, Ex, A] + [E, E] -+ [Ex,A, Ex,- A], 
where the second arrow is defined by e H (e, q(e)), is the identity map, i.e., 
that for each e, e’ E E and a, a’ E A such that a(e) = a(a) and a(e’) = a(a’) 
we have [a, a’] = [q(e), cp(e’)]. The last follows from the fact that (A, a) 
is a central extension and we can choose k, k’ E Ker a such that q(e) = ak 
and cp(e’) = a’k’. 1 
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We say that (E, c) is a weak universal central extension of C if and only 
if (E, a) is a central extension of C and for each central extension (A, a) of 
C there exists a homomorphism cp: E -+ A such that acp = (T. 
THEOREM 5.3. Let (E, (T) he a weak universal central extension of C. 
Then: 
(a) (E, CJ) is a f-normal extension of C; 
(b) (A, a) is split over (E, a) with respect to f if and only if (A, IX) is 
a central extension of C. 
Proof: (a) We need to prove that (E, CT) satisfies conditions (a), (b), 
and (c) of 3.4. 
3.4(a) For an extension (X, cp) of E/[E, E] (in X) consider the 
pullback 
D n2 x 
I 
1; 
I 
‘p 
E ‘II: EKE El; 
we need to prove that rc2 induces an isomorphism D/CD, D] z X, i.e.., that 
q(d) = 1 implies d E [D, D] for each d E D. 
Let d be an element of D with nZ(d) = 1. Then z,(d) is in [E, E] and so 
we can write 
d= (Ce,, e’,l ... [e,,, &I, 1). 
Choose x,, . . . . x,, x’,, .. . . XLEX such that cp(x,)=e,[E, E] and cp(xi)= 
el[E, E] for i= 1, . . . . n; we have 
and so d is in [D, D]. 
Condition 3.4(b) holds because CJ is surjective and 3.4(c) follows from 
5.2(b), weak universality of (E, a), and the fact that iYH~~E((X, q)) is 
clearly central for (A’, cp) E Ob Z(E/[E, El). 
(b) Follows immediately from 5.2. 1 
Remark 5.4. (a) Gal,((E, B)) is a group if and only if E is perfect, i.e., 
[E, E] = E; in this case Gal,((E, a)) z Ker 6, a weak universal central 
extension is universal and for a universal central extension (E, a) of C we 
have Gal,((E, rr)) z H,(C, Z), so as it is observed in [25], the Schur mul- 
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tiplicator fa perfect group can be considered as a particular case of the 
fundamental group in categories. 
(b) Actually of course our proofs do not depend on the properties of 
commutators and so can be generalized to the case of central extension of 
Q-groups as in [26]; some results of A. Frolich, A. S-T. Lue, C. R. 
Leedham-Green, J. Furtado-Coelho, and others show that central exten- 
sions of Q-groups are interesting. 
(c) By 5.3 we can apply the “fundamental theorem of Galois theory,” 
i.e., 3.7, to obtain a description of the category Centr(C) of central exten- 
sion of a group C. After a simplification we will obtain: let (E, a) be a weak 
universal central extension of C and IC: Ker rr -+ E/[E, E] be the canonical 
homomorphism (i.e., I = k[E, El); then Centr(C) is equivalent o the 
category of triples (X, rc, 0, where X is an abelian group, 7~: X + E/[E, E] 
is an epimorphism, and <: Ker cr +X is a homomorphism with 7~5 = K. 
I think it is known; in any case it is well known for perfect (see 5.4(a)). 
(d) Consider the Galois structure r’ such that C, X, 1, H, q, E are as 
in r and E = C, Z =X (cf. 3.5). Instead of 5.3 we will obtain as in [26]: 
an extension (E, a) is r’-normal if and only if it is central and 
[[E, E], [E, E]] = [E, E]. So the “absolute Galois theory” can be applied 
only for groups with perfect commutator subgroup. 
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