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Abstract
It is well known that normality (all factors of a given length appear in an infinite se-
quence with the same frequency) can be described as incompressibility via finite automata.
Still the statement and the proof of this result as given by Becher and Heiber [4] in terms of
“lossless finite-state compressors” do not follow the standard scheme of Kolmogorov com-
plexity definition (an automaton is used for compression, not decompression). We modify
this approach to make it more similar to the traditional Kolmogorov complexity theory
(and simpler) by explicitly defining the notion of automatic Kolmogorov complexity and
using its simple properties. Other known notions (Shallit–Wang [16], Calude–Salomaa–
Roblot [8]) of description complexity related to finite automata are discussed (see the last
section).
As a byproduct, this approach provides simple proofs of classical results about normal-
ity (equivalence of definitions with aligned occurrences and all occurrences, Wall’s theo-
rem saying that a normal number remains normal when multiplied by a rational number,
and Agafonov’s result saying that normality is preserved by automatic selection rules).
1 Introduction
What is an individual random object? When could we believe, looking at an infinite sequence
α of zeros and ones, that α was obtained by tossing a fair coin? The minimal requirement is
that zeros and ones appear “equally often” in α: both have limit frequency 1/2. Moreover, it
is natural to require that all 2k bit blocks of length k appear equally often. Sequences that have
this property are called normal (see the exact definition in Section 3; a historic account can be
found in [4, 6]).
Intuitively, a reasonable definition of an individual random sequence should require much
more than just normality; the corresponding notions are studied in the algorithmic random-
ness theory (see [9, 13] for the detailed exposition, [18] for a textbook and [17] for a short
survey). The most popular definition is called Martin-Lo¨f randomness; the classical Schnorr–
Levin theorem says that this notion is equivalent to incompressibility: a sequence α is Martin-
Lo¨f random if an only if prefixes of α are incompressible (do not have short descriptions). See
again [9, 13, 18, 17] for exact definitions and proofs.
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It is natural to expect that normality, being a weak randomness property, corresponds to
some weak incompressibility property. The connection between normality and finite-state com-
putations was noticed long ago, as the title of [1] shows. This connection led to a charac-
terization of normality as “finite-state incompressibility” (see [4]). However, the notion of
incompressibility that was used in [4] does not fit well the general framework of Kolmogorov
complexity (finite automata are considered as compressors, while in the usual definition of Kol-
mogorov complexity we restrict the class of allowed decompressors).
In this paper we give a definition of automatic Kolmogorov complexity that restricts the
class of allowed decompressors and is suitable for the characterization of normal sequences as
incompressible ones. This definition and its properties are considered in Section 2. In Section 3
we recall the notion of normal sequence. Then in Section 4 we provide a characterization
of normal sequences in terms of automatic Kolmogorov complexity. In Section 5 we show
how this characterization can be used to give simple proofs for classical results about normality,
includingWall’s theorem (normal numbers remain normal when multiplied by a rational factor).
In a similar way one can prove Agafonov’s result [1], but we need to modify the definition of
complexity using pairs as descriptions. This is done in Section 6. Finally, in Section 7 we
compare our definition of automatic complexity with other similar notions.
2 Automatic Kolmogorov complexity
Let us recall the definition of algorithmic (Kolmogorov) complexity. It is usually defined in the
following way: C(x), the complexity of an object x, is the minimal length of its “description”.
(We assume that both objects and descriptions are binary strings; the set of binary strings is
denoted by B∗, where B= {0,1}.) Of course, this definition makes sense only after we explain
which type of “descriptions” we consider, but most versions of Kolmogorov complexity can be
described according to this scheme [19]:
Definition 1. Let D⊂ B∗×B∗ be a binary relation; we read (p,x) ∈ D as “p is a D-description
of x”. Then complexity function CD is defined as
CD(x) =min{|p| : (p,x) ∈ D},
i.e., as the minimal length of a D-description of x.
Here |p| stands for the length of a binary string p and min(∅) = +∞, as usual. We say that
D is a description mode and CD(x) is the complexity of x with respect to the description mode D.
We get the original version of Kolmogorov complexity (“plain complexity”) if we consider
all computable functions as description modes, i.e., if we consider relations D f = {(p, f (p))}
for arbitrary computable partial functions f as description modes. Equivalently, we may say
that we consider (computably) enumerable relations D that are graphs of functions (for every p
there exists at most one x such that (p,x) ∈ D; each description describes at most one object).
Then the Kolmogorov–Solomonoff optimality theorem says that there exists an optimal D in
this class that makes CD minimal (up to an O(1) additive term). (We assume that the reader
is familiar with basic properties of Kolmogorov complexity, see, e.g., [11, 18]; for a short
introduction see also [17].)
Note that we could get a trivial CD if we take, e.g., the set of all pairs as a description mode
D (in this case all strings have complexity zero, since the empty string describes all of them).
So we should be careful and do not consider description modes where the same string describes
too many objects.
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To define our class of descriptions, let us first recall some basic notions related to finite
automata. Let A and B be two finite alphabets. Consider a directed graph G whose edges are
labeled by pairs (a,b) of letters (from A and B respectively). We also allow pairs of the form
(a,ε), (ε,b), and (ε,ε) where ε is a special symbol (not in A or B) that informally means “no
letter”. For such a graph, consider all directed paths in it (no restriction on starting or final
points), and for each path concatenate all the first and all the second components of the pairs; ε
is replaced by an empty word. For each path we get some pair (u,v) where u ∈ A∗ and v ∈ B∗
(i.e., u and v are words over alphabets A and B). Consider all pairs that can be read in this
way along all paths in G. For each labeled graph G we obtain a relation (set of pairs) RG that
is a subset of A∗×B∗. For the purposes of this paper, we call the relations obtained in this
way “automatic”. This notion is similar to rational relations defined by transducers [5, Section
III.6]. The difference is that we do not fix initial/finite states (so every subpath of a valid path is
also valid) and that we do not allow arbitrary words as labels, only letters and ε . (This will be
important, e.g., for the statement (j) of Theorem 1.)
Definition 2. A relation R⊂ A∗×B∗ is automatic if there exists a labeled graph (automaton) G
such that R= RG.
Now we define automatic description modes as automatic relations where each string de-
scribes at most O(1) objects:
Definition 3. A relation D⊂ B∗×B∗ is an automatic description mode if
• D is automatic in the sense of Definition 2;
• D is a graph of an O(1)-valued function: there exists some constant c such that for each
p there are at most c values of x such that (p,x) ∈ D.
For every automatic description mode D we consider the corresponding complexity func-
tion CD. There is no optimal mode D that makes CD minimal (see Theorem 1 below). So,
stating some properties of complexity, we need to mention D explicitly. Moreover, for a state-
ment that compares the complexities of different strings, we need to say something like “for
every automatic description mode D there exists another automatic description mode D′ such
that. . . ”, and then make a statement that involves both CD and CD′ . (A similar approach is
needed when we try to adapt inequalities for Kolmogorov complexity to the case of resource-
bounded complexities.)
Let us first mention some basic properties of automatic description modes.
Proposition 1.
(a) The union of two automatic description modes is an automatic description mode.
(b) The composition of two automatic description modes is an automatic description mode.
(c) If D is a description mode, then {(p,x0) : (p,x) ∈ D} is a description mode (here x0 is the
binary string x with 0 appended); the same is true for x1 instead of x0.
Proof. There are two requirements for an automatic description mode: (1) the relation is auto-
matic and (2) the number of images is bounded. The second one is obvious in all three cases.
The first one can be proven by a standard argument (see, e.g., [5, Theorem 4.4]) that we repro-
duce for completeness.
(a) The union of two relations RG and R
′
G for two automata G and G
′ corresponds to an
automaton that is a disjoint union of G and G′.
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(b) Let S and T be automatic relations that correspond to automata K and L. Consider a new
graph that has set of vertices K×L. (Here we denote an automaton and the set of vertices of its
underlying graph by the same letter.)
• If an edge k→ k′ with a label (a,ε) exists in K, then the new graph has edges (k, l)→
(k′, l) for all l ∈ L; all these edges have the same label (a,ε).
• In the same way an edge l→ l′ with a label (ε,c) in L causes edges (k, l)→ (k, l′) in the
new graph for all k; all these edges have the same label (ε,c).
• Finally, if K has an edge k→ k′ labeled (a,b) and at the same time L has an edge l → l′
labeled (b,c), where b is the same letter, then we add an edge (k, l)→ (k′, l′) labeled (a,c)
in the new graph.
Any path in the new graph is projected into two paths in K and L. Let (p,q) and (u,v) be the
pairs of words that can be read along these projected paths in K and L respectively, so (p,q)∈ S
and (u,v)∈ T . The construction of the graph K×L guarantees that q= u and that we read (p,v)
in the new graph along the path. So every pair (p,v) of strings that can be read in the new graph
belongs to the composition of S and T .
On the other hand, assume that (p,v) belong to the composition, i.e., there exists q such that
(p,q) can be read along some path in K and (q,v) can be read along some path in L. Then the
same word q appears in the second components in the first path and in the first components in
the second path. If we align the two paths in such a way that the letters of q appear at the same
time, we get a valid transition of the third type for each letter of q. Then we complete the path
by adding transitions inbetween the synchronized ones (interleaving them in arbitrary way); all
these transitions exist in the new graph by construction.
(c) We add an additional outgoing edge labeled (ε,0) for each vertex of the graph; all these
edges go to a special vertex that has no outgoing edges.
Remark. Given a graph, one can check in polynomial time whether the corresponding relation
is O(1)-valued [21, Theorem 5.3, p. 777].
Now we are ready to prove the following simple result about the properties of automatic
Kolmogorov complexity functions, i.e., of functions CR where R is some automatic description
mode.
Theorem 1 (Basic properties of automatic Kolmogorov complexity).
(a) There exists an automatic description mode R such that CR(x)≤ |x| for all strings x.
(b) For every automatic description mode R there exists some automatic description mode R′
such that CR′(x0)≤ CR(x) and CR′(x1)≤ CR(x) for all x.
(c) For every automatic description mode R there exists some automatic description mode R′
such that CR′(x¯)≤ CR(x), where x¯ stands for the reversed x.
(d) For every automatic description mode R there exists some constant c such that C(x) ≤
CR(x)+ c. (Here C stands for the plain Kolmogorov complexity.)
(e) For every c> 0 there exists an automatic description mode R such that
CR(1
n)≤ n/c for all n.
(f) For every automatic description mode R there exists some c> 0 such that CR(1
n)≥ n/c−1
for all n.
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(g) For every two automatic description modes R1 and R2 there exists an automatic description
mode R such that CR(x)≤ CR1(x) and CR(x)≤ CR2(x) for all x.
(h) There is no optimal automatic description mode. (A mode R is called optimal in some class
if for every mode R′ in this class there exists some c such that CR(x) ≤ CR′(x)+ c for all
strings x.)
(i) For every automatic description mode R, if x′ is a substring of x, then CR(x
′)≤ CR(x).
(j) Moreover, CR(xy)≥ CR(x)+CR(y) for every two strings x and y.
(k) For every automatic description mode R and for every constant ε > 0 there exists an au-
tomatic description mode R′ such that CR′(xy) ≤ (1+ ε)CR(x)+CR(y) for all strings x
and y.
(l) Let S be an automatic description mode. Then for every automatic description mode R there
exists an automatic description mode R′ such that CR′(y)≤ CR(x) for every (x,y) ∈ S.
(m) If we allow a bigger alphabet B instead of B as an alphabet for descriptions, we divide the
complexity by log |B|, up to a constant factor that can be chosen arbitrarily close to 1.
Proof. (a) Consider an identity relation as a description mode; it corresponds to an automaton
with one state.
(b) This is a direct corollary of Proposition 1, (c).
(c) The definition of an automaton is symmetric (all edges can be reversed), and the O(1)-
condition still holds.
(d) Let R be an automatic description mode. An automaton defines a decidable (computable)
relation, so R is decidable. Since R defines a O(1)-valued function, a Kolmogorov description
of some y that consists of its R-description x and the ordinal number of y among all strings that
are in R-relation to x, is only O(1) bits longer than x.
(e) Consider an automaton that consists of a cycle where it reads one input symbol 1 and
then produces c output symbols 1. (Since we consider the relation as an O(1)-multivalued func-
tion, we sometimes consider the first components of pairs as “input symbols” and the second
components as “output symbols”.) Recall that there is no restrictions on initial and finite states,
so this automaton produces all pairs (1k,1l) where (k−1)c≤ l ≤ (k+1)c.
(f) Consider an arbitrary description mode, i.e., an automaton that defines someO(1)-valued
relation. Then every cycle in the automaton that produces some output letter should also pro-
duce some input letter, otherwise an empty input string corresponds to infinitely many output
strings. For any sufficiently long path in the graph we can cut away a minimal cycle, removing
at least one input letter and at most c output letters, where c is the number of states, until we get
a path of length less than c.
(g) This follows from Proposition 1, (a).
(h) This statement is a direct consequence of (e) and (f). Note that for finitely many auto-
matic description modes there is a mode that is better than all of them, as (g) shows, but we
cannot do the same for all description modes (as was the case for Kolmogorov complexity).
(i) If R is a description mode, (p,x) belongs to R and x′ is a substring of x, then there exists
some substring p′ of p such that (p′,x′) ∈ R. Indeed, we may consider the input symbols used
while producing x′.
(j) Note that in the previous argument we can choose disjoint p′ for disjoint x′.
(k) Informally, we modify the description mode as follows: a fixed fraction of input symbols
is used to indicate when a description of x ends and a description of y begins. More formally,
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let R be an automatic description mode; we use the same notation R for the corresponding
automaton. Consider N+1 copies of R (called 0-, 1-,. . . , Nth layers). The outgoing edges from
the vertices of ith layer that contain an input symbol are redirected to (i+ 1)th layer (the new
state remains the same, only the layer changes, so the layer number counts the input length).
The edges with no input symbol are left unchanged (and go to ith layer as before). The edges
from the Nth layer are of two types: for each vertex x there is an edge with label (0,ε) that
goes to the same vertex in 0th layer, and edges with labels (1,ε) that connect each vertex of
Nth layer to all vertices of an additional copy of R (so we have N+2 copies in total). If both x
and y can be read (as outputs) along the edges of R, then xy can be read, too (additional zeros
should be added to the input string after groups of N input symbols). We switch from x to y
using the edge that goes from Nth layer to the additional copy of R (using additional symbol 1
in the input string). The overhead in the description is one symbol per every N input symbols
used to describe x. We get the required bound, since N can be arbitrarily large.
The only thing to check is that the new automaton is O(1)-valued. Indeed, the possible
switch position (when we move to the states of the additional copy of R) is determined by the
positions of the auxiliary bits modulo N+1: when this position modulo N+1 is fixed, we look
for the first 1 among the auxiliary bits. This gives only a bounded factor (N+1) for the number
of possible outputs that correspond to a given input.
(l) The composition S ◦R is an automatic description mode due to Proposition 1.
(m) Take the composition of a given description mode R with a mode that provides block
encoding of inputs. Note that block encoding can be implemented by an automaton. There is
some overhead when |B| is not a power of 2, but the corresponding factor becomes arbitrarily
close to 1 if we use block code with large block size.
Remark. Not all these results are used in the sequel; we provide them for comparison with the
properties of the standard Kolmogorov complexity function.
3 Normal sequences and numbers
Consider an infinite bit sequence α = a0a1a2 . . . and some integer k ≥ 1. Split the sequence α
into k-bit blocks: α = A0A1 . . .. For every k-bit string r consider the limit frequence of r among
the Ai, i.e. the limit of #{i : i < N and Ai = r}/N as N → ∞. This limit may exist or not; if it
exists for some k and for all r, we get a probability distribution on k-bit strings.
Definition 4. A sequence α is normal if for every number k and every string r of length k this
limit exists and is equal to 2−k.
Sometimes sequences with these properties are called strongly normal while the name “nor-
mal” is reserved for sequences that have this property for k = 1.
There is a version of the definition of normal sequences that considers all occurences of
some string r inα (while Definition 4 considers only aligned ones, whose starting point is a mul-
tiple of k). In this “non-aligned” versionwe require that the limit of #{i<N :αiαi+1 . . .αi+k−1=
r}/N equals 2−k for all k and for all strings r of length k. A classical result (see, e.g., [12, Chap-
ter 1, Section 8]) says that this is an equivalent notion, and we give below a simple proof of this
equivalence using automatic complexity. Before this proof is given, we will distinguish the two
definitions by using the name “non-aligned-normal” for the second version.
A real number is called normal if its binary expansion is normal (we ignore the integer
part). If a number has two binary expansions, like 0.0111 . . .= 0.1000 . . ., both expansions are
not normal, so this is not a problem.
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A classical example of a normal number is the Champernowne number [7]
0.01101110010111011110001001 . . .
(the concatenation of all positive integers in binary). Let us sketch the proof of its normality (not
used in the sequel) using the non-aligned version of normality definition. All N-bit numbers in
the Champernowne sequence form a block that starts with 10N−1 and ends with 1N . Note that
every string of length k≪ N appears in this block with probability close to 2−k, since each of
2N−1 strings (after the leading 1 for the N-bit numbers in the Champernowne sequence) appears
exactly once. The deviation is caused by the leading 1’s and also by the boundaries between the
consecutive N-bit numbers where the k-bit substrings are out of control. Still the deviation is
small since k≪ N.
This is not enough to conclude that C is (non-aligned) normal, since the definition speaks
about frequencies in all prefixes; the prefixes that end on a boundary between two blocks are
not enough. The problem appears because the size of a block is comparable to the length of the
prefix before it. To deal with arbitrary prefixes, let us note that if we ignore two leading digits
in each number (first 10 and then 11) instead of one, the rest is periodic in the block (the block
consists of two periods). If we ignore three leading digits, the block consists of four periods,
etc. An arbitrary prefix is then close to the boundary between these sub-blocks, and the distance
can be made small compared to the total length of the prefix. (End of the proof sketch.)
The definition of normality can be given for an arbitrary alphabet (instead of the binary
one), and we get the notion of b-normality of a real number for every base b ≥ 2. It is known
that for different bases we get non-equivalent notions (a rather difficult result). The numbers
in [0,1] that are normal for every base are called absolutely normal. Their existence can be
proved by a probabilistic argument. Indeed, for every base b, almost all reals are b-normal (the
non-normal numbers have Lebesgue measure 0); this is guaranteed by the Strong Law of Large
Numbers. Therefore the numbers that are not absolutely normal form a null set (a countable
union of the null sets for each b). The constructive version of this argument shows that there
exist computable absolutely normal numbers. This result goes back to an unpublished note of
Turing (1938, see [2]).
In the next section we prove the connection between normality and automatic complexity: a
sequence α is normal if for every automatic description mode D the corresponding complexity
CD of its prefix never becomes much smaller than the length of this prefix.
4 Normality and incompressibility
Theorem 2. A sequence α = a0a1a2 . . . is normal if and only if
liminf
n→∞
CR(a0a1 . . .an−1)
n
≥ 1
for every automatic description mode R.
Proof. First, let us show that a sequence that is not normal is compressible. Assume that for
some bit sequence α and for some k the requirement for aligned k-bit blocks is not satisfied.
Using a compactness argument, we can find a sequence of lengths Ni such that for the prefixes
of these lengths the frequencies of k-bit blocks do converge to some probability distribution A
on Bk, but this distribution is not uniform. Then its Shannon entropy H(A) is less than k.
The Shannon theorem can then be used to construct a block code of average length close
to H(A), namely, of length at most H(A)+ 1 (this “+1” overhead is due to rounding if the
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frequencies are not powers of 2). Since this code can be easily converted into an automatic
description mode, it will give the desired result if H(A)< k−1. It remains to show that it is the
case for long enough blocks.
Selecting a subsequence, wemay assumewithout loss of generality that the limit frequencies
exist also for (aligned) 2k-bit blocks, so we get a random variable A1A2 whose values are 2k-
bit blocks (and A1 and A2 are their first and second halves of length k). The variables A1
and A2 may be dependent, and their distributions may differ from the initial distribution A for
k-bit blocks. Still we know that A is the average of A1 and A2 (since A is computed for all
blocks, and A1 [resp. A2] corresponds to odd [resp. even] blocks). A convexity argument (the
function p 7→ −p log p used in the definition of entropy has negative second derivative) shows
that H(A)≥ [H(A1)+H(A2)]/2. Then
H(A1A2)≤ H(A1)+H(A2)≤ 2H(A),
so A1A2 has twice bigger difference between entropy and length (at least). Repeating this argu-
ment, we can find k such that the difference between length and entropy is greater than 1. This
finishes the proof in one direction.
Now we need to prove that normal sequence α is incompressible. Let R be an arbitrary
automatic description mode. Consider some k and split the sequence into k-bit blocks α =
A0A1A2 . . .. (Now Ai are just the blocks in α , not random variables). We will show that
liminfCR(A0A1 . . .An−1)/nk
cannot be much smaller than 1. More precisely, we will show that
liminf
CR(A0A1 . . .An−1)
nk
≥ 1−
O(1)
k
,
where the constant in O(1) does not depend on k. This is enough, because (i) adding the last
incomplete block can only increase the complexity and the change in length is negligible, and
(ii) the value of k may be arbitrarily large.
Now let us prove this bound for some fixed k. Recall that
CR(A0A1 . . .An−1)≥ CR(A0)+CR(A1)+ . . .+CR(An−1)
and that C(x) ≤ CR(x)+O(1) for all x and some O(1)-constant that depends only on R (Theo-
rem 1). By assumption, all k-bit strings appear with the same limit frequency among A0, A1,. . . ,
An−1. It remains to note that the average Kolmogorov complexity C(x) of all k-bit strings
is k−O(1); indeed, the fraction of k-bit strings that can be compressed by more than d bits
(C(x) < k−d) is at most 2−d , and the series ∑d2−d (the upper bound for the average number
of bits saved by compression) has finite sum.
A small modification of this proof adapts it to the non-aligned definition of normality. Let
α be a sequence that is not normal in the non-aligned version. This means that for some k the
k-bit blocks do not have a correct limit distribution (non-aligned). These blocks can be split
into k groups according to their starting positions modulo k. In one of the groups blocks do
not have a correct limit distribution (otherwise the average distribution would be correct, too).
So we can delete some prefix (less than k symbols) of our sequence and get a sequence that is
not normal in the aligned sense. Its prefixes are compressible (as we have seen). The same is
true for the original sequence since adding a fixed finite prefix (or suffix) changes complexity
at most by O(1).
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In the other direction: let us assume that the sequence is normal in the non-aligned sense.
The aligned frequency of some compressible-by-d-bits block (as well as any other block) can
be only k times bigger than its non-aligned frequency, which is exponentially small in d (the
number of saved bits), so we can choose the parameters to get the required bound.
Indeed, let us consider blocks of length k whose CR-complexity is smaller than k−d. Their
Kolmogorov complexity is then smaller than k− d+O(1), and the fraction of these blocks
(among all k-bit strings) is at most 2−d+O(1). So their frequency among aligned blocks is at
most 2−d+O(1) ·k. For all other blocks R-compression saves at most d bits, and for compressible
blocks it saves at most k bits, so the average number of saved bits (per k-bit block) is bounded
by
d+ k2−d+O(1) · k = d+O(k22−d).
We need this bound to be o(k), i.e., we need that
d
k
+O(k2−d) = o(1)
as k→ ∞. This can be achieved, for example, if d = 2logk.
In this way we get the following corollary:
Corollary. The aligned and non-aligned definitions of normality are equivalent.
Note also that adding/deleting a finite prefix does not change the compressibility, and, there-
fore, normality. (For the non-aligned version of the normality definition it is obvious anyway,
but for the aligned version it is not so easy to see directly.)
Another corollary is a result proven by Piatetski-Shapiro in [14]: if for some c and for all k
every k-bits block appears in a sequence with limsup-frequency at most c2−k, then the sequence
is normal. Indeed, in the argument above we had a constant factor in O(k2−d) anyway. (We can
even allow the constant c to depend on k if its growth as a function of k is not too fast.)
5 Wall’s theorem
Now we obtain a known result about normal numbers (Wall’s theorem) as an easy corollary.
Recall that a real number is normal if its binary expansion is normal. We agreed to ignore
the integer part (since it has only finitely many digits, adding it as a prefix would not matter
anyway).
Theorem 3 (Wall [20]). If p and q are rational numbers and α is normal, then α p+q is normal.
Proof. It is enough to show that multiplication and division by an integer c preserve normal-
ity (note that adding an integer preserves it by definition, since the integer part is ignored).
This fact follows from the incompressibility characterization (Theorem 2), the non-increase of
complexity under automatic O(1) mappings (Theorem 1, (l)) and the following lemma:
Lemma. Let c be an integer. Consider the relation Rc that consists of pairs of strings x and
y such that x and y have the same length and can be prefixes of the binary expansions of the
fractional parts of γ and cγ for some real γ . This relation, as well as its inverse, is contained in
an automatic description mode.
Assuming Lemma 5, we conclude that the prefixes of γ and cγ have the same automatic com-
plexity. More precisely, for every automatic description mode R there exists another automatic
description mode R′ such that CR′(y) ≤ CR(x) if x and y are prefixes of γ and cγ respectively.
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This follows from Theorem 1, (l). So if γ is compressible, then cγ is also compressible. The
same is true if we consider the inverse relation; if cγ is compressible, then γ is also compressible.
It remains to prove Lemma 5. Indeed, the school division algorithm can be represented by
an automaton; integer parts can be different, but this creates O(1) different possible remain-
ders. We have to take care of two representations of the same number (note that while dividing
0.29999 . . . by 3, we obtain only 0.09999 . . ., not 0.10000 . . .), but at most two representations
are possible and the relation between them is automatic, so we still get an automatic description
mode.
6 Pairs as descriptions and Agafonov’s theorem
In this section we derive another classical result about normal numbers, Agafonov’s theorem [1],
from the incompressibility characterization. (However, we will need to modify this characteri-
zation, see below).
Agafonov’s result is motivated by the von Mises’ approach to randomness (see, e.g., [18,
Chapter 9] for a historic account). As von Mises mentioned, a “random sequence” (he used the
German term “Kollektiv”) should remain random after using a reasonable selection rule. More
precisely, assume that there is some set S of binary strings. This set determines a “selection rule”
that selects a subsequence from every binary sequence α . The selection works as follows: we
observe a binary sequence α = a0a1a2 . . . and select terms an such that a0a1 . . .an−1 ∈ S (without
reordering the selected terms). We get a subsequence; if an initial sequence is “random” (is
plausible as an outcome of a fair coin tossing), said von Mises, this subsequence should also be
random in the same sense. The Agafonov’s theorem says that for regular (automatic) selection
rules and normality as randomness this property is indeed true.
Theorem 4 (Agafonov). Let α = a0a1a2 . . . be a normal sequence. Let S be a regular (=recog-
nizable by a finite automaton) set of binary strings. Consider a subsequence σ made of terms
an such that a0a1 . . .an−1 ∈ S (in the same order as in the original sequence). Then σ is normal
or finite.
Proof. This proof adapts the arguments from [4] to our definition of compressibility. Using the
incompressibility criterion, we need to prove that if the sequence σ is compressible, then α is
compressible, too. The idea is simple: the selection rule splits α into two subsequences: the
selected terms (σ ) and the rest (the non-selected terms). We do not know anything about the
second subsequence, but we assume that σ is compressible, and want to prove that the entire
sequence α is compressible.
The key observation: knowing both subsequences (and the selection rule S, of course), we
can reconstruct the original sequence. Indeed, we know whether a0 is selected or not: it depends
on whether the empty string belongs to S or not. So we know where we should look for the first
term when reconstructing α from its two parts. Knowing a0, we can check whether one-letter
word a0 belongs to S or not. So we know whether a1 is selected, so we know from which
subsequence it should be taken, etc.
So, we know that our sequence can be reconstructed from two its parts, and one part is
compressible. Then the entire sequence is compressible: a compressed description consist of a
compressed description of a compressible subsequence, and the trivial description of the other
one (for which we do not know whether it is compressible or not). To make this argument
precise, we need two things:
• prove that the selected subsequence has positive density (otherwise its compression gives
only a negligible improvement);
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• modify the definition of complexity and the criterion of compressibility allowing pairs as
descriptions.
We start with the first part.
Lemma. If the selected subsequence is infinite, then it has a positive density, i.e., the liminf of
the density of the selected terms is positive.
Proof of the lemma. Consider a deterministic finite automaton that recognizes the set S. We
denote this automaton by the same letter S. Let X be the set of states of S that appear infinitely
many times when S is applied to α . Starting from some time, the automaton is in X , and X
is strongly connected (when speaking about strong connectivity, we ignore the labeling of the
transition edges). Let us show that vertices in X have no outgoing edges that leave X . If these
edges exist, let us construct a string u that forces S to leave X when started from any vertex of
X . This will lead to a contradiction: a normal sequence has infinitely many occurences of u,
and one of them appears when S already is in X . How to construct this u? Take some q ∈ X
and construct a string u1 that forces S to leave X when started from q. Such a string u1 exists,
since X is strongly connected, so we can bring S to any vertex and then use the letter that forces
S to leave X . Now consider some other vertex q′ ∈ X . It may happen that u1 already forces S to
leave X when started from q′. If not and S remains in X (being in some vertex v), we can find
some string u2 that forces S out of X when started at v. Then the string u1u2 forces S to leave
X when started in any of the vertices q,q′. Then we consider some other vertex q′′ and append
(if needed) some string u3 that forces S to leave X when started at q, q
′ or q′′ (in the same way).
Doing this for all vertices of X , we get the desired u (and the desired contradiction).
So X has no outgoing edges (and therefore is a strongly connected component of S’s graph).
Now the same argument shows that there exists a string u that forces S to visit all vertices of X
when started from any vertex in X . This string u appears with positive density in α . So either
the selected subsequence is finite (if X has no accepting vertices) or the selected subsequence
has positive density (since every occurence of u means that at least one term is selected when S
visits the accepting vertex). Lemma is proven.
To finish the proof, we need to modify the notion of a description mode and consider pairs as
descriptions. Let A,B,C be three alphabets. We define the notion of automatic ternary relation
R ⊂ A∗× B∗×C∗ in the same way as for binary relations: now the edge labels are triples
(a,b,c), where each of the letters (or even all three) can be replaced by ε-symbol. This relation
can be considered as multivalued function of type A×B→ C. If it is O(1)-valued, we call it
pair description mode, and a pair (u,v) is called a description of w if (u,v,w) ∈ R. We assume,
as before, that all the alphabets are binary (A = B = C = B), and the length of description is
measured as the sum of lengths:
CR(w) =min{|u|+ |v| : (u,v,w) ∈ R}.
The automatic description modes are special cases of pair description modes (if we use only one
component of the pair as a description, and the other one is empty), but this generalization may
lead to smaller complexity function. (It would be interesting to find out how much the decrease
could be.) Still this modified version of automatic complexity can be used to characterize
normality:
Proposition 2. (a) For every pair description mode
C(x)≤ CR(x)+ c logCR(x)+ c
for some c and all x, where C(x) stands for the Kolmogorov complexity of x.
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(b) If R is a pair description mode and α = a0a1 . . . is a normal sequence, then
lim
CR(a0a1 . . .an−1)
n
≥ 1.
(c) If a ternary relation R(u,v,w) is a pair description mode and a binary relation Q(u′,u) is
an automatic description mode, then their joint
R′(u′,v,w) = ∃u [Q(u′,u) and R(u,v,w)]
is a pair description mode.
(d) Let S be a regular set of binary strings (recognized by a finite automaton) used as a selection
rule. Then the relation
{(u,v,w) : u and v are strings of selected and non-selected bits when S is applied to w}
is a pair description mode.
Proof of the Proposition. (a) Fix some pair description mode R. If (u,v,w) ∈ R, the string w
is determined by the pair (u,v) and the ordinal number of x among the outputs of O(1)-valued
function for input (u,v). So the Kolmogorov complexity of w exceeds the Kolmogorov com-
plexity of a pair (u,v) at most byO(1), and complexity of a pair (u,v) is bounded by l+O(log l)
where l is the total length of u and v.
(b) As before, we cut α into blocks of some large length k. Now the R-complexity of a block
can be smaller than its Kolmogorov complexity, and the decrease can be O(logk), but this does
not matter: for large k this change is negligible compared to k.
(c) The joint of two automatic relations is automatic, for the same reasons; the corresponding
function is O(1)-valued since for each values of u′ we have O(1) different values of u, and each
of them leads to O(1) values of w (for a fixed v).
(d) The process of splitting w into u and v is automatic for obvious reasons. The notion
of automatic relation does not distinguish between input and output, so this ternary relation is
automatic. As we have discussed, for a given u and v there exists at most one w that can be
obtained by merging u and v; to determine whether we take the next letter from u or v, we check
whether the string of symbols already added to w belongs to the selection rule S. (Now the
initial state is not fixed anymore, still we can at most O(1) values for given u and v.)
Now we can finish the proof of Agafonov’s theorem. Assume that some selection rule S is
applied to a normal sequence α and selects some its subsequence σ that is not normal. After
finitely many steps S splits a prefix a of α into sequence of selected terms s (it is a prefix of σ )
and the sequence u of non-selected terms. Then (s,u,a) belongs to the pair description mode
from part (d) of the proposition; let us denote it by U . Now recall that σ is not normal, so
Theorem 2 says that there exists some description mode Q such that CQ(s) < (1− ε)|s| for
some ε > 0 and for infinitely many prefixes s of σ . Then use part (c) of the proposition and
consider the joint J of Q andU . The
CJ(a)≤ CQ(s)+ |u| ≤ (1− ε)|s|+ |u| ≤ |s|+ |u|− ε|s|.
for infinitely many prefixes a of α that correspond to compressible prefixes s of σ . Lemma
guarantees that ε|s| is Ω(|a|), so we use Theorem 2 in the other direction and get a contradiction
with the normality of a.
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7 Discussion
The connection between normality and finite-state computations was noticed long ago, as the
title of [1] shows; see also [15] where normality was related to martingales arising from finite
automata. This connection led to a characterization of normality as incompressibility (see [4]
for a direct proof). On the other hand, it was also clear that the notion of Kolmogorov complex-
ity is not directly practical since it considers arbitrary algorithms as decompressors, and this
makes it non-computable. So restricted classes of decompressors are of interest, and finite-state
computations are a natural candidate for such a class.
Shallit and Wang [16] suggested to consider, for a given string x, the minimal number of
states in an automaton that accepts x but not other strings of the same length. Later Hyde and
Kjos-Hanssen [10] considered a similar notion using nondeterministic automata. The intrinsic
problem of this approach is that it is not naturally “calibrated” in the following sense: measuring
the information in bits, we would like to have about 2n objects of complexity at most n.
Another (and “calibrated”) approach was suggested by Calude, Salomaa and Roblot [8]: in
their definition a deterministic transducer maps a description string to a string to be described,
and the complexity of y is measured as the combination of the sizes of a transducer and an input
string needed to produce y (the minimum over all transducers and all input strings producing y
is taken). The size of the transducer is measured via some encoding, so the complexity function
depends on the choice of this encoding. The open question posed in [8, Section 6] asks whether
this notion of complexity can be used to characterize normality.
The incompressibility notion used in [4] provides such a characterization for a different def-
inition. It uses deterministic transducers and requires additionally that for every output string
y and every final state s there exists at most one input string that produces y and brings the au-
tomaton into the state s. Our approach is a refinement of this one: we consider non-deterministic
automata without initial/final states and require only that decompressor is an O(1)-valued func-
tion. The proofs then become simpler, mainly for two reasons: (1) we use the comparison of the
automatic complexity and the plain Kolmogorov complexity and apply standard results about
Kolmogorov complexity; (2) we explicitly state and prove the property CR(xy)≥CR(x)+CR(y)
that is crucial for the proofs.
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