We discuss long-time behaviour of Hele-Shaw flow with injection and suction for domains that are small perturbations of balls. An evolution equation for the motion of these domains is derived and linearised. We use spectral properties of the linearisation to show that in the case of injection, perturbations of balls decay algebraically. For classical Hele-Shaw flow, convergence turns out to be faster if low Richardson moments vanish. If for the three-dimensional case surface tension is included, all liquid can be removed by suction if the suction point and the geometric centre coincide and the ratio of suction speed and surface tension is small enough. An arbitrarily large portion of the liquid can be removed if the initial domain is sufficiently close to a ball. The main tools are the principle of linearised stability and H. Amann's theory of abstract quasilinear parabolic evolution equations.
Introduction
In the problem of Hele-Shaw flow with injection or suction at a single point one seeks both a family of moving domains t → Ω(t) ⊆ R N , 0 ∈ Ω(t), parameterised by time t, and two functions v(·, t) : Ω(t) → R N and p(·, t) : Ω(t) → R such that div v = µδ in Ω(t), (1.1) v = −∇p in Ω(t).
( 1.2)
The family t → Ω(t) models a liquid domain that moves under influence of injection or suction at the origin. Here v and p are the velocity and pressure field, respectively, µ stands for the injection speed if µ > 0, or the suction speed if µ < 0, and δ is the delta distribution. The evolution of the boundary Γ (t) is specified by the requirement that its normal velocity v n is given by
To get a well-defined free boundary problem, a boundary condition has to be added. Here we shall discuss two possibilities.
• Classical Hele-Shaw flow, where p = 0 on Γ (t).
(
1.4)
It is well known that for this problem only the injection case µ > 0 is well-posed. By an appropriate scaling of time we can assume µ = 1.
• Hele-Shaw flow with surface tension, where p = −γ κ on Γ (t).
(1.5)
Here, κ(·, t) : Γ (t) → R stands for the mean curvature of the moving boundary t → Γ (t) (taken negative if Ω(t) is convex) and γ is a positive constant. For this problem both the injection and the suction case will be studied.
Equations ( Besides liquid flow in a Hele-Shaw cell [8] , the model and variations of it describe the growth of tumors [5] and porous media flow [10, 11] . For similar problems, Escher and Simonett [10, 13, 12] proved existence of short-time solutions t → Ω(t). For the problem (1.1)-(1.4) weak solutions have been investigated by Gustafsson [16] and Begehr and Gilbert [4] . For the suction problem for (1.1)-(1.3), (1.5), Tian [23] proved that if the geometric centre and the suction point do not coincide, then the solution breaks down before all liquid is sucked out or the domain becomes unbounded with zero area. Prokert [22] proved short-time existence and uniqueness of solutions for the problem with γ > 0 and µ = 0. Global existence and exponential decay are proved for this problem in the same paper and in [15] for the case where the initial domain is sufficiently close to a ball. The main tools are linearisation around the equilibrium and energy estimates. In [14] a similar result has been proved for the two-phase problem. In [6] an evolution equation for a conformal mapping in the complex plane is derived to prove a corresponding result for the exterior problem in two dimensions.
Let σ N be the area of the unit sphere S N−1 in R N . We will assume that the initial domain Ω(0) has the same volume as the unit ball B N in R N , i.e. |Ω(0)| = σ N /N. The volume V (t) of the domain satisfies
Note that for negative µ, our problem can only make sense if
By radial symmetry, if Ω(0) = B N then Ω(t) = s N,µ (t)B N , where
In order to prove stability of these solutions, we rescale by a factor s N,µ (t) such that B N becomes a stationary solution. Star-shaped perturbations of this stationary solution are described by means of a small function r(·, t) : S N−1 → R. This paper is organised as follows. In Section 2 we derive a nonlinear nonlocal parabolic evolution equation for r(t). For the classical Hele-Shaw problem the evolution operator can be treated as autonomous after introducing a new time variable. The linearisation of the evolution operator around the stationary solution is of first order and essentially given by the Dirichlet-toNeumann operator for the Laplacian on B N . For the problem with surface tension, only the case N = 3 can be treated as autonomous. The linearisation is a third order polynomial in the Dirichletto-Neumann operator.
The spectral properties of the linearised operator for classical Hele-Shaw flow in little Hölder spaces are discussed in Section 3. Based on the spectrum, a global existence result is proved and it is shown that r(t) decays algebraically. Here we use the principle of linearised stability (see [19] ). In Section 4 we show that convergence is faster for domains for which low Richardson moments vanish. This is done by discussing the linearisation of the evolution operator restricted to the corresponding invariant manifolds.
From Section 5 on we restrict our attention to the problem with surface tension in R 3 . For the case of injection, we prove existence of small solutions for all t > 0. In the case of suction, we find that all liquid can be removed under the conditions that suction takes place in the geometric centre of the liquid domain and the ratio |µ|/γ is small enough. This gives a partial answer to a problem posed in 1993 [17] . Furthermore, we get decay properties that show that the liquid domain vanishes "as a round point". In Section 6 we prove the following stability result: an arbitrarily large portion of liquid can be removed if the initial domain is close enough to a ball. There we use the fact that the evolution induces a semiflow on appropriate function spaces.
In future research we intend to discuss the problem with surface tension for N = 3. The problem is not autonomous and therefore the principle of linearised stability cannot be used. We plan to study long-time asymptotics of Stokes flow with injection and suction.
The evolution equation for the domain
In this section we derive a nonlinear nonlocal evolution equation describing the motion of the domain, in a rescaled version. Furthermore, we determine the linearisation of the evolution operator in terms of the Dirichlet-to-Neumann mapping.
Consider moving domains Ω(t) that can be described by a continuous function R :
Sometimes we will write R(t) instead of R(·, t). Define
From this we get Ω r(t) = s N,µ (t) −1 Ω R(t) .
We derive an evolution equation for perturbations r of the stationary solution r(t) ≡ 0, and investigate long-time behaviour.
Now we shall consider the problem for fixed time and suppress the argument t. Define
The free boundary problem (1.1)-(1.4) or (1.1)-(1.3), (1.5) respectively translates into the following evolution equation for R:
where n(R) = n(R, ·) maps an element ξ ∈ S N −1 to the exterior unit normal vector on Γ R at the pointz(R, ξ ). For this we refer to [21, Chapter 3] . We shall write this evolution equation in terms of r.
and U : Ω R → R by U = p − µΦ.
Because ∆Φ = −δ we have
Here κ R : Γ R → R stands for the mean curvature of Γ R . From
since r(ξ ) > −1 and n(R, ξ ) = n(r, ξ ). Define u : Ω r → R by
Then ∆u = 0 and on Γ r ,
for some function C N depending on t. Let Λ r : Ω r → R and G r : Ω r → R be the harmonic functions that satisfy Λ r = Φ on Γ r , G r = κ r on Γ r .
we find from (2.4) that
In order to transform our free boundary problems to the fixed reference domain B N , the righthand side has to be written in terms of operators on function spaces on B N and S N−1 . For k ∈ N 0 and α ∈ (0, 1), let the little Hölder spaces h k,α (K) on a compact domain K be defined as the closure of C ∞ (K) in the Hölder spaces C k,α (K). These spaces have the property that
By [19, Theorem 0.3.2] there exists an extension operator E ∈ L(C k,α (S N−1 ), C k,α (B N )) for k ∈ {0, 1, 2} and α ∈ [0, 1), with the property
Proof. This follows from the fact that the Hölder spaces are Banach algebras. For more detail we refer to [25, Lemma 2.3].
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We denote the components of J (r) −1 by j i,k (r). By Lemmas 2.1 and 2.2, we see that there exists a neighbourhood U of 0 in C 2,α (S N−1 ) and two mappings A :
where e i is the i-th unit vector in
where φ(r, ·) = φ(r) and Φ : R N → R is defined by (2.3). Introduce κ(r) as the function that maps an element ξ ∈ S N −1 to the curvature of Γ r at z(r, ξ ).
We can choose U such that we can define E :
Now (2.5) gets the form
where
Introduce a new time variable τ = τ (t) such that τ (0) = 0 and
• For the classical Hele-Shaw flow (γ = 0, µ = 1) we get an autonomous evolution equation
(2.14)
• For the problem with surface tension, only the equation for N = 3 becomes autonomous. In this case we get
In the following we will write r instead ofr.
(ii) There exists a neighbourhood U 1 of zero in h 4,α (S N−1 ) such that the operator F 1 :
Proof. 
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The next step is finding the linearisation of the evolution operators around zero.
LEMMA 2.4 The Fréchet derivative of F 2 at 0 satisfies 16) where N :
is the Dirichlet-to-Neumann operator on the unit ball given by
We can write F 2 (r) as
From a Taylor expansion we get
where I is the identity.
LEMMA 2.5 The Fréchet derivative of F 1 at 0 satisfies
Proof. From [21, Chapter 6] we have
where ∆ 0 denotes the Laplace-Beltrami operator on the unit sphere. From [20] we have
The proof can be completed as for Lemma 2.4. In this section we apply the principle of linearised stability to the evolution equation (2.14) for the classical Hele-Shaw problem, in order to derive a stability result for the stationary solution r ≡ 0. For this purpose we study the spectral properties of the operator Now we will prove that all elements of the spectrum of 
is compact. From [18, Theorem III. 6 .29] we get the desired result. 
Proof. As mentioned before, Combining the above with (2.13) we get the following estimate for the nonautonomous problem (2.12):
for ζ = λ 0 σ N /N .
Faster convergence in absence of low-order moments
In this section we show for classical Hele-Shaw flow that if the integrals of harmonic polynomials with low degrees over the moving domain vanish, then convergence to the equilibrium will be faster. Let K ∈ N 0 and define
:
We have r ∈ M N K if and only if the volume of the corresponding domain Ω r is equal to the volume of the unit ball and the Richardson moments of order 1, . . . , K vanish. LEMMA 4.1 Let r be a solution of (2.14). If r(0) is in M N K then r(t) ∈ M N K for all t 0. Proof. It follows from our choice of scaling that if the initial domain Ω r(0) has the same volume as the unit ball, then this will also be the case for Ω r(t) for all t > 0. Let h be harmonic, R(t) = s N,µ (t)(1 + r(t)) − 1, and let p and v be the solutions of (1.1)-(1.4) on the corresponding domains Ω R(t) . From Green's identities, (1.3), (1.4), (1.6) and (1.7) it follows that
This means that integrals of harmonic homogeneous polynomials of nonzero degree over Ω R(t) are constant in t. This completes the proof.
2
Let h k,j be the harmonic homogeneous polynomials that satisfy
Note that if we choose 
Because h k,j (x) = |x| k s k,j (x/|x|) we have
where ϕ = x/|x| ∈ S N −1 . The operators f K : h 2,α (S N −1 ) → R I K are analytic, and Fréchet differentiation leads to
By linearity of P K we have
It is easy to see that φ K (0) : By straightforward calculation we see that ψ K (0) is the identity on V.
. It is easy to see that
.
LEMMA 4.2 The spectrum of G K (0) consists entirely of eigenvalues and is equal to
Proof. This is proved in [25, Lemma 4.4] . The proof is based on the fact that F 2 (0) respects the decomposition
There exists a δ > 0 and an M > 0 such that the problem ∂r ∂τ = F 2 (r)
Proof. Existence follows from Theorem 3.3. Note that if r ∈ M N K then ψ K (P K r) = r.
We have
This is an evolution equation for P K r. Linearising the evolution operator
around zero leads to 
Combining the above with (2.13) we get the following estimate for the nonautonomous problem (2.12):
The spectrum of the linearisation and stability for N = 3 in the case of Hele-Shaw flow with surface tension
In this section we apply the principle of linearised stability (see [19] ) to the evolution equation (2.15) for the three-dimensional problem with surface tension in order to derive a stability result for the injection case. For the suction case we will derive stability if the suction point is the geometric centre of the initial domain and the quotient of suction speed and γ is small enough. We need to study the spectral properties of the operator F γ ,µ (0) : h 4,α (S 2 ) → h 1,α (S 2 ) given by
For each γ > 0 and µ ∈ R \ {0} introduce
The following lemma is a simple consequence of (3.1) and (5.1).
The eigenspace for the eigenvalue g k is S 3 For two Banach spaces X and Y such that X → Y we define H(X, Y ) as the collection of operators A ∈ L(X, Y ) for which −A is the infinitesimal generator of a strongly continuous analytic semigroup.
Proof. See Appendix A.
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LEMMA 5.3 The spectrum of F γ ,µ (0) : h 4,α (S 2 ) → h 1,α (S 2 ) consists entirely of eigenvalues and σ (F γ ,µ (0)) = {g 0 , g 1 , g 2 , . . .}. 
Proof. In Lemma 5.2 we saw that F γ ,µ (0) is sectorial. Note that −3µ/(4π ) is the largest eigenvalue of 
If we combine this estimate with (2.13) we get for the nonautonomous problem (2.12) the estimate
for ζ = 4π λ 0 /(3µ). The case µ < 0 is more complicated. We need some extra conditions for certain Richardson moments of the initial domain in order to get results similar to Theorem 5.4. Note that r ∈ M 3 1 if and only if the corresponding domain Ω r has the volume of the unit ball and its geometric centre is at the origin.
LEMMA 5.5 Suppose that r satisfies (2.15). If r 0 ∈ M 3 1 then r(t) ∈ M 3 1 for all t > 0. Proof. It is easy to check that if Ω r(0) has the volume of the unit ball, then so does Ω r(t) for all t. Let R(t) = s N (t)(1 + r(t)) − 1 and let p and v be the solutions of (1.1)-(1.3), (1.5) on Ω R(t) . We shall use the following identity for the curvature κ R(t) and the Laplace-Beltrami operator ∆ R(t) of Γ R(t) :
where n R(t) is the outer normal on Γ R(t) and x : Γ R(t) → R 3 stands for the identity. This is proved in [7, Chapter 2] . Let x j denote the j -th component of x. By Green's second identity, (1.2), (1.5), (1.6) and the symmetry of the Laplace-Beltrami operator we have
The lemma follows from this.
2 THEOREM 5.6 Let µ < 0 be such that (5.2) holds and let 0 < λ 0 < 5µ/(4π ) + 8γ . There exists a δ > 0 and an M > 0 such that the problem
Proof. Introduce
, with h 4,α 1 (S 2 ) as defined in Section 4. We get
Because F γ ,µ (0) is invariant with respect to the decomposition h k,α (
The operator G 1,γ ,µ (0) is sectorial because F γ ,µ (0) is sectorial (see Lemma 5.2) . Let φ 1 :
be defined as in Section 4. We showed that there exists a neighbourhood V ⊆ h 4,α 1 (S 2 ) of zero such that {0} × {0} × V ⊆ φ 1 (U) and an analytic mapping
Assume for the moment that r is a solution to (5.4) and r(t) ∈ M 3 1 ∩ U. Thenr = P 1 r satisfies
We will discuss the solvability of (5.5) first. Analogously to Section 4, we find that the linearisation around zero of the evolution operator on the right-hand side is Set r = ψ 1 (r).
Because ψ 1 (P 1 r) = r for all r ∈ M 3 1 ∩ U, we have
for all h ∈ T r M 3 1 . By Lemma 5.5 we have F γ ,µ (r) ∈ T r M 3 1 and therefore
There exists a δ > 0 and an M > 0 such that for r 0 ∈ M 3 1 with r 0 C 4,α (S 2 ) < δ we have
This estimate follows exactly in the same way as in the proof of Theorem 4.3. This proves the theorem.
for ζ = −4π λ 0 /(3µ) and t ∈ [0, T µ ).
Stability for perturbations of the suction point
If the suction point is not at the geometric centre of the initial domain we cannot derive a result like Theorem 5.6. As shown in [23] , the solution either becomes unbounded or breaks down before all liquid is sucked out. In this section we show that for the problem with surface tension an arbitrarily large portion of the liquid can be removed if r 0 is sufficiently small. We do not need to restrict ourselves to the case r 0 ∈ M 3 1 . LEMMA 6.1 Let µ < 0, α 1 ∈ (0, α), β ∈ (α, 1) and assume that (5.2) holds. There exists a neighbourhood U of 0 in h 3,β (S 2 ) such that the problem
has for each r(0) = r 0 ∈ U ∩ h 4,α 1 (S 2 ) a unique maximal solution
Proof. According to [12, Lemma 3.1] , there exists a neighbourhoodÛ of 0 in h 2,β (S 2 ) and
such that κ(r) = κ 1 (r)r + κ 2 (r).
From (5.3), we see that κ 1 is a quasilinear differential operator of second order and κ 2 is of first order. Therefore there exists a small neighbourhood U ⊂Û of 0 in h 3,β (S 2 ) such that
Combining this with Lemma 2.3 we can choose U such that
By [12, Remark 3.3] we have
, where p is a polynomial of degree 2 and therefore from Lemma 5.2 we get
). This implies that we can choose U such that
By Lemma 2.3, we can choose U such that
Because little Hölder spaces satisfy
the result follows from (6.1), (6.2) and [2, Theorem 12.1].
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THEOREM 6.2 Let T > 0, η ∈ (0, 1) and µ < 0 be such that (5.2) holds. Define
There exists a δ > 0 such that the problem ∂r ∂τ = F γ ,µ (r) with r(0) = r 0 ∈ h 4,α 1 (S 2 ) and r 0 C 4,α 1 (S 2 ) < δ has a solution r ∈ C([0, T ), h 4,α 1 (S 2 )) ∩ C 0,η ([0, T ), h 1,α (S 2 )).
Proof. From the semiflow property proved in Lemma 6.1 we see that the set V = {(r 0 , τ ) ∈ U × (0, ∞) : τ < T + (r 0 )} is open in h 4,α 1 (S 2 ) × (0, ∞). Since T + (0) = ∞, the point (0, T ) is in V . Therefore there exists a neighbourhoodŨ of zero in h 4,α 1 (S 2 ) such that T + (r 0 ) T for all r 0 ∈Ũ.
Note that by the same reasoning one can show that for any T > 0 andr ∈ U ∩ h 4,α 1 (S 2 ) with T + (r) = ∞ there exists a neighbourhoodŨ ofr in h 4,α 1 (S 2 ) such that if r 0 ∈Ũ then T + (r 0 ) T .
where F denotes Fourier transform, f : R 2 × R → R is defined by f (x, y) = y 2 + 2 j,k=1â j k (0)x j x k , and M f (·,1) stands for multiplication with the function f (·, 1). As (f (x, y)) 3 is positively homogeneous and its derivatives are bounded on |x| 2 + y 2 = 1,N 3 0 ∈ H(h 4,α (R 2 × {0}), h 1,α (R 2 × {0})) (see [10, Theorem A.2] ). In [12, Corollary 5.2] , the same strategy is used for a different operator.
2. The next step is relatingN 3 0 to N 3 if the chart domains are small. The following statement holds true. For any ε > 0 and ζ ∈ (0, α) there is a > 0, an atlas (T i , Ξ i ) M i=1 , a partition of unity
, and a C > 0 such that for l ∈ {1, 2, 3} andN 0 constructed from the atlas as described above we have, for all p ∈ h l+1,α (S 2 ),
The other terms can be estimated in a similar way. Finally, X * (ψN 3 p) −N 3 0 X * (ψp) C 1,α (R 2 ) ηC X * (ψp) C 4,α (R 2 ) + C η p C 4,ζ (S 2 ) .
We take η = ε/C and get the desired result (A.3).
3. Now we prove that for all λ > 0,
is an isomorphism. Note that λI + N is an isomorphism imply that N 3 ∈ H(h 4,α (S 2 ), h 1,α (S 2 )) (see [3, Remark I.1.2.1(a)]).
