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Abstract: The authors of this paper study singular phenomena(vanishing and blowing-up
in finite time) of solutions to the homogeneous Dirichlet boundary value problem of nonlinear
diffusion equations involving p(x)-Laplacian operator and a nonlinear source. The authors dis-
cuss how the value of the variable exponent p(x) and initial energy(data) affect the properties
of solutions. At the same time, we obtain the critical extinction and blow-up exponents of
solutions.
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1 Introduction
Let Ω ⊂ RN (N > 1) be a bounded simply connected domain and 0 < T <∞. Consider the
following quasilinear degenerate parabolic problem:

ut = div(|∇u|
p(x)−2∇u) + ur−2u, (x, t) ∈ QT ,
u(x, t) = 0, (x, t) ∈ ΓT ,
u(x, 0) = u0(x), x ∈ Ω,
(1.1)
where QT = Ω× (0, T ], ΓT denotes the lateral boundary of the cylinder QT , It will be assumed
throughout the paper that the exponent p(x) is continuous in Ω with logarithmic module of
continuity:
1 < p− = inf
x∈Ω
p(x) 6 p(x) 6 p+ = sup
x∈Ω
p(x) <∞, (1.2)
∀x ∈ Ω, y ∈ Ω, |x− y| < 1, |p(x)− p(y)| 6 ω(|x− y|), (1.3)
where
lim sup
τ→0+
ω(τ) ln
1
τ
= C < +∞.
Problem (1.1) occurs in mathematical models of physical processes, for example, nonlinear
diffusion, filtration, elastic mechanics and electro-rheological fluids, the readers may refer to
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[1, 2, 3, 4, 5]. When p is a fixed constant, the authors in [6] discussed the extinction and non-
extinction of solutions by applying a comparison theorem and energy estimate methods. Besides,
in [7], the authors studied blowing-up of solutions with positive initial energy. However, we point
out that the methods used in [6, 7] fail in solving our problems. The main reason is that
‖∇u‖rp(.),Ω 6≡
[ ∫
Ω
|∇u|p(x)dx
] r
p(.)
;∫
Ω
um|∇u|p(x)dx 6≡
∫
Ω
( p(.)
m+ p(.)
)p(.)
|∇u
m+p(.)
p |p(x)dx;
div(|∇(λu)|p(x)−2∇(λu)) 6≡ λp(x)−1div(|∇u|p(x)−2∇u).
Due to the lack of homogeneity, we have to look for new methods or techniques to study prop-
erties of solutions to the problem. Fortunately, we construct a new control function and apply
suitable embedding theorems to prove that the solution blows up in finite time when the initial
energy is positive, which improves the result in [10]. Subsequently, we find that the solution
represents different properties when p(x) belongs to different intervals or when the initial data
is sufficiently small or strictly bigger than zero. As we know, such results are seldom seen
for the problem with variable exponents. By applying energy estimate method and compari-
son principle for ODE, we prove that the solution of Problem (1.1) develops a nonempty set
{x ∈ Ω, u(x, t) = 0}, the so called dead core, after finite time, or remains positive when p(x)
belongs to different intervals.
The outline of this paper is the following: In Section 2, we shall introduce the function spaces
of Orlicz− Sobolev type, give the definition of the weak solution to the problem and prove that
the weak solution blows up in finite time for a positive initial energy; Section 3 will be devoted
to studying the critical extinction exponent.
2 Critical Blow-up exponent
In this section, we will study the blowing-up of the weak solutions when the initial energy is
less than a positive constant. Let us introduce the Banach spaces
Lp(x)(Ω) =
{
u(x)|u is measurable in Ω, Ap(.)(u) =
∫
Ω
|u|p(x)dx <∞
}
,
‖u‖p(.) = inf{λ > 0, Ap(.)(u/λ) 6 1};
W 1,p(x)(Ω) := {u : u ∈ Lp(x)(Ω), |∇u| ∈ Lp(x)(Ω)};
‖u‖W 1,p(x)(Ω) = ‖u‖p(.), Ω + ‖∇u‖p(.), Ω;
V (Ω) =
{
u|u ∈ L2(Ω) ∩W 1,10 (Ω), u ∈W
1,p(x)(Ω)
}
,
‖u‖V (Ω) = ‖u‖2, Ω + ‖∇u‖p(.), Ω;
H(QT ) =
{
u : [0, T ] 7→ V (Ω)|u ∈ L2(QT ), |∇u| ∈ L
p(x)(QT ), u = 0 on ΓT
}
,
‖u‖H(QT ) = ‖u‖2, QT + ‖∇u‖p(.), QT ,
and denote by H ′(QT ) the dual of H(QT ) with respect to the inner product in L
2(QT ). From [5],
we know that Condition (1.3) can imply that W
1,p(x)
0 (Ω) := {u : u ∈W
1,p(x)(Ω), u = 0 on ∂Ω}
is the closure of C∞0 (Ω) in W
1,p(x)(Ω).
3
Definition 2.1. A function u(x, t) ∈ H(QT )∩L
∞(0, T ;L2(Ω)), ut ∈ H
′(QT ) is called a weak
solution of Problem (1.1) if for every test-function
ξ ∈ Z ≡ {η(z) : η ∈ H(QT ) ∩ L
∞(0, T ; L2(Ω)), ηt ∈ H
′(QT )},
and every t1, t2 ∈ [0, T ] the following identity holds:∫ t2
t1
∫
Ω
[uξt − |∇u|
p(x)−2∇u∇ξ + ur−2uξ]dxdt =
∫
Ω
uξdx
∣∣∣t2
t1
. (2.1)
For the existence of solutions to Problem (1.1), we have the following theorem
Theorem 2.1. [8, 9] Suppose that Conditions (1.2) − (1.3) are fulfilled. Then for every
u0 ∈ W
1,p(x)
0 (Ω) ∩ L
∞(Ω), there exists a T ∗ > 0 such that Problem (1.1) has at least one weak
solution u ∈ H(QT ∗), ut ∈ H
′(QT ∗) in the sense of Definition (2.1).
Define
E(t) =
∫
Ω
1
p(x)
|∇u|p(x)dx−
1
r
∫
Ω
|u|rdx.
For the sake of simplicity, we give some notations used below. By Corollary 3.34 in [5],
we know that W
1,p(x)
0 (Ω) →֒ L
r(Ω)(1 < r < Np
−
N−p−
). Let B be the constant of the embedding
inequality
‖u‖r 6 B‖∇u‖p(.), ∀ u ∈W
1,p(x)
0 (Ω).
Set E1 = (
r−p+
rp+
)B
r−p+
rp+
1 , α1 = B
rp+
p+−r
1 , where B1 = max{B, 1}. Our main result is
Theorem 2.2. Assume that p(x) satisfies (1.2) − (1.3) and the following conditions hold
(H1) u0 ∈ L
2(Ω) ∩W
1,p(x)
0 (Ω), E(0) < E1, min{|∇u0|
p−
p(x), |∇u0|
p+
p(x)} > α1;
(H2) max{1,
2N
N + 2
} < p− < N, max{2, p+} < r 6
2N + (N + 2)(p− − 1)
N
,
then the solution of Problem (1.1) blows up in finite time.
In order to prove this theorem, we first give some lemmas.
Lemma 2.1. Suppose that u(x, t) ∈ H(QT ) ∩ L
∞(0, T ;L2(Ω)), ut ∈ H
′(QT ) is a weak solu-
tion of Problem (1.1) and 2 < r 6 2N+(N+2)(p
−−1)
N
, then the following conclusions hold
(i) ut ∈ L
2(QT ), |∇u| ∈ L
∞(0, T ;Lp(x)(Ω));
(ii) u ∈ C(0, T ;Lr(Ω)),
∫
Ω
1
p(x)
|∇u|p(x)dx ∈ C(0, T );
(iii) E(t) ∈ C[0, T ] ∩ C1(0, T );
(iv) E(t) is non-increasing with respect to t and satisfies the following identity
E′(t) = −‖ut‖
2
2 6 0.
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Proof. A weak solution u(x, t) to Problem (1.1) is a limit function of the sequence of Galerkin’s
approximation
u(m) =
m∑
k=1
c
(m)
k ϕk, ϕk ∈W
1,p+
0 (Ω), c
(m)
k ∈ C
1(0, T ).
Following the lines of the proof of Lemma 3.1 and Theorem 6.1 in [8, 10], we know that there
exists a positive constant C = C(|Ω|, |u0|L∞(Ω), p
±, r,N) such that
‖u(m)‖H(QT ) + ‖u
(m)‖L∞(0,T ;L2(Ω)) + ‖u
(m)
t ‖H′(QT ) 6 C; (2.2)
‖u
(m)
t ‖L2(Ω) +
d
dt
∫
Ω
1
p(x)
|∇u(m)|p(x)dx =
∫
Ω
|u(m)|r−2u(m)u
(m)
t dx. (2.3)
Proposition 3.1 in [1] and Inequality (2.2) yield
‖u(m)‖
L
p−(N+2)
N (QT )
6 γ
∫∫
QT
|∇u(m)|p(x)dxdt ·
(
sup
0<t<T
∫
Ω
|u(m)|2dx
) p−
N
6 C. (2.4)
Furthermore, according to 1 < r 6 2N+(N+2)(p
−−1)
N
and (2.4), it is easy to verify that
‖|u(m)|r−2u(m)‖H(QT ) 6 C. (2.5)
By (2.2), (2.3), (2.5), we have
‖u
(m)
t ‖L2(QT +
∫
Ω
1
p(x)
|∇u(m)|p(x)dx 6 C := C(p±, |∇u0(Ω)|p(.), |Ω|),
which implies u(x, t) ∈ L2(QT ), |∇u| ∈ L
∞(0, T ;Lp(x)(Ω)).
Noting that W
1,p(x)
0 (Ω) →֒ W
1,p−
0 (Ω)
compact
→֒ Lr(Ω) →֒ L2(Ω) and applying Corollary 6 in
[13], we get u ∈ C(0, T ;Lr(Ω)).
Similarly as the proof of Lemma 1 in [10], we have
‖ut‖L2(Ω×(t1,t2)) +E(t2) = E(t1), 0 6 t1 < t2 6 T, (2.6)
which shows E(t) ∈ C[0, T ],
∫
Ω
1
p(x) |∇u|
p(x)dx ∈ C(0, T ) from absolute continuity of Lebesgue
measure.
Letting t1 = t, t2 = t + h, t, t + h ∈ (0, T ), multiplying (2.6) by
1
h
and according to
|ut|L2(Ω) ∈ L
2(0, T ) and Lebesgue differentiation theorem, we have
E′(t) = −
∫
Ω
|ut|
2dx 6 0,
that is E(t) ∈ C1(0, T ).
Lemma 2.2. Suppose that u is the solution of Problem (1.1). If the condition (H1) holds
and r > max{2, p+}, then there exists a positive constant α2 > α1 such that for all t > 0∫
Ω
|∇u|p(x)dx > α2, (2.7)∫
Ω
|u|rdx > Br1 max{α
r
p−
2 , α
r
p+
2 }. (2.8)
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Proof.
E(t) >
1
p+
∫
Ω
|∇u|p(x)dx−
Br
r
‖∇u‖rp(.)
>
1
p+
∫
Ω
|∇u|p(x)dx−
Br
r
max
{
(
∫
Ω
|∇u|p(x)dx)
1
p− , (
∫
Ω
|∇u|p(x)dx)
1
p+
}r
>
1
p+
∫
Ω
|∇u|p(x)dx−
Br1
r
max
{
(
∫
Ω
|∇u|p(x)dx)
r
p− , (
∫
Ω
|∇u|p(x)dx)
r
p+
}
∆
=
1
p+
α−
Br1
r
max{α
r
p− , α
r
p+ } = h(α),
(2.9)
with α =
∫
Ω |∇u|
p(x)dx.
Next, we will give a simple analysis about the properties of the function h(α). It is easy to
prove that h(α) satisfies the following properties
h(α) ∈ C[0,+∞);
h′(α) =


1
p+
−
Br1
p−
α
r−p−
p− < 0, α > 1;
1
p+
−
Br1
p+
α
r−p+
p+ , α < 1;
h′+(1) =
1
p+
−
Br1
p−
< 0, h′−(1) =
1
p+
−
Br1
p+
< 0;
h′(α1) = 0, 0 < α1 < 1.
(2.10)
Although the function h(α) is not differentiable at α = 1, a simple analysis shows that
h(α) is increasing for 0 < α < α1 while h(α) is decreasing for α > α1, and lim
α→∞
h(α) = −∞.
Due to E(0) < E1, then there exists a positive constant α2 > α1 such that h(α1) = E(0). By
min{|∇u0|
p−
p(x), |∇u0|
p+
p(x)} > α1, we get
h(α0) 6 E(0) = h(α2),
where α0 =
∫
Ω |∇u0|
p(x)dx. Once again applying the monotonicity of h(α), we have α0 > α2.
We prove (2.7) by arguing by contradiction. Suppose that there exists a t0 > 0 such that∫
Ω |∇u(., t0)|
p(x)dx < α2. Since
∫
Ω
1
p(x) |∇u|
p(x)dx ∈ C(0, T ), we may choose a t1 > 0 such that
α2 >
∫
Ω
|∇u(., t1)|
p(x)dx > p−
∫
Ω
1
p(x)
|∇u(., t1)|
p(x)dx > α1.
By the definitions of E(t) and the monotonicity of h(α), we have
E(t1) > h
( ∫
Ω
|∇u(., t1)|
p(x)dx
)
> h(α2) = E(0),
which contradicts E(t) 6 E(0), ∀ t > 0.
Noting that E′(t) 6 0, we get
1
r
∫
Ω
|u|rdx >
1
p+
∫
Ω
|∇u|p(x)dx− E(0) =
1
p+
∫
Ω
|∇u|p(x)dx− h(α2)
=
1
p+
∫
Ω
|∇u|p(x)dx−
1
p+
α2 +
Br1
r
max{α
r
p−
2 , α
r
p+
2 } >
Br1
r
max{α
r
p−
2 , α
r
p+
2 }.
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Let H(t) = E1 − E(t), then
Lemma 2.3. For all t > 0, we have
0 < H(0) 6 H(t) 6
1
r
∫
Ω
|u|rdx. (2.11)
Proof. Since E′(t) 6 0, it is very easily seen that H ′(t) > 0, which shows that H(t) > H(0) =
E1 − E(0) > 0. Moreover, a simple calculation shows that
E1 −
∫
Ω
1
p(x)
|∇u|p(x)dx 6 (
r − p+
rp+
)B
r−p+
rp+
1 −
1
p+
α2 6 h(α1)−
1
p+
α1 < 0.
So
H(t) = E1 −
∫
Ω
1
p(x)
|∇u|p(x)dx+
1
r
∫
Ω
|u|rdx 6
1
r
∫
Ω
|u|rdx.
Proof of Theorem 2.2. Letting G(t) = 12
∫
Ω |u|
2dx, we have
G′(t) =
∫
Ω
uutdx = −
∫
Ω
|∇u|p(x)dx+
∫
Ω
|u|rdx = −
∫
Ω
p(x)
1
p(x)
|∇u|p(x)dx+
∫
Ω
|u|rdx
> −p+
∫
Ω
1
p(x)
|∇u|p(x)dx+
∫
Ω
|u|rdx =
∫
Ω
|u|rdx− p+(E(t) +
1
r
∫
Ω
|u|rdx)
= (1−
p+
r
)
∫
Ω
|u|rdx− p+E(t) > (1−
p+
r
)
∫
Ω
|u|rdx− p+E1 + p
+H(t)
> (1−
p+
r
)
∫
Ω
|u|rdx− p+E1.
(2.12)
Inequality (2.8) shows that
p+E1 =
p+E1
Br1max{α
r
p−
2 , α
r
p+
2 }
(
Br1 max{α
r
p−
2 , α
r
p+
2 }
)
6
p+E1
Br1max{α
r
p−
2 , α
r
p+
2 }
∫
Ω
|u|rdx. (2.13)
Moreover, r > 2 and Ho¨lder’s inequality imply that∫
Ω
|u|rdx > |Ω|
2−r
2 (
∫
Ω
|u|2dx)
r
2 . (2.14)
So, using (2.12) − (2.14), we get
G′(t) > C0
( ∫
Ω
|u|2dx
) r
2
= C0G
r
2 (t), (2.15)
where
C0 =
(r − p+)
[
Br1 max{α
r
p−
2 , α
r
p+
2 } −B
r−p+
rp+
1
]
Br1 max{α
r
p−
2 , α
r
p+
2 }r
|Ω|
2−r
2 2
r
2 > 0
Integrating (2.15) with respect to t over (0, τ), we have
G(τ) >
(
G1−
r
2 (0) − (
r
2
− 1)C0τ
) 2
2−r
.
Applying Gronwall’s inequality, we know that G(t) blows up in a finite time T∗ 6
G1−
r
2 (0)
( r
2
−1)C0
.
For 2N
N+2 < p
− < p+ < 2, r = 2, E(0) < E1, what happens to the solution of Problem (1.1)?
The following theorem gives a positive answer
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Theorem 2.3. Suppose that p(x)satisfies (1.2) − (1.3) and the following conditions hold
(H5) u0 ∈ L
2(Ω) ∩W
1,p(x)
0 (Ω), E(0) < E1, min{|∇u0|
p−
p(x)
, |∇u0|
p+
p(x)
} > α1,
(H6)
2N
N + 2
< p− < p+ < r = 2,
then the solution of Problem (1.1) exists globally. Furthermore, we have
lim
t→+∞
‖u‖L2(Ω) = +∞.
Proof. By (2.15), we can easily obtain that
G′(t) > C02
2−r
2 |Ω|
r−2
2 G(t), t > 0.
Moreover, by applying Gronwall’s inequality, we get
lim
t→+∞
‖u‖L2(Ω) = +∞.
This completes the proof of this theorem.
For p+ < r < 2, we have the following theorem
Theorem 2.4. Suppose that p(x)satisfies (1.2) − (1.3) and the following conditions hold
(H7) u0 ∈ L
∞(Ω) ∩ L2(Ω) ∩W
1,p(x)
0 (Ω), E(0) 6 0;
(H8)
2N
N + 2
< p− < p+ < r < 2,
then the nonnegative solution of Problem (1.1) exists globally. Furthermore, we have
lim
t→+∞
‖u‖L∞(Ω) = +∞.
Proof. We use a trick used in [8, 12]. The function u2k−1(k ∈ N) can be chosen as a test-function
in (2.1). In (2.1), let t2 = t+ h, t1 = t, with t, t+ h ∈ (0, T ), then
1
2k
∫ t+h
t
d
dt
(
∫
Ω
u2kdx)dt+
∫ t+h
t
∫
Ω
(2k − 1)u2(k−1)|∇u|p(x)dxdt =
∫ t+h
t
∫
Ω
u2k−2+rdxdt.
(2.16)
Dividing the last equality by h, letting h → 0 and applying Lebesgue differentiation theorem,
we have that ∀ t ∈ (0, T )
1
2k
d
dt
∫
Ω
u2kdx+
∫
Ω
(2k − 1)u2(k−1)|∇u|p(x)dx =
∫
Ω
u2k−2+rdx. (2.17)
By Ho¨lder’s inequality, we get
|
∫
Ω
u2k−2+rdx| 6 ||u(·, t)||2k−2+r
L2k(Ω)
· |Ω|
2−r
2k , k = 1, 2, · · · . (2.18)
Combing Gronwall’s inequality with inequalities (2.17)−(2.18) and dropping the nonnegative
terms, we have
‖u‖L2k(Ω) 6
(
‖u0‖
2−r
L2k(Ω)
+ (1−
r
2
)t|Ω|
2−r
2k
) 1
2−r
. (2.19)
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In (2.19), letting k →∞, we have
‖u‖L∞(Ω) 6
(
‖u0‖
2−r
L∞(Ω) + (1−
r
2
)t
) 1
2−r
, t > 0, (2.20)
which implies that ‖u‖L∞(Ω) can not blow up at any finite time. We now prove that
lim
t→+∞
‖u‖L∞(Ω) = +∞.
If not, there exists a positive constant M0 such that
‖u‖L∞(Ω) 6 M0, t > 0.
Then, ∫
Ω
|u|2dx 6 M r−20
∫
Ω
|u|rdx. (2.21)
Moreover, we apply Lemma 2.1 and Inequality (2.21) to obtain
G′(t) =
∫
Ω
uutdx = −
∫
Ω
|∇u|p(x)dx+
∫
Ω
|u|rdx
> −p+
∫
Ω
1
p(x)
|∇u|p(x)dx+
∫
Ω
|u|rdx =
∫
Ω
|u|rdx− p+(E(t) +
1
r
∫
Ω
|u|rdx)
= (1−
p+
r
)
∫
Ω
|u|rdx− p+E(t) > C02
−r
2 |Ω|
r−2
2
∫
Ω
|u|rdx
> (1−
p+
r
)M2−r0
∫
Ω
|u|2dx = C02
2−r
2 |Ω|
r−2
2 M2−r0 G(t),
which shows that
lim
t→∞
‖u‖L2(Ω) = +∞.
This is a contradiction. This completes the proof of this theorem.
3 Critical extinction exponent
In this section, we are devoted to the discussion of the critical extinction exponent of solutions
to Problem (1.1). Namely, we mainly discuss how the ranges of p+, p− and the value of the initial
data u0 affect the extinction property of solutions.
Theorem 3.1. Suppose that p(x)satisfies (1.2) − (1.3). If the following condition holds
(H9)
2N
N + 2
< p− < p+ < r 6 2,
then the nonnegative solution of Problem (1.1) vanishes in finite time for any nonnegative suf-
ficiently, but small initial data u0(x). More precise speaking, we have the following estimates{
‖u‖2 6 g(t)
1
2−p+ , 0 < t < T1,
‖u‖2 = 0, t ∈ [T1,∞),
9
where g(t), T1 satisfy
g(t) =
{
‖u0‖
2−p+
2 −K1 +K1e
(p−−2)t, r = 2,
‖u0‖
2−p+
2 + F (u0)t, 1 < r < 2;
T1 =


1
p−−2 ln(1−
‖u0‖
2−p+
2
K1
),K1 =
2−p+
2−p−C1min{1, ‖u0‖
p−−p+
2 }, r = 2;
‖u0‖
2−p+
2
−F (u0)
, F (u0) = (2− p
+)
[
2|Ω|
2−r
2 ‖u0‖
r−p+
2 −
C1
2 min{‖u0‖
p−−p+
2 , 1}
]
, 1 < r < 2.
Here C1 is a positive constant.
Proof. Multiplying the first equation in (1.1) by u and integrating over Ω× (t, t+ h), we have
1
2
∫
Ω
u2dx
∣∣∣t+h
t
+
∫ t+h
t
∫
Ω
|∇u|p(x)dxdτ =
∫ t+h
t
∫
Ω
urdxdτ. (3.1)
Dividing (3.1) by h and applying Lebesgue differentiation theorem, we have
G′(t) +
∫
Ω
|∇u|p(x)dx 6 2
∫
Ω
|u|rdx, (3.2)
where G(t) =
∫
Ω u
2dx.
First we consider the case when r = 2. By means of the embedding theorem W
1,p(x)
0 (Ω) →֒
W 1,p
−
0 (Ω) →֒ L
2(Ω), we have
‖u‖2 6 C‖∇u‖p− 6 C‖∇u‖p(.) 6 Cmax
[
(
∫
Ω
|∇u|p(.)dx)
1
p+ , (
∫
Ω
|∇u|p(.)dx)
1
p−
]
. (3.3)
By (3.2) − (3.3), we get
G′(t) + 2C1min{G
p+
2 (t), G
p−
2 (t)} 6 2G(t). (3.4)
Noting that 2C1min{G
p+
2 (t), G
p−
2 (t)} > 0, we get
‖u(., t)‖2 6 ‖u0‖2e
t,
which implies that
min{G
p+
2 (t), G
p−
2 (t)} > min{1, ‖u0‖
p−−p+
2 }
(
G(t)e−2t
) p+
2
ep
−t. (3.5)
By (3.4) − (3.5), we get
d(Ge−2t)
dt
6 −2C1min{1, ‖u0‖
p−−p+
2 }
(
G(t)e−2t
) p+
2
e(p
−−2)t, G(0) = ‖u0‖
2
2 > 0. (3.6)
Gronwall’s inequality implies that the solution of Inequality (3.6) satisfies the following
estimate
G(t) 6
[
‖u0‖
2−p+
2 −K1 +K1e
(p−−2)t
] 2
2−p+ .
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Secondly, we consider the case when 1 < r < 2. Applying Ho¨lder’s inequality and Inequality
(3.2) − (3.3), we obtain
G′(t) + 2C1min{G
p+
2 , G
p−
2 } 6 2|Ω|
2−r
2 G
r
2 (t). (3.7)
Now, we choose A = C1min{‖u0‖
p−−p+
2 , 1}, B = 4|Ω|
2−r
2 . Let us consider the following problem
y′(t) =
2−p+
2 By
r−p+
2−p+ − 2−p
+
2 A := F (u(t)),
y(0) = ‖u0‖
2−p+
2 > 0.
(3.8)
Due to 2 > r > p+, we may choose sufficiently small ‖u0‖2 such that F (u0) < 0. Furthermore,
a simple analysis shows that F (u(t)) is decreasing with respect to t. Hence, we obtain that
F (u(t)) 6 F (u0) < 0, ∀ t > 0. (3.9)
By (3.8) − (3.9), we arrive at the following relations

0 < y(t) 6 y(0);
y(t) 6 y(0) + F (u0)t, 0 < t < T1 =
y(0)
−F (u0)
;
y(t) = 0, t > T1.
It is easy to verify that y
2
2−p+ (t) is an upper-solution of (3.7), then according to comparison
principle for ODE in [14], we get
‖u‖22 6 y
2
2−p+ (t), 0 < t < T1.
When r < p+ < 2, we have
Theorem 3.2. Suppose that p(x)satisfies (1.2) − (1.3). If the following condition holds
(H10)
2N
N + 2
< r < p− < p+ 6 2,
then the nonnegative solution of Problem (1.1) does not vanish in finite time for any initial data
positively bounded from below.
Proof. Let λ1 > 0 and Φ > 0 be the first eigenvalue and eigenfunction of the following problem{
−div(|∇Φ|p(x)−2∇Φ) = λ1|Φ|
p(x)−2Φ, x ∈ Ω;
Φ = 0, x ∈ ∂Ω.
From [11], we know Φ ∈W
1,p(x)
0 (Ω) satisfies that the following facts
Φ > 0, x ∈ Ω, M = sup
x∈Ω
|Φ| <∞.
For 0 < ε < min{1, (1+λ1)
r−p−
eM
,
min
x∈Ω
u0
eM
}, we consider the auxiliary problem

vt − div(|∇v|
p(x)−2∇v) = λ1v
r
εΦ+λ1v
, (x, t) ∈ QT ,
v(x, t) = 0, (x, t) ∈ ΓT ,
v(x, 0) = u0 > 0, x ∈ Ω.
(3.10)
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It is easy to prove that the solution u of Problem (1.1) is an upper-solution to Problem (3.10).
Using the comparison principle in [12], we get v(x, t) 6 u(x, t), (x, t) ∈ QT .
Next, we construct a lower-solution to Problem (3.10). For any given T > 0, let w(x, t) =
εe(1−
t
T
)Φ, then we have
w′(t) 6 0, λ1w
p−1 −
λ1w
r
εΦ + λ1w
6 0, (x, t) ∈ QT .
So, for any nonnegative test-function ϕ, we have∫∫
QT
[wtϕ+ |∇w|
p(x)−2∇w∇ϕ−
λ1w
r
εΦ+ λ1w
ϕ]dxdt =
∫∫
QT
[λ1w
p−1 −
λ1w
r
εΦ+ λ1w
]ϕdxdt 6 0.
Again applying the comparison principle, we get
0 < w(x, t) 6 v(x, t) 6 u(x, t), (x, t) ∈ QT .
That is u does not vanish in finite time.
Remark 3.1. For 2N
N+2 < p
− < r < p+ < 2, what happens to the solution of Problem (1.1) ?
Due to technical reasons, up to now we can not prove or not whether the solution vanishes and
remain positive.
Theorem 3.3. Suppose that p(x)satisfies (1.2) − (1.3). If the following condition holds
(H11) 1 < p
− <
2N
N + 2
, 1 < p+ <
Np−
N − p−
, r > 2,
then the bounded nonnegative solution of Problem (1.1) vanishes in finite time if the initial data
is sufficiently small.
Proof. Multiplying (1.1) by us(s = 2N−(N+1)p
−
p−
) and integrating over Ω, we get
1
s+ 1
∫
Ω
us+1dx
∣∣∣t+h
t
+ C1
∫ t+h
t
∫
Ω
|∇uβ|p(x)dxdt 6 C2
∫ t+h
t
∫
Ω
us+1dxdt, (3.11)
with β = (2−p
−)(N−p−)
p−p−
.
By means of the above inequality and the embedding theorem W
1,p(x)
0 (Ω) →֒ W
1,p−
0 (Ω) →֒
L
Np−
N−p− (Ω), we have
‖uβ‖ Np−
N−p−
6 C‖∇uβ‖p− 6 C‖∇u
β‖p(.) 6 Cmax
[
(
∫
Ω
|∇uβ|p(.)dx)
1
p+ , (
∫
Ω
|∇uβ|p(.)dx)
1
p−
]
6 Cmax[C
p+−p−
p+p−
1 (‖u0||2, |Ω|), 1](
∫
Ω
|∇uβ|p(.)dx)
1
p+ 6 C(
∫
Ω
|∇uβ|p(.)dx)
1
p+ .
(3.12)
Dividing (3.11) by h and applying Lebesgue differentiation theorem and Inequality (3.12),
we have
1
s+ 1
G′(t) + C2G
p+
N−p−
Np− (t) 6 C3G(t),
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with G(t) =
∫
Ω u
s+1dx.
Recalling Gronwall’s inequality, there exists a T3 > 0 such that
G(t) 6
[
G
Np−−p+(N−p−)
2Np− (0)−
C2
C3
+
C2
C3
e
C3(2−p
−)(p+(N−p−)−Np−)
p−p−
t
] Np−
Np−−p+(N−p−) , 0 < t < T3;
G(t) = 0, t ∈ [T3,∞),
where
T3 =
p−p−
C3(2−p−)(Np−−p+(N−p−))
ln
[
1 + G
Np−−p+(N−p−)
2Np− (0)
C2
C3
−G
Np−−p+(N−p−)
2Np− (0)
]
.
Remark 3.2. When 1 < p− < 2N
N+2 ,
Np−
N−p− < p
+ < 2 6 r, what happens to the solution of
Problem (1.1)? Due to technical reasons, up to now we can’t prove whether the solution vanishes.
But, we guess that the solution may vanish for sufficiently small initial data and may not vanish
for sufficiently large initial data. That is, the value of the initial data plays a role in studying
the properties of solutions.
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