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Abstract
In meta-analyses, publication bias is a well-known, important and challenging issue because
the validity of the results from a meta-analysis is threatened if the sample of studies retrieved for
review is biased. One popular method to deal with publication bias is the Copas selection model,
which provides a flexible sensitivity analysis for correcting the estimates with considerable
insight into the data suppression mechanism. However, rigorous testing procedures under the
Copas selection model to detect bias are lacking. To fill this gap, we develop a score-based test
for detecting publication bias under the Copas selection model. We reveal that the behavior
of the standard score test statistic is irregular because the parameters of the Copas selection
model disappear under the null hypothesis, leading to an identifiability problem. We propose
a novel test statistic and derive its limiting distribution. A bootstrap procedure is provided
to obtain the p-value of the test for practical applications. We conduct extensive Monte Carlo
simulations to evaluate the performance of the proposed test and apply the method to several
existing meta-analyses.
KEY WORDS : meta-analysis, non-standard problem, selection model, small-study effects
ar
X
iv
:2
00
7.
00
83
6v
1 
 [s
tat
.M
E]
  2
 Ju
l 2
02
0
1 Introduction
The rapid growth of evidence-based medicine has led to substantially increased attention towards
meta-analysis, which combines statistical evidence from multiple studies to improve power and
precision (Cohn and Becker, 2003; Jackson et al., 2011). A common and challenging issue in the
use of meta-analysis is small-study effects (SSE), which undermines the validity of results from a
standard meta-analysis (Egger et al., 1997; Sterne et al., 2000; Yin and Shi, 2019). SSE refer to the
phenomenon that smaller studies show different, often larger, treatment effects than larger studies.
Common reasons for SSE include publication bias, choice of outcome measure (eg. odds ratios or
probabilities) and clinical heterogeneity. While other sources of SSE can be accounted for through
subgroup analysis (in the case of clinical heterogeneity) and variance-stabilizing transformation of
the outcome, publication bias is particularly concerning as it involves drawing conclusions on an
incomplete, selective body of evidence. It is defined as the publication of studies depending on
the direction and statistical significance of results, as well as other potential information such as
language (selective inclusion of studies published in English) and availability (selective inclusion of
studies easily accessible to the researcher) (Dickersin, 2005). Thus combining only the identified
published studies may lead to incorrect, commonly optimistic conclusions. In the last two decades,
several studies have shown that trials with significant or “positive” findings are more likely to
be published than trials with non-significant results (Hopewell et al., 2009; Johnson et al., 2017).
While a great deal of effort has been devoted to developing statistical methods to detect and correct
for SSE, less work has been done on a testing approach specifically for publication bias.
The current testing methods for SSE are graph-based and rely on the principle of asymmetry,
which is considered as a proxy for SSE. When treatment effects from individual studies are mapped
against their corresponding precisions, as in the widely used funnel plot, the presence of asymmetry
can suggest SSE (Egger et al., 1997; Sterne et al., 2000, 2001). Thus regression tests (Begg and
Mazumdar, 1994; Egger et al., 1997; Macaskill et al., 2001; Sterne et al., 2001; Moreno et al., 2009)
and rank-based tests (Duval and Tweedie, 2000) have been developed to more formally detect
scatter plot asymmetry. However, asymmetry alone does not distinguish between publication bias
and other causes of SSE, incluing induced correlation between the effect size and standard error
due to clinical or methodological differences between studies, or the choice of outcome measure
used (Sterne et al., 2011). Furthermore, when asymmetry is the result of publication bias, the tests
have limited power when the sample size is small or only a moderate amount of bias is present
(Sterne et al., 2000).
As an alternative to graph-based approaches, researchers have proposed several selection mod-
els that impose parametric distributions to explicitly characterize the underlying mechanism for
publication (Hedges, 1984, 1992; Iyengar and Greenhouse, 2009). Most notably, a selection model
was suggested in a series of papers by Copas and his colleagues (Copas and Li, 1997; Copas, 1999;
Copas and Shi, 2000, 2001) which assumes that the selection probability depends on both the effect
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size estimate and its standard error. Unlike the graph-based methods, the Copas selection model
has an advantage of explicitly relating the pattern of observed study estimates and precisions to
a publication mechanism, unrelated to other possible forms of correlation between the estimates
and standard errors. However, as acknowledged by Copas and Shi (2001), the data often contain
little information on the parameters that characterize the publication mechanism. Direct infer-
ence on the complete set of parameters is challenging since the likelihood function approaches a
plateau around a wide range of parameter values (Carpenter et al., 2009). Alternatively, statistical
inference on the Copas selection model is primarily conducted through sensitivity analysis which
considers a range of possible values for some parameters (Copas and Shi, 2001; Carpenter et al.,
2009).
In Copas and Shi (2000), the authors proposed a simple testing approach based on a parametric
modelling of the linear relationship of the effect sizes and the standard errors, which does not fully
utilize the features of the Copas selection model. There is limited work on a hypothesis testing
approach that is directly based on Copas’ model. A primary reason might be that the standard
testing procedures (e.g., Wald test, score test or likelihood ratio test) cannot be applied directly due
to some non-regularity issues. Specifically, it will be shown later in this paper that under the null
hypothesis where there is no selection bias, some of the parameters in Copas selection model are not
identifiable and the corresponding Fisher information matrix is singular. The non-identifiability
problem has been considered by many theoretical statisticians and is sometimes referred to as the
Davies problem (Davies, 1977, 1987). The singular information matrix problem has been considered
by Rotnitzky et al. (2000) and is often encountered in mixture model settings (Qin and Liang, 2011;
Ning and Chen, 2014; Hong et al., 2017). In general, hypothesis testing procedures with the above
problems are non-standard and have to be considered with special attention.
In this paper, we propose a novel score test to circumvent the above two non-regularity problems.
We observe that although the information matrix is singular under the null, a submatrix of the
information matrix is still positive definite. By fixing the non-identifiable parameters at pre-
specified values, a score test can still be constructed. To avoid the dependence of the inference
on the choice of pre-specified values, we propose a score test by taking the maximum of score test
statistics over a grid of possible pre-specified values. We also investigate how the range of the grid
and number of grid points impact the performance of the test. The proposed score test is shown to
converge weakly to the supreme of a Gaussian process. To enable the hypothesis testing procedure,
we also propose a parametric bootstrap procedure, which can be easily implemented in practice.
The remainder of this paper is organized as follows. Section 2 introduces the Copas selection
model and describes the proposed score test, its asymptotic distribution and a parametric bootstrap
procedure. In Section 3 we present results from simulation studies to investigate the finite sample
performance of the proposed test, its sensitivity to the choice of grids, and compare it with the
existing tests. In Section 4, we apply the proposed test and existing tests to two case studies of
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systematic reviews. A discussion is provided in Section 5.
2 Method
2.1 Copas selection model
In this subsection we restate the Copas selection model proposed by Copas and Li (1997), and
describe a slight modification. Let Yi denote the reported effect size in the i-th study. We assume
Yi follows a normal distribution with mean µi and variance σ
2
i , where σ
2
i is the true study variance
which is often not observed, and we observe only an estimator s2i of the true variance. Suppose the
underlying effect size of the study is µi and it is assumed to follow a normal distribution with mean
µ, the population averaged effect size, and variance τ2. The parameter τ2 describes the between
study heterogeneity, while σ2i denotes the within-study sampling variance.
We model the observed outcome of study i using the usual random effects model as
Yi = µi + σii, i ∼ N(0, 1), µi ∼ N(µ, τ2), i = 1, 2, . . . , n. (2.1)
Model (2.1) can also be written as
Yi = µ+ τui + σii, ui ∼ N(0, 1), i ∼ N(0, 1).
According to the Copas selection model, the study i is published if and only if a postulated latent
variable Zi > 0, where this Zi can be written as
Zi = γ0 + γ1/si + δi, (2.2)
with γ0 and γ1 being unknown parameters which control the marginal probability of observing a
study and δi is a random variable following a standard normal distribution. The parameter γ0
controls the overall proportion of selection and γ1 controls how the selection depends on the size
of the study. The sign of γ1 is expected to be positive, since larger studies are more likely to be
accepted for publication. Publication bias is modeled by assuming a correlation ρ between i and
δi, such that (
i
δi
)
∼ N
{(
0
0
)
,
(
1 ρ
ρ 1
)}
(2.3)
The correlation ρ controls how the probability of observing a study is influenced by the effect size
of a study. From equation (2.2), we can calculate the marginal probability of the i-th study with
a standard error si being published as
Pr(Zi > 0|si) = Pr(δi > −γ0 − γ1/si) = Φ(γ0 + γ1/si),
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where Φ(·) is the cumulative distribution function of the standard normal distribution.
To make inference on the population averaged effect size µ, we can construct the log-likelihood
of the observed studies,
l =
n∑
i=1
{log f(yi|Zi > 0, si)} =
n∑
i=1
[
log
{
Pr(Zi > 0|yi, si))f(yi)
Pr(Zi > 0|si)
}]
∝
n∑
i=1
[
−1
2
log(τ2 + σ2i )−
(yi − µ)2
2(τ2 + σ2i )
− log{Φ(γ0 + γ1/si)}+ log{Φ(vi)}
]
, (2.4)
where
vi =
γ0 + γ1/si + ρsi(yi − µ)/(τ2 + σ2i )√
1− ρ2s2i /(τ2 + σ2i )
.
In the above likelihood, the unknown parameters σ2i can be approximated using the observed
variables to reduce the number of unknown parameters. In Copas and Shi (2000), a function of
the reported sampling variance s2i is used to approximate σ
2
i , based on the derivation from the
conditional probability. However, we propose to directly use the reported sampling variance s2i to
approximate the unknown within-study variance σ2i . In the publication process, the study is first
conducted and then selected. Regardless of whether the study is suppressed or observed, the value
of s2i is obtained before the publication process, which should provide a fairly good estimation of
the true variance σ2i . By replacing σ
2
i with s
2
i , the unknown parameters in the likelihood function
are reduced to µ, τ, ρ, γ0 and γ1.
2.2 Testing for publication bias
When the correlation parameter ρ = 0, it indicates that Yi and Zi are uncorrelated. In this case,
the quantity Φ(vi) in the likelihood function (2.4) reduces to the marginal probability Φ(γ0+γ1/si).
The likelihood then reduces to the likelihood of the univariate random-effects model. Therefore,
the univariate random-effects meta-analysis leads to correct inference for the overall effect µ and
between-study variance τ2 when the correlation ρ is zero. On the other hand, when ρ 6= 0, the
standard meta-analysis leads to biased estimation of the parameters µ and τ2. Thus, under the
model specified by equations (2.1) and (2.2), testing for publication bias is equivalent to testing
for H0 : ρ = 0.
However, the standard results for asymptotic tests may not apply because of the following
challenges:
(N1) Parameters γ0 and γ1 are not identifiable under the null hypothesis;
(N2) The Fisher information matrix is singular under the null hypothesis.
The asymptotic distribution of the likelihood ratio test under the above conditions is often not a χ2
distribution. Hypothesis testing procedures are non-standard, and have to be considered on a case-
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by-case basis (Davies, 1977, 1987; Rotnitzky et al., 2000). For example, the test of homogeneity
in mixture models or mixture regression models, genetic admixture models, case-control studies
with contaminated controls and testing for partial differential gene expression in microarray studies
(Qin and Liang, 2011; Ning and Chen, 2014; Hong et al., 2017). Naive tests ignoring the above
non-regularity conditions can produce misleading results. For example, the Wald test based on
ρˆ/sˆe(ρˆ) is invalid because the negative Hessian matrix of the log-likelihood is singular under the
null hypothesis.
Motivated by the method in Rathouz and Liang (1999), when γ0 and γ1 are fixed at some
known numbers, the submatrix of the Fisher information matrix is non-singular, and consequently
the non-regular conditions (N1) and (N2) are avoided. To account for these facts, we propose a
score test constructed as:
T = sup
γ0,γ1
[Z(γ0, γ1, µˆ, τˆ)]
2 (2.5)
where (µˆ, τˆ2) is the constrained MLE of (µ, τ2) under ρ = 0 for a given pair of values for (γ0, γ1),
Z(γ0, γ1, µˆ, τˆ
2) =
∑N
i=1 Si(γ0, γ1, µˆ, τˆ
2)[∑N
i=1 Iˆρ|µ,τ (γ0, γ1, µˆ, τˆ , 0)
]1/2 , (2.6)
Si(γ0, γ1, µ, τ) =
∂
∂ρ
l(γ0, γ1, µ, τ
2, ρ; yi, si)|ρ=0,
and Iˆρ|µ,τ (γ0, γ1, µ, τ, ρ) is the estimated partial information matrix where its explicit form is defined
in the Supplementary Material.
This test statistic is to calculate the score test statistic Z(γ0, γ1, µˆ, τˆ) for a given pair of values
for γ0 and γ1, and then construct T by taking the supreme value of Z(γ0, γ1, µˆ, τˆ) over a grid of
γ0 and γ1. The range of γ0 and γ1 could be decided similarly to the sensitivity analysis in the
Copas model. Usually, the range for γ0 could be [−2, 2], and the range for γ1 depends on the
range of si to make sure that the probability of the largest study being published is greater than a
certain probability threshold (e.g. 0.9) and the probability of the smallest study being published is
less than a certain probability threshold (e.g. 0.1). Additional discussion regarding how to choose
the grid can be found in Appendix C of the Supplementary Materials. Deriving the asymptotic
distribution of T can be challenging and it may not be of a simple form for practical use. In such
a case, a bootstrap procedure can be used if the asymptotic distribution is well behaved.
2.3 Asymptotic results and a simple parametric bootstrap procedure
In this subsection, we provide the asymptotic distribution of the proposed test, followed by a
parametric bootstrap procedure for practical application.
Theorem 1. Assume that the regularity conditions (A1) ∼ (A3) in Appendix A of the Supplemen-
6
tary Materials hold. Under the null hypothesis that ρ = 0, the test statistic T converges weakly to
supγ0,γ1{Z(γ0, γ1)2}, where Z(γ0, γ1) is a Gaussian process with variance 1 and the autocorrelation
R(γ0, γ1; γ
′
0, γ
′
1) = limn→∞E
{
Si(γ0, γ1, µ, τ, 0)Si(γ
′
0, γ
′
1, µ, τ, 0)
Iρ|µ,τ (γ0, γ1, µ, τ, 0)
1
2 Iρ|µ,τ (γ′0, γ′1, µ, τ, 0)
1
2
}
,
where Iρ|µ,τ is the conditional information defined in the Appendix B of the Supplementary Material.
Theorem 1 provides the limiting distribution of the proposed test statistic T , and also provides
the theoretical foundation for the following parametric bootstrap procedure which offers a simpler
way to obtain a p-value for the test.
1. For n observed studies of a meta-analysis, calculate the test statistic in equation (2.5), denoted
by T .
2. Estimate (µˆ0, τˆ0), which is the MLE of (µ, τ) under the null hypothesis of ρ = 0.
3. Generate Bboot independent bootstrap samples (e.g. Bboot=200), each consisting of n obser-
vations. Specifically, for i ∈ {1, . . . n} we generate i ∼ N(0, 1) independently, and si,Boot are
drawn from the within-study standard errors of the original data with replacement. Then
the bootstrap sample is constructed by sampling µi ∼ N(µˆ0, τˆ20 ), and yi,Boot = µi + si,Booti.
4. Evaluate the score test statistic for each bootstrap sample. Denote T ∗ = (T ∗1 , . . . , T ∗Bboot).
5. The p-value is computed by p-value = #{T
∗>T}
Bboot
.
In meta-analysis, the number of studies is often small or moderate. Therefore the computation
time for the above parametric bootstrap is reasonable.
3 Simulation studies
We conducted simulation studies to examine the performance of our score test statistic. In our
simulation, we generated the observed within-study variance si from the fold normal distribution
|N(0.25, 2)|, and generate ui from N(0, 1). The between study variance τ2 was set to 0.01 and
the overall effect size µ was 0.4. The variables i and δi were generated together from a bivariate
normal distribution with correlation ρ and variance 1. The selection parameters were set to be
(γ0, γ1) = (−1, 0.65). If Zi < 0, the study was suppressed. We generated yi and si as above
until there were n observations. We used grid partition on the (γ0, γ1) square region of [-2,2] ×
[0,2] by 2,500 grid points with row unit of 0.08 and column unit of 0.04. In order to reduce the
computational task, we did not use all the points in the grid region. Instead, we randomly chose
p points from the grid to calculate the test statistic. We used the parametric bootstrap described
in Section 2.3 to obtain the p-value of the proposed test.
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Figure 1: Empirical rejection rates (%) of the proposed test T for testing of publication bias under
different sample size (n), correlation parameter (ρ) and number of grid points (p) at nominal
levels α = 0.05 and 0.10. For type I error setting (i.e., ρ = 0), all rejection rates were calculated
from 10,000 simulations. For power setting (i.e., ρ 6= 0), all rejection rates were calculated from
500 simulations. The last column on the right (1∗) stands for rejection rates of the test statistic
calculated from equation (2.6) with (γ0, γ1) fixed at the true value.
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3.1 Investigating the influence of number of points from grids on the statistical power
of the proposed test
We first studied the influence of number of grid points p on the performance of the test in terms
of both type I error and power. Figure 1 presented the empirical rejection rates (i.e., type I error
and power) under various numbers of grid points and sample size settings. In order to evaluate
the loss of power due to the lack of knowledge on the parameters (γ0, γ1) that characterize the
publication process, we included a test statistic calculated from equation (2.6) with (γ0, γ1) fixed
at the true value. This test, although not practical in real application due to the unknown truth
of (γ0, γ1), can serve as a gold standard that informs the best possible statistical power under the
Copas model.
Figure 1 revealed the following interesting findings. First, under the null hypothesis of no
publication bias, i.e. ρ = 0, for all scenarios with different numbers of grid points, the empirical
type I errors were close to the nominal level. This suggested that the parametric bootstrap described
in Section 2.3 performed well. Secondly, by selecting more grid points, the statistical power of the
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Figure 2: Comparison of statistical power (in %) among proposed test with different number of
grid points (p), Trim and fill test (TF) and Egger’s test (Egger) at nominal levels α = 0.05 and
0.10. All rejection rates were calculated from 500 simulations.
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proposed test increased. For example, when the sample size n = 40 and ρ = 0.6, the power
increased from 85.1% with p = 1 to 93.6% with p = 2500. For most cases, the increase of power
was rather limited when p changed from 9 to 2500. Thirdly, by comparing the empirical power
of the proposed test with the power of the test with (γ0, γ1) fixed at the true value (i.e., the last
column), we found that the proposed test only suffered a minimal loss of power due to the unknown
(γ0, γ1). These findings suggested that in practice, the proposed test can be performed by taking
several random points from the grid (e.g. ng = 10), and it can still ensure a close statistical power
to the ideal test with known γ0 and γ1.
3.2 Comparing the proposed test with existing methods under the Copas model
We compared the proposed test with the Trim and Fill test, Egger’s test, and the test proposed
in Copas and Shi (2000). From the results presented in Table 1, it was reasonable to consider the
proposed test with only a few grid points. Thus we considered the proposed test with 9 points
selected from the grid.
Figure 2 showed the comparison of type I error and power. For all scenarios, the type I errors
were well controlled for the proposed test, but were slightly inflated for Egger’s test. For the power
comparison, the proposed test had the highest power among all scenarios. The Trim and Fill
9
method outperformed the Egger’s test and Copas naive test when sample size was small, while the
Copas naive test outperformed the Trim and Fill method and Egger’s test for larger sample sizes.
3.3 Power analysis when Copas model is not the true model
In the Copas model, Equation (2.1) is the random-effects assumption commonly used in the area
of meta-analysis, which captures both the normality of estimates from each study, and the hetero-
geneity across studies. Equation (2.2) is a working model describing the publication process, which
captures several main features. First, there is stronger suppression on smaller studies compared to
larger studies. They therefore set the latent variable to be positively correlated to the precision of
the estimate, i.e., 1/si, which can be considered as a proxy of the size of the study. Second, if there
is publication bias, studies with larger effect sizes (Yi) has higher chance to be published given the
precision (si). In the Copas model, this is captured by the correlation ρ, where a larger ρ leads to
stronger correlation between Yi and Zi.
It is interesting to investigate the sensitivity of the proposed method, which is based on the
Copas model, when the Copas model is not the correct model. To come up with some alternatives
of the Copas selection model, we retain the random-effects model in Equation (2.1), and alter
the latent variable Zi. We also maintain the two features where stronger suppression on smaller
studies compared to larger studies, and studies with larger effect sizes (Yi) have higher chances
to be published given the precision (si) in the existence of publication bias. We considered the
following two alternative models.
The first model modifies the functional relationship between Zi and the term 1/si, by changing
equation (2) to
Zi = γ0 + γ1/s
2
i + δi, (3.1)
so that Zi is a linear function of 1/s
2
i , instead of 1/si. This is possible since the variance s
2
i is
roughly proportional to sample size of study i, and could be a better proxy of the size of the study.
Secondly, we change the way of characterizing publication bias. Instead of assuming a correla-
tion ρ, we let Zi to be directly related to yi/si in the existence of publication bias, by assuming
Zi = γ0 + γ1/si + cρyi/si. (3.2)
where c is some positive scaling constant. This model links Zi with the z-score yi/si, as the
selection process could be depending on the z-score directly. Under Equation (3.2), it still holds
that ρ = 0 means no publication bias and studies with larger effect sizes (Yi) have higher chances
to be published given the precision (si) in the existence of publication bias. In our simulation, we
let ρ vary from 0 to 0.8 to match the previous setting (in fact, in this alternative model ρ does not
need to be within 0 and 1), and set c = 0.5 to obtain a proper range for the power curve.
To investigate the power and type I error of the proposed test under misspecified models, we
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simulated data from (3.1) and (3.2), and compared the performance of our method with existing
methods. The results are presented in Figure 3. Under these two settings where the Copas model
is the misspecified model, the power of the proposed test with 9 points from the grid had similar
power as the Trim and Fill method when sample size was small, and outperformed other methods
with the increase of sample size. The type I error of the proposed method was still well-controlled
around the nominal levels.
In summary, our simulation studies demonstrated that the proposed score test under Copas
selection model behaves well with controlled Type I error and competitive statistical power relative
to the existing tests. Furthermore, the implementation of the proposed test requires a small number
of grid points and is computationally straightforward using parametric bootstrap.
4 Data Analysis
4.1 A meta-analysis of antidepressants comparing published studies with FDA re-
views
Antidepressants are among the worlds most widely prescribed drugs, where many meta-analyses
were conducted to synthesize evidence from existing trials to obtain a more reliable and generaliz-
able results regarding treatment efficacy and safety (Barbui et al., 2011; Cipriani et al., 2018). By
comparing trials of antidepressants that were published in the literature and unpublished trials ob-
tained from the Food and Drug Administration (FDA), Turner et al. Turner et al. (2008) identified
strong evidence for selective bias due to publication towards results favoring active interventions.
Although collecting information for unpublished trials is normally not feasible for meta-analyses,
this unique dataset from Turner et al. (2008) provide an opportunity to validate our method in
an ideal situation, where the unpublished studies were actually observed. Among the 74 FDA-
registered studies, 31% were not published. Figure 4 shows the contour enhanced funnel plots for
all the published trials and all the registered trials.
By comparing the two funnel plots, we observed clear evidence that several non-significant
results were suppressed for publication. Applied on all the published studies, our test yielded a
p-value less than 0.01, showing strong evidence of publication bias. Egger’s test also captured the
evidence for bias with a p-value less than 0.01. The Trim and Fill method, however, has a p-value
of 0.25, possibly driven by the left most trial with relatively large precision and small effect, which
suggests its lack of power in the existence of outlying studies.
A more interesting investigation is to apply the above methods on all the FDA-registered trials.
By including all the unpublished studies, our test had a p-value of 0.24 which suggested insufficient
evidence for publication bias. Egger’s test, however, had a p-value of 0.07, still showing marginal
evidence for SSE which was likely not caused by publication bias. Trim and Fill test maintained
a non-significant p-value of 0.50, as the symmetry of the funnel plot is improved by adding all the
11
Figure 3: Upper panel: Comparison of statistical power (in %) among proposed test with number
of grid points to be 9, Trim and Fill test (TF) and Egger’s test (Egger) at nominal levels α = 0.05
and 0.10 under model 3.1. Lower panel: Comparison of statistical power (in %) among proposed
test with number of grid points to be 9, Trim and Fill test (TF) and Egger’s test (Egger) at nominal
levels α = 0.05 and 0.10 under model 3.2. All rejection rates were calculated from 500 simulations.
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Figure 4: Left panel: ; Right panel
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unpublished results.
This case study demonstrated the capability our method for testing publication bias, which on
the other than also showed the different focus of our test compared to existing methods. Based
on the Copas model, our test is to detect the evidence for publication bias, where majority of the
current methods, including Egger’s test and the Trim and Fill method, is for testing SSE. Combing
our test with existing methods, we are able to provide a more comprehensive understanding of the
potential sources of bias.
4.2 A meta-analysis on the effect of chewing gum after surgery to help recovery of
the digestive system
When patients have surgery on their abdomen, they are at risk to develop ileus, which is the
inability of the intestine (bowel) to contract normally and move waste out of the body. Chewing
gum could be one possible way to prevent ileus, since it tricks the body into thinking it is eating,
and may help the digestive system to start working again. To investigate the effect of gum-chewing,
Short et al. Short et al. (2015) did a systematic review, which included relevant trials focussed
on people having bowel surgery, caesarean section, or other abdominal surgery types. Using time
to first flatus (TFF) as the primary outcome, slight improvement was identified comparing the
gum-chewing groups to the control groups with an overall decrease of TFF ranging from 7.92 to
12.64 hours across different subgroups of surgery types.
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Figure 5: Funnel plot of the meta-analysis on the effect of chewing gum after surgery to help
recovery of the digestive system. In total 43 studies with 4224 participants were included.
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To invesigate the potential risk for publication bias, we applied our method to the subgroup of
trials for abdominal surgery types other than colorectal surgery and Caesarean, which was referred
to the“Other Surgery” subgroup in Short et al. (2015). This subgroup included in total 43 studies
and 4224 participants. Figure 5 presented the funnel plot of the mean different of TFF comparing
the control group to the gum-chewing group. From Figure 5, we observed a possible trend of
selection by sign, where more studies with positive mean differences were observed. Many larger
studies had mean difference near 0, but only one study among the 43 studies had negative mean
difference.
Applying our method with a 9-point grid, we obtained a p-value of 0.03, suggesting significance
evidence for publication bias. The Trim and Fill method had a p-value of 0.50 and the Egger’s
test had a p-value of 0.12. The non-significant p-values from the Trim-and-Fill method and the
Egger’s test were likely due to the lack of funnel shape of the studies, where larger study were not
observed to be more centered compared to the smaller studies, and the fact that the funnel plot
was relatively symmetric.
In this study, our test was able to capture the evidence for potential publication bias, which
was consistent with our observation from the funnel plot. We then conducted the Copas sensitivity
analysis and obtained the adjusted overall mean difference to be 9.92(7.82, 12.02), which was smaller
compared to the overall mean difference 10.57(8.47, 12.68) obtained by Short et al. (2015). Although
both results suggested chewing gum has significant effect in terms of decreasing the TFF, our testing
approach revealed the risk for publication bias, where sensitivity analyses are recommended in order
to explore the possible overall mean difference after adjusting for publication bias. We believe that
our method can be used as an complement of the existing methods for evaluating the risk of
publication bias, which is crucial in assessing the reliability of conclusions from meta-analysis.
5 Discussion
Publication bias is a major threat to the validity of meta-analysis. In this paper, we proposed a
testing procedure to detect publication bias under the Copas selection model, as an alternative to
current graph and symmetry based methods. The standard score test under the Copas selection
model is irregular since some model parameters disappear and the Fisher information matrix is
singular under the null hypothesis. To circumvent these challenges, we constructed the test statistic
by calculating the score test statistic for some fixed γ0 and γ1 on a grid, and taking the maximum
value of score test statistics with different γ0 and γ1 over a grid. The asymptotic distribution of the
test statistic was derived, and a parametric bootstrap procedure was developed to obtain p-values.
We studied the empirical performance of our test statistic in terms of type I error and power
under several scenarios in the simulation studies. Interestingly, we found that when increasing the
number of grid points of γ0 and γ1, the statistical power increased and then became stable after
some threshold. On the other hand, even when randomly choosing only a few points on the grid,
15
the statistical power of our test was good relative to the best scenario in which the parameters in
the Copas selection model (γ0, γ1) were known. This empirical finding suggested some degree of
optimality of the proposed test under the Copas selection model.
There are several remarks on our proposed test. First, this proposed test is purely based on the
Copas selection model, which is a parametric model of the publication mechanism. However, the
real publication mechanism may be more complex and it is difficult to specify the true selection
model based on the observed data (Copas and Jackson, 2004). Models such as Gleser and Olkin
(1996) and Ru¨cker et al. (2010) provide alternative ways for modeling selection bias. On the other
hand, Copas and Shi (2001) argued that despite the complexity of the true selection model, it
is important to have a reasonably plausible model that can help to understand the publication
mechanism. Empirical evaluation on a large number of meta-analyses has shown that the Copas
model is capable of capturing the evidence of selection bias, as well as providing relatively clear
interpretation (Carpenter et al., 2009). Our work filled an important research gap by proposing a
hypothesis testing procedure for publication bias based on the well-accepted Copas selection model,
and can be routinely applied to quantify the evidence of publication bias before conducting any
sensitivity analysis using Copas model.
We suggest the readers to use the proposed test as a way of evaluating the quality of the evidence
from meta-analysis. Similar to how I2 was designed for quantifying the heterogeneity for meta-
analyses, our test statistic and the corresponding value can serve as a quantification of the potential
risk of publication bias, based on the Copas selection model. Larger p-values correspond to lower
risk of selective publishing. If an extremely small p-value is observed, it alerts the investigators to a
potential risk for bias. Ideally, this should prompt investigators to carefully search for unpublished
and ongoing studies in international trial registers and drug approval agency websites, to obtain
a more complete body of evidence for meta-analysis. However, if there are constraints on time
and resources, or it is expected that many trials are unregistered (as with older studies), methods
for bias reduction may also be used to account for publication bias. These include a Copas-based
sensitivity analysis, the EM algorithm proposed by Ning et al. (2017), and the non-parametric Trim
and Fill method. However, as all post-hoc bias correction methods rely on untestable assumptions,
we recommend treating them as sensitivity analysis rather than the main results of the meta-
analysis.
A second remark on our work is that we have focused on the case of univariate meta-analysis.
In some applications, multiple outcomes are reported. For example, in diagnostic accuracy studies,
both sensitivity and specificity of a diagnostic test are reported. In clinical trials comparing two
treatments, outcomes related to treatment efficacy and safety are often reported. Models are
developed for multivariate meta-analysis in order to jointly model the observed outcomes of interest.
It is of interest to consider the publication bias problem when multiple outcomes are considered.
Moreover, in multivariate meta-analyses, some studies only report part of the outcomes. This
16
missing-data problem often causes bias in estimation if the missingness is related to the magnitude
of the unobserved outcomes, which is known as outcome reporting bias (Kirkham et al., 2012). By
extending the Copas selection model into multivariate selection models, we can develop tests for
detecting publication bias and outcome reporting bias in multivariate meta-analysis. In this case,
building a flexible but parsimonious model for good model robustness and statistical power can
be the key challenge in the modeling and construction of a testing procedure. This extension is
currently under investigation and will be reported in the future.
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