Pocklington's model consists in a one-dimensional integral equation relating the current at the surface of a straight¯nite wire to the tangential trace of an incident electromagnetic¯eld. It is a simpli¯cation of the more usual single layer potential equation posed on a two-dimensional surface. We are interested in estimating the error between the solution of the exact integral equation and the solution of Pocklington's model. We address this problem for the model case of acoustics in a smooth geometry using results of asymptotic analysis.
Introduction
We consider the question of the scattering of an electromagnetic wave by a perfectly conducting thin wire, assuming that the thickness of this wire is much smaller than the average wavelength of the incident¯eld. This question appears in a wide range of applications, especially for the simulation of waves in media including antennas. In 1897, for the model case of a¯nite straight wire, Pocklington 16 proposed a simpli¯ed one-dimensional integral equation relating the current at the surface of the wire to the tangential trace of the incident¯eld. A more recent derivation of this model can be found in Refs. 1 and 8. This equation has been derived using formal manipulations, assuming that the current is constant across any section of the wire. At least for the model problem of a¯nite, straight and cylindrical wire, this simpli¯ed equation has been proved to be well posed 9, 18 and many results have been established for the regularity of the solution to this equation. 19, 2 rest of the medium via Pocklington's equation. This is a reason why the numerical resolution of this equation has also been extensively studied. A review of the methods used for solving Pocklington's equation is proposed in Ref. 5 . On the basis of heuristic developments, there is no doubt that Pocklington's equation is a valid approximation. But the error due to the model has to be quanti¯ed. The purpose of this paper is to address such a study for the model problem of acoustics. Our geometrical setting is the free space containing only one single thin wire and no other obstacle. It is possible to consider more complex situations with several other obstacles or heterogeneities, but this will imply only minor changes in the study we want to present here. For the rest of this paper we will be interested in the following acoustic scattering problem:
u " ¼ 0 on À " ; u " outgoing radiating;
> > > > > < > > > > > :
where À " refers to the surface of the wire, " is the interior of the wire, and the datum f 2 L 2 ðR 3 Þ is assumed to have a compact support located in the exterior of the wire such that suppf \ " ¼ ;. In this problem, k 2 R þ nf0g is the wave number. The parameter " represents the thickness of the wire. It is assumed that k" ( 1. Since we suppose that k is¯xed, this means that " ! 0.
Derivation of Pocklington's equation. We shall now formally derive an acoustic version of Pocklington's equation, in the same manner as in the literature cited above. We consider a wire described by the surface À " ¼ fx 2 R 3 j x 2 þ y 2 ¼ " 2 ; jzj < 1g [ fx 2 R 3 j x 2 þ y 2 " 2 ; jzj ¼ 1g. This surface is represented in Fig. 1 and corresponds to the shape traditionally studied in literature, i.e. Refs. 12, 18, 19, 9, 8, 2 and 5 all consider this type of wire. We suppose that it is embedded in free space. Consider the incident¯eld u 0 de¯ned as the solution of the scattering problem with no wire,
fðx 0 Þ e ikjxÀx 0 j 4jx À x 0 j dx 0 :
Problem ðP " Þ can be solved using an integral equation. According to classical results of integral representation, u " can be represented by a single layer potential integral (see Theorem 2.1 in Ref. 4) u " ðxÞ À u 0 ðxÞ ¼ À
p " ðx 0 Þ e ikjxÀx 0 j 4jx À x 0 j dðx 0 Þ with p " ¼ @u " @n
Here n is the unit normal vector to À " directed into the exterior of " , and d is the surface measure on À " . Provided that k does not belong to a countable set of resonant wave numbers, it is then a classical result (see Theorems 2.1 and 3.1 in Ref. 4 Now come some heuristic argument. Denote I ¼ fx 2 R 3 j x ¼ y ¼ 0; jzj 1g. Because u 0 is a smooth function in a neighbourhood of I and " is very small, for all x ¼ ðx; y; zÞ 2 À " , u 0 ðxÞ ' u 0 ð0; 0; zÞ; this means that we approximate u 0 j À " by a one-dimensional function, so we simply write u 0 ðzÞ instead of u 0 ðxÞ. Then Pocklington's model assumes the existence of a one-dimensional function denoted p " (that we normalize using a factor 1=2") that is very close to p " , p " ðx 0 Þ ' p " ðz 0 Þ 2" and u 0 ðxÞ ' u 0 ðzÞ for x; x 0 2 À " : ð1:2Þ
We will give more details about the precise de¯nition of this new function p " later in this paper. Pocklington's model also neglects the terms corresponding to z ¼ AE1 in the integral in (1.1). With these approximations the integral equation can be rewritten as Z þ1 We see that actually the left-hand side does not depend on . This last integral equation is indeed one-dimensional and we call it the acoustic version of Pocklington's equation.
Purpose and outline of this work. To our knowledge, there exists no result on the relative error that one commits when solving (1.4) instead of (1.1). We wish to tackle this latest question. Our basic idea consists in using asymptotic analysis considering the thickness " as a small parameter going to 0. However, the shape corresponding to Fig. 1 (and traditionally considered in literature) is not very convenient for asymptotic analysis. So we consider a wire with slightly di®erent shape, with rounded tips, such as in Fig. 2 . Concerning asymptotics, a¯rst strategy would consist in studying directly the integral equation (1.1) for " ! 0. However, such a direct analysis seems di±cult so we decided to use the asymptotic analysis available for the volumic formulation of this problem, and then use it to study the integral equation. Thus, we look at the behaviour of u " as " ! 0, deriving the¯rst terms of its asymptotic expansion with respect to ". For this type of geometry, several authors have studied the solution u " in the electrostatic case (k ¼ 0 
Cg where C is a given smooth closed curve in R 2 . Compared to these previous studies, what appears original in the present work is the use of a¯ctitious domain type formulation from which we can deduce some estimate on the¯eld u " and also some estimate on the jump of its normal derivative p " on À " , a suitable norm for H À1=2 ðÀ " Þ being previously de¯ned. To the best of our knowledge, no estimate on p " is available in the present literature.
As a¯rst step, in Sec. 2 we present in detail the geometry of our problem and introduce ellipsoidal coordinates, which is a coordinate system well suited to the (rounded) tips of the wire. Then in Sec. 3 we introduce a volumic variational formulation close to the¯ctitious domain one. In addition to the unknown u " , it involves p " as unknown Lagrange multiplier. We study the stability of this problem with respect to ", which requires showing that infÀsup conditions are satis¯ed uniformly with respect to ". For this purpose we will take special care in choosing a norm for H À1=2 ðÀ " Þ (more precisely its dependency with respect to "). Such a choice will provide a \stable lifting" of traces on À " which is su±cient to obtain uniform infÀsup conditions, and stability of the problem. In Sec. 4, we sketch the formal construction ofũ " , the¯rst term of the asymptotic expansion of u " . The details of this construction can be found in Ref. 3 . De¯ningp " as the jump of the normal derivative of u " , we show that the couple ðũ " ;p " Þ is solution to the same problem as ðu " ; p " Þ but with a small perturbation of the source. Using a¯ctitious domain formulation for dealing with asymptotics leads in particular to an estimate on p " which is one of the new ingredients of this paper. In Sec. 5, we study the properties ofp " and introduce an averaging operator denoted " and its transpose t " . The Hilbertian structure related to this transposition will be made clear in Sec. 5. Then we propose to replace P " by a new formulation P " . This new formulation is in some sense simpler than the former one because it involves a one-dimensional space of Lagrange multipliers de¯ned via " , instead of H À1=2 ðÀ " Þ that is two-dimensional. The solution of P " is denoted ðu " ; p " Þ. Using again the results of asymptotic analysis, we obtain estimates for the relative errors
in suitable norms. It appears that we can associate to this new formulation an integral equation that has the same form as Eq. (1.4). This gives a precise description of the link between the exact integral equation and Pocklington's equation.
Geometry of the Problem and Adapted Coordinates
In this section we introduce several coordinate systems, and associated notations. One of them is the ellipsoidal system. We suppose the boundary À " to be described by an equation in this system. We give illustrations that justify the use of these coordinates and show why it is well suited for wire shapes.
Ellipsoidal coordinates. In addition to Cartesian coordinates, we use a special coordinate system usually called prolate spheroidal; it is a particular case of ellipsoidal coordinates. We choose to call it ellipsoidal, and denote it by ð; ; 'Þ. It is given by the following correspondence with Cartesian coordinates
ð2:1Þ Take the set U el ¼ R 3 nfxðx; y; zÞ 2 R 3 j x ¼ y ¼ 0g, then the function el : U el ! 1; þ1½Â À 1; þ1½ÂðR=2ZÞ that associates to each point its ellipsoidal coordinates is a C 1 -di®eomorphism. In order to encourage a better intuition of these coordinates, we shall make some remarks. First of all, note that the set described by the equation ¼ 1 is simply the segment
We call it the origin segment. It will represent the limit shape of the shrinking wires we will consider. Let us now describe the surfaces de¯ned by ¼ 0 for a given 0 . We can eliminate the coordinates and ' in Eq. (2.1) and obtain a relation between Cartesian coordinates, De¯nition of the wire. Using this special coordinate system we can de¯ne exactly the thin wire we wish to consider. We write À " for the boundary of this wire and de¯ne the wire as the set enclosed inside À " . We de¯ne À " by giving its equation in ellipsoidal coordinates,
With this type of equation, the wire is close to a perturbed thin ellipsoid. Indeed if we take È ¼ 1, then À " is simply a thin ellipsoid. Here we suppose that È is a function de¯ned on ½À1; 1 Â R=2Z satisfying three hypothesis,
. A1: There exists È 0 such that È 0 < Èð; 'Þ ; 8 2 ½À1; þ1; 8 ' 2 ½0; 2½, . A2: There exists 0 2 0; 1½ such that Èð; 'Þ ¼ ÈðÞ if jj > 0 , . A3: È is C 1 as a function de¯ned on ½À1; 1 Â R=2Z.
Remarks. Hypothesis A1 is not really restrictive, because this type of condition is satis¯ed if the wire is thick. Hypothesis A2 is a bit more restrictive, because it imposes a symmetry of revolution in a neighbourhood of the tips. In most of the geometries considered for antennas, this type of condition is satis¯ed. Hypothesis A3 supposes that our wire is smooth. Consequently, it excludes the usual geometry (see Fig. 1 ) considered for antennas. For the sake of comparison we describe this usual geometry in ellipsoidal coordinates. Again consider the set fx 2 Fig. 1 . We have assumed that z 2 1 þ " 2 instead of z 2 1 but this is a minor di®erence. This surface can be described in ellipsoidal coordinates using the equation,
We see that this equation does not have the same form as (2.2), and the parametrisation is not smooth.
We also introduce a chart on the wire. Denote O
À ) the upper (resp. lower) pole on À " . Then we de¯ne À " : À " nfO
þ g ! À1; þ1½ Â R=2Z as the function associating to any point x 2 À " its ellipsoidal coordinates ð; 'Þ. This is a C 1 -di®eomorphism. We remind that " refers to the interior domain delimited by À " .
Adapted parametrisation of the unit sphere. One of the di±culties when dealing with objects related to À " lies in their dependency with respect to ". To bypass this problem, we will transform À " into a¯xed surface namely the unit sphere S 2 . Indeed, these two surfaces are di®eomorphic. As a consequence, we need to introduce coordinates ð; 'Þ for S 2 . We use the same notation and ' for ellipsoidal coordinates; this will be clari¯ed in the next paragraph. These coordinates are de¯ned by the following correspondence with Cartesian coordinates,
z ¼ :
À ) the upper (resp. lower) pole on S 2 , we also need to introduce S 2 : S 2 nfO
1½ Â ðR=2ZÞ the di®eomorphism that associates to any point x 2 S 2 nfO
þ g its coordinates on S 2 according to the correspondence given above.
Note that using charts for transporting À " on S 2 is natural. Indeed we have the simple relation À " ¼ À1 À " S 2 ðS 2 Þ. This is the reason why we identify the coordinates on À " and on S 2 , thus making the map À1 À " S 2 implicit. Sometimes however we will write this map explicitly. It is possible to state a regularity result implying that À " and S 2 are C 1 -di®eomorphic. We do not prove it because it relies on usual di®erential calculus. However the proof can be found in Ref. 3 .
Setting of the Problem
We will now write in full details the formulation we consider in order to solve the problem of scattering by a wire. As we mentioned before, this is a¯ctitious domain type formulation that involves p " the jump of the normal derivative of u " on À " . It is classical to prove that, for a given ", this problem is well posed. More unusual is to prove that such a mixed formulation is stable when " goes to 0. By stability we mean that for bounded and¯xed data, independent of ", the solution ðu " ; p " Þ is bounded when " ! 0 for a suitable norm that we shall de¯ne. This problem will be set on B R ¼ Bð0; RÞ, where À R ¼ @B R denotes the¯ctitious boundary on which we shall impose an outgoing radiation condition with R large enough for B R to contain the support of f.
Functional spaces. First de¯ne the usual space H ¼ H 1 ðB R Þ, a scalar product associated to this space ðu; vÞ
uv and the corresponding norm jjujj
In addition, we consider the usual space of traces H 1=2 ðÀ " Þ ¼ fv jÀ " such that v 2 Hg. We have to choose a norm for this space and at the same time stay aware of the fact that H 1=2 ðÀ " Þ depends on ". A strategy consists in getting back to a space independent of ". We use the correspondence between À " and S 2 that we introduced in the preceding paragraph. Lemma 2.1 provides an explicit characterisation of H 1=2 ðÀ " Þ, namely u 2 H 1=2 ðÀ " Þ if and only if É Ã u 2 H 1=2 ðS 2 Þ. On the basis of this characterisation we propose a norm on H 1=2 ðÀ " Þ,
This can be rewritten using the characterisation of
ð3:1Þ
More details about spherical harmonics can be found in Ref.
14. Here we use the L 2 product on the sphere, hu; vi L 2 ðS 2 Þ ¼ R S 2 uv. This leads to a dual characterisation of H À1=2 ðÀ " Þ and to the corresponding norm
Formulation of the problem. Then consider a sesquilinear form associated with the Helmholtz problem (with outgoing radiation condition) on B R ,
Here T R refers to the usual Dirichlet-to-Neumann map used to impose an outgoing radiation condition. It is de¯ned explicitly using the spherical harmonics ðY 
In this expression, the functions h ð1Þ n are the spherical Hankel functions also described in Ref. 14. We remind the reader of a classical positivity result concerning the operator T R , namely
see Theorem 2.6.4 in Ref. 15 . Suppose given a function f 2 L 2 ðB R Þ whose support does not intersect the wire À " , i.e. there exists " > 0 such that suppf \ " ¼ ;. We will make particular use of the following reformulation of problem (P " ) introduced at the beginning of this paper,
It is strictly equivalent to the traditional variational formulation u " 2 H " 0 and
We impose a homogeneous Dirichlet boundary condition on À " using Lagrange multipliers chosen in H À1=2 ðÀ " Þ. Note that u " ¼ 0 in " , and that p " is the jump of its normal derivative on À " ,
where n is the unit normal vector to À " directed into the exterior of " . For "¯xed, problem ðP " Þ is well posed: this is a classical result. Moreover, there is continuous dependency of the solution with respect to the data. This means that there exist
However, we do not know a priori the behaviour of these constants
when " ! 0. This is an important issue that we will clarify through the rest of this section.
Stability result. In a¯rst part we are interested in an intermediate homogeneous problem, which enables to \isolate" the bilinear form að ; Þ. Let us de¯ne H 0 the dual space of H and jj jj H 0 the dual norm of jj jj H with de¯nition similar to (3.2) replacing H 1=2 ðÀ " Þ by H. Take an arbitrary element of this space, potentially dependent of "; f " 2 H 0 and consider the problem
For this problem we establish a stability result which contains the proof of a uniform infÀsup condition on the bilinear form a. This is also a classical proof.
Lemma 3.1. For any " 2 0; 1½ and for any f " 2 H 0 , problem (3.4) admits a unique solution v
Proof. We begin with a simple observation. There obviously exists a constant 2 > 0 independent of " such that We proceed by contradiction. Suppose there exist sequences ð" n Þ and w n 2 H " n 0 such that lim n!þ1 " n ¼ 0; jjw n jj H ¼ 1 and lim n!þ1 sup w2H
" n 0 aðw n ; wÞ=jjwjj H ¼ 0. Extracting subsequences if necessary, we can assume that ðw n Þ is strongly convergent in L 2 ðB R Þ and weakly convergent in H toward a function w 0 2 H. Then take an arbitrary w 2 H Ã ¼ fv 2 H j v ¼ 0 in a neighbourhood of Ig: w 2 H " 0 for " small enough, so aðw n ; wÞ ! 0 when n ! þ1. We conclude that aðw 0 ; wÞ ¼ 0, for any w 2 H Ã . As a consequence of the fact that the trace on a line is not a H 1 -continuous operator in three dimensions, H Ã is dense in H (see also Lemma A.8 in Ref.
3) so we obtain that aðw 0 ; wÞ ¼ 0, for any w 2 H. Since að ; Þ classically satis¯es infÀsup conditions on H Â H, this implies that w 0 ¼ 0. We have just shown that jjw n jj L 2 ðB R Þ ! 0. We now prove the same for jjrw n jj L 2 ðB R Þ . Taking into account the positivity property (3.3) for the Dirichlet-to-Neumann operator T R , we can write
We have proved that jjrw n jj L 2 ðB R Þ ! 0. This and the same result on the L 2 norm provide jjw n jj H ! 0. This is impossible since we have assumed that jjw n jj H ¼ 1 for any n. This gives a contradiction which yields the infÀsup condition (3.6). The property (3.6) provides unicity of the solution of problem (3.4). Then, according to Fredholm alternative (applied to að ; Þ) unicity implies existence of the solution to this problem. Finally, given a f " 2 H 0 , use inequalities (3.5) and (3.6) to obtain 1 jjv
This¯rst result can be applied in particular to u " . Indeed
0 and, as a consequence of P " , it has to satisfy (3.4) with
for a suitable > 0 independent of " and for any " 2 0; 1½. In order to prove a similar result of continuous dependency of p " with respect to f, we need to construct a lifting operator bounded uniformly with respect to ". For this purpose we need a particular result of geometry. Here again we do not give the proof of this result (it can be found in Lemma 2.2 in Ref. 3) , because it relies on basic di®erential calculus.
Lemma 3.2. Suppose given two manifolds À
where È i satisfy Assumptions A1; A2 and A3. There exists a C 1 -di®eomorphism G de¯ned in ellipsoidal coordinates in a neighbourhood of I by
Note that G also induces a bijective isometry G Ã :
With this result we are able to provide a lifting operator. Lemma 3.3. There exists > 0 independent of " and R " : H 1=2 ðÀ " Þ ! H such that R " ðuÞ jÀ " ¼ u and jjR " ðuÞjj H juj 1=2;À " for any u 2 H 1=2 ðÀ " Þ and any " 2 0; 1½.
Proof. According to Lemma 3.2 (G is independent of ") it is su±cient to prove this result in the case where the boundary of the wire is given by ðÀ " Þ :
We introduce an auxiliary function : R þ ! R þ de¯ned by ðrÞ ¼ r if 0 r 1 and ðrÞ ¼ 1=r if 1 r. Note that ð1Þ ¼ 1. We de¯ne R " ðuÞ in ellipsoidal coordinates by
Let us denote R " l;m the terms in the sum above. Clearly this sum converges in the sense of L 2 ðB R Þ since jj 1 and u 2 L 2 ðÀ " Þ. Now we verify that R " ðuÞ 2 H by proving that the sum (3.7) converges in H and bound straightforwardly jjrR
The norm jjrvjj 2 L 2 ðB R Þ thus splits into two terms that we successively estimate. Take a Ã > 1 such that for any x 2 B R with ellipsoidal coordinates ð; ; 'Þ, we have < Ã .
As a consequence, each term of the sum in (3.7) can be bounded as follows
In the preceding estimate we have used the fact that jr 0 ðrÞj ¼ jðrÞj. We use the change of variable ¼ ffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 À 1 p =" in order to bound the integral term for l ! 1, and then¯nd a constant > 0 independent of " and l such that
As a result there exists another constant > 0 independent of " such that T ðR " l;m Þ ð1 þ l 2 Þ 1=2 jûðl; mÞj 2 and, since P l;m ð1 þ l 2 Þ 1=2 jûðl; mÞj 2 converges, so does P l;m T ðR " l;m Þ. In order to bound the terms T ðR " l;m Þ we¯rst note that
Let us recall the well-known property of spherical harmonics jjr l;m Þ and summing over l 2 N and m 2 ½Àl; l, we are led to the existence of > 0 independent of " such that jjR " ðuÞjj H juj 1=2;À " , which is the desired result.
We can now prove a full stability estimate. It will be proved for problems similar to P " . Given f " 2 H 0 and g " 2 H 1=2 ðÀ " Þ, consider the problem
ð3:9Þ
We prove that there is uniform boundedness of the solution with respect to ", f " and g " . In particular, this result can be applied to the problem P " where hf " ; vi ¼ R B R fv and g " ¼ 0. Applied to P " , it yields the existence of a unique solution ðu " ; p " Þ that remains bounded when " ! 0.
Theorem 3.1. For any " 2 0; 1½ and for any f " 2 H 0 ; g " 2 H 1=2 ðÀ " Þ; the problem (3.9) admits a unique solution ðv " ; q " Þ 2 H Â H À1=2 ðÀ " Þ. Moreover, there exist two constants 1 ; 2 > 0 independent of " such that 8 " 2 0; 1½
Proof. Existence and unicity of the solution ðv " ; q " Þ to problem (3.9) is classical and we do not prove it here. Now take w " ¼ v " À R " ðg " Þ and note that w " 2 H " 0 . It also satis¯es aðw " ; vÞ ¼ hf " ; vi H 0 ;H À aðR " ðg " Þ; vÞ; 8 v 2 H " 0 . Applying Lemmas 3.1 and 3.3, we see that there exists a > 0 independent of " such that jjw " jj H jjf " jj H 0 þ jg " j 1=2;À " , and this implies a similar result on v " namely jjv " jj H jjf " jj H 0 þ jg " j 1=2;À " . Now using directly problem (3.9), we see that for any v 2
Þ is chosen arbitrarily this yields jq " j À1=2;À " ðjjf " jj H 0 þ jg " j 1=2;À " Þ.
As was mentioned before, Theorem 3.1 proves that ðu " ; p " Þ remains bounded when " ! 0. However, we would like to obtain more precision about the behaviour of ðu " ; p " Þ when " ! 0. This will be the subject of the next section. Note that Theorem 3.1 can also be used to provide a bound for the norm of the inverse of the single layer operator associated with Eq. (3.10). Indeed take a g 2 H 1=2 ðÀ " Þ, and consider q " 2 H À1=2 ðÀ " Þ as the unique solution of (3.10) with g instead of u 0 as right-hand side. De¯ne v " 2 H by v " ðxÞ ¼ R À " Gðx; x 0 Þ Á q " ðx 0 Þdðx 0 Þ; x 2 B R . Then ðv " ; q " Þ is the unique solution to problem (3.9) with f " ¼ 0 and g " ¼ g. Applying Theorem 3.1 we¯nd the existence of a > 0 independent of " such that jq " j À1=2;À " jgj 1=2;À " .
First Term of an Asymptotic Expansion
Now we introduce results of asymptotic analysis that will help us to know more about ðu " ; p " Þ. In Sec. 4.5, we propose an approximate¯eld ðũ " ;p " Þ with an expression as explicit as possible and very close to ðu " ; p " Þ in the sense that (cf. Theorem 4.1) there exists > 0 independent of " such that
Moreover, since ðũ " ;p " Þ is explicitly described, it will be easy to collect information that we shall apply to ðu " ; p " Þ according to estimates we have just given. The construction of the couple ðũ " ;p " Þ could be the subject of a whole study. We will not give a complete proof of Theorem 4.1, we refer the reader to the proof of Theorem 7.1 in Ref. 3 . We only want to use this result, and the purpose of the present section is to give intuitive ideas on how to prove it. Besides note that it is in good agreement with the results of Refs. 7, 6, 11 and 21, although the technique these authors used is closer to multiscale expansions, which leads to slightly sharper error estimates in L 1 -norm. Concerning the comparison between matched asymptotics and multiscale expansions see Ref. 20.
General presentation of the method
Let us begin with a description of the method we use for the de¯nition of the approximate¯eld. It is called matched asymptotic expansions. For the present problem, it consists in four main steps. Steps 1, 2 and 3 are formal in the sense that we do not worry about error estimates. This will be the subject of Step 4.
. Step 1. In this step, we are interested in the behaviour of the¯eld u " in a region far from the wire À " . What we mean by far shall be precised by the de¯nition of a geometric region Z " f . Then, on the basis of formal considerations we will postulate a form for the approximate¯eld in this region. However, there will remain an indeterminacy in the de¯nition of the approximate¯eldũ " in this region, represented by an unknown function a " 2 L 2 ðIÞ that is to be de¯ned in Step 3.
. Step 2. In this second step, we are interested in the behaviour of the¯eld u " in a small region around the wire À " . Here again we shall precise the word small and de¯ne a neighbourhood Z " n of the wire. In order to study u " in a normalised geometry, we use a change of coordinates that depends on ". Using formal calculus, we are led to solve a Laplace problem in order to de¯ne the approximate¯eldũ " in this region. This construction will leave an indeterminacy in the construction ofũ " represented by an unknown function b " 2 L 2 ðIÞ that is to be de¯ned in Step 3.
. Step 3. In this step, we look for necessary conditions for the constructions of Steps 1 and 2 to coincide in the intermediate region Z
f . We are thus led to Eqs. (4.8) and (4.9) involving a " and b " . One of these equations is a onedimensional integral equation. These equations determine a " and b " , and conclude the formal construction ofũ " . The functionp " will be de¯ned bỹ
Þ:
.
Step 4. In this step we bound the error jju " Àũ " jj H þ jp " Àp " j 1=2;À " . The proof is based on the idea that the approximate¯eld satis¯es the same problem as ðu " ; p " Þ with a small perturbation in the source term. In this step we will use the stability result (3.1).
We just want to detail Steps 1, 2 and 3. We admit the results of Step 4, and refer to Ref.
3 for the precise and rigorous asymptotic analysis.
4.2.
Step 1: The far¯eld
We are¯rst interested in the behaviour of u " far from the wire. Let us de¯ne the far
We say that a point x is far from the wire À " when x 2 Z " f . Note that when " goes to 0 the region Z " f gets closer to the set B R nI. We want to propose an approximate¯eld in this region. On the basis of formal considerations, it appears reasonable to think that when " goes to 0 the wire disappears, so that the¯eld u " tends to the solution to the same problem with no wire. We recall that u 0 has been de¯ned as the unique element of H satisfying
This is the same problem as P " but without the obstacle À " . We call u 0 the incident eld. We can reasonably conjecture that jju " À u 0 jj H ! 0 when " ! 0, so the incident eld appears like the order 0 term in an asymptotic expansion of u " with respect to ". However, we want a sharper description of u " , because u 0 realises an approximation of u " that does not take into account the presence of the wire.
In order to de¯ne a higher-order term denoted u " 1 , we look for a problem as independent of " as possible. Note that u " À u 0 satis¯es a homogeneous Helmholtz equation in the far¯eld region Z " f , so we impose on u " 1 to satisfy the homogeneous Helmholtz equation in B R nI. Since u " À u 0 satisfy the outgoing radiation condition, we also impose this condition on u " 1 . This implies that u " 1 has to be singular in the neighbourhood of I.
Indeed suppose for a moment that u " 1 is a H 1 function in a neighbourhood of I. Then it would be a H 1 solution of a homogeneous Helmholtz equation in a smooth domain, with homogeneous Dirichlet boundary condition on À " and outgoing radiation condition. From this we would conclude that u " 1 ¼ 0 whereas we strongly suspect that u " À u 0 6 ¼ 0.
For this reason we assume that u " 1 is singular in a neighbourhood of I, but we also conjecture that its singularity is of the weakest possible kind. We conjecture that u " 1 is a¯eld radiated by a lineic repartition of source points located on I, and de¯ne it by In this expression we have not de¯ned a " yet. We postpone it to Step 3, and only assume (which admittedly is a purely empiric decision) that a " 2 L 2 ðIÞ. This leaves an indeterminacy on the de¯nition of u " 1 , which will be cured applying the matching principle in Step 3. So we conjecture that
Finally we present the¯rst-order terms of the radial expansion of u " 1 in the neighbourhood of the origin segment I. Here appears clearly one of the advantages of using ellipsoidal coordinates: this allows a simple description of this expansion. Indeed if ð; ; 'Þ are the ellipsoidal coordinates of x then,
We only wrote this radial expansion (with respect to 2 À 1) up to the constant terms. With this formula we see that the singularity of u " 1 is logarithmic.
4.3.
Step 2: The near¯eld
Now we look for an approximation of u " in a region located close to the wire. We call this region the near¯eld region and de¯ne it by
This region becomes smaller and smaller as " goes to 0, so we use a change of coordinates in order to get back to a normalised domain. We introduce a new radial coordinate de¯ned by
This change of coordinate looks complicated, but it appears natural when one notice that the equation of the wire with this new coordinate becomes ðÀ " Þ : ¼ Èð; 'Þ, which is quite simple. Also interesting is the expression of the Laplace operator with this new coordinate,
We see that the leading part (in the sense that it is the one associated with the lowest power of ") is
It looks like a two-dimensional Laplace operator expressed with polar coordinates. This raises two remarks. First and ' are not polar coordinates here. However, using a geometric mapping, it might be possible to reinterpret ð; 'Þ as polar coordinates. The other remark is that this principal part does not contain any operator related to , so that it cannot lead to a well-posed three-dimensional problem with traditional boundary conditions.
We will now propose an approximate¯eld denoted U " 1 . We will express it using the coordinates ð; ; 'Þ. First in the near¯eld region the function u " satis¯es a homogeneous Helmholtz equation, hence U " 1 should satisfy a homogeneous problem associated with the principal part of the Helmholtz operator Á þ k 2 expressed in coordinates ð; ; 'Þ (its principal part is the same as for the Laplace operator):
We do not impose that U " 1 satisfy a Helmholtz equation because this would not lead to a problem independent of ". In order to deal with a standard problem we look at this equation for each 2 ½À1; þ1. Thus we introduce a function b U " 1; ðx ? Þ ¼ U " 1 ðx ? ; Þ indexed by the coordinate . As a consequence, we are led to a description of the geometry in \normalised slices". Indeed we consider two-dimensional domains ! n ðÞ ¼ fx ? ð; 'Þ 2 R 2 j > Èð'; Þg (the slices) that are indexed by . Here x ? represents a point in R 2 with polar coordinates ð; 'Þ. Then we reinterpret Eq. Now if we assume that b U " 1; (for each ) is bounded at in¯nity (the standard condition at in¯nity for Laplace problems), this implies that b U " 1; ¼ 0 and, for the same reason as in the section on the far¯eld, this is not satisfying. As a consequence we impose on b U " 1; to have a growing behaviour at in¯nity. Since the singularity of the far¯eld is logarithmic, we choose a logarithmic growth for the near¯eld, in order to compensate the singularity of the far¯eld, when applying the matching principle in 
Here we use the notation Á ? in order to refer to the two-dimensional Laplace operator. The function b V will be useful for the de¯nition of an averaging operator in Sec. 5.1, and the de¯nition of a reduced space of Lagrange multipliers. The constant b V 0; appearing in this lemma is called the capacity of the obstacle ! n ðÞ; it will also appear in the equations of the matching principle (Step 3). Besides, note that for From now on we will consider that U " 1 ¼ 0 in " so that U " 1 2 H since it satis¯es a homogeneous Dirichlet boundary condition on À " . Finally, applying classical separation of variables techniques in order to derive the expansion of b V 0; when ! 1, we see that
ð1=Þ: ð4:7Þ
4.4.
Step 3: Matching principle
So far there has remained an indeterminacy in the de¯nition of the far¯eld (because a " is still not de¯ned) and the near¯eld (because b " is still not de¯ned). In order to remove this indeterminacy, we impose
More precisely we identify the¯rst two terms of their radial expansion. For a point
n with ellipsoidal coordinates ð; ; 'Þ and modi¯ed coordinates ð; ; 'Þ we have ! 1 and ! þ1, so we use the radial expansion of u 0 þ u Taking into acount Expansion (4.3) and (4.7), we are led tõ
which yields a pair of equations involving only a " and b " . The¯rst one is obtained identifying the coe±cients of lnð 2 À 1Þ,
The second equation is obtained identifying the terms independent of . We can get rid of the¯rst equation replacing b " by Àa " =2 in the second equation. The second equation takes the form, À1 uðzÞ e ikjÀzj À 1 j À zj dz:
We call (4.9) the matching equation. It is a one-dimensional integral equation composed with bounded linear operators acting from L 2 ðIÞ ! L 2 ðIÞ except for A. Indeed one can prove that B 1 and B 2 are bounded operators whereas A is unbounded as an operator from L 2 ðIÞ ! L 2 ðIÞ. The next lemma provides an explicit diagonalisation result for A which is a direct way to describe lnð Lemma 4.2. Consider ðP n Þ n2N the Legendre polynomials and for each n let
The operator A is diagonalised by the Legendre polynomials AP n ¼ 2W n P n ; 8 n 2 N:
We remind the reader that the set of Legendre polynomials P n is a Hilbertian orthogonal basis for L 2 ðIÞ, see Chap. 4 in Ref. 10 for a detailed description of these polynomials. With this result we know exactly the spectrum of A, ðAÞ ¼ f2W n g n2N . If we write n ¼ expðW n Þ, then n $ e À =n when n ! þ1 and ln 1 " 2 Id þ A admits lnð n ="Þ 2 as eigenvalues. This is a problem if one wants to prove the well-posedness of Eq. (4.9). A solution consists in regularising ln 1 " 2 Id þ A. Another consequence of Lemma 4.2 is that a convenient functional setting should be adapted to Legendre polynomials. This is why we introduce particular one-dimensional spaces. For any r 2 R let us denote
The spaces E 1=2 ðIÞ and E À1=2 ðIÞ will be of particular interest in the next section. Later we will establish a link between jj jj E 1=2 ðIÞ and j j 1=2;À " de¯ned by (3.1). Standard Hilbertian theory shows that the following identity holds The following lemma provides a solution to a regularised version of Eq. (4.9), and express estimates in terms of the norms we have introduced.
Lemma 4.3. Givenũ 0 2 C 1 ðIÞ;ũ 0 6 ¼ 0; there exists two functions " ðũ 0 Þ and a " belonging to \ n2N E n ðIÞ such that
with estimates on a " and " : for any r; s > 0 there exist 1 ; 2 and 3 > 0 independent of " such that; 1 jln "j jja " jj E r ðIÞ 2 jln "j and jj " ðũ 0 Þjj E r ðIÞ 3 " . This lemma de¯nitely concludes the construction of the¯rst term of an asymptotic expansion of u " . Indeed with Lemma 4.3 the function a " is well de¯ned, and this leads at the same time to the de¯nition of b " ¼ Àa " =2.
Step 4: Approximate¯eld and error estimates
There only remains to propose a relevant approximate¯eld using the far¯eld and the near¯eld. First of all we de¯ne the far¯eld u " 1 and the near¯eld U " 1 according to Eqs. (4.2) and (4.6). Then we proceed in a very classical way considering a C 1 cuto® function : R ! ½0; 1 that we choose to be decreasing and such that
1 for x 0 ( and set " ðxÞ ¼ 2 À 1 À " " :
f . We simply de¯ne the approximate¯eldũ " andp " bỹ
ð4:10Þ
Taking into account our preceding remarks on the cuto® function, we see thatũ
f . Note that the couple ðũ " ;p " Þ satis¯es a perturbed version of problem P " . Indeed there existsf " 2 H 0 such that
According to Theorem 3.1, it is su±cient to establish an estimate for jjf " jj H 0 in order to bound the errors jju " Àũ " jj H and jp " Àp " j À1=2;À " . Moreover one aim of the construction of Steps 1, 2 and 3 has been to minimise jjf " jj H 0 . Indeed this quantity can be subdivided into two main parts. One part comes from the fact that the near¯eld does not exactly satis¯es an Helmholtz equation (in the near¯eld region it rather satis¯es a transverse Laplace equation). The other part comes from the di®erence between the far¯eld and the near¯eld in the matching zone Z " f \ Z " n (but the di®erence is very small because the matching equation (4.9) is nearly satis¯ed). The preceding considerations enable to bound jjf " jj H 0 as follows.
Proposition 4.1. There exists > 0 independent of " such that jjf
For the proof of this proposition, we refer the reader to Theorem 7.1 in Ref. 3 . Combining the variational formulation of problem P " given in Sec. 3 and the stability result of Theorem 3.1, Proposition 4.1 leads straightforwardly to the following theorem.
Theorem 4.1. There exists > 0 independent of " such that the following error estimate holds between ðu " ; p " Þ solution of (P " ) and ðũ " ;p " Þ de¯ned by (4.10),
Of course the di±cult part for the justi¯cation of this theorem is Proposition 4.1.
As we said before we do not give any proof for this result because it is quite long and it is not the central subject of the present paper. The estimate is optimal for jju " Àũ " jj H , but for the second estimate we believe (no proof is available at present) that there exists > 0 such that jp " Àp " j À1=2;À " ". Theorem 4.1 clearly establishes thatũ " is the¯rst term of an asymptotic expansion of u " with respect to ". Indeed CauchyÀSchwarz inequality applied to (4.2) yields
Taking into account Lemma 4.3, we are led to the existence of > 0 independent of " such that
Choose an arbitrary open set O & B R ; O 6 ¼ ; and such that O \ I ¼ ;. As a consequence of the preceding remarks, there exists " 0 (independent of ") such that
Since jju " jj H ¼ jjũ " jj H þ Oð" 1=3 Þ according to Theorem 4.1, this means that the error bound given in Theorem 4.1 is actually relative: there exists " 0 ; 0 > 0 independent of " such that
From this point of view, the situation does not appear so clear for p " , because we have no information about jp " j À1=2;À " or jp " j À1=2;À " , but we know only about jp " Àp " j À1=2;À " . This will be clari¯ed in Sec. 5.2 by¯nding the behaviour of jp " j À1=2;À " .
One-Dimensional Wire Model
In this section we introduce a new simpli¯ed problem. Its solution, denoted ðu " ; p " Þ, is to be a good approximation for ðu " ; p " Þ. The idea consists in taking a weaker condition on À " than homogeneous Dirichlet condition. We will impose an \averaged Dirichlet condition": we will only impose that the mean value of the solution on each section of À " has to be 0. In order to impose such a condition we¯rst introduce an averaging operator, then we de¯ne the new simpli¯ed problem and¯nally we provide error estimates for the di®erence between ðu " ; p " Þ and ðu " ; p " Þ.
The averaging operator
In order to de¯ne such an operator, we¯rst need to introduce some notation. We introduce the density " ð; 'Þ of the surface measure on À " de¯ned by the relation
; 'Þ and remind the reader of the relation ffiffiffiffiffiffiffiffiffiffiffiffiffi 2 À 1 p =" ¼ . We need also a technical lemma proved in Appendix.
Lemma 5.1. Let n be the unit normal vector to À " directed into the exterior of " . There exists > 0 independent of " such that 1 2
As a consequence of this result we see that for " small enough V ð; 'Þ is smooth, as was underlined at the end of Sec. 4.3. Now take a v 2 C 1 ðÀ " Þ and de¯ne its image by the averaging operator " ½vðÞ ¼
It is well de¯ned for " small enough and belongs to L 2 ðIÞ. Moreover, if we take a v 2 C 1 ðÀ " Þ such that @v @' ¼ 0 (v depends only on the variable ) then we have " ½v ¼ v. In order to illustrate this operator, let us take an example and assume for a moment that À " is described by the equation 2 ¼ 1 þ " 2 which corresponds to a thin ellipsoid. In this situation, tedious but basic di®erential calculus shows that
Back to the general case, using CauchyÀSchwarz inequality, one can check easily that " maps continuously H 1=2 ðÀ " Þ into L 2 ðIÞ. Denote its image M " ¼ Im " . The space M " is one-dimensional, and we wish to use it as a reduced space of Lagrange multipliers. Besides, we have already introduced one-dimensional spaces E r ðIÞ, so a natural question consists in determining whether there exists a relationship between M " and E r ðIÞ. This is the subject of the next lemma.
Lemma 5.2.
Proof. We¯rst show that M " & E 1=2 ðIÞ and for this purpose we will use the correspondence between À " and S 2 that we introduced in Lemma 2.1. The function " @V " @n is of class On the other hand, take a function v 2 E 1=2 ðIÞ. Then using characterisation via spherical harmonics, we see that v S 2 2 H 1=2 ðS 2 Þ hence, using Lemma 2.1,
From this we¯nally obtain the opposite inclusion, E 1=2 ðIÞ & M " .
In the proof of the preceding lemma, we saw that for a v 2 E 1=2 ðIÞ it is possible to de¯ne
In other words, " : E 1=2 ðIÞ ! H 1=2 ðÀ " Þ and " " ¼ Id E 1=2 ðIÞ . As a consequence " " : H 1=2 ðÀ " Þ ! H 1=2 ðÀ " Þ is a projection. Moreover, the identi¯cation of Lemma 5.2 leads to jj jj E 1=2 ðIÞ as a natural norm for M " . We will also consider the transpose map t " de¯ned by . The next result shows that the norm we chose for H 1=2 ðÀ " Þ is convenient for dealing with such operators. Indeed " and " are bounded uniformly with respect to " when using j j 1=2;À " . Lemma 5.3. There exists > 0 independent of " such that for any " 2 0; 1½ Proof. Recall that we de¯ned
In order to prove the¯rst point (i), we start by writing the explicit expression
Note that this expression looks like a norm on the sphere S 2 . Indeed,
Since É Ã ð @V " @n Þ 2 C 1 ðS 2 Þ, and " ! for " small enough and " admits uniformly bounded derivatives, basic interpolation results show that there exists a > 0 independent of " such that
Equality (ii) is a direct consequence of the de¯nition of j j 1=2;À " and " . Equality (iii) is a consequence of We end the proof of (iv) using (i) and the fact that " is onto, 
Error estimate for the jump of the normal derivative
Using the averaging operator " and the associated bounds given by Lemma 5.3, it is now possible to prove that the error estimate of Theorem 4.1 leads to a relative error bound. Indeed, V " satis¯es a homogeneous Dirichlet boundary condition on À " and is equal to 0 in " , so we havẽ
ð5:1Þ
As a consequence, for v 2 H 1=2 ðÀ " Þ, we see that hp " ; vi ¼ R 1
Using result (iv) of Lemma 5.3 and the equation b " ¼ Àa " =2 (see Sec. 4.4) we obtain the estimates jja " " =2jj E À1=2 ðIÞ jp " j À1=2;À " jja " " =2jj E À1=2 ðIÞ . Since all the derivatives of " remain bounded as " ! 0, there exist 1 ; 2 > 0 independent of " such that 1 jja " jj E À1=2 ðIÞ jja " " =2jj E À1=2 ðIÞ 2 jja " jj E À1=2 ðIÞ . Finally Lemma 4.3 provides estimates on a " , so we conclude that, ifũ 0 6 ¼ 0, there exist 1 ; 2 > 0 independent of " such that 1 jln "j jp " j 1=2;À " 2 jln "j 8 " 2 0; 1½; ð5:2Þ and according to Theorem 4.1, we can conclude the same for p " . Moreover, this estimate justi¯es thatp " is the¯rst term of an asymptotic expansion for p " .
Simpli¯ed problem
Now we introduce our simpli¯ed problem. It is based on a simple observation of Eq. (5.1). Note thatp " ¼ t " ½b " " 2 Im t " so, taking into account (5.2) and the estimate of Theorem 4.1, it is natural to think that p " \nearly belongs" to Im t " . Thus we take ðM " Þ 0 ¼ E À1=2 ðIÞ as the space of Lagrange multipliers of a new problem, This time the space of Lagrange multipliers is one-dimensional. Moreover, the homogeneous Dirichlet boundary condition on À " has been replaced by the second equation of problem P " simply equivalent to " ½u " ¼ 0, which can be interpreted as an averaged Dirichlet condition weaker that the original Dirichlet condition.
Well-posedness and stability. This simpli¯ed problem is nevertheless still well-posed because we have reduced the space of Lagrange multipliers. Indeed consider the space H ¼ fv 2 H j " ½v jÀ " ¼ 0g. Then it is easy to adapt the proof of Lemma 3.1 (with H " 0 replaced by H " ) in order to obtain Lemma 5.4. There exists " 0 > 0 independent of " such that for any f " 2 H 0 and for any " 2 0; " 0 ½ the problem Then using the lifting operator of Lemma 3.3 and (iv) of Lemma 5.3, it is again easy to adapt the proof of Lemma 3.1 in order to obtain the following (existence, unicity and stability) result for the simpli¯ed problem P " .
Theorem 5.1. There exists " 0 > 0 independent of " such that for any f " 2 H 0 ; any g " 2 E 1=2 ðIÞ and 8 " 2 0; " 0 ½, problem (5.4) admits a unique solution ðv " ; q " Þ 2 H Â E À1=2 ðÀ " Þ. 
Asymptotic estimates
In the same spirit as for the results that were presented in Sec. 4, we will now provide some results of asymptotic analysis for the solution of the simpli¯ed problem P " . We will see in this section that the¯rst term of the expansion of ðu " ; p " Þ is simply given by ðũ " ;p " Þ. This implies in particular that, up to the¯rst order in their respective expansions, ðu " ; p " Þ and ðu " ; p " Þ coincide. We will then be able to appropriately bound their di®erence. This will justify replacing the exact problem by the simpli¯ed one, or equivalently replacing the exact integral equation (3.11) by the one-dimensional equation (5.6).
First of all, note as in Sec. 5.2 thatp " ¼ t " ½b "
We can also obtain relative bounds, combining the results of Theorem 4.1 and Eq. (5.2). This yields the¯nal result of this paper, the one that validates Pocklington's model in the case of an ellipsoidal geometry.
Theorem 5.2. If p " is the solution to the two-dimensional integral equation (3.11), if p " is the solution to the one-dimensional equation (5.6) and if u 0 j I 6 ¼ 0 then there exist 0 ; " 0 > 0 independent of " such that jp " À t " ½p " j À1=2;À " jp " j À1=2;À " 0 ffiffi ffi " p jln "j 2 8 " 2 0; " 0 ½:
Note that the constant 0 involved in this result does depend on u 0 (de¯ned by Eq. (4.1) ).
