The Time-Frequency and Time-Scale communities have recently developed a large number of overcomplete waveform dictionaries | stationary wavelets, wavelet packets, cosine packets, chirplets, and warplets, to name a few. Decomposition into overcomplete systems is not unique, and several methods for decomposition have been proposed, including the Method of Frames (MOF), Matching Pursuit (MP), and, for special dictionaries, the Best Orthogonal Basis (BOB).
Introduction
Over the last several years, there has been an explosion of interest in alternatives to traditional signal representations. Instead of just representing signals as superpositions of sinusoids (the traditional Fourier representation) we now have available alternate dictionaries { collections of parameterized waveforms { of which the Wavelets dictionary is only the best known. Wavelets, Steerable Wavelets, Segmented Wavelets, Gabor dictionaries, Multi-scale Gabor Dictionaries, Wavelet Packets, Cosine Packets, Chirplets, Warplets, and a wide range of other dictionaries are now available. Each such dictionary D is a collection of waveforms ( ) 2? , with a parameter, and we envision a decomposition of a signal s as s = where R (m) is a residual. Depending on the dictionary, such a representation decomposes the signal into pure tones (Fourier dictionary), bumps (wavelet dictionary), chirps (chirplet dictionary), etc.
Most of the new dictionaries are overcomplete, either because they start out that way, or because we merge complete dictionaries, obtaining a new mega-dictionary consisting of several types of waveform (e.g. Fourier & Wavelets dictionaries). The decomposition (1.1) is then nonunique, because some elements in the dictionary have representations in terms of other elements.
Goals of Adaptive Representation
Nonuniqueness gives us the possibility of adaptation, i.e., of choosing among many representations one that is most suited to our purposes. We are motivated by the aim of achieving simultaneously the following goals :
Sparsity. We should obtain the sparsest possible representation of the object | the one with the fewest signi cant coe cients. Superresolution. We should obtain a resolution of sparse objects that is much higherresolution than that possible with traditional non-adaptive approaches. An important constraint, which is perhaps in con ict with both the goals: Speed. It should be possible to obtain a representation in order O(n) or O(n log(n)) time.
Finding a Representation
Several methods have been proposed for obtaining signal representations in overcomplete dictionaries. These range from general approaches, like the Method of Frames 8] , and the method of Matching Pursuit 23] , to clever schemes derived for specialized dictionaries, like the method of Best Orthogonal Basis 6]. These methods are described brie y in Section 2.3.
In our view, these methods have both advantages and shortcomings. The principal emphasis of the proposers of these methods is in achieving su cient computational speed. While the resulting methods are practical to apply to real data, we show below by computational examples that the methods, either quite generally or in important special cases, lack qualities of sparsity-preservation and of stable super-resolution.
Basis Pursuit
Basis Pursuit (BP) nds signal representations in overcomplete dictionaries by convex optimization: it obtains the decomposition that minimizes the`1 norm of the coe cients occurring in the representation. Because of the non-di erentiability of the`1 norm, this optimization principle leads to decompositions that can have very di erent properties from the Method of Frames { in particular they can be much sparser. Because it is based on global optimization, it can stably super-resolve in ways that Matching Pursuit can not.
BP can be used with noisy data by solving an optimization problem trading o a quadratic mis t measure with an`1 norm of coe cients. Examples show that it can stably suppress noise while preserving structure that is well-expressed in the dictionary under consideration.
BP is closely connected with linear programming. Recent advances in large-scale linear programming { associated with interior-point methods { can be applied to BP, and make it possible, with certain dictionaries, to nearly-solve the BP optimization problem in nearlylinear time. We have implemented a primal-dual log barrier interior-point method as part of a computing environment called Atomizer, which accepts any of a wide range of dictionaries. Instructions for Internet access of Atomizer are given in Section 6.6. Experiments with standard time-frequency dictionaries indicate some of the potential bene ts of BP. Experiments with some nonstandard dictionaries { like the stationary wavelet dictionary and the Heaviside dictionary { indicate important connections between BP and methods like Mallat and Hwang's Multi-Scale Edge Representation and Osher, Rudin and Fatemi's Total Variation-based De-Noising methods.
Contents
In Section 2 we establish vocabulary and notation for the rest of the article, describing a number of dictionaries and existing methods for overcomplete representation. In Section 3 we discuss the principle of Basis Pursuit and its relations to existing methods and to ideas in other elds. In Section 4 we discuss methodological issues associated with BP { in particular some of the interesting nonstandard ways it can be deployed. In Section 5 we describe Basis Pursuit De-Noising, a method for dealing with problem (1.2). In Section 6 we discuss recent advances in large-scale linear programming, and resulting algorithms for BP. In Section 7 we discuss a number of connections with other work.
Overcomplete Representations
Let s = (s t : 0 t < n) be a discrete-time signal of length n; this may also be viewed as a vector in R n . We are interested in the reconstruction of this signal using superpositions of elementary waveforms. Traditional methods of analysis and reconstruction involve the use of orthogonal bases, such as the Fourier basis, various discrete cosine transform bases, and orthogonal wavelet bases. Such situations can be viewed as follows: given a list of n waveforms, one wishes to represent s as a linear combination of these waveforms. The waveforms in the list, viewed as vectors in R n , are linearly independent, and so the representation is unique.
Dictionaries and Atoms
A considerable focus of activity in the recent signal processing literature has been the development of signal representations outside the basis setting. We use terminology introduced by Mallat and Zhang 23] . A dictionary is a collection of parameterized waveforms D = ( : 2 ?). The waveforms are discrete-time signals of length n called atoms.
Depending on the dictionary, the parameter can have the interpretation of indexing frequency, in which case the dictionary is a frequency or Fourier dictionary, of indexing time/scale jointly, in which case the dictionary is a time-scale dictionary, or of indexing time/frequency jointly, in which case the dictionary is a time-frequency dictionary. Usually dictionaries are complete or overcomplete, in which case they contain exactly n atoms, or more than n atoms, but one could also have continuum dictionaries containing an in nity of atoms, and undercomplete dictionaries for special purposes, containing fewer than n atoms. Dozens of interesting dictionaries have been proposed over the last few years; we focus in this paper on a half dozen or so; much of what we do applies in other cases as well.
Trivial Dictionaries
We begin with some overly simple examples. The Dirac dictionary is simply the collection of waveforms that are zero except in one point: 2 f0; 1; : : :; n ?1g and (t) = 1 ft= g . This is of course also an orthogonal basis of R n { the standard basis. The Heaviside dictionary is the collection of waveforms that jump at one particular point: 2 f0; 1; : : :; n?1g; (t) = 
Frequency Dictionaries
A Fourier dictionary is a collection of sinusoidal waveforms indexed by = (!; ), where ! 2 0; 2 ) is an angular frequency variable and 2 f0; 1g indicates phase type : sine or cosine. In detail, (!;0) = cos(!t); (!;1) = sin(!t): For the standard Fourier dictionary, we let run through the set of all cosines with Fourier frequencies ! k = 2 k=n, k = 0; : : :; n=2, and all sines with Fourier frequencies ! k , k = 1; : : :; n=2 ? 1. This dictionary consists of n waveforms; it is in fact a basis, and a very simple one : the atoms are all mutually orthogonal. An overcomplete Fourier dictionary is obtained by sampling the frequencies more nely. Let`be a whole number > 1 and let ?`be the collection of all cosines with ! k = 2 k=(`n), k = 0; : : :;`n=2, and all sines with frequencies ! k , k = 1; : : :;`n=2 ? 1. This is an`-fold overcomplete system. We also use below complete and overcomplete dictionaries based on discrete cosine transforms and sine transforms.
Time-Scale Dictionaries
There are several types of Wavelet dictionary; to x ideas, we consider the Haar dictionary, with \Father Wavelet" ' = For the standard Haar dictionary, we let run through the discrete collection of mother wavelets with dyadic scales a j = 2 j =n, j = j 0 ; : : :; log 2 (n)?1, and locations that are integer multiples of the scale b j;k = k a j , k = 0; : : :; 2 j ? 1, and the collection of father wavelets at the coarse scale j 0 . This dictionary consists of n waveforms; it is an orthonormal basis.
An overcomplete wavelet dictionary is obtained by sampling the locations more nely : one location per sample point. This gives the so-called Stationary Haar dictionary, consisting of O(n log 2 (n)) waveforms. It is called stationary since the whole dictionary is invariant under circulant shift. A variety of other wavelet bases are possible. The most important variations are smooth wavelet bases, using splines or using wavelets de ned recursively from two-scale ltering relations 9]. Although the rules of construction are more complicated (boundary conditions 25], orthogonality versus bi-orthogonality 9], etc.), these have the same indexing structure as the standard Haar dictionary. In this paper, we use Symmlet-8 smooth wavelets, i.e., Daubechies Nearly Symmetric wavelets with eight vanishing moments; see 9] for examples.
Time-Frequency Dictionaries
Much recent activity in the wavelet communities has focused on the study of time-frequency phenomena. The standard example, the Gabor dictionary, is due to Gabor (1946) ; in our notation, we take = (!; ; ; t), where ! 2 0; ) is a frequency, is a location, is a phase, and t is the duration, and consider atoms (t) = expf?(t ? ) 2 =( t) 2 g cos(!(t ? ) + ). Such atoms indeed consist of frequencies near ! and essentially vanish far away from . For xed t, discrete dictionaries can be built from time-frequency lattices, ! k = k ! and `=` , and 2 f0; =2g; with and ! chosen su ciently ne these are complete.
For further discussions see e.g. 8] .
Recently, Coifman and Meyer 5] developed the wavelet packet and cosine packet dictionaries especially to meet the computational demands of discrete-time signal processing. For 1-d discrete time signals of length n, these dictionaries each contain about n log 2 (n) waveforms. A wavelet packet dictionary includes, as special cases, a standard orthogonal wavelets dictionary, the Dirac dictionary, and a collection of oscillating waveforms spanning a range of frequencies and durations. A cosine packet dictionary contains, as special cases, the standard orthogonal Fourier dictionary, and a variety of Gabor-like elements : sinusoids of various frequencies weighted by windows of various widths and locations.
In this paper, we often use wavelet packet and cosine packet dictionaries as examples of overcomplete systems, and we give a number of examples decomposing signals into these 
Further Dictionaries
We can always merge dictionaries to create mega-dictionaries; examples used below include mergers of Wavelets with Heavisides.
Linear Algebra
Suppose we have a discrete dictionary of p waveforms and we collect all these waveforms as columns of an n by p matrix , say. The decomposition problem (1.1) can be written = s; (2.2) where = ( ) is the vector of coe cients in (1.1). When the dictionary furnishes a basis, then is an n by n nonsingular matrix and we have the unique representation = ?1 s . When the atoms are, in addition, mutually orthonormal, then ?1 = T and the decomposition formula is very simple.
An important (but trivial) comment. Given a dictionary of waveforms, one can distinguish analysis from synthesis. Synthesis is the operation of building up a signal by superposing atoms; it involves a matrix that is n by p : s = a. Analysis involves the operation of associating with each signal a vector of coe cients attached to atoms; it involves a matrix that is p by n: a = T s. Synthesis and analysis are very di erent linear operations, and we must take care to distinguish them. One should avoid assuming that the analysis operator~ = T s gives us coe cients that can be used as is to synthesize s. In the overcomplete case we are interested in, p n and is not invertible. There are then many solutions to (2.2), and a given approach selects a particular solution. One does not uniquely and automatically solve the synthesis problem by applying a simple, linear, analysis operator.
We now illustrate the di erence between synthesis (s = ) and analysis ( = T s). To visualize the decomposition, we present a phase-plane display with shaded rectangles, as described above. Panel 2.2c gives an analysis of Carbon, the coe cients a = T s, again displayed in a phase-plane. Once again, between analysis and synthesis there is a large di erence in sparsity. In Panel 2.2d we compare the sorted coe cients of the overcomplete representation (synthesis) with the analysis coe cients.
Existing Decomposition Methods
There are several currently popular approaches to obtaining solutions to (2.2).
Frames
The Method of Frames (MOF) 8] picks out, among all solutions of (2.2), one whose coecients have minimum l 2 norm: min k k 2 subject to = s: (2. 3)
The solution of this problem is unique; label it y . Geometrically, the collection of all solutions to (2.2) is an a ne subspace in R n ; MOF selects the element of this subspace closest to the origin. It is sometimes called a minimum-length solution. There is a matrix y , the generalized inverse of , that calculates the minimum-length solution to a system of linear equations: the standard wavelet packet dictionary. One can compute that for all vectors v, k T vk 2 = L n kvk 2 ; L n = log 2 (n). In short y = L ?1 n T . Notice that T is simply the analysis operator.
There are two key problems with the Method of Frames. First, MOF is not sparsitypreserving. If the underlying object has a very sparse representation in terms of the dictionary, then the coe cients found by MOF are likely to be very much less sparse. Each atom in the dictionary that has nonzero inner product with the signal is, at least potentially, and also usually, a member of the solution. Figure 2 .3a shows the signal Hydrogen, made of a single atom in a wavelet packet dictionary. The result of a frame decomposition in that dictionary is depicted in a phase-plane portrait, Figure 2 .3c. While the underlying signal can be synthesized from a single atom, the frame decomposition involves many atoms, and the phase-plane portrait exaggerates greatly the intrinsic complexity of the object.
Second, MOF is intrinsically resolution-limited. No object can be reconstructed with features sharper than those allowed by the underlying operator y . Suppose the underlying object is sharply localized: = 1 f = 0 g . The reconstruction will not be , but instead y which, in the overcomplete case, will be spatially spread out. Figure 2 .4 presents a signal TwinSine, consisting of the superposition of two sinusoids that are separated by less than the so-called Rayleigh Distance 2 =n. We analyze these in a 4-fold overcomplete discrete cosine dictionary. In this case, reconstruction by MOF, Figure 2 .4b, is simply convolution with the Dirichlet kernel. The result is the synthesis from coe cients with a broad oscillatory appearance, consisting not of two but of many frequencies, and giving no visual clue that the object may be synthesized from two frequencies alone. An intrinsic feature of the algorithm is that when stopped after a few steps, it yields an approximation using only a few atoms. When the dictionary is orthogonal, the method works perfectly. If the object is made up of only m n atoms and the algorithm is run for m steps, it recovers the underlying sparse structure exactly.
Matching Pursuit
When the dictionary is not orthogonal, the situation is less clear. Because the algorithm is myopic, one expects that, in certain cases, it might choose wrongly in the rst few iterations and, in such cases, end up spending most of its time correcting for any mistakes made in the rst few terms. In fact this does seem to happen.
To see this, we consider an attempt at super-resolution. Figure 2 .4a portrays again the signal TwinSine consisting of sinusoids at two closely spaced frequencies. When MP is applied in this case (Figure 2 .4c), using the 4-fold overcomplete discrete cosine dictionary, the initial frequency selected is in between the two frequencies making up the signal. Because of this mistake, MP is forced to make a series of alternating corrections that suggest a highly complex and organized structure. MP misses entirely the doublet structure. One can certainly say in this case that MP has failed to super-resolve.
Second, one can give examples of dictionaries and signals where MP is arbitrarily suboptimal in terms of sparsity. While these are somewhat arti cial, they have a character not so di erent from the super-resolution example.
DeVore and Temlyakov's Example. Vladimir Temlyakov, in a talk at the IEEE Conference on Information Theory and Statistics, October 1994, described an example in which the straightforward greedy algorithm is not sparsity-preserving. In our adaptation of this example, based on Temlyakov's joint work with R.A. DeVore 10], one constructs a dictio-nary having n + 1 atoms. The rst n are the Dirac basis; the nal atom involves a linear combination of the rst n with decaying weights. The signal s has an exact decomposition in terms of A atoms; but the greedy algorithm goes on forever, with an error of size O(1= p m) after m steps. We illustrate this decay in Figure 2 .5a. For this example we set A = 10 and choose the signal s t = 10 ?1=2 1 f1 t 10g . The dictionary consists of Dirac elements = for 1 n, and n+1 (t) = ( c 1 t 10 c=(t ? 10) 10 < t n ; with c chosen to normalize n+1 to unit norm. i , which will be orthogonal to all terms currently in the model. This method is called Orthogonal Matching Pursuit (OMP) by Pati 29] . The DeVore-Temlyakov example does not apply to OMP, but Shaobing Chen found in Summer 1993 an example of similar avor that does. In this example, a special signal and dictionary are constructed, with the following avor. The dictionary is composed of atoms with 2 f1; : : :; ng. The rst A atoms come from the Dirac dictionary, with 2 f1; : : :; Ag, = . The signal is a simple equiweighted linear combination of the rst A atoms: s = A ?1 P A i=1 i . Dictionary atoms with > A are a linear combination of the corresponding Dirac and s. OMP chooses all atoms except the rst A before ever choosing one of the rst A. As a result, instead of the ideal behavior one might hope for, terminating after just A steps, one gets n steps before convergence, and the rate is relatively slow. We illustrate the behavior of the reconstruction error in 
Best Orthogonal Basis
For certain dictionaries, it is possible to develop speci c decomposition schemes customtailored to the dictionary.
Wavelet packet and cosine packet dictionaries are examples; they have very special properties. Certain special subcollections of the elements in these dictionaries amount to orthogonal bases; one gets in this way a wide range of orthonormal bases (in fact 2 n such orthogonal bases for signals of length n). The algorithm in some cases delivers near-optimal sparsity representations. In particular, when the object in question has a sparse representation in an orthogonal basis taken from the library, one expects that BOB will work well. However, when the signal is composed of a moderate number of highly non-orthogonal components, the method may not deliver sparse representations { the demand that BOB nd an orthogonal basis prevents it from nding a highly sparse representation. An example comes from the signal WernerSorrows, which is a superposition of several chirps, sinusoids and Diracs; see Figure 2 .6a. When analyzed with a cosine packet dictionary and the original CoifmanWickerhauser entropy, BOB nds nothing: it chooses a global sinusoid basis as best; the lack of time-varying structure in that basis means that all chirp and transient structure in the signal is missed entirely; see Figure 2 .6b.
Basis Pursuit
We now discuss our approach to the problem of overcomplete representations. We assume that the dictionary is overcomplete, so that there are in general many representations
The principle of Basis Pursuit is to nd a representation of the signal whose coe cients have minimal`1 norm. Formally, one solves the problem min kak 1 subject to a = s: with linear equality constraints, and so involves essentially just the solution of a system of linear equations. In contrast, Basis Pursuit requires the solution of a convex, nonquadratic optimization problem, which involves considerably more e ort and sophistication.
Linear Programming
To explain the last comment, and the name Basis Pursuit, we develop a connection with linear programming (LP).
The linear program in so-called standard form 7, 16 ] is a constrained optimization problem de ned in terms of a variable x 2 R m by min c T x subject to Ax = b; x 0 ; (3.2) where c T x is the objective function, Ax = b is a collection of equality constraints, and x 0 is a set of bounds. The main question is, which variables should be zero. 
Solutions as Bases
In the linear programming problem (3.2), suppose A is an n by m matrix with m > n, and suppose an optimal solution exists. It is well know that a solution exists in which at most n of the entries in the optimal x are nonzero. Moreover, in the generic case, the solution is so-called nondegenerate, and there are exactly n nonzeros. The nonzero coe cients are associated with n columns of A, and these columns make up a basis of R n . Once the basis is identi ed, the solution is uniquely dictated by the basis. Thus nding a solution to the LP is identical to nding the optimal basis. In this sense, linear programming is truly a process of Basis Pursuit.
Translating the LP results into BP terminology, we have the decomposition
The waveforms ( i ) are linearly independent but not necessarily orthogonal. The collection i is not, in general, known in advance, but instead depends on the problem data (in this case s). The selection of waveforms is therefore signal-adaptive.
Algorithms
BP is an optimization principle, not an algorithm. Over the last forty years, a tremendous amount of work has been done on the solution of linear programs. Until the 1980's, most work focused on variants of Dantzig's simplex algorithm, which many readers have no doubt studied. In the last ten years, some spectacular breakthroughs have been made by the use of so-called \interior-point methods", which use an entirely di erent principle. From our point of view, we are free to consider any algorithm from the LP literature as a candidate for solving the BP optimization problem; both the simplex and interior-point algorithms o er interesting insights into BP. When it is useful to consider BP in the context of a particular algorithm, we will indicate this by label: either BP-Simplex or BP-Interior.
BP-Simplex. In standard implementations of the simplex method for LP, one rst nds an initial basis B consisting of n linearly independent columns of A for which the corresponding solution B ?1 b is feasible (non-negative). Then one iteratively improves the current basis by, at each step, swapping one term in the basis for one term not in the basis, using the swap that best improves the objective function. There always exists a swap that improves or maintains the objective value, except at the optimal solution. Moreover, LP researchers have shown how one can select terms to swap in such a way as to guarantee convergence to an optimal solution (anti-cycling rules) 16]. Hence the simplex algorithm is explicitly a process of \Basis Pursuit": iterative improvement of a basis until no improvement is possible, at which point the solution is achieved. Translating this LP algorithm into BP terminology, one starts from any linearly independent collection of n atoms from the dictionary. One calls this the current decomposition.
Then one iteratively improves the current decomposition by swapping atoms in the current decomposition for new atoms, with the goal of improving the objective function. By application of anti-cycling rules, there is a way to select swaps that guarantees convergence to an optimal solution (assuming exact arithmetic). point of the simplex, as the interior-point method converges, the current iterate x (k) approaches the boundary. One may abandon the basic interior-point iteration and invoke a \crossover" procedure that uses simplex iterations to nd the optimizing extreme point.
Translating this LP algorithm into BP terminology, one starts from a solution to the overcomplete representation problem a (0) = s with a (0) > 0. One iteratively modi es the coe cients, maintaining feasibility a (k) = s, and applying a transformation that e ectively sparsi es the vector a (k) . At some iteration, the vector has n signi cantly nonzero entries, and it \becomes clear" that those correspond to the atoms appearing in the nal solution.
One forces all the other coe cients to zero and \jumps" to the decomposition in terms of the n selected atoms. (More general interior-point algorithms start with a (0) > 0 but don't require the feasibility a (k) = s throughout; they achieve feasibility eventually.)
Examples
We now give computational examples of BP in action.
Carbon
The synthetic signal Carbon is a composite of 6 atoms: a Dirac, a sinusoid, and 4 mutually orthogonal wavelet packet atoms, adjacent in the time-frequency plane. The wavelet packet dictionary of depth D = log 2 (n) is employed, based on lters for Symmlets with 8 vanishing moments. (Information about problem sizes for all examples is given in Table 1 ). Figure 3 .1 displays the results in phase-plane form; for comparison, we include the phase planes obtained using MOF, MP, and BOB. First, note that MOF uses all basis functions that are not orthogonal to the 6 atoms, i.e. all the atoms at times and frequencies that overlap with some atom appearing in the signal. The corresponding phase plane is very di use or smeared out. Second, MP is able to do a relatively good job on the sinusoid and the Dirac, but makes mistakes in handling the 4 close atoms. Third, BOB cannot handle the nonorthogonality between the Dirac and the cosine; it gives a distortion (a coarsening) of the underlying phase plane picture. Finally, BP nds the \exact" decomposition in the sense that the four atoms in the quad, the Dirac and the sinusoid are all correctly identi ed.
TwinSine
Recall that the signal TwinSine in Figure 2 .4a consists of 2 cosines with frequencies closer together than the Rayleigh distance. In Figure 2 .4d, we analyze these in the 4-fold overcomplete discrete cosine dictionary. Recall that in this example, MP began by choosing at the rst step a frequency in between the two ideal ones and then never corrected the error. In contrast, BP resolves the two frequencies correctly. Figure 3 .2a displays the arti cial signal FM-Cosine consisting of a frequency-modulated sinusoid superposed with a pure sinusoid: s = cos( 0 t) + cos(( 0 t + cos( 1 t))t). Figure   3 .2b shows the ideal phase plane.
FM Signal
In Figure 3 .2c-f we analyze it using the cosine packet dictionary based on a primitive bell of width 16 samples. It is evident that BOB cannot resolve the nonorthogonality between the sinusoid and the FM signal. Neither can MP. However, BP yields a clean representation of the two structures. Figure 3 .3a displays the Gong signal, which vanishes until time t 0 and then follows a decaying sinusoid for t > t 0 .
Gong
In Figures 3.3b-3 .3d, we analyze it with the cosine packet dictionary based on a primitive bell of width 16 samples. BP gives the nest representation of the decay structure; visually somewhat more interpretable than the BOB and MP results. 
Comparisons
We brie y compare BP with the three main methods introduced in Section 2.3.
Matching Pursuit
At rst glance MP and BP seem quite di erent. MP is an iterative algorithm, which does not explicitly seek any overall goal, but merely applies a simple rule repeatedly. In contrast, BP is a principle of global optimization without any speci ed algorithm. The contrast of Orthogonal MP with a speci c algorithm, BP-Simplex, may be instructive. Orthogonal Matching Pursuit starts from an \empty model" and builds up a signal model an atom at a time, at each step adding to the model only the most important new atom among all those not so far in the model. In contrast, BP-Simplex, starts from a \full" model (i.e. representation of the object in a basis) and then iteratively improves the \full" model, by taking relatively useless terms out of the model, swapping them for useful new ones. Hence, MP is a sort of build-up approach, while BP-Simplex is a sort of swap-down approach.
Best Orthogonal Basis
To make BP and BOB most comparable, suppose that they are both working with a cosine packet dictionary, and note that the`1-norm of coe cients is what Coifman and Wickerhauser 6] call an \additive measure of information". So suppose we apply the Coifman-Wickerhauser Best Basis algorithm with entropy E =`1. Then the two methods compare as follows: in BOB, we are optimizing E only over orthogonal bases taken from the dictionary, while in BP we are optimizing E over all bases formed from the dictionary. This last remark suggests that it might be interesting to apply the BOB procedure with the`1 norm as entropy in place of the standard Coifman-Wickerhauser entropy. In Figure  2 .6c we try this on the WernerSorrows example of Section 2.3.3. The signal is analyzed in a cosine packet dictionary, with primitive bell width 16. The`1 entropy results in a timevarying basis that reveals clearly some of the underlying signal structure. The`1 entropy by itself improves the performance of BOB; but BP does better still (Figure 2.6d) .
This connection between BP and BOB suggests an interesting algorithmic idea. In the standard implementation of the simplex method for LP, one starts from an initial basis and then iteratively improves the basis by swapping one term in the basis for one term not in the basis, using the swap that best improves the objective function. Which initial basis? It seems natural in BP-Simplex to use the Coifman-Wickerhauser algorithm and employ as a start the best orthogonal basis.
With this choice of starting basis, BP can be seen as a method of re ning BOB by swapping in non-orthogonal atoms in place of orthogonal ones whenever this will improve the objective.
Method of Frames
As already discussed, MOF and BP di er in the replacement of an l 2 objective function by an l 1 objective. BP-Interior has an interesting relation to the Method of Frames. BPInterior initializes with the Method of Frames solution. Hence one can say that BP sequentially \improves" on the Method of Frames. Figure 3 .4 shows a \movie" of BP-Interior in action on the FM-Cosine example, using a cosine packet dictionary. Six stages in the evolution of the phase plane are shown, and one can see how the phase plane improves in clarity, step-by-step.
Variations
The recent development of time-frequency dictionaries motivates most of what we have done so far. However, the methods we have developed are general and can be applied to other dictionaries, with interesting results.
Stationary Smooth Wavelets
The usual (orthonormal) dictionaries of (periodized) smooth wavelets consist of wavelets at scales indexed by j = j 0 ; : : :; log 2 (n) ? 1; at the j-th scale, there are 2 j wavelets of width n=2 j . The wavelets at this scale are all circulant shifts of each other, the shift being n=2 j samples. Some authors 32] have suggested that this scheme can be less than satisfactory, essentially because the shift between adjacent wavelets is too large. They would say that if the important \features" of the signal are (fortuitously) \aligned with" the wavelets in the dictionary, then the dictionary will provide a sparse representation of the signal; however, because there are so few wavelets at level j, then most likely, the wavelets in the dictionary are not \precisely aligned" with features of interest, and the dictionary may therefore provide a very di use representation.
The stationary wavelet dictionary has, at the j-th level, n (not 2 j ) wavelets; these are all the circulant shifts of the basic wavelet of width n=2 j . Since this dictionary always contains wavelets \aligned with" any given feature, the hope is that such a dictionary provides a superior representation.
Panel 4.1a shows the signal HeaviSine, and 4.1b shows the result of BP with the Stationary Symmlet-8 dictionary mentioned in Section 2.1; the coe cients are displayed in a multi-resolution fashion, where at level j all the coe cients of scale 2 j =n are plotted according to spatial position.
There is a surprisingly close agreement of the BP representation in a stationary wavelet dictionary with ideas about signal representation associated with the \Multi-Scale Edges" ideas of Mallat and Hwang 22] . The Multi-Scale Edge method analyzes the continuous wavelet transform (CWT) at scale 2 ?j and identi es the maxima of this transform. Then it selects maxima that are \important" by thresholding based on amplitude. These \im-portant" maxima identify important features of the signal. Mallat and Hwang proposed an iterative method that reconstructs an object having the same values of the CWT at \maxima". This is almost (but not quite) the same thing as saying that one is identifying \important" wavelets located at the corresponding maxima, and reconstructing the object using just those maxima. 
Dictionary Mergers
An important methodological tool is the ability to combine dictionaries to make bigger, more expressive dictionaries. We mention here two possibilities. Examples of such decompositions are given in Section 5 below.
Jump+Sine. Merge the Heaviside dictionary with a Fourier dictionary. Either dictionary can e ciently represent objects that the other cannot; for example, Heavisides have di culty representing sinusoids, while sinusoids have di culty representing jumps. Their combination might therefore be able to o er the advantages of both. Jump+Wavelet. For similar reasons, one might want to merge Heavisides with Wavelets. In fact, we have found it sometimes preferable instead to merge \tapered heavisides" with wavelets; these are step discontinuities that start at 0, jump at time t 0 to a level one unit higher, and later decay to the original 0 level.
De-Noising
We now adapt BP to the case of noisy data. We assume data of the form y = s + z where (z i ) is a standard white Gaussian noise, > 0 is a noise level, and s is the clean signal. In this setting, s is unknown, while y is known. We don't want to get an exact decomposition of y, so we don't apply BP directly. Instead decompositions like (1.2) become relevant. 
Proposal

Choice of
Assuming the dictionary is normalized so that k k 2 = 1 for all , we set to the value p = q 2 log(p) ;
where p is the cardinality of the dictionary.
This can be motivated as follows. In the case of a dictionary that is an orthonormal basis, a number of papers 11, 14] have carefully studied an approach to de-noising by so-called \soft-thresholding in an orthonormal basis". In detail, suppose that is an orthogonal matrix, and de ne empirical -coe cients bỹ y = T y: De ne the soft threshold nonlinearity (y) = sgn(y) (jyj ? ) + and de ne the thresholded empirical coe cients by^ = n (ỹ );
?:
This is soft thresholding of empirical orthogonal coe cients. The papers just cited show that thresholding at n has a number of optimal and near-optimal properties as regards mean-squared error. We claim that (again in the case of an ortho-basis) the thresholding estimate^ is also the solution of (5.1). Observe that the soft thresholding nonlinearity solves the scalar minimum problem:
(y) = 1 2 argmin (y ? ) 2 + j j :
Note that, because of the orthogonality of , ky ? ak 2 = kỹ ? ak 2 and so we can rewrite (5.1) in this case as min a 1 2 X (ỹ ? a ) 2 + X ja j :
Now applying (5.2) coordinatewise establishes the claim. The scheme we have suggested here { to be applied in overcomplete as well as orthogonal settings { therefore includes soft-thresholding in ortho-bases as a special case. Formal arguments similar to those in 13] can be used to give a proof that mean-squared error properties of the resulting procedure are near-optimal under certain conditions. 
Examples
We present two examples of BPDN in action with time-frequency dictionaries. We compare BPDN with three other de-noising methods adapted from MOF, MP and BOB. Methodof-Frames De-Noising (MOFDN) refers to minimizing the least square t error plus a l 2 penalizing term: min a ks ? ak 2 2 + kak 2 2 where is a penalizing parameter; we chose in these examples to be p 2 log(p). Matching Pursuit De-Noising (MPDN) runs Matching Pursuit until the coe cient associated with the selected atom gets below the threshold p 2 log(p) . The Best Orthogonal Basis DeNoising (BOBDN) is a thresholding scheme in the best orthogonal basis chosen by the BOB algorithm with a special entropy 12]. Figure 5 .1 displays de-noising results on the signal Gong, at signal to noise ratio 1, using a cosine packet dictionary. Panel a) displays the noiseless signal and panel b) displays a noisy version. Panels c)-f) display de-noising results for MOF, BOB, MP, and BP, respectively. BP outperforms the other methods visually. Figure 5 .2 employs the signal TwinSine, described earlier, to investigate super-resolution in the noisy case. Panels a) and b) give the noiseless and noisy TwinSine, respectively. Using a 4-fold overcomplete discrete cosine dictionary, reconstructions by the MOF, MP, and by BPDN are given. MOF gives a reconstruction that is inherently resolution-limited and oscillatory. As in the noiseless case, MP gives a reconstruction that goes wrong at step 1 { it selects the average of the two frequencies in the TwinSine signal. BP correctly resolves the non-negative doublet structure. For the 1-dimensional case (signals rather than images) it is possible to implement what amounts to total variation de-noising by applying BPDN with a Heaviside dictionary. Indeed, if s is an arbitrary object, it has a unique decomposition in Heavisides (recall (2.1)). Suppose that the object is 0 at t = 0 and t = n ? 1, and that the decomposition is s = P i i H t i ; then the total variation is given by TV (s) = X i6 =0 j i j:
Gong
TwinSine
Moreover to get approximate equality even for objects not obeying zero-boundary conditions, one has only to normalize 0 appropriately. Consequently, total variation de-noising is essentially a special instance of our proposal (5.1).
We have studied BPDN in the Heaviside dictionary, thereby obtaining essentially a series of tests of TV De-Noising. For comparison, we considered also soft thresholding in orthogonal wavelet dictionaries based on the S8-Symmlet smooth wavelet. We also constructed a new dictionary, based on the Jump+Wave merger of S8-Symmlet wavelets with \Smoothly Tapered Heavisides", which is to say, atoms that jump at a given point and then decay smoothly away from the discontinuity. For comparability with the Heaviside dictionary, we normalized the Jump+Wave dictionary so that every k k TV 1. A typical result, for the object Blocky, is presented in Figure 5 .3. From the point of view of visual appearance, total variation reconstruction (panel d) far outperforms the other methods.
Of course, the object Blocky has a very sparse representation in terms of Heavisides. When we consider an object like Cusp, which is piecewise smooth rather than piecewise constant, the object will no longer have a sparse representation. On the other hand, using the Jump+Wave dictionary based on a merger of wavelets with tapered Heavisides will lead to a sparse representation { see Figure 5 .4c. One can predict that a Heaviside dictionary will perform less well than this merged dictionary. This completely obvious comment, translated into a statement about total variation denoising, becomes a surprising prediction. One expects that the lack of sparse representation of smooth objects in the Heaviside dictionary will translate into worse performance of TV de-noising than of BPDN in the merged Jump+Wave dictionary.
To test this, we conducted experiments. Figure 5 .4 compares TV de-noising, wavelet de-noising, and BPDN in the merged Jump+Wave dictionary. TV De-Noising now exhibits visually distracting stairstep artifacts; the dictionary Jump+Wave seems to us to behave much better. Over the last ten years there has been a rapid expansion in the size of linear programs that have been successfully solved using digital computers. A good overview of the recent rapid progress in this eld and the current state of the art is a orded by the article of Lustig, For fuller discussions of this and related algorithms, again see 15] or references there. While in principle we could have based our approach on other interior-point schemes, the primal-dual approach naturally incorporates several features we found useful. First, the iterates x; y; z do not have to be feasible. We are only able to choose a starting point that is nearly feasible and remain nearly feasible throughout the sequence of iterations. Second, after both primal and dual feasibility have been nearly achieved, it is easy to check for closeness to the solution value; at the limiting solution c T x = b T y , and the duality gap c T x ? b T y x T z quanti es the distance from this ideal.
Implementation Heuristics
The primal-dual log barrier algorithm we just described works in a fashion similar to other interior-point methods 21]. It starts from an initial feasible (or nearly feasible) solution located at or near the \center" of the feasible region, and iteratively improves the current solution until the iterates (x; y; z) achieve the desired accuracy. It requires a relatively small number of iterations: for example, a few dozen iterations would be common. Each iteration requires the solution of a system of equations involving A, A T , and other problem data like x; y; z. In the primal-dual log barrier method, the system is (6.4). Thus the numerical solution to a linear program by interior-point methods amounts to a sequence of several dozen solutions of special systems of linear equations. This leads to a slogan: if those systems can be solved rapidly, then it is possible to solve the LP rapidly.
Of course, in general solving systems of equations is not rapid: a general n by n system Bx = c takes order O(n 3 ) time to solve by standard elimination methods or by modern stable factorization schemes 17, 16] . In order for practical algorithms to be based on the interior-point heuristic, it is necessary to be able to solve the systems of equations much more rapidly than one could solve general systems. In the current state of the art of linear programming 31], one attempts to do this by exploiting sparsity of the underlying matrix A.
However, the optimization problems we are interested in have a key di erence from the successful large-scale applications outlined in 21]. The matrix A we deal with is not at all sparse; it is generally completely dense. For example, if A is generated from a Fourier dictionary, most of the elements of A will be of the same order of magnitude. Because of this density, it is unlikely that existing large-scale interior-point computer codes could be easily applied to the problems described in this paper.
In our application we have a substitute for sparsity. We consider only dictionaries that have fast implicit algorithms for a and T s, and therefore lead to linear programs where the A matrix admits fast implicit algorithms for both Au and A T v. Now whenever one has fast implicit algorithms, it is natural to think of solving equations by conjugate-gradient methods; such methods allow one to solve equations Bw = b using only products Bv with various strategically chosen vectors v. Adapting such ideas, one develops fast implicit algorithms for (ADA T + 2 I)v and attempts to solve the central equations (6.4) iteratively, avoiding the costly step of explicitly forming the matrices (ADA T + 2 I).
In our application, we do not really need an exact solution of the optimization problem. Moreover, we have a natural initial solution { from MOF { that would be viewed by some researchers as already an acceptable method of atomic decomposition. By starting from this decomposition and applying a strategy based on a limited number of iterations of our algorithm, we get what we view as an iterative improvement on MOF. Compare Figure 3 Table 1 : CPU Running Times of the Examples
We stress that our strategy is to \pursue an optimal basis"; while we would like to reach the optimal basis, we make no speci c claims that we can always reach it in reasonable time; perhaps the \pursuit" language will help remind one of this fact. We do believe that the pursuit process, carried out for whatever length of time we are willing to invest in it, makes a useful improvement over the Method of Frames.
of the conjugate-gradient solver. Figure 4 .1, we used the setting 10 ?3 .
3. Signal Complexity. When the signal has a very sparse representation, the algorithm converges quickly. The signal Carbon, which contains only 6 atoms from a wavelet packet dictionary, takes about 10 seconds, whereas it takes about 7 minutes for the signal Gong, which is much more complex. 4 . Basis Pursuit versus Basis Pursuit De-Noising. We employ the same interior-point implementation for BP and BPDN, except for a di erence in the value of the regularization parameter : is small, e.g. 10 ?4 for BP, while = 1 for BPDN. The choice = 1 helps: it regularizes the central equations to be solved at each barrier iteration. Thus the BPDN implementation seems to converge more quickly than the BP implementation. For example, according to our experiments 4], it takes only 3 minutes to perform BPDN on the noisy Gong signal of length 1024 with a cosine packet dictionary at the parameter setting 10 ?3 ; it takes about 8 hours to perform BP on the signal Gong at the same parameter setting.
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