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Abstract
The continental crust has an observed stratiﬁcation from maﬁc lower crust to granitic
shallow crust. How this stratiﬁcation arises is one of the key unanswered questions in
igneous petrology. For this thesis a general coupled model of heat and mass transport
during buoyancy driven melt segregation has been developed and employed to simulate
the intrusion and subsequent evolution of sills in regions termed deep crustal hot zones.
A system of governing equations describing the conservation of heat, mass and mo-
mentum in a two phase media undergoing buoyancy driven melt segregation has been
developed. Suitable numerical methods have been employed to solve the governing
equations and a computer code developed for their solution.
As sills are emplaced into the crust they cool and crystallise with the release of latent
heat warming and then melting the surrounding country rock. It is shown that contri-
butions from both the crust and intrusion are signiﬁcant. Subsequent melt migration
leads to the development of high melt fraction layers able to ﬂuidise and form mobile
magmas in geologically short time periods. The model can predict temperature and
melt fraction of these mobile magmas and from this the composition can be inferred.
Low temperature, evolved magmas are shown to develop which are able to leave the hot
zone and ascend to the shallow crust, driving crustal stratiﬁcation.
The model is then extended to discuss the transport of major components during
melt migration and applied to several geologically signiﬁcant systems. Binary systems
have been chosen due to their relative simplicity and the importance of several two
component phase diagrams in igneous systems. Mixing in a heterogeneous crust is
shown to lead to previously unobserved eﬀects such as the formation of mobile magmas
at the interface between compositionally distinct layers. Finally trace element transport
during melt migration is investigated for both compatible and incompatible elements.
Large deviations from the current paradigms of trace element fractionation are observed
when the migration of species is modelled explicitly.
This thesis shows that melt migration is an important process in geological systems
and is a major inﬂuence during the formation of mobile magmas and their resultant
temperature, composition and trace element concentration.
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Chapter 1
Introduction
The bulk crust is andesitic in composition, but is stratiﬁed into an evolved, granitic
(sensu-lato), shallow crust and a maﬁc deep crust. The processes which drive this
stratiﬁcation are the subject of much debate and there are a number of important
questions which any work on the subject must seek to answer: What drives the observed
stratiﬁcation? Where in the crust is evolved melt generated? What is the source of the
evolved melts?
Since the time of Bowen (1915) it has been known that evolved melts can be gen-
erated after fractional crystallisation of primary magmas. It is becoming increasingly
clear that partial melting of typical crustal rocks can also generate highly evolved melts
(e.g. Rapp and Watson, 1995; Chappell and White, 2001). Granitic melts form after
partial melting of source rocks and, in some cases, correspond to low degrees of melting.
Large volumes of cumulates can be associated with the melt, in excess of two thirds of
the original source material for a typical amphibolite source rock (Rushmer, 1991). The
shallow crust has been suggested as the site for diﬀerentiation, but the maﬁc cumulates
required for the generation of evolved melts are not observed. Unless these cumulates
sink through the crust, as suggested by Glazner (1994), the site for diﬀerentiation must
reside deeper in the crust. The mechanisms able to produce evolved melts in the deep
crust include fractional crystallisation of primary magmas at or near the Moho (e.g.
Muentener et al., 2001; Annen and Sparks, 2002), dehydration melting of amphibolites
by intruded mantle derived basalts (e.g. Petford and Gallagher, 2001; Jackson et al.,
2003) or mixing between crustal (derived from the country rock) and residual (derived
from the intrusion) sources (e.g Annen et al., 2006). This latter work is primarily in-
terested in the emplacement of mantle derived magmas as sills in regions termed deep
crustal hot zones (DCHZs, Annen et al., 2006). DCHZs form at rigidity contrasts in
the crust where mantle derived magmas can intrude the crust, form sills and provide a
source of heat and melt. They act as factories which process primary magmas into the
evolved material we observe in the shallow crust.
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The degree of melting represented by granites is low, typically on the order of 10-
40%, but for a magma to mobilise, melt fractions in the range of 40-60% are required.
When melt fractions this high are attained, the bulk rheology changes from a solid
containing melt to a liquid containing suspended crystals and is termed the solid-liquid
transition, SLT (Rosenberg and Handy, 2005), or the critical melt fraction, CMF (Miller
et al., 1988). Melt formed at low melt fraction must therefore accumulate to high melt
fraction before it can mobilise and this processes is termed melt segregation. What
are not fully understood are the conditions under which melt can segregate and the
mechanism by which it can accumulate to high melt fraction.
A possible solution to this, that will be studied extensively in this work, is buoyancy-
driven melt migration along grain boundaries and coupled compaction of crystal grains.
Melt, which forms either during partial melting or after crystallisation, is buoyant com-
pared to the matrix in which it resides and is able to ﬂow through a permeable pore
space network, whilst the matrix deforms in response. There is evidence for melt migra-
tion in both the continental crust (e.g. Irvine, 1974; 1982; Wilson et al., 1981; Beard,
1986; Bachman et al., 2007; Hersum et al., 2007; Tegner et al., 2009) and the mantle
(e.g. Dick and Fisher, 1984; Boudier and Nicolas, 1985; Nicolas, 1989). The exact nature
of the process and its implications in the lower crust, however, is not fully understood.
How will the melt migration process aﬀect magma formation in the DCHZ? Can this
lead to the accumulation of large volumes of melt at high melt fraction able to form
magmas? Can this process take place in the lower crust?
One of the motivations for this work is to examine the inﬂuence of melt migration
on crustal systems. Work to date has shown that melt migration can have an important
eﬀect on melt distribution during underplating but compositional eﬀects, important to
geological systems, have not been fully accounted for (e.g. Jackson and Cheadle, 1998;
Jackson et al., 2003). The evolution of magmas in the deep crust will be inﬂuenced by
both physical and chemical processes and it is important for any model to consider both
aspects of the problem. As geological systems are inherently multi-component, when
melt migrates both major components and minor trace elements are also transported.
The role of species transport in crustal systems is poorly understood and little work
has been done on the subject. Research has instead been mainly conﬁned to discussions
of the mantle and, in particular, upwelling beneath mid-ocean ridges (e.g. Ribe, 1985;
Spiegelman, 1996; Katz, 2008). Major species transport is complicated by the phase
behaviour of partially molten systems (e.g. Ribe, 1985) and the mineral assemblages
typical in the crust are described by characteristic phase diagrams, e.g. eutectics or
solid solutions (Bowen, 1915; Weill et al., 1980). Their diﬀerences need to be accounted
for during melt migration, especially when considering phase change. Trace elements
are also aﬀected by phase change and melt migration so their concentrations, which are
a useful tool in determining their origin, vary during species transport (e.g. Shaw, 1970;
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McKenzie, 1985; Zou, 1998). Understanding the role species transport plays is therefore
essential but what eﬀects will it have during the generation of mobile magmas and on
their compositional evolution? Can trace elements be used as a tool to determine the
origin of magmas during melt migration?
With the advent of widespread cheap computing and the advance in experimental
techniques able to determine the physical properties of partially molten rocks, a prolifer-
ation of numerical models describing heat ﬂow in the crust and melt migration processes
have been proposed. Diﬀerent aspects of the process have been modelled separately, such
as the thermal evolution of a system during the emplacement of hot magmas (e.g. Annen
et al., 2006) and the migration of melt above a hot intrusion leading to the formation
of high melt fraction layers at low temperature (Jackson et al., 2003). To fully describe
the intrusion of magmas in the deep crust and subsequent melt migration, a model of
heat, mass and species transport is required which can be applied during the repetitive
emplacement of mantle derived magmas. The aim of this dissertation is to develop a
quantitative model able to describe melt segregation in the deep crust and make pre-
dictions of temperature, melt fraction, composition and trace element concentration of
mobilised magmas, as well as the time-scales required for their formation. These re-
sults can then be used to determine if melt migration in the deep crustal hot zone is a
plausible mechanism for the formation of mobile magmas.
The Structure of this Dissertation
This dissertation is split into three major chapters, each examining diﬀerent aspects of
the melt migration process and relevant literature is reviewed in each chapter’s intro-
duction. Chapter 2 is the application of melt segregation to the deep crustal hot zone
model and investigates the eﬀect this has on magma mobilisation. This chapter aims
to quantify the accumulation time, temperature and depth of magmas in the deep crust
and to investigate how emplacement regime can inﬂuence magma formation. Chapter
3 addresses the question of species transport during melt migration and an extended
model is then applied to a number of geologically relevant examples. How composition
varies during melt migration is investigated and the resulting magma compositions are
determined. Melt migration in shallow crustal systems and the variation in composition
which can develop as a result is investigated. Finally, chapter 4 further extends the
model to address the fractionation and transport of trace elements during melt migra-
tion, and is again applied to geologically relevant examples. The aim here is to show
how melt migration coupled to phase change, a process common in the lower crust, can
lead to signiﬁcant deviation from the current generation of trace element fractionation
models. Each chapter represents an advance on the previous one, eventually providing
a coherent model of melt migration able to quantitatively predict magma temperature,
melt fraction, composition and trace element concentration.
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Chapter 2
Melt Segregation in Deep
Crustal Hot Zones
In this chapter, a model describing buoyancy driven melt segregation is presented and
applied to the deep crust in regions termed deep crustal hot zones. These regions
have been postulated as a possible site for the generation of the evolved magmas which
subsequently ascend to the shallow crust. Of key importance is melt migration and cases
with and without the process have been modelled and compared. The repeated intrusion
of primary magmas is modelled and the resulting melt fraction and temperature proﬁles
presented.
2.1 Deep Crustal Hot Zones
An understanding of the processes behind the stratiﬁcation of the continental crust into
an evolved, broadly granitic upper crust and a maﬁc lower crust is fundamental to a
wider understanding of crustal evolution. A wide variety of evidence suggests that the
causative processes are igneous, with the intrusion and diﬀerentiation of mantle-derived
basaltic magma, and associated partial melting of older crust, leading to the generation
of large volumes of silicic and intermediate magma in the mid- to lower crust (e.g. Hodge,
1974; Pitcher, 1979; 1993; Chappell et al., 1984; Miller et al., 1988; Bergantz, 1989;
Leake, 1990; Rushmer, 1991; Clarke, 1992; Atherton, 1993; Tepper et al., 1993; Brown,
1994; Petford, 1995; Petford and Gallagher, 2001; Annen and Sparks, 2002; Jackson et
al., 2003; Dufek and Bergantz, 2005; Annen et al., 2006, and many others; ﬁgure 2.1).
Yet the physical processes by which silicic and intermediate magmas form in the lower
crust, segregate from their source rocks and ascend into the upper crust, are still poorly
understood. This work investigates the generation, accumulation and mobilisation of
silicic and intermediate (andesitic to granitic in composition) melts produced in the lower
crust during the repeated intrusion of mantle-derived basaltic sills in regions termed
8
Deep Crustal Hot Zones (DCHZ; Annen et al., 2006) or Melting-Assimilation-Storage-
Hybridisation (MASH) zones (Hildreth and Moorbath, 1988). Evolved melts can be
generated in these zones both by partial melting of older crustal rocks, and fractional
crystallisation of the intruded basalt (e.g. Rushmer 1991; Wolf and Wylie 1994; Rapp
and Watson, 1995). Following the terminology of Annen et al. (2006), the former is
referred to as crustal melts and the latter as residual melts. These melts will have
distinctive chemical properties, particularly in their isotopic composition.
Models of heat transfer during the emplacement of mantle-derived basaltic sills in
the lower crust demonstrate that large volumes of evolved crustal and residual melt
may be generated in DCHZ over time-scales of 0.1 - 10 Ma, depending upon the em-
placement rate of the sills and the composition of the crust and intruded basalt (Hodge,
1974; Huppert and Sparks 1988; Bergantz 1989; Bergantz and Dawes 1994; Petford
and Gallagher, 2001; Annen and Sparks, 2002; Dufek and Bergantz, 2005). However,
these heat transfer models consider the thermal evolution of a DCHZ, but neglect the
migration of melt once it has formed. Given that the melt must migrate from along the
grain boundaries where it initially resides to form a magma which leaves the DCHZ,
models which consider heat transfer but not melt migration only partially describe the
processes which lead to the formation of evolved magmas in a DCHZ.
Models of melt segregation developed by Jackson and Cheadle (1998) and Jackson
et al. (2003; 2005) describe the migration of melt through a DCHZ via buoyancy-driven
ﬂow along grain boundaries. Their results show that compaction leads to the formation
of high porosity melt layers, which migrate upwards through the DCHZ. As the layers
migrate upwards, they move into progressively cooler regions of the DCHZ, so cooling
and crystallisation results in the composition of the melt within the layers becoming more
evolved. The depth, and hence temperature, at which the melt layers form therefore
plays a key role in controlling melt composition (Rushmer and Jackson, 2008; Getsinger
et al., 2009). Moreover, melt segregation can lead to the accumulation of large volumes
of evolved melt over time-scales of 4 ka - 10 Ma, which is much less than the time-
scales predicted by purely thermal models (Jackson et al., 2005). However, the melt
segregation models of Jackson and co-workers consider only crustal melts generated by
the heat from a single intrusion of basalt. The generation of large volumes of silicic
and intermediate magma in a DCHZ requires repeated intrusion of basaltic magma, and
likely involves the contribution of both crustal and residual melt. It is important to note
that the model of Jackson and co-workers (1998; 2003; 2005) and the approach followed
here are end member models, where gravity is the driving force for melt segregation.
Depending on the stress regime, other processes, e.g. melt extraction via deformation,
may be viable mechanisms for melt segregation, changing the time-scale over which
mobile magmas form (e.g. Sawyer, 1994; Petford et al., 2000).
The aim here is to characterise the impact of melt segregation processes on the
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formation of intermediate and silicic magmas in a DCHZ during the repeated intrusion
of hot, mantle-derived basaltic sills into amphibolite crust. Further modiﬁcation of
magma chemistry may occur after the magma leaves the DCHZ, leading to polybaric
chemical signatures as magma ascends and stalls in intermediate magma chambers (e.g.
ﬁgure 2.1). However, melt must originate somewhere and (consistent with numerous
previous authors, e.g. Hodge, 1974; Pitcher, 1979; 1993; Chappell, 1984; Hildreth and
Moorbath 1988; Miller et al., 1988; Leake, 1990; Rushmer, 1991; Clarke, 1992; Atherton,
1993; Tepper et al., 1993; Brown, 1994; Petford, 1995; Petford and Gallagher, 2001,
Annen and Sparks, 2002; Dufek and Bergantz, 2005; Annen et al., 2006) most of this
melt originates in the deep crust, where the thermal regime is conducive to large-scale
melting.
The generation and migration of both crustal and residual melt within a DCHZ
is described using a quantitative model which combines the repetitive intrusion model
of Annen and Sparks (2002) with the heat and mass transfer model of Jackson et al.
(2003). The model is used to investigate the impact of emplacement rate and style on
the generation of evolved magmas, focussing in particular on the relative contribution
of crustal and residual melt, the timescale of magma formation, and the composition of
the magma. There is abundant evidence that compaction occurs in a variety of settings
within the continental crust (e.g. Irvine, 1974, 1982; Wilson et al., 1981; Beard, 1986;
Bachmann et al., 2007; Hersum et al., 2007; Tegner et al., 2009) and it is a reasonable
model for DCHZ. Moreover, no other models have been developed that predict temper-
ature, melt fraction and melt transport rates during melt generation and segregation in
the crust.
2.2 Model Formulation
2.2.1 Sill Intrusion in the Lower Crust
The repeated emplacement of mantle-derived basaltic sills into the lower crust is mod-
elled following the approach of Annen and Sparks (2002) and Annen et al. (2006). Annen
and Sparks (2002) is also followed in deﬁning a linear initial geothermal gradient of 20
Kkm−1 and initial emplacement depth of 30 km (ﬁgure 2.2). Each sill is assumed to
be emplaced instantaneously and consider only the vertical transport of heat and mass.
These assumptions have been justiﬁed in numerous previous models of basaltic intru-
sion into the lower crust; the former is reasonable given that the time to emplace an
individual sill is short compared to the time over which the DCHZ thermally evolves;
the latter is reasonable given the large aspect ratio (several tens of km in plan-view;
a few km in thickness) of a DCHZ (Hodge, 1974; Huppert and Sparks 1988; Bergantz
1989; Bergantz and Dawes 1994; Petford and Gallagher, 2001; Annen and Sparks, 2002;
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Figure 2.1: Cartoon of a deep crustal hot zone (not to scale) feeding magma
chambers and intrusions at shallower levels in the crust. The focus is on the
melt generation and segregation processes which occur at depth when melt is
first formed following the intrusion of hot, mantle derived basaltic sills. These
are shown injected at 30 km depth. The box shows the location of Figure 2.2.
Modified from Annen et al., (2006).
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Figure 2.2: Schematic showing the behaviour of a deep crustal hot zone during
the repeated emplacement of mantle-derived basaltic sills into fertile crust. Plots
(a) and (e) show a 50 m sill that has been emplaced at 30 km depth before cooling
has taken place. The grey scale shows temperature with white representing hot
and black cold. The downwards displacement of the crust is indicated. The
corresponding melt fraction (φ, grey line) profile is shown to the right of each plot.
(a) to (d) show emplacement by over-accretion whilst (e) to (h) show emplacement
by under-accretion. The order in which the sills are emplaced is indicated by the
numbers 1 to 8 to the right of each plot, with 1 being the first sill to be emplaced
and 8 the last. Melt accumulates, as shown by the grey arrows and the idealised
melt profiles, at the top of the emplacement region; the temperature is highest at
the most recent emplacement as shown by the black curves. The upper and lower
boundaries of the deep crustal hot zone are indicated by the solidus temperature,
marked TS in (d) and (h).
12
Jackson et al., 2003; 2005; Dufek and Bergantz, 2005; Annen et al., 2006). Though not
considered in this model, modelling the emplacement of sills in two or three dimensions
requires knowledge of their geometry. Sills are often ‘saucer’ shaped (e.g. Polteau et
al., 2007) and have been modelled as being cylindrically symmetrical (Annen, 2009).
Diﬀerent behaviour, compared to the one-dimensional model presented here, will likely
arise at the edges of such intrusions, where the approximation of large aspect ratio is not
valid. Modelling of the compaction equations in three dimensions, however, shows that
melt layers can form and rise through a partially molten region (Scott and Stevenson,
1986), supporting the mechanism of magma mobilisation presented here.
Following Annen et al. (2006), the lower crust is homogeneous and composed of am-
phibolite, which represents an end-member proxy for arc systems and is consistent with
earlier studies of basalt intrusion into the lower crust (e.g. Petford and Gallagher, 2001;
Jackson et al., 2003, 2005; Dufek and Bergantz, 2005; Annen and Sparks, 2006). The
melting relationship for the modelled amphibolite is taken from Petford and Gallagher
(2001) and is based on melting experiments on amphibolite samples with initial water
content generally <1.5 wt% at lower crustal pressures (0.7 - 1.6 GPa) (Rushmer, 1991;
Beard and Lofgren, 1991; Sen and Dunn, 1994; Wolf and Wyllie, 1994; Rapp and Wat-
son 1995; see ﬁgure 2.3). The melting relationship is similar to that used by Dufek and
Bergantz (2005). The intrusion is assumed to be mantle-derived basalt which contains
2.5% water and is initially at a temperature of 1560 K. The melting relationship for
the modelled basalt is taken from Annen et al. (2006) and is based on experimental
data from Müntener et al. (2001) (ﬁgure 2.3). Other crustal lithologies could be used
in the model in place of amphibolite, but the main principles can be elucidated with
amphibolite. Partial melting of amphibole-bearing maﬁc rocks in the deep arc crust has
been invoked as the source of evolved magmas in numerous studies (e.g. Pitcher, 1979;
1993; Chappell, 1984; Hildreth and Moorbath 1988; Miller et al., 1988; Leake, 1990;
Rushmer, 1991; Clarke, 1992; Atherton, 1993; Atherton and Petford, 1993; Tepper et
al., 1993; Brown, 1994; Petford and Atherton, 1996; Dufek and Bergantz, 2005). An-
nen and Sparks (2002) discuss model results with diﬀerent lithologies from a thermal
perspective.
The modelling of repetitive sill intrusions follows Annen et al. (2006). The initial
temperature at the emplacement depth is 870 K, which is below the solidus of the
modelled amphibolite so the crust is initially solid with no melt present. At t = 0,
a basaltic sill is emplaced (ﬁgure 2.2a, e). Further sills are then emplaced at regular
intervals to yield the chosen time-averaged emplacement rate; each sill is 50 m thick.
The modelled sills are emplaced in one of three styles: (i) over-accretion, in which each
sill is intruded above the previous sill (ﬁgure 2.2a-d), (ii) under-accretion, in which each
new sill is emplaced below the previous sill (ﬁgure 2.2e-h) and (iii) intra-accretion, in
which each sill is emplaced at the centre of the basalt layer. The region between the
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top of the uppermost sill and the base of the lowermost sill is termed the basalt layer,
to distinguish it from the older amphibolite crust (ﬁgure 2.2). Experimental evidence
suggests the preferred style of emplacement is over-accretion and is governed primarily
by the rigidity of the crust (Kavannagh et al., 2006; Menand, 2008). Regardless of
emplacement style, the material below each new sill is displaced downwards, which
approximates isostatic equilibrium. Estimates of the rate of basalt emplacement vary
over orders of magnitude; in this work, modelled rates range from 0.5 mma−1 to 50
mma−1, which is wider than the range of 2 mma−1 to 10 mma−1 suggested by Annen
et al. (2006). The geometric mean value of 5 mma−1 is typical of time-averaged magma
productivity in arc settings simpliﬁed in a one-dimensional geometry (Crisp, 1984).
Values greater than 10 - 20 mma−1 are more characteristic of transient rates associated
with formation of large crustal magma chambers (Annen, 2009). Note that the time
between individual sill emplacements and the thickness of an individual sill do not aﬀect
the thermal evolution of the DCHZ, so long as they are much smaller than the total
duration and thickness of emplacement (Annen and Sparks, 2002).
As sills are emplaced, there is a measurable crustal response and uplift associated
with the intrusion of magmas has been noted in a number of localities (e.g. Wicks
et al., 2006; White et al., 2010). Intrusion of magmas also leads to an observable
change in the seismic proﬁle of the lower crust. The Mohorovic˘ić discontinuity becomes
less well-deﬁned and the seismic reﬂector usually observed at the base of the crust is
instead replaced with multiple reﬂectors (e.g. Warner, 1985; Cook, 2002). Evidence
from seismic proﬁles show that a layered lower crust, consisting of alternate mantle and
crustal material is present below a large crustal intrusion in the Norwegian-Danish basin
where intrusion thicknesses vary between 100 and 500 m (Sandrin et al., 2008). This
type of seismic proﬁle is a direct consequence of the intrusion model presented here and
may serve as a useful test for the presence of DCHZs.
2.2.2 Governing Equations
Each sill intruded into the crust acts as a source of heat which causes partial melting
in the over- and underlying rock (which may be crust or earlier intruded sills) and also
as a source of melt as it cools and crystallises. It is assumed that the melt accumulates
along grain boundaries, forming an interconnected network at melt fractions greater than
the melt connectivity transition (MCT of Rosenberg and Handy, 2005; also termed the
liquid percolation threshold or LPT by Petford, 2003), which allows melt to ﬂow through
the matrix (solid fraction). The MCT is less than 1% when the matrix grains are in
textural equilibrium (von Bargen and Waﬀ, 1981) and as low as 2% when not in textural
equilibrium (Wolf and Wylie, 1991). The melt is buoyant with respect to the matrix,
which provides a pressure gradient to drive ﬂow (McKenzie 1984); moreover, the matrix
is able to deform in response through melt enhanced diﬀusional creep (Dell’Angelo et
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al., 1987; Mei et al., 2002). Consequently, the matrix compacts and melt is ’squeezed’
out into regions of high melt fraction. The transition from a solid containing melt-ﬁlled
pore space (i.e. a partially molten rock) to a liquid containing suspended crystals (i.e. a
magma) occurs at the solid-to-liquid transition (SLT of Rosenberg and Handy, 2005; also
termed the critical melt fraction or CMF by Jackson et al., 2003). Compaction causes
melt to accumulate until the melt fraction reaches the SLT, whereupon a buoyant, mobile
magma forms which can leave the DCHZ. The SLT typically lies in the range 40 - 60%; its
value is controlled by a number of parameters, which are not explicitly described in this
model, including the crystal shape and size distribution, and applied strain rate (Barnes,
1999; Petford, 2003; Costa, 2005; Rosenberg and Handy 2005). In deforming systems,
however, melt at fractions as low as 10% can segregate (e.g. Rutter and Neumann, 1994).
Segregation at melt fractions this low is controlled by shearing and pore collapse, whereas
at the higher melt fractions examined here, segregation occurs due to the change in bulk
rheology from solid to liquid when the crystal matrix disaggregates. Here a magma is
assumed to form when the bulk rheology changes and the upper values are used, though
melt segregation at lower melt fractions under diﬀerent stress regimes may alter the
time-scales for magma formation and the conditions in which they form. The impact
of uncertainty in the SLT is explored by considering a range of values. The governing
equations are given in (2.1) - (2.3) and a complete derivation is given in appendix A.
∂φ
∂t
=
∂
∂z
(
(1− φ)wS
)
+
∂T
∂t
+ (wS + wL)
∂T
∂z
(2.1)
∂h
∂t
= Ste
∂
∂z
(
(1− φ)wS
)
+ κeff
∂2T
∂z2
(2.2)
∂
∂z
(
φ−β
∂wS
∂z
)
=
wS
φα
+ (1− φ) (2.3)
The system is non-dimensionalised using the characteristic time- and length-scales
modiﬁed from McKenzie (1984). The temperature and enthalpy are scaled to the solidus
and liquidus values.
k′φ = kφ/K = φ
α, K = a2b (2.4)
w′ = w/ω, ω =
K∆ρg
µ
(2.5)
z′ = z/δ, δ =
(
η0K
µ
) 1
2
(2.6)
t′ = t/τ, τ =
1
∆ρg
(
µη0
K
) 1
2
(2.7)
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Symbol Description Units
a Grain Size m
b Permeability Constant None
cP Speciﬁc Heat Capacity Jkg−1K−1
g Acceleration Due to Gravity ms2
h enthalpy J
k Thermal Conductivity WK−1m−1
kφ Permeability m−2
Lf Latent Heat of Crystallisation Jkg−1
Ste Stefan Number None
t Time s
tm Accumulation Time with Melt Migration Ma
tnm Accumulation Time without Melt Migration Ma
T Temperature K
Ta Amphibolite Crystallisation Temperature K
TL Liquidus Temperature K
TS Solidus Temperature K
wL Liquid Velocity ms−1
wS Solid Velocity ms−1
X Melt Fraction None
z Distance m
α Permeability Exponent None
δ Length Scaling m
θ Dimensionless Temperature None
κeff Eﬀective Thermal Diﬀusivity None
µL Liquid Bulk Viscosity Pa.s
µS Solid Bulk Viscosity Pa.s
ρ Density kgm−3
∆ρ Density Diﬀerence kgm−3
τ Time Scaling s
φ Porosity None
ϕ Porosity Scaling None
ω Velocity Scaling ms−1
Table 2.1: Nomenclature for chapter 2
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T ′ =
T − TS
TL − TS
(2.8)
h′ =
h− hS
hL − hS
(2.9)
κeff , the eﬀective thermal diﬀusivity of Jackson and Cheadle (1998), is given by
κeff =
kT τ(TL − TS)
ρδ2(cp(TL − TS) + Lf )
(2.10)
and Ste, the Stefan number, is given by
Ste =
L
cp(TL − TS) + L
(2.11)
Excepting the short-lived, transient behaviour of the intruded sills, the model is
allowed to evolve until the melt fraction somewhere within the DCHZ reaches the SLT,
at which time it is assumed that a mobile magma has formed. The model is then
stopped and the resulting temperature and melt fraction proﬁles recorded. If the melt
fraction fails to reach the SLT within 25 Ma, the model is stopped and it is assumed
that a mobile magma cannot form. After this time, at least 12.5 km of basalt has been
emplaced, which represents almost half of the initial thickness of the modelled crust and
is similar to the maximum thickness assumed in previous models (Annen et al., 2006).
In most models, a mobile magma forms long before this upper limit is reached.
2.2.3 Melting Relationships
The thermal properties of the amphibolite crust and intruded basalt are taken from
Petford and Gallagher (2001) (table 2.2) and Annen et al. (2006) (table 2.3) respectively
and are reasonably well-constrained. The parameters governing buoyancy-driven melt
segregation and compaction of the matrix are taken from Jackson et al. (2003) (table
2.4). In contrast to the thermal properties, many of the melt segregation parameters are
poorly constrained; for example, estimates of the matrix bulk viscosity vary over several
orders of magnitude. The value of the SLT is also uncertain, and the values are varied for
all these parameters to investigate the impact of uncertainty on the predicted behaviour
of the DCHZ. The melt viscosity and the density contrast between the melt and matrix
are assumed constant, which is reasonable as small, highly silicic partial melt fractions
have high volatile contents which reduce their viscosity and density; as the degree of
melting increases, the melt composition becomes less silicic, but the volatile content also
decreases, yielding approximately constant viscosity and melt-matrix density contrast
(Clemens and Petford, 1999).
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Symbol Description Values Used Units
cP speciﬁc heat capacity 1200 Jkg−1K−1
k thermal conductivity 3 WK−1m−1
Lf latent heat 293000 Jkg−1
TL liquidus temperature 1473 K
TL solidus temperature 1095 K
ρ density 2900 kgm−3
Table 2.2: Material properties of amphibolite (Petford and Gallagher, 2003)
Symbol Description Values Used Units
cP speciﬁc heat capacity 1480 Jkg−1K−1
k thermal conductivity 2.6 WK−1m−1
Lf latent heat 400000 Jkg−1
TL liquidus temperature 1558 K
TL solidus temperature 993 K
ρ density 2830 kgm−3
Table 2.3: Material properties of basalt with 2.5 wt % H2O (Annen et al., 2006)
Symbol Description Min - Max Values Values Used Units
a grain radius 5× 10−4 - 5× 10−3 2.5× 10−3 m
b permeability constant 0.0004 - 0.02 0.002 none
α permeability exponent 3 3 none
β viscosity exponent 0.5 0.5 none
ν matrix shear viscosity 1014 - 1018 1014 - 1018 Pa s
µ melt shear viscosity 103 - 106 103 - 105 Pa s
ξ matrix bulk viscosity 1014 - 1018 1014 - 1018 Pa s
∆ρ density contrast 400 - 700 500 kgm−3
ϕ SLT 0.4 - 0.6 0.4 - 0.6 none
Table 2.4: Physical parameter describing melt segregation (Jackson et al., 2003)
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Figure 2.3: Static melt fraction (X) versus temperature (T ) relationships for
basalt and amphibolite at 1 GPa (after Annen et al., 2006). The basalt contains
2.5 wt% H2O. Grey dashed lines divide very approximate fields in which crustal
melts sourced from the amphibolite, and residual melts sourced from the basalt
are, broadly speaking, granite to basaltic andesite in composition.
2.2.4 Numerical Methods
Equations (2.1) - (2.3) are solved numerically using ﬁnite diﬀerence methods using a code
developed as part of this work. (2.2) is solved using a forward-time centred scheme, (2.1)
using a second order Lax-Wendroﬀ scheme and (2.3) using a centred scheme (Morton
and Meyers, 2005).
2.3 Results
In describing the formation of evolved magmas in DCHZ, of interest is the distribution
of melt within the DCHZ, and the time-scales of melt segregation and magma formation
(termed the accumulation time). Also of interest is the depth at which magma formation
occurs (the accumulation depth) and the temperature of the mobilised magma (the
accumulation temperature). These latter parameters control the composition of the
magma, which leaves the DCHZ.
2.3.1 Melt Distribution
The melt distribution is primarily determined by the style of emplacement (over-, under-
or intra-accretion) and the rate at which basalt is emplaced. Figures 2.4 - 2.6 show
snapshots of temperature and melt fraction through the DCHZ for diﬀerent emplacement
styles at the accumulation time. Also modelled are cases which omit melt migration;
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these results are identical to those presented by Annen and Sparks (2002) and Annen et
al. (2006). The accumulation time is generally longer in models without melt migration;
consequently, for a given emplacement style and rate, the snapshots are taken at diﬀerent
times in models with and without melt migration, which is why the thickness of emplaced
basalt and the temperature proﬁle diﬀer.
In models with melt migration, one or more melt layers (zones of high porosity)
similar to those observed in previous numerical experiments (e.g. Jackson et al., 2003;
2005) are observed for all emplacement styles (Figures 2.4 - 2.6). These layers form
when the melt ﬂux decreases upwards in response to the upwards decrease in melt
fraction and permeability towards the solidus isotherm, which acts as a barrier to melt
ﬂow at the top of the DCHZ. Melt locally accumulates when the melt ﬂux decreases
upwards, and the matrix dilates to accommodate it, resulting in the formation of a melt
layer. The melt fraction in each layer increases until the SLT is exceeded and a mobile
magma forms. Each model run is stopped when any one melt layer attains the SLT;
subsequent evolution of the other layers is not considered. The highest melt fraction
occurs within the leading melt layer which, at high emplacement rates, is located in the
overlying amphibolite crust and contains both crustal melt and residual melt which has
migrated upwards from the cooling sills (ﬁgures 2.4d, 2.5d, 2.6d). Conversely, at low
emplacement rates, the leading melt layer is located at the top of the basalt layer and
contains only residual melt (ﬁgures 2.4a, 2.5a, 2.6a). At intermediate rates, the location
of the leading melt layer depends upon emplacement style; during over-accretion it lies
within the overlying crust (ﬁgures 2.4b,c), but during intra- and under-accretion, it lies
at the top of the basalt layer (ﬁgures 2.5b,c, 2.6b,c).
Without melt migration (e.g. Annen et al, 2006), melt proﬁles are markedly diﬀerent.
During over-accretion, the highest melt fraction occurs just above the basalt layer, within
the amphibolite crust (ﬁgure 2.4; note that at the lowest emplacement rate (a), the SLT
is not reached so no curves are shown). This is typical of models without melt migration
during over-accretion, because the temperature of the DCHZ is highest at the location of
the most recently intruded sill and, at temperatures higher than 1200 K, the amphibolite
crust is more fertile than the intruded basalt so yields a larger fraction of melt (ﬁgure
2.3). Although the majority of the melt present in the DCHZ is residual melt from
the cooling sills, the highest melt fraction is within the crust and comprises crustal
melt. During under-accretion, the highest melt fraction occurs just below the base of
the basalt layer and comprises crustal melt, because the temperature of the DCHZ is
highest here at the location of the most recently intruded sill (ﬁgure 2.5; note that at the
lowest emplacement rate (a), the SLT is not reached so no curves are shown). During
intra-accretion, the highest melt fraction occurs at the centre of the basalt layer where
the temperature is highest and comprises residual melt (ﬁgure 2.6; note that at the
lowest emplacement rate (a), the SLT is not reached so no curves are shown).
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Figure 2.4: Melt fraction (solid line) and temperature (dashed line) versus depth
for models with melt migration (red line) and without (blue line) during over-
accretion of sills at 30 km depth. Melt fraction is read from the lower x-axis and
temperature from the upper x-axis. All runs have a SLT of 0.5 and the snapshots
shown are taken when this melt fraction is reached. Emplacement rates are a) 1
mma−1 with tm = 1.56 Ma and tnm > 25 Ma, where tm denotes the time in models
with melt migration and tnm denotes the time in models without melt migration,
b) 5 mma−1 with tm = 0.31 Ma and tnm = 1.72 Ma, c) 10 mma
−1, with tm = 0.17
Ma and tnm = 0.42 Ma and d) 25 mma
−1, with tm = 0.05 Ma and tnm = 0.08 Ma.
Matrix viscosity is 1016 Pa.s and melt viscosity is 103 Pa.s. Melt and temperature
profiles for the model without melt migration are not shown in a), as the SLT was
not reached within 25 Ma. The horizontal dashed lines indicate the top (black)
and base (red with melt migration, blue without) of the emplaced basalt layer. In
some cases the base of the basalt layer is deeper than the depth axis.
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Figure 2.5: Melt fraction (solid line) and temperature (dashed line) versus depth
for models with melt migration (red line) and without (blue line) during under-
accretion of sills at 30 km depth. Melt fraction is read from the lower x-axis and
temperature from the upper x-axis. All runs have a SLT of 0.5 and the snapshots
shown are taken when this melt fraction is reached. Emplacement rates are a) 1
mma−1 with tm = 1.1 Ma and tnm > 25 Ma, where tm denotes the time in models
with melt migration and tnm denotes the time in models without melt migration,
b) 5 mma−1 with tm = 0.09 Ma and tnm = 1.45 Ma, c) 10 mma
−1, with tm = 0.04
Ma and tnm = 0.35 Ma, and d) 25 mma
−1, with tm = 0.05 Ma and tnm = 0.07 Ma.
Matrix viscosity is 1016 Pa.s and melt viscosity is 103 Pa.s. Melt and temperature
profiles for the model without melt migration are not shown in a), as the SLT was
not reached within 25 Ma. The horizontal dashed lines indicate the top (black)
and base (red with melt migration, blue without) of the emplaced basalt layer. In
some cases the base of the basalt layer is deeper than the depth axis.
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Figure 2.6: Melt fraction (solid line) and temperature (dashed line) versus depth
for models with melt migration (red line) and without (blue line) during intra-
accretion of sills at 30 km depth. Melt fraction is read from the lower x-axis and
temperature from the upper x-axis. All runs have a SLT of 0.5 and the snapshots
shown are taken when this melt fraction is reached. Emplacement rates are a) 1
mma−1 with tm = 1.1 Ma and tnm > 25 Ma, where tm denotes the time in models
with melt migration and tnm denotes the time in models without melt migration,
b) 5 mma−1 with tm = 0.08 Ma and tnm = 2.02 Ma, c) 10 mma
−1, with tm = 0.03
Ma and tnm = 0.51 Ma and d) 25 mma
−1, with tm = 0.06 Ma and tnm = 0.09 Ma.
Matrix viscosity is 1016 Pa.s and melt viscosity is 103 Pa.s. Melt and temperature
profiles for the model without melt migration are not shown in a), as the SLT was
not reached within 25 Ma. The horizontal dashed lines indicate the top (black)
and base (red with melt migration, blue without) of the emplaced basalt layer. In
some cases the base of the basalt layer is deeper than the depth axis.
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2.3.2 Accumulation Time-scales
Figure 2.7 shows the accumulation time required to form a mobile magma as a function
of emplacement rate with and without melt migration. The uncertainty bars show the
eﬀect of varying the value of the SLT between 0.4 and 0.6. The accumulation time ranges
from a minimum of 10 ka to 10 Ma and increases with decreasing emplacement rate.
For emplacement rates less than 20 mma−1, melt migration has a signiﬁcant impact
on accumulation time; segregation of melt into melt layers yields mobile magma much
more rapidly than is achieved through melting alone, in many cases by more than an
order of magnitude. This is consistent with the results of previous studies (Jackson et
al., 2003; 2005). At low emplacement rates (<2 mma−1) the SLT is not reached within
the maximum run time of 25 Ma in models without melt migration, so no data are
shown for these. At intermediate emplacement rates (2 - 20 mma−1), models which
include melt migration show a systematic diﬀerence in accumulation time depending
upon emplacement style; over-accretion leads to longer accumulation times than intra-
or under-accretion, because over-accretion leads to melt accumulating in the overlying
crust rather than at the top of the basalt layer (compare ﬁgure 2.4c against ﬁgures
2.5c and 2.6c). The time required for melt to migrate upwards and accumulate in the
overlying crust is longer than that required for melt to accumulate at top of the basalt
layer. At high emplacement rates (>20 mma−1), melt migration has a smaller eﬀect on
accumulation times; although they are still lower in models which include migration, the
diﬀerence between models with and without migration is less signiﬁcant. Accumulation
times are always shorter than 200 ka because melt production is very rapid. Uncertainty
in the value of the SLT does not signiﬁcantly impact the results.
2.3.3 Accumulation Depth
The depth at which melt accumulates to form a mobile magma is signiﬁcant because it
impacts on the composition of the magma in two ways. Firstly, if accumulation occurs
in the overlying crust, then the resulting magma may be composed of both crustal melts,
and residual melts which have migrated upwards out of the intruded basalt through the
relatively refractory matrix of the crust. Secondly, shallower accumulation depths yield
cooler magmas because the temperature decreases upwards. As the melt migrates up-
wards it cools and crystallises and so its composition changes to become more evolved;
similarly, as the matrix migrates downwards during compaction, it heats and melts so its
composition also evolves to become more refractory (Jackson et al., 2003; 2005). Con-
sequently, shallower depths of accumulation correspond to cooler temperatures, which
yield more evolved silicic partial melt compositions (ﬁgure 2.3). Accumulation temper-
ature is investigated in the next section.
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Figure 2.7: Accumulation time versus emplacement rate for a range of values for
the SLT. The uncertainty bars range from 0.4 - 0.6. Upper bound of bar shows
model data with an SLT of 0.6 and lower bound shows model data with an SLT
of 0.4. Solid bars show the cases with melt migration and dashed bars show the
cases without melt migration. Blue denote over-accretion, red-under accretion
and green intra-accretion. Matrix viscosity is 1016 Pa.s and melt viscosity is 103
Pa.s. Data for under- and over-accretion have been shifted higher and lower on
the x-axis respectively by 5% for clarity of presentation.
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Figure 2.8: Accumulation depth versus emplacement rate for a range of values for
the SLT. The uncertainty bars range from 0.4 - 0.6. Solid bars show the cases
with melt migration and dashed bars show the cases without melt migration. The
solid lines denote the depth of the base of the basalt layer in models without melt
migration and an SLT of 0.5. Blue denote over-accretion, red-under accretion
and green intra-accretion. Matrix viscosity is 1016 Pa.s and melt viscosity if 103
Pa.s. Data for under- and over-accretion have been shifted higher and lower on
the x-axis respectively by 5% for clarity of presentation.
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Figure 2.8 shows the accumulation depth as a function of emplacement rate in models
with and without melt migration. The uncertainty bars show the eﬀect of varying the
SLT. The accumulation depth is always shallower in models that include melt migration;
at low emplacement rates (<2 mma−1) the SLT is not reached within the maximum run
time of 25 Ma in models without melt migration, so no data are shown for these. At high
emplacement rates (>20 mma−1) the accumulation depth lies in the crust overlying the
top of the intruded sills, so magmas that leave the DCHZ will comprise both crustal and
residual melts, and will have geochemical signatures that indicate both crust and mantle
contributions. Conversely, at low emplacement rates (<2 mma−1) the accumulation
depth lies at or near the top of the basalt layer, so magmas that leave the DCHZ will
comprise primarily residual melts, and will have geochemical signatures that indicate
a dominantly mantle contribution. At intermediate emplacement rates (2-20 mma−1)
the accumulation depth depends upon emplacement style; for over-accretion, magma
accumulation occurs in the overlying crust, while for intra- and under-accretion, magma
accumulation occurs near the top of the basalt layer.
In models which omit melt migration, the accumulation depth corresponds to the
depth at which the highest temperature is reached within the DCHZ, in the crust im-
mediately overlying the top of the basalt layer for over-accretion, the base of the basalt
layer for under-accretion, and the centre of the basalt layer for intra-accretion (ﬁgure 2.8;
lines denote the base of the basalt layer assuming a SLT of 0.5). For over-accretion, the
accumulation depth is therefore ﬁxed, whereas for under- and intra-accretion, the accu-
mulation depth decreases with increasing emplacement rate, because magma formation
occurs more rapidly so less basalt has been emplaced. Uncertainty in the value of the
SLT does not signiﬁcantly aﬀect the results, except in models with no melt migration
at the lower emplacement rates.
2.3.4 Accumulation Temperatures
Figure 2.9 shows the accumulation temperature as a function of emplacement rate in
models with and without melt migration. The uncertainty bars show the eﬀect of vary-
ing the SLT. In models which include melt migration, the accumulation temperature
generally increases with increasing emplacement rate; this is because magma formation
occurs more rapidly (ﬁgure 2.7), before melt has had time to migrate upwards into cooler
regions of the DCHZ. Thus emplacement rate has a signiﬁcant impact on the temper-
ature at which mobile magmas form. Regardless of emplacement style, accumulation
temperatures range from 1250 K at the highest emplacement rates, to 1000 K at the
lowest emplacement rates, and are generally lower than 1200 K at emplacement rates
below 20 mma−1 which are thought to be characteristic of time-averaged values in arcs.
The partial melts formed at these temperatures and 30 km depth during the intrusion
of basalt into amphibolite crust are broadly andesitic to rhyolitic in composition, re-
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Figure 2.9: Accumulation temperature versus emplacement rate for a range of
values for the SLT. The uncertainty bars range from 0.4 - 0.6. Solid bars show the
cases with melt migration and dashed bars show the cases without melt migra-
tion. Blue denote over-accretion, red-under accretion and green intra-accretion.
The dashed lines denote the different melt compositions as determined from the
temperature using data from Annen et al., (2006). Matrix viscosity is 1016 Pa.s
and melt viscosity if 103 Pa.s. data for under- and over-accretion have been shifted
higher and lower on the x-axis respectively by 5% for clarity of presentation.
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gardless of whether they are crustal or residual melts (ﬁgure 2.3). Both temperature
and melt composition inﬂuence melt viscosity (Getson and Whittington, 2007) and as
melt layers form and evolve, melt viscosity must change. Here this behaviour is not
addressed and where compositions are predicted they are independent of the modelled
melt viscosity, leading to possible contradictions. It is not possible to fully address this
issue with a composition-independent model and instead a simpliﬁed approach, based
on temperature, is adopted to provide an insight.
In models which omit melt migration, signiﬁcantly higher temperatures are required
to generate melt fractions large enough to exceed the SLT, regardless of emplacement
rate and regime. At low emplacement rates (<2 mma−1) the SLT is not reached within
the maximum run time of 25 Ma in models without melt migration, so no data are shown
for these. Magma formation always occurs in the hottest part of the DCHZ, and the melt
fraction is governed only by the phase behaviour of the amphibolite crust and intruded
basalt. Accumulation temperature is most signiﬁcantly aﬀected by the value of the SLT,
ranging from 1340 K to 1440 K regardless of emplacement rate or style. The partial
melts formed at these temperatures and 30 km depth will be broadly andesitic to dacitic
in composition (ﬁgure 2.3 and Annen et al., 2006), regardless of whether they are crustal
or residual melts. Models which omit melt segregation therefore predict systematically
higher and less variable magma temperatures, and consequently less evolved magma
composition, than models which include segregation, and fail to capture the impact of
emplacement rate on magma temperature. Uncertainty in the value of the SLT does
not signiﬁcantly aﬀect the results.
2.3.5 Uncertainty In Compaction Parameters
Several of the parameters governing buoyancy-driven melt segregation and compaction
of the matrix are poorly constrained, particularly melt and matrix shear viscosities,
and the matrix bulk viscosity, with estimates ranging over several orders of magnitude
(table 2.4). The impact of this uncertainty of these parameters on the predicted timing of
magma formation, and the depth and temperature at which magma formation occurs are
explored here. The value of the SLT is also uncertain, although the results demonstrate
that this does not have a signiﬁcant impact (ﬁgures 2.7 - 2.9).
Figures 2.10 - 2.12 shows the eﬀect on the accumulation time, depth and temperature
of varying the melt viscosity over two orders of magnitude (103 - 105 Pa.s; ﬁgures 2.10a,
2.11a, 2.12a) and the matrix bulk and shear viscosities over four orders of magnitude
(1014 - 1018 Pa.s; ﬁgures 2.10b, 2.11b, 2.12b). In general, varying the melt viscosity has
a larger impact on magma accumulation than varying the matrix viscosity, even though
the modelled range of matrix viscosity is much greater. As the melt and/or matrix
viscosity increases, the rate of melt segregation decreases and, in the limit of large
viscosity values, model results tend towards those in the absence of melt segregation.
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Accumulation time ranges over several orders of magnitude (100 ka - 20 Ma) and
is similar regardless of emplacement style or the modelled values of viscosity at high
emplacement rates (>20 mma−1). However, at lower emplacement rates, the impact of
varying the matrix and, in particular, the melt viscosity is signiﬁcant, yielding order-
of-magnitude variations in accumulation time, with higher values of melt or matrix
viscosity yielding larger accumulation times, because melt migration occurs more slowly
as the melt or matrix viscosity increases. Nevertheless, the accumulation time is always
shorter than that predicted by models which omit segregation (denoted by solid lines);
at intermediate emplacement rates (2-20 mma−1) the diﬀerence is signiﬁcant (2-20 times
shorter). At the lowest emplacement rates (<2 mma−1), the SLT is not reached within
the maximum run time of 25 Ma in models without melt migration, so no data are
shown for these.
The accumulation depth varies from 28 km - 40 km, with the impact of varying
the melt and matrix viscosities generally decreasing with increasing emplacement rate.
Varying the matrix viscosity has little eﬀect at low emplacement rates (<1 mma−1)
where magma accumulation always occurs within the basalt layer. At higher rates
(>1 mma−1), magma accumulation always occurs in the overlying crust during over-
accretion, but may occur either in the overlying crust or the basalt layer during intra- or
under-accretion, depending upon the modelled values of viscosity. Higher values of melt
viscosity yield deeper accumulation depths within the basalt layer, while lower values
of matrix viscosity yield shallower accumulation depths within the overlying crust; this
is because melt migration occurs more slowly as the melt or matrix viscosity increases,
so the melt migrates upwards over shorter distances. Nevertheless, the accumulation
depth is always shallower than that predicted by models which omit segregation.
Accumulation temperature is the property most signiﬁcantly aﬀected by uncertainty
in the matrix and, in particular, melt viscosity. As the emplacement rate increases,
the uncertainty in viscosity has a larger impact on the range of modelled accumulation
temperatures. At the highest modelled rates (>20 mma−1), accumulation temperatures
range from 1150 - 1400 K; at mid-value rates (2-20 mma−1), accumulation temperatures
range from 1000 - 1400 K; at the lowest rates (<2 mma−1), accumulation temperatures
range from 1000 - 1150 K. In all cases, the range of accumulation temperatures depends
upon the emplacement style. The accumulation temperature is always lower than or the
same as that predicted by models that omit segregation. Lower accumulation tempera-
tures are favoured by low melt and matrix viscosity, because melt migration occurs more
rapidly as the melt or matrix viscosity decreases; the melt accumulates more rapidly
and at shallower depths (as discussed above) so the temperatures are lower.
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Figure 2.10: Accumulation time versus emplacement rate for a range of matrix
and melt viscosities. Uncertainty bars in (a) show the effect of varying matrix
viscosity from 1014 - 1018 Pa.s with a melt viscosity of 104. Upper bounds show
accumulation temperatures for matrix viscosities of 1018 Pa.s and lower bounds
show accumulation temperatures matrix viscosities of 1014 Pa.s. Uncertainty bars
in (b) show the effect of varying melt viscosity from 103 - 105 Pa.s with a melt
viscosity of 1016. Upper bounds show accumulation temperatures for matrix vis-
cosities of 105 Pa.s and lower bounds show accumulation temperatures matrix
viscosities of 103 Pa.s. Both (a) and (b) have an SLT of 0.5. Solid lines denote
models with no melt migration. Blue, red and green correspond to over-, under-
and intra-accretion respectively.
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Figure 2.11: Accumulation depth versus emplacement rate for a range of matrix
and melt viscosities. Uncertainty bars in (a) show the effect of varying matrix
viscosity from 1014 - 1018 Pa.s with a melt viscosity of 104. Upper bounds show
accumulation temperatures for matrix viscosities of 1018 Pa.s and lower bounds
show accumulation temperatures matrix viscosities of 1014 Pa.s. Uncertainty bars
in (b) show the effect of varying melt viscosity from 103 - 105 Pa.s with a melt vis-
cosity of 1016. Upper bounds show accumulation temperatures for melt viscosities
of 105 Pa.s and lower bounds show accumulation temperatures matrix viscosities
of 103 Pa.s. Both (a) and (b) have an SLT of 0.5. Sloping solid lines denote
models with no melt migration. Blue, red and green correspond to over-, under-
and intra-accretion respectively.
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Figure 2.12: Accumulation temperature versus emplacement rate for a range of
matrix and melt viscosities. Uncertainty bars in (a) show the effect of varying ma-
trix viscosity from 1014 - 1018 Pa.s with a melt viscosity of 104. Upper bounds show
accumulation temperatures for matrix viscosities of 1018 Pa.s and lower bounds
show accumulation temperatures matrix viscosities of 1014 Pa.s. Uncertainty bars
in (b) show the effect of varying melt viscosity from 103 - 105 Pa.s with a melt
viscosity of 1016. The dashed lines denote the different melt compositions as de-
termined from the temperature using data from Annen et al., (2006). Both (a)
and (b) have an SLT of 0.5. Horizontal solid lines denote models with no melt
migration. Blue, red and green correspond to over-, under- and intra-accretion
respectively.
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2.4 Discussion
2.4.1 Importance of Melt Migration in DCHZs
The model presented here demonstrates that melting and melt segregation leads to the
formation of evolved magmas over time-scales of 10 ka - 10 Ma within a DCHZ formed
by the intrusion of hot, mantle-derived basalt sills into amphibolite crust at typical arc
productivity rates. Basalt emplacement rate has a signiﬁcant impact on the timing of
magma formation; the emplacement style and rate also aﬀect the depth and temperature
at which magma formation occurs, and hence the composition of the magma. Two
styles of magma generation are revealed. In one, favoured by over-accretion, or by
emplacement at high rate, a melt layer forms in the crust overlying the intruded basalt,
and the resulting magma comprises both crustal and residual melts which have migrated
upwards through the partially molten rock matrix. In the other, favoured by under or
intra-accretion, or by emplacement at low rate, a melt layer forms within the basalt layer,
and the resulting magma is dominated by residual melt. In both cases, the magmas
consist of silicic melt which is broadly rhyolitic in composition, which may explain why
andesite magmas in arc settings are commonly found to be mixtures of silicic and maﬁc
magmas, with andesite melts being rare (Reubi and Blundy, 2009). The results suggest
that the dominant product of diﬀerentiation within DCHZ will be rhyolitic melts, which
can mix with basaltic melts in shallow magma chambers.
The results are sensitive to the modelled values of melt and matrix viscosity. Magma
accumulation is more rapid in models with low melt and matrix viscosity, and more often
occurs in the overlying crust at lower temperature. During over-accretion, magmas
which leave the DCHZ are predicted to comprise both crustal and residual melts at all
but the slowest emplacement rates and the highest viscosities; during under- and intra-
accretion, magmas which leave the DCHZ may comprise both crustal and residual melts,
or residual melts alone, depending upon the emplacement rate and the melt and/or
matrix viscosity. Melt migration processes ensure residual melt is a volumetrically and
compositionally signiﬁcant component of the magma which leaves the DCHZ in all cases.
Previous models have largely neglected the contribution of residual melt in a DCHZ,
focussing primarily on crustal melts formed by partial melting (Huppert and Sparks
1988; Bergantz 1989; Bergantz and Dawes 1994; Petford and Gallagher, 2001; Dufek
and Bergantz, 2005; Jackson et al., 2003; 2005).
Models which omit melt segregation predict that magma mobilisation occurs over
signiﬁcantly longer time-scales, particularly at lower emplacement rates for which accu-
mulation times can be more than an order of magnitude larger than in models which
include segregation; indeed, at the slowest emplacement rates, magma mobilisation may
not occur in models which omit migration. Moreover, magma mobilisation is predicted
to occur in the hottest part of the DCHZ, irrespective of emplacement style. Conse-
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quently, models which omit migration fail to capture the impact of emplacement rate on
the temperature at which magma mobilisation occurs, and hence magma composition.
Furthermore, predicted magma temperatures are generally higher than those observed
in models which include melt migration, so the magmas comprise less silicic melt which
is broadly andesitic to dacitic in composition.
2.4.2 Compositional Consequences of Melt Migration
Magma composition is complicated by melt segregation, which can impact on melt
chemistry in ways which are not predicted by simple batch or fractional melting models
and experiments, because the melt migrates through, and chemically equilibrates with,
matrix at progressively lower temperatures (Rushmer and Jackson, 2008; Getsinger et
al., 2009). Moreover, magma composition reﬂects the mixing of melt sourced from the
crust and intruded sills. Magmas that form within the overlying crust contain both
crustal and residual melt, so will have chemical signatures that indicate a mixed crustal
and mantle origin. The model results suggest that contamination of crustal melt by
residual melt from basalt crystallisation is an inevitable consequence of melt segregation
in DCHZ. Indeed, magmas which leave the DCHZ will always contain some residual melt,
but may contain little or no crustal melt. Moreover, when they are initially formed, the
magmas contain a high proportion (40 - 60%) of residual crystals. Depending upon
the relative timescales of magma extraction and crystal settling, some of these residual
crystals may be entrained and leave the DCHZ, further modifying the bulk composition
of the magma (Chappell et al., 1987). The presence of these crystals however, increases
the eﬀective viscosity, and therefore magmas which are able to mobilise are likely to
contain smaller percentages of entrained material (Rosenberg and Handy, 2005).
Reactive transport is well-known to produce chemical complexity, especially for trace
elements (Reiners, 1998). The results suggest that the chemical evolution of melts in the
deep crust is likely to deviate signiﬁcantly from the paradigms of fractional or equilib-
rium crystallisation of magma bodies that have prevailed since the time of Bowen (1922).
Compositional evolution of melts is a function of both chemistry (phase equilibria) and
physics (melt migration) and consequently not readily describable by conventional mod-
els of fractional or equilibrium melting and crystallisation. Interaction of melts derived
by crystallisation of mantle-derived basalt and partial melting of the crust is common
phenomenon in DCHZ, which can account for the observation that almost all granitic
rocks display some evidence of a mixed origin (Pitcher, 1993). Crustal contamination is
typically ascribed to an assimilation-fractional crystallisation (AFC) process (De Paolo,
1981) or its more sophisticated energy-constrained recharge assimilation and fractional
crystallisation (EC-RAFC) descendant (Spera and Bohrson, 2001). The ‘magma in-
trusion + fractional crystallisation + partial melting + melt migration + melt mixing’
process described in the model is a form of AFC. Rather than bulk assimilation of the
35
crust at the roof of the intrusion, assimilation occurs during partial melting of the over-
and underlying crust, and mixing of melt from the intrusion and the crust occurs as
melt migrates. Moreover, chemical evolution of the melt occurs as it migrates into,
and equilibrates with, cooler regions of the hot zone. Numerous published models have
demonstrated that bulk assimilation is diﬃcult to justify on thermodynamic grounds
(e.g. Hodge, 1974; Huppert and Sparks 1988; Bergantz, 1989, 1992; Bergantz and Dawes,
1995; Petford and Gallagher, 2001; Annen and Sparks, 2002; Dufek and Bergantz, 2005;
Annen et al., 2006; Glazner, 2007). However, partial assimilation is consistent with the
predictions of these models and also with geochemical data, exempliﬁed in the original
De Paolo AFC paper (De Paolo, 1981) and numerous subsequent papers (e.g. Grove et
al., 1988, 1997; Hildreth and Moorbath, 1988; Musselwhite et al., 1989; De Paolo et al.,
1992). Further reﬁnement of this model, to embrace chemical evolution, particularly for
trace elements, is clearly called for. Moreover, development of a DCHZ involves addition
of both heat and H2O to the crust. The latter has the ability to trigger further melting
by reducing the solidus of rocks through which it passes. CO2 is also a likely component
of mantle-derived basalts, even in subduction zones (e.g. Blundy et al., 2010). The ef-
fects of these volatile components on phase relations within the country rocks overlying
the basalt emplacement zone, and on the viscosity and density of the melt and matrix,
have yet to be considered.
2.4.3 Differentiation of the Continental Crust
Compaction-driven melt migration leads to bi-directional ﬂow of relatively low-temperature,
evolved melts upwards and their refractory residua downwards, yielding progressive en-
richment of the overlying country rocks in low temperature evolved components, over
distances of a kilometre or so and time-scales which can be signiﬁcantly less than 1
Ma. The outcome is a strongly diﬀerentiated crust with an evolved upper part and
maﬁc/ultramaﬁc lower part. At present, models terminate when the SLT is reached
at some location in the DCHZ; evolution of the DCHZ after magma mobilisation, and
ascent of the magma to shallower levels in the crust, are not addressed. Yet magma
extraction is not terminal to the development of a DCHZ. Further emplacement of sills
into the DCHZ simply involves interaction with a more refractory residuum. Magma
ascent is likely via dykes/fractures, which may rapidly drain the evolved melt which has
accumulated in the melt layers (Petford et al., 1993; 1994).
A ﬁnal issue is that of basalt sill emplacement sequence. It is clear that the evolution
of a DCHZ during under- and over-accretion diﬀers appreciably, particularly at mid to
low emplacement rates and these can be considered as end-member scenarios. What
is now required is a better understanding of the physics of sill emplacement to enable
the likely emplacement sequence to be constrained and its evolution with time. Recent
models (e.g. Kavanagh et al., 2006, Menand, 2008; 2009) suggest rheological contrasts
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play an important role in controlling sill emplacement. As a DCHZ develops, the location
of rheological contrasts will change with time due to melt migration. Consequently, it
is likely that the depth of sill emplacement changes with time, with regions of high
porosity providing rheological contrasts that control emplacement.
2.5 Conclusions
The repeated intrusion of mantle-derived basalt into lower crust leads to the formation
of a deep crustal hot zone (DCHZ) within which both heat and buoyant melt migrate
upwards. Regardless of basalt emplacement rate and style, melt is observed to accumu-
late in local zones of high melt fraction, in response to melt migration and compaction
of the matrix. The melt fraction within these zones increases through time, until the
solid-to-liquid transition is reached and a mobile magma forms which can leave the
DCHZ.
Melt migration and accumulation has a profound impact on the time-scales over
which magma formation occurs, which varies over 10 ka - 10 Ma depending upon em-
placement rate and style. Melt migration and accumulation also yields two contrasting
styles of magma formation, which have a profound impact on the composition of the
magma that leaves the DCHZ. In one, favoured by emplacement via over-accretion, or
by emplacement at high rates, melt accumulation occurs in the overlying crust, and
the resulting magma is composed of both crustal melt and residual melt which has mi-
grated upwards out of the intruded basalt. In the other, favoured by emplacement via
under-accretion or intra-accretion, or by emplacement at low rates, melt accumulation
occurs in the basalt layer, and the resulting magma is composed of residual melt only.
In all cases, accumulation does not occur at the hottest location within the DCHZ, but
at shallower depths where the magmas are cooler because the temperature decreases
upwards. Cooler temperatures generally yield more evolved, silicic partial melt which is
broadly rhyolitic in composition. Models which omit melt migration predict that magma
formation occurs over timescales which are typically an order of magnitude greater, and
that magma formation always occurs in the hottest part of the DCHZ, so the magmas
comprise less silicic melt which is broadly andesitic to dacitic in composition. Moreover,
they fail to capture the migration of residual melt from the intruded basalt into the
overlying crust, and the resulting contamination of crustal melt.
Magma composition is complicated by melt migration, because the melt migrates
through, and chemically equilibrates with the matrix at progressively lower temperatures
and will reﬂect mixing of melt sourced from the crust and intruded sills. Magmas
that contain both crustal and residual melt have chemical signatures that indicate a
mixed crustal and mantle origin. Contamination of crustal melt by residual melt from
basalt crystallisation appears to be an inevitable consequence of melt segregation in
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DCHZ, and is consistent with assimilation-fractional-crystallisation (AFC) and melting-
assimilation-storage-hybridisation (MASH) models. Magmas which leave the DCHZ will
always contain some residual melt, but may contain little or no crustal melt. Previous
models have largely neglected the contribution of residual melt, focussing primarily on
crustal melts formed by partial melting. Moreover, the complex dynamics of a DCHZ
are unlikely to be captured by conventional models of fractional or equilibrium melting
and crystallisation. The physics of melt segregation is likely to be just as important
in the chemical evolution of DCHZ as the phase equilibria of the intruding basalt and
surrounding country rocks.
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Chapter 3
Species Fractionation During
Melt Migration
3.1 Introduction
Migration of melt through crystal mush is a common process within the continental
crust. Mush formation is inevitable during melting of initially solid rock, or cooling and
crystallisation of magma. When the melt content of the mush is above a threshold value
(the melt connectivity transition of Rosenberg and Handy, 2005 or the liquid percolation
threshold of Petford, 2003), it forms an interconnected network along grain boundaries,
so the matrix is permeable. The connectivity threshold is typically as low as 1-2% (von
Bargen and Waﬀ, 1986; Wolf and Wyllie, 1991), which suggests that melt within a
crystal mush is normally connected along grain boundaries. A pressure gradient is also
normally present, because the melt is compositionally and thermally buoyant; this pres-
sure gradient causes the melt to ﬂow relative to the crystalline matrix (McKenzie, 1984).
The matrix can deform in response to melt ﬂow via melt-enhanced creep (Dell’Angelo
et al., 1987; Mei et al., 2002); the coupled process of melt migration and matrix defor-
mation is termed compaction (McKenzie, 1984). Partial melting and melt segregation
in the lower crust has been invoked to explain the origin of silicic (granitic, sensu-lato)
magmas: melting in response to the intrusion of hot, mantle-derived basaltic magma
and conjugate cooling and crystallisation of the magma, produces a region of crystal
mush with melt present along grain boundaries. The melt migrates and accumulates
until it forms a mobile magma, that can leave the source region and migrate to shal-
lower crustal levels (e.g. Jackson et al., 2003; 2005). In magma chambers, melt migation
through a crystal mush has also been invoked to explain some of the observed composi-
tional variation in the magmas that leave the chamber, and the crystal cumulates that
are preserved in-situ (Irvine, 1980; Naslund and McBirney, 1996 and references therein;
Holness, 2005; Holness and Winpenny, 2008). In sills and lava ﬂows, melt migration
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has been invoked to explain the characteristic compositional proﬁles (e.g. Latypov, 2003
and references therein; Philpotts et al., 1996;1999). In this chapter, the terminology of
the metallurgical literature is adopted and species fractionation refers to changes in the
bulk, melt and solid composition which arise during melt migration.
When melt migration occurs along grain boundaries, there is eﬃcient exchange of
heat and mass between melt and solid phases, so they remain in local thermal and chem-
ical equilibrium (Jackson et al., 2005). The composition of the melt therefore evolves
as it migrates through the mush and, to properly capture this, models are required
that include species transport and chemical reaction. Melt migration through a crystal
mush is an example of coupled phase change and phase transport within a complex,
multi-component substance. Interest in these processes spans a range of scientiﬁc and
engineering disciplines and has motivated the development of an increasing number of
quantitative transport models. In the metallurgical literature, much of this work is con-
cerned with binary alloys and the thermodynamics of these systems at equilibrium are
well understood (e.g. Alexiades and Solomon, 1993). Multi-phase models of binary sys-
tems undergoing phase change during cooling, convection and dendrite growth, which
include species transport and chemical reaction, have been the primary focus (e.g. Ben-
non and Incropera, 1987; Krane and Incropera, 1997; Krane et al., 1997; Le Bars and
Worster, 2006, Vodák et al., 1992; Oertling and Watts, 2004; Katz and Worster, 2008).
In the geological literature, most of the work has focussed on mantle processes and the
generation and segregation of melt during adiabatic upwelling below mid-ocean ridges.
Ribe (1985) presented a model for both eutectic and solid solution binary systems un-
dergoing adiabatic decompression. Sparks and Parmentier (1991) showed compaction
was required to focus magmas under cold lithosphere, whilst Spiegelman (1993, 1996)
modelled isotopic variation during compaction, assuming melting is coupled to the up-
welling rate but neglecting freezing. Melting of a single component mantle during adi-
abatic upwelling has been modelled by Šrámek et al., (2007) and Hewitt and Fowler
(2008), including phase change, interfacial stresses and pressure diﬀerences between the
phases. Katz (2008) presented an enthalpy-based approach to describe phase change in
upwelling mantle, in which melt migration with species transport and chemical reaction
was explicitly included, using a binary solid solution phase diagram.
Models of melting and melt migration in the continental crust have not included
species transport and chemical reaction. Most consider either heat transfer and asso-
ciated phase change but neglect melt migration (Hodge, 1974; Bergantz 1989; Petford
and Gallagher, 2001; Annen and Sparks, 2002; Annen et al., 2006; Dufek and Bergantz,
2005), or migration of a pre-existing melt fraction with no further phase change or
chemical reaction (McKenzie, 1984; Richter and McKenzie, 1985; Scott and Stevenson,
1984; Vasilyev et al., 1998). In models of heat transfer, the melt fraction and chemical
composition of the melt for a given bulk rock composition, temperature and pressure,
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are speciﬁed using empirical data from laboratory experiments. Models of mass transfer
which neglect phase change and chemical reaction do not require such data. A small
number of coupled models of heat and mass transfer have been presented, but these
use the same empirical data to describe phase change and melt composition as models
which neglect melt migration (Jackson and Cheadle, 1998; Jackson et al., 2003). The
problem with this approach is that melt migration results in changes in bulk composi-
tion, which invalidates the use of empirical data obtained for a single bulk composition.
This was recognized by Rushmer and Jackson (2008), who present a revised experimen-
tal approach which attempts to account for variations in bulk composition during melt
migration. Their approach was applied by Getsinger et al. (2009), who observed that
melt migration and chemical reaction can lead to signiﬁcant variations in melt compo-
sition, that are not captured by simple batch or fractional melting models. However,
a fully coupled model of melt migration through a crystal mush within the continental
crust, which accounts for phase change, species transport, chemical reaction and com-
paction, has not yet been presented. Phase compositions during phase change in the
crust have been described using programs such as MELTS (Ghiorso and Sack, 1995;
Asimow and Ghiorso, 1998); Gutierrez and Parada (2010) used MELTS to investigate
compositional variation in a convecting magma chamber, while Boudreau and Philpotts
(2002) modelled compaction in a cooling basalt lava ﬂow. However, neither of these
studies explicitly modelled species transport; moreover, phase equilibration was ignored
at melt fractions below 10%, a regime in which compaction is important.
Coupled models of heat and mass transfer which include species transport, chem-
ical reaction and compaction, but which have been applied to melting in the mantle,
are not directly applicable to the crust because the initial and boundary conditions
are diﬀerent. Most signiﬁcantly, models applied to the mantle consider melting due to
adiabatic upwelling, whereas models of the crust consider melting in response to the
addition of heat. There is clearly a need for a model of compaction coupled to species
transport and chemical reaction in which melting occurs in response to heating, to ad-
vance our understanding of crustal processes. The aim of this chapter is to develop
such a model, using the enthalpy method to describe conservation of heat, and a sim-
ple phase diagram to describe solid and melt compositions, in an approach similar to
that recently presented for the mantle by Katz (2008). The formulation of McKen-
zie (1984) is followed to describe compaction, and phase change and composition are
described using both binary eutectic and solid solution phase diagrams. A number of
important rock-forming minerals are governed by binary phase diagrams, with both
eutectic (e.g. Diopside-Forsterite, Anorthite-Diopside, Orthoclase-Quartz) and solid so-
lution (e.g. Forsterite-Fayalite, Albite-Anorthite) systems having been described exper-
imentally (e.g. Bowen, 1928; Weill et al., 1980). A simpliﬁed approach is speciﬁcally
chosen to describe phase equilibria, rather than a more complex approach involving, for
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example, MELTS (Ghiorso and Sack, 1995; Asimow and Ghiorso, 1998), to elucidate
the fundamental aspects of compositional evolution during melting and compaction in
the crust. Consistent with this, a simple 1-D model is investigated which could be re-
produced, at least in principle, in laboratory experiments (e.g. Walte et al., 2005). An
initially homogeneous model is ﬁrst considered, which is rapidly heated to a uniform
initial temperature and melt fraction, and then well insulated so no heat leaves the
model, to demonstrate that melt migration even in this simple system results in spatial
variations in temperature, and melt and solid composition. More complex models are
then considered, including heating from below and, for the ﬁrst time, compositional het-
erogeneity in the starting materials; they demonstrate a rich variety of behaviour that is
not captured by compaction models which omit species transport and chemical reaction.
Finally, the model is applied to a number of speciﬁc examples of melt migration through
a crystal mush in the continental crust.
3.2 Model Formulation
The transport of heat, mass and species is modelled in one-dimension using a continuum
formulation of the governing conservation equations in a partially molten zone undergo-
ing buoyancy-driven melt migration along grain boundaries. The system is assumed to
be in local thermodynamic equilibirum, reasonable for the range of velocities considered.
The melt phase is assumed to be interconnected and buoyant and the solid phase able
to deform viscously (Jackson et al., 2005). The Boussinesq approximation is applied,
so density diﬀerences between solid and liquid are neglected except for terms involving
gravity. Energy conservation is solved using the enthalpy method (Katz, 2008). Surface
tension, interphase pressure and grain damage (i.e. the development of microcracks and
defects within the crystals) are neglected, in common with numerous previous studies
(e.g. McKenzie, 1984; Spiegelman, 1993; 1996; Jackson et al., 2003; Katz, 2008). In the
limit of melt viscosity much less than the matrix viscosity, the equations of McKenzie
(1984) have been shown to arise from a general model of a system of two immiscible
ﬂuids (Bercovici and Ricard, 2003). Momentum conservation equations therefore follow
the formulation of McKenzie (1984) with the addition of melt fraction dependent solid
viscosity (Connolly and Podladchikov, 1998). The species transport equation is based
on the continuum formulation of Bennon and Incropera (1987). To determine the melt
fraction the approach of Katz (2008) is followed. The base, top and sides of the system
are fully insulated with no heat, mass or species ﬂux, to model a cylindrical column
which is fully insulated on all sides (ﬁgure 3.1). There are two diﬀerent methods of
adding heat to the system: at t<0 the entire column is brought instantaneously to a
temperature above the solidus or through the base from a ﬁxed heat source as illustrated
(ﬁgure 3.1).
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Symbol Name Unit
a matrix grain radius m
b permeability constant none
cp speciﬁc heat capacity Jkg−1K−1
C bulk composition none
CS solid composition none
CL liquid composition none
Ci initial bulk composition none
D mass diﬀusion coeﬃcient m2s−1
e eutectic composition none
g acceleration due to gravity ms−2
h enthalpy J
hS solidus enthalpy J
hL liquidus enthalpy J
kT thermal conductivity WK−1m−1
kφ permeability m2
K permeability scaling m2
Lf latent heat of fusion Jkg−1
Pe Péclet number none
Ste Stefan number none
t time s
T temperature K
TS solidus temperature K
TL liquidus temperature K
Ti initial temperature K
wS matrix velocity ms−1
wL melt velocity ms−1
X melt fraction none
z distance m
zM matrix top none
α permeability exponent none
αT thermal diﬀusivity m2s−1
β viscosity exponent none
δ length scaling m
η matrix bulk viscosity Pa·s
η0 eﬀective matrix viscosity Pa·s
κeff eﬀective thermal diﬀusivity none
µ melt shear viscosity Pa·s
ξ matrix shear viscosity Pa·s
ρ density kgm−3
∆ρ solid-liquid density contrast kgm−3
τ time scaling s
φ porosity none
ω velocity scaling ms−1
Table 3.1: Nomenclature for chapter 3.
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Insulating Layer
Heat
Figure 3.1: Cartoon (not to scale) showing a column containing a partially molten
zone consisting of crystals (black circles) and melt (white space). The surrounding
grey is the insulating layer through which heat and mass cannot leave the system.
One set of boundary conditions is illustrated, in which heat can enter through the
base, thereby raising the total heat content.
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3.2.1 Governing Equations
Conservation of energy is deﬁned using an enthalpy formulation and is given by
∂h
∂t
=
kT
ρ
∂2T
∂z2
+ Lf
∂
∂z
(
(1− φ)ws
)
(3.1)
Conservation of species, neglecting diﬀusion, is given by
∂C
∂t
= − ∂
∂z
(
(1− φ)wSCS
)
− ∂
∂z
(
φwLCL
)
(3.2)
In the governing equations, mass diﬀusion is neglected but thermal diﬀusion in in-
cluded. This is because mass diﬀusion coeﬃcients for crustal systems are several orders
of magnitude lower than thermal diﬀusion coeﬃcients (e.g. Dohmen and Chakraborty,
2007). The importance of diﬀusion, relative to advective transport, is measured using
the Péclet number (Pe)
Pe =
δω
D
(3.3)
where δ is the length-scale for diﬀusion, ω is the characteristic velocity and D is either
the mass or thermal diﬀusion coeﬃcient. For values less than unity (Pe < 1) diﬀusion is
important and must be accounted for, whilst large values (Pe ≫ 1) mean diﬀusion can
be neglected. Typical mass diﬀusion coeﬃcients in geological systems are low and the
range in table 3.2 is for Fe-Mg diﬀusion in olivine (Dohmen and Chakraborty, 2007).
The thermal diﬀusivity is taken from values which are suitable for the systems under
investigation and are discussed later in §3.2.3.
The length-scale for diﬀusion is the grain radius, a, and the velocity is the Darcy velocity
for porous ﬂow driven by buoyancy. The Péclet number is then the ratio of diﬀusion
at the grain-scale to the velocity at which melt will percolate through the matrix. The
Darcy velocity is given by
ω = vL − vS =
kφ(1− φ)∆ρg
µ
(3.4)
Using the values given in table 3.2 yields values for Pe ≫ 1 for mass diﬀusion, so mass
diﬀusion is neglected in this model. Values of Pe < 1 are found for heat diﬀusion, so it
is accounted for.
Conservation of momentum is given by
η0
∂
∂z
(
φ−β
∂wS
∂z
)
=
µwS
kφ
+ (1− φ)∆ρg (3.5)
where the melt fraction dependent viscosity is deﬁned as
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3
η + ξ = η0φ
−β (3.6)
The permeability is given by
kφ = a
2bφα (3.7)
The equation describing conservation of momentum, (3.5) is only valid at melt fractions
where the bulk rheology is that of a matrix containing an interconnected melt ﬁlled
pore space. However, the momentum equation (3.5) is applied here at all melt fractions,
including those where it is not valid. This is done to show the importance of species
transport in closed systems without the need to account for the change in rheology which
takes place.
Melt fraction is related to composition through
φ =
C − CS
CL − CS
(3.8)
Assuming a linear release of enthalpy during melting, enthalpy is related to the temper-
ature through
h = cpT + Lfφ (3.9)
Using equations (3.8) and (3.9) and the temperature dependent liquid and solid com-
positions determined from the phase diagram (see below), the melt fraction can be
determined locally without the need to solve explicitly for mass conservation.
3.2.2 Phase Behaviour of Binary Systems
The two simplest binary systems are eutectics and solid solutions. Each of these systems
has been characterised in terms of composition and temperature to determine the melt
fraction at thermodynamic equilibrium.
Eutectic systems (ﬁgure 3.2a) are characterised by four regions where diﬀerent com-
ponents and phases are in equilibrium: A+B, the region below the solidus where both
A and B are present as solid phases, A+L and B+L, the regions where the solid com-
ponents A or B are in equilibrium with liquids of varying composition, and L, above the
liquidus, where only liquid is present. e is the eutectic point at which both A, B and
liquid are in equilibrium. Solid solutions (ﬁgure 3.2c) are characterised by three regions:
A+B, the region below the solidus where both A and B are present as solid phases, L,
above the liquidus where only liquid is present, and A+B+L, where both A and B are
in equilibrium with the liquid phase.
The melt and solid compositions, CL and CB, can be determined for a given temper-
ature and bulk composition CB from the phase diagram. Knowing the solid and melt
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a) b)
c) d)
A+B
A+L
B+L
L
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A+B+L
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T
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L
L
S e
TL
TS
CS CL
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1
TLTS
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Figure 3.2: a) Example binary eutectic phase diagram. A and B refer to the
separate components, L the liquid and e is the eutectic point. b) Melt Fraction-
Temperature relationship for a composition lying on the vertical dashed line in
a). c) Example solid solution phase diagram. d) Melt Fraction - Temperature
relationship for a composition lying on the vertical dashed line in c). Modified
from Hillert (2007).
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composition for a given bulk composition and temperature, allows melt fraction to be
determined using equation (3.8). The resulting melt fraction-temperature relationship
for a composition CB in ﬁgure 3.2a is shown in ﬁgure 3.2b. Isothermal melting takes
places at the solidus, producing melt of eutectic composition. Once B is exhausted, the
melt composition changes with temperature along the liquidus in ﬁgure 3.2a until the
system is fully liquid. The melt fraction-temperature relationship for the solid solution
is shown in ﬁgure 3.2d for a bulk composition CB in ﬁgure 3.2c. Unlike the eutectic
case, there is no isothermal melting at the solidus.
The phase diagrams modelled are the Anorthite-Diopside eutectic and the Albite-
Anorthite solid solution. These are representative of common rock forming minerals and
are well characterised (e.g. Bowen, 1928; Weill et al., 1980). Compaction is not being
investigated speciﬁcally for these systems, but for binary eutectic and solid solutions in
general during compaction and species transport. The material properties of the speciﬁc
systems are therefore not used and instead typical lower crustal values are adopted (see
table 3.2). In both cases, the composition-temperature relationships, C -T, have been
derived by ﬁtting a quadratic equation to the experimental data of Weill et al. (1980).
The binary eutectic is described by
CL =


−b1−
√
b2
1
−4a1(c1−T )
2a1
C < e
−b2+
√
b2
2
−4a2(c2−T )
2a2
C > e
(3.10)
CS =


0 C < e
1 C > e
(3.11)
a1 = −466, b1 = −135.69, c1 = 1826.15
a2 = −94.375, b2 = 484.32, c2 = 1275.25
Rearrangement of (3.9), (3.10) and (3.11) followed by substitution into (3.8) yields a
cubic polynomial in melt fraction dependent on the enthalpy and bulk composition which
can be solved analytically, (3.12).
φ =
h
Lf
− cP
Lf


(
2ak
(
C−CS+CSφ
φ
)
+ bk
)2
+ b2k
4ak
+ ck

 (3.12)
where ak, bk and ck are the constants given above.
The solid solution compositions are described by
CL =
−b3 +
√
b23 − 4a3(c3 − T )
2a3
(3.13)
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CS =
−b4 +
√
b24 − 4a4(c4 − T )
2a4
(3.14)
a3 = −416.666, b3 = 851.666, c3 = 1391.15
a4 = 227.333, b4 = 207.667, c4 = 1391.15
Rearrangement of (3.9), (3.13) and (3.14) and substitution into (3.8) yields an expression
for the melt fraction in terms of the enthalpy and the bulk composition. This is then
solved numerically using the Newton-Raphson method.
3.2.3 Material Properties
To deﬁne the system, the shape of the phase diagram is required, as descibed in §3.2.2.
In addition to this, only the non-dimensional parameters κeff and Ste are required,
as well as the exponents governing permeability and viscosity, α and β. Typical lower
crustal values are used to deﬁne the non-dimensional parameters and the values adopted
are summarised in table 3.2. Constant values for these parameters are used here, though
there can be variation with temperature and composition in nature. Melt viscosity, for
example, can vary by several orders of magnitude with temperature and one order of
magnitude with composition in the Anorthite-Diopside system (Getson and Whitting-
ton, 2007). However, during partial melting of amphibolite, melt viscosity is buﬀered
by water content yielding smaller variation (Clemens and Petford, 1999). Many of the
parameters are poorly constrained, e.g. matrix viscosity and grain size, and values esti-
mated for the lower crust have been used here as in chapter 2 and in previous models
of melt segregation (e.g. Jackson et al., 2003).
3.2.4 Initial and Boundary Conditions
Two cases have been modelled with diﬀerent initial and boundary conditions. For the
ﬁrst case, temperature is instantaneously brought to above the solidus, T > 0, at t =
0 yielding a constant melt fraction, φ = φi. Heat is not allowed to enter or leave the
column as governed by
∂T
∂z
= 0, z = 0, zMi (3.15)
where zMi is the top of the compacting column at t = 0.
At the base of the compacting region there is no ﬂow of melt or matrix, described by
wS = wL = 0, z = 0 (3.16)
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symbol description Anorthite-Diopside Anorthite-Albite typical crustal values value used
a matrix grain radiusa - - 0.25 - 5 mm 2.5 mm
b permeability constant - - 0.00004 - 0.2 0.002
cP speciﬁc heat capacity
b 1100 - 1200 Jkg−1K−1 1100 - 1200 Jkg−1K−1 1000 - 1200 Jkg−1K−1 1100 Jkg−1K−1
D mass diﬀusion coeﬃcientc - - 10−22 - 10−16 ms−2 10−16 ms−2
e eutectic compositiond 0.6417 - - 0.6417
kT thermal conductivity
e 2.34 - 4.23 Wm−1K−1 2.34 - 2.72 Wm−1K−1 2.8 - 3 Wm−1K−1 3 Wm−1K−1
kφ permeability - - - 1.25 × 10
−11 m−2
Lf latent heat of fusion
f 479000 - 632000 Jkg−1 267000 - 479000 Jkg−1 200000 - 600000 Jkg−1 550000 Jkg−1
Ste Stefan number - - - 0.237
TS solidus temperature
g 1547 K 1391 - 1826 K - -
TL liquidus temperature
d 1665 - 1826 K 1391 - 1826 K - -
α permeability exponentd - - 2 - 3 3
β viscosity exponenth - - 0 - 1 0.5
η0 eﬀective matrix viscosityi - - 1018 - 1020 Pa.s 1.7×1018 Pa.s
κeff eﬀective thermal diﬀusivity - - - 0.0384
ξ melt viscosityj 102 - 105 Pa.s 104 - 106 Pa.s 103 - 105 Pa.s 104 Pa.s
ρ densityk 2730 - 3390 kgm−1 2600 - 2730 kgm−3 2700 - 3100 kgm−3 2900 kgm−3
∆ρ density contrastl 400 - 600 kgm−3 500 - 600 kgm−3 300 - 700 kgm−3 500 kgm−3
ω Darcy velocity - - - 5.625 × 10−12ms−1
a Typical grain sizes of granulite facies rocks (Yardley et al., 1990). Values used by Holness et al. (2007) for modelling of cumulates in shallow crustal intrusions
are within this range. b Mineral data taken from heating experiments of Martens et al. (1987) before the glass transition. Crustal data from typical lower crustal
rock compositions from Robie et al. (1978). c Typical values for Fe-Mg diﬀusion in olivine (Dohmen and Chakraborty, 2007). d Phase diagram data for the
An-Di and An-Ab derived from melting experiments of Weill et al. (1980) e Mineral data from Clausner and Huenges (1995), bulk rock values from Mottaghy et
al. (2005) for amphibolite and Cermak and Rybach (1982) for diorite. Crustal value from Chapman (1986). f Mineral latent heat measurements from melting
experiments of Richet and Bottinga (1980), and Lange et al. (1991). Bulk rock values taken from Richet and Bottinga (1986) for typical lower crustal rocks.
g Suitable exponent used for a bed of packed spheres (Scott and Stevenson, 1986) and derived from experimental data (Zhang et al., 1994). h Typical values for
viscosity exponent from the model of Connolly and Podladchikov (1998). i Data from from post-seismic relaxation in the crust (Hetland and Hager, 2003) and
experimental data from Anorthite-Diopside aggregates (Dimanov et al., 2003). j Data for the Anorthite-Diopside system taken from Getson and Whittington
(2007) and the Albite-Anorthite system from Cranmer and Uhlmann (1981). k Mineral densities from Deer et al. (2004) and crustal values from Rapp and
Watson (1995). l Melt density in the Anorthite-Albite system from melting experiments of Hack and Thompson (2010). Diopside melt density and density
contrast from Rigden et al. (1989).
Table 3.2: Summery of physical, thermal and dimensionless parameters.
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The uppermost surface of the matrix moves downwards with time during compaction
and on this surface there is no ﬂux of the solid phase as described by
∂wS
∂z
= 0, z = zM (3.17)
where zM is the top of the compacting column at time t.
The second case is initially at a temperature below the solidus, T < 0, yielding φi =
0. Heat is allowed to enter, but not leave the system, through the base as indicated by
the arrows in ﬁgure 3.1. At t = 0, temperature at the base is increased to T = 0.5 and
subsequently stays ﬁxed for all time yielding the boundary conditions
∂T
∂z
= 0, z = zM
T = 0.5, z = 0 (3.18)
3.2.5 Solution of the Governing Equations
The system is non-dimensionalised using characteristic time- and length-scales modiﬁed
from McKenzie (1984).
k′φ = kφ/K = φ
α, K = a2b (3.19)
w′ = w/ω, ω =
K∆ρg
µ
(3.20)
z′ = z/δ, δ =
(
η0K
µ
) 1
2
(3.21)
t′ = t/τ, τ =
1
∆ρg
(
µη0
K
) 1
2
(3.22)
T ′ =
T − TS
TLA − TS
(3.23)
h′ =
h− hS
hLA − hS
(3.24)
Substitution of (3.19)-(3.24) into (3.1)-(3.7) and dropping of primes yields the ﬁnal
non-dimensionalised equations
∂h
∂t
= κeff
∂2T
∂z2
+ Ste
∂
∂z
(
(1− φ)ws
)
(3.25)
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∂C
∂t
= − ∂
∂z
(
(1− φ)wSCS
)
+
∂
∂z
(
(1− φ)wSCL
)
(3.26)
∂
∂z
(
φ−β
∂wS
∂z
)
=
wS
φα
+ (1− φ) (3.27)
κeff , the eﬀective thermal diﬀusivity of Jackson and Cheadle (1998), is given by
κeff =
kT τ(TL − TS)
ρδ2(cp(TL − TS) + Lf )
(3.28)
and Ste, the Stefan number, is given by
Ste =
Lf
cp(TL − TS) + Lf
(3.29)
Solid and liquid velocities are related to each other through
φwS = −(1− φ)wS (3.30)
Equations (3.25)-(3.27) are solved numerically using ﬁnite diﬀerence methods and a
code developed as part of this work. Equation (3.25) is approximated using a forward-
time centred-space scheme, equation (3.26) using a second order Lax-Wendroﬀ scheme
and equation (3.27) using a centred scheme (Morton and Meyers, 2005). Energy con-
servation, (3.25), and species conservation, (3.26), are solved. The melt fraction and
temperatures are then updated as determined by local thermodynamic equilibrium. Fi-
nally velocity is solved and the system is updated for the next time step.
3.3 Results
Two types of numerical experiment have been performed, with diﬀerent initial and
boundary conditions. In the ﬁrst, the column is instantaneously brought to uniform
temperature and melt fraction at t = 0 and is then allowed to compact. In the second,
the column is initially below the solidus with zero melt fraction and heat enters from
below. Both are described by the relevant initial and boundary conditions given in
(3.15) - (3.18). Eutectic and solid solution phase diagrams are used to show the eﬀect
of phase behaviour on the melt migration process. All the results are presented in non-
dimensional form as discussed above. A value of C = 0 corresponds to component A
and a value of C = 1 corresponds to component B. A composition of 0.2 is therefore
80% A and 20% B.
52
3.3.1 Uniform Initial Temperature
Previous workers (e.g. McKenzie, 1984; Richter and McKenzie, 1985; Scott and Steven-
son 1986; Vasilyev et al., 1998) have assumed that the transport of species through a
column with uniform initial melt fraction has no eﬀect on melt fraction or temperature
and therefore did not solve for species conservation. At constant temperature and with
no species transport, there can be no mass exchange between the melt and solid phases
after the initial melt fraction is established, so the relative movement of melt and matrix
cannot cause compositional variation. Cases both with and without species transport
are modelled to assess the inﬂuence of compositional variation. When species transport
is neglected, the model corresponds to that presented by Richter and McKenzie (1985)
for a compacting column with uniform initial melt fraction. To validate the numerical
solutions of the compaction equations, a case without species transport is compared with
the solutions presented by Richter and McKenzie (1985) and a good match is obtained
(ﬁgure 3.3), showing the validity of the numerical solution of the governing equations.
3.3.2 Eutectic Phase Diagram
Figure 3.4 shows the temperature, melt fraction and bulk and melt compositions for
the eutectic system with initial conditions: φi = 0.1, Ci = 0.12 and Ti = 0.1. This
initial bulk composition yields an initial melt composition of CLi = 0.605 and an initial
solid composition of CSi = 0. For cases with melt migration but no species transport,
compositions are inferred from melt fraction, temperature and initial bulk composition
whereas they are explicitly calculated with species transport.
Melt fraction decreases at the base of the column as the matrix moves downwards
(ﬁgure 3.4b). This behaviour is observed in cases both with and without species trans-
port (solid lines and dots respectively). The top of the partially molten zone, zM , moves
downwards with time, leading to the formation of a melt layer above zM , with φ = 1,
in both cases. Bulk composition tends towards the crystal end member A (C = 0) at
the base (ﬁgure 3.4c) and at the top of the column, the bulk composition is enriched in
component B (C = 1) in the melt layer for cases with and without species transport.
However, melt fraction and bulk composition show subtle diﬀerences between the cases
with and without species transport at the base of the column where net melt loss is
highest.
Melt composition and temperature show diﬀerent behaviour near the base of the
column (ﬁgure 3.4a and d). Without species transport, temperature remains constant
at the initial value, as does melt composition which is temperature dependent. With
species transport, variations in both the temperature and the melt composition arise
and, at the base of the column, there is a decrease in temperature locally. This cooler
region grows with time as melt migrates upwards through the column. Melt composition
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Figure 3.3: Comparison of Richter and McKenzie (1985), solid lines, and this
model, crosses, at various times showing good agreement. Distance is non-
dimensionalised to the characteristic length scale of Richter and McKenzie (1985).
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Figure 3.4: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 0, 30, 60 and 120 for an initially homogeneous column at Ti = 0.1, φi = 0.2 and
Ci = 0.12 governed by a eutectic phase diagram where the eutectic composition,
e, is 0.6417. Solid lines show the results when species transport is included, dots
show cases which do not include species transport. The solid composition is not
shown and is constant at a value of 0, pure component A, throughout the column.
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at the base of the column becomes enriched in B relative to the top and is also more
enriched in B than the melt layer. The size of this B rich region also grows with time,
similar to temperature.
During compaction, melt moves relative to the matrix leading to the observed melt
fraction proﬁles. This also leads to the observed compositional and temperature vari-
ation in models including species transport. Where there is net melt loss, such as at
the base, the bulk composition tends towards the crystal phase A. Melt from the base
travels upwards and forms the pure melt layer at the top of the column above zM . Melt
here is rich in B compared to both the solid, which is pure A, and the initial bulk
composition. Regions with net melt loss tend towards A, whilst regions with net melt
gain tend towards the eutectic composition, e (C = 0.64). Relative movement between
melt and matrix leads to a diﬀerentiation in the bulk composition, with A in the crystal
phase moving downwards, and B in the melt phase moving upwards. Note that for an
initial bulk composition on the other side of the eutectic, C > e, the solid consists of B
and the melt is enriched in A compared to the initial composition.
The changes in bulk composition, due to compaction, lead to changes in temperature
and melt composition, which are only observed when species transport is accounted
for. Local changes in bulk composition and melt fraction cause local thermodynamic
disequilibrium. For a given temperature and bulk composition, only one melt fraction is
possible at thermodynamic equilibrium and if this is not the local melt fraction, phase
change is required. An excess of melt requires crystallisation and a deﬁcit of melt requires
melting. These changes can also be viewed as being caused by an enrichment or depletion
in the bulk concentration relative to an equilibrium temperature and melt fraction. An
enrichment in A requires crystallisation to restore equilibrium and a depletion in A
requires melting. These changes in phase lead to the observed changes in temperature
through the column. Where compaction is most important, i.e. in the boundary layer
at the base, the temperature change is largest. At each point in the system there is a
ﬁxed amount of heat, partitioned between latent heat, required to form the melt phase,
and speciﬁc heat, which determines the temperature. Phase change can only occur
through conversion of latent heat to speciﬁc heat, or vice versa. Crystallisation converts
latent heat to speciﬁc heat, causing warming as observed at the base of the column,
whilst melting converts speciﬁc heat to latent heat, causing cooling. The changes in
temperature cause changes in the equilibrium melt composition. Cooler temperatures,
present at the base, lead to melt compositions richer in B and closer to the eutectic (e)
than warmer temperatures higher in the column. The melt compositions at the base are
therefore more enriched in B than the initial melt composition. As melt composition
changes locally and phase change takes place, small changes develop in melt fraction
and bulk composition relative to the case with no species transport.
The diﬀerences in melt fraction and bulk composition between cases with and with-
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out species transport are subtle, on the order of 1-2%. The temperature decrease which
is generated during species transport corresponds to real drop of ∼ 5-10 K assuming the
thermal parameters for the Anorthite-Diopside system and the resultant melt compos-
tion varies by diﬀerences of the order of 1-2%. These diﬀerences are not large, but are a
direct result of species transport coupled to melt migration and have not previously been
observed. When more complex systems are examined, such as when heterogeneities are
introduced, the consequences of these processes are important and are discussed later.
3.3.3 Solid Solution Phase Diagram
Figure 3.5 shows the evolution of a column with the same initial temperature and melt
fraction as the eutectic system (Ti = 0.1 and φi = 0.2). To achieve this melt fraction for
the same initial temperature as in ﬁgure 3.4, an initial bulk composition of Ci = 0.49 is
required. This bulk composition yields an initial melt composition of CLi = 0.245 and
an initial solid composition of CSi = 0.552. Again the cases where species transport is
neglected are shown by the dots.
Regardless of whether species transport is modelled or not, melt fraction (ﬁgure
3.5b) decreases at the base and a melt layer forms at the top as melt is expelled from
the matrix, as in the eutectic case (ﬁgure 3.4b). Bulk composition (ﬁgure 3.5c) becomes
enriched in B (C = 1) at the base, whilst the melt layer has a bulk composition enriched
in A (C = 0). Also as observed previously, temperature and melt composition remain
constant without species transport. When species transport is included, the temperature
cools at the base (ﬁgure 3.5b), though the magnitude of the cooling is less than the
eutectic case (ﬁgure 3.4a). Melt composition during species transport (ﬁgure 3.5d)
becomes enriched in A at the base compared to the initial melt composition, as does the
solid composition (ﬁgure 3.5e).
The variation in temperature, and therefore melt composition, is due to the same
processes as in the eutectic case. Transport of species leads to local thermodynamic dis-
equilibrium, melting takes place, the column cools locally and melt composition changes.
Equilibrium solid composition varies with temperature for a solid solution and is a mix-
ture of A and B, unlike the eutectic which can be either A or B (C = 0 or 1). During
species transport solid composition therefore varies at the base with time as the cooler
region develops and bulk composition tends towards a mixture of A and B during com-
paction. Again the diﬀerences between cases with and without species transport are
subtle, with temperature diﬀerences translating into ∼5 K and diﬀerences in melt frac-
tion and bulk and melt composition of the order of 1-2%. Though small, these diﬀerences
do arise regardless of the phase diagram used.
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Figure 3.5: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 0, 30, 60 and 120 for an initially homogeneous column at Ti = 0.1, φi = 0.2
and Ci = 0.49 governed by a solid solution phase diagram. Solid lines show the
results when species transport is included, dots show cases which do not include
species transport.
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Figure 3.6: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 0, 1, 5 and 10 for an initially heterogeneous column at Ti = -0.1 and Ci =
0.12 from z = 0 to z = 5 and Ci = 0.95 from z = 5 to z = 10 governed by a
eutectic phase diagram where the eutectic composition, e, is 0.6417. Solid lines
show the results when species transport is included, dots show cases which do not
include species transport. The solid composition is not shown and is constant at
a value of 0, pure component A, between z = 0 and z = 5 and 1, pure component
B, between z = 5 and z = 10.
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3.3.4 Heterogeneous Composition in a Eutectic System
Figure 3.6 shows the temperature, melt fraction, bulk and melt compositions for an
initially heterogeneous column, governed by the eutectic phase diagram. At t = 0, Ci =
0.12 from z = 0 to z = 5 and Ci = 0.95 from z = 5 to z = 10. This means at t = 0, the
solid composition in the bottom half of the column is pure A (C = 0) and pure B (C =
1) in the top half of the column. These bulk compositions have been chosen so that at
the initial temperature (Ti), there is a uniform melt fraction in the column (φi = 0.2).
Any variation in melt fraction is therefore due to melt migration and species transport.
Melt fraction (ﬁgure 3.6b) decreases at the base of the column and a melt layer
forms at the top of the column whilst the bulk composition tends towards A at the
base (ﬁgure 3.6c) as in the homogeneous case (3.4b) both with and without species
transport. However, at the interface between the two compositional layers a high melt
fraction rapidly forms and by t = 5, the melt fraction here exceeds 0.8 for the case
with species transport. This high melt fraction moves downwards and grows with time
during compaction. Where this high melt fraction forms, the temperature decreases,
cooling with time (ﬁgure 3.6b) and the region surrounding the interface also cools with
time. Without species transport (dots, ﬁgures 3.6a and b), no melt layer forms at the
interface and temperature remains constant.
When species transport is included, a compositionally mixed region develops at the
interface, growing with time. Bulk composition here varies from the initial value in the
lower layer (C = 0.12) to the initial value of the upper layer (C = 0.95) passing through
the eutectic composition (e, C = 0.64). Initially, melt compositions are diﬀerent in each
layer, C = 0.6 in the lower layer and C = 0.72 in the upper layer (ﬁgure 3.6d). In the
mixed region, the melt composition in each layer tends to the eutectic composition and
passes through the eutectic value (e, C = 0.64) at the interface. At t = 0, the solid
composition (not shown) is A in the lower half and B in the upper half. As compaction
takes place, the interface between A and B moves downwards with time and crystals
of B enter the lower half of the column mixing with melt initially in equilibrium with
crystals of A.
The most signiﬁcant diﬀerence between the homogeneous (ﬁgure 3.4) and the hetero-
geneous case during species transport is the generation of the high melt fraction at the
interface, which forms due to the mixing of melt and crystals from each layer. Mixing at
the interface provides local thermodynamic disequilibrium and to restore equilibrium,
melting of the crystal phase takes place. This produces the high melt fraction observed
and the associated cooling as speciﬁc heat is converted to latent heat. Heat then diﬀuses
towards the interface from above and below and is converted to latent heat during melt-
ing, cooling the surrounding region. The resulting temperature is close to the solidus
but a large melt fraction is present. At equilibrium and at temperatures close to the
solidus, high melt fractions can be generated providing the bulk composition is close to
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the eutectic, e (C=0.64). The movement of melt upwards and crystals downwards yields
bulk compositions close to this value, yielding high melt fractions.
This type of behaviour cannot occur for systems governed by solid solution phase
diagrams because only one solid composition and melt composition can coexist at equi-
librium for a given temperature (ﬁgure 3.2c). The eutectic system has two melt and solid
compositions, one each side of the eutectic, e, able to co-exist at the same temperature
(ﬁgure 3.2a) giving rise to the behaviour seen here in an initially isothermal column. If
species transport is not accounted for, the changes in melt fraction, temperature and
composition associated with mixing at the interface are not captured.
3.3.5 Heating from Below
Cases in which the column is heated from below have also been modelled and the tem-
perature, melt fraction and bulk and melt composition proﬁles are shown in ﬁgures 3.7,
3.8 and 3.9. The column is initially at a temperature below the solidus, Ti = −0.1 and
heat is allowed to enter through the base. The temperature at the base of the column
is ﬁxed at t = 0 at a value of T = 0.5 and does not vary with time (equation (3.18).
During the development of a partially molten region and subsequent melt migration,
high melt fraction layers form and rise (ﬁgures 3.7b, 3.8b and 3.9b). This is the same
behaviour as observed in models which neglect species transport (e.g. Jackson et al.,
2003). The formation of these layers is due to diﬀerences in the transport rates of heat
and mass, characterised by the eﬀective thermal diﬀusivity, κeff . Here, cases without
species transport are not used for comparison and important diﬀerences between the
two cases are discussed later when the model is applied to the deep crust (§3.4.2.1).
3.3.6 Heating from Below in a Eutectic System
Heating from below for the eutectic is shown in ﬁgure 3.8. In this case, the initial bulk
composition, Ci = 0.12 and the temperature at the base of the column is 0.5.
As heat enters the column from the base, the solidus isotherm (T = 0) moves upwards
(ﬁgure 3.7a). Heat entering the system causes melting and the partially molten region
grows with time. Once melt is generated, it migrates upwards and forms a high melt
fraction layer which grows and rises with time (ﬁgure 3.7b). The bulk composition
(ﬁgure 3.7c) evolves in response to melt migrating upwards, becoming enriched in B (C
= 1) in the melt layer and tending to A (C = 0) at the base. The melt composition is
determined by the temperature and is therefore more enriched in B at the top of the
partially molten layer close to the solidus isotherm, than at the base where the melt
is more enriched in A (ﬁgure 3.7d). Solid composition (not shown) is pure A at all
temperatures above the solidus, a mixture of A and B at the solidus, and the initial
bulk composition at temperatures below the solidus.
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Figure 3.7: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 0, 5, 10 and 25 for a eutectic with Ci = 0.12 and Ti = -0.1. The column is
heated from below at a constant temperature of 0.5. The solid composition is not
shown and is constant at a value of 0, pure component A, in the partially molten
zone and at the bulk composition in the region below the solidus temperature.
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Melt which is generated at the base, close to the contact with the heat source, is
enriched in B, relative to the initial bulk composition. As this melt migrates upwards, the
base becomes depleted in B and the melt layer which forms becomes enriched in B. The
melt layer becomes further enriched in B as new melt forms at the solidus isotherm and
this process drives the diﬀerentiation observed in bulk composition. At the base, where
B has melted out and migrated upwards, the column is sterile and unable to produce
further melt. As melt migration drives the bulk composition towards the crustal end
member A, the heat required to produce melt increases. Eventually the temperature at
the base of the column is too low for new melt to be produced. As melt rises, it cools
and changes composition. The temperature of the high melt fraction layer is close to the
solidus, and therefore consists of melt close to eutectic composition. This melt has the
same composition as melt produced after static melting to the same temperature, but
has accumulated to much higher melt fraction. To produce a melt fraction of 0.6 from
the same initial composition during static melting requires a temperature of 0.84 and
would have a melt composition of 0.2 (80% A, 20%B), compared to a melt composition
of 0.62 (38% A, 62%B) during melt migration and species transport.
The melt layer which forms during heating from below is thicker than those formed
due to mixing in a eutectic system with a width of 1 compared to 0.2 in the case of mixing.
They also form slower, it takes a time of 5 to exceed 60% melt during mixing, compared
to 50 during heating. The diﬀerent physical processes responsible for the formation
of the high melt fractions lead to the observed diﬀerences in size and formation time.
Phase change as a result mixing is faster, but accumulation of melt during heating from
below produces larger volumes of melt at high melt fraction.
3.3.7 Heating from Below in a Solid Solution
Heating from below for the solid solution is shown in ﬁgure 3.8. In this case, the initial
bulk composition, Ci = 0.55, has been chosen to produce a solidus temperature of T =
0 and the underplating temperature is the same as for the eutectic case, T = 0.5.
The melt fraction and temperature proﬁles (ﬁgures 3.8a and b) are similar to those
observed for the eutectic case (ﬁgure 3.7). However, diﬀerences in the behaviour of
the solid solution and eutectic phase diagrams lead to the diﬀerences observed in the
bulk melt and solid compositions. At the base of the column, there is an enrichment
in the bulk composition towards B (C = 1) and an enrichment towards A (C = 0)
in the melt layer (ﬁgure 3.8c). The melt composition varies from more B rich at the
base at high temperature, to more A rich at the top of the partially molten zone (ﬁgure
3.8d). Importantly, solid composition is temperature dependent for a solid solution, so
enrichment in B increases with temperature, unlike for the eutectic, where the solid is
either pure A or B. Solid composition (ﬁgure 3.8e) ranges from more B rich at the base
where it is hotter, to more A rich at the top.
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Figure 3.8: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 0, 5, 10 and 25 for a solid solution with Ci = 0.55 and Ti = -0.1. The column
is heated from below at a constant temperature of 0.5.
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The generation of a sterile layer at the base, with composition C = 0.8, is observed
for the solid solution, similar to the eutectic case. Further increasing the temperature
at the base above T = 0.5, the temperature at the base, will still produce melt when
the bulk composition is 0.2 at the base. However in the eutectic case, a large increase
in temperature to T = 1 is required as the residual is pure A.
The melt layer forms in similar time to the eutectic case, needing a time to exceed
a melt fraction of 0.6 of 50 and a width of 2, compared to 1 in the eutectic case. This is
because, for a similar increase in temperature, the solid solution phase behaviour yields
larger volumes of melt. The high melt fraction layer which accumulated for the solid
solution case has a melt composition of 0.2, a solid composition of 0.5 and a a melt
fraction of 0.6. To produce the same melt fraction through static melting requires a
temperature of 0.46, yielding melt and solid compositions of 0.42 and 0.75 respectively.
Compaction and species transport during heating from below therefore produces melt
and solid compositions richer in B that would be expected at the same melt fraction
during static melting.
3.3.8 Heating from Below in a Heterogeneous System
The heterogeneous case (ﬁgure 3.9) is initially at Ti=0.1 and has Ci = 0.12 from z = 0
to z = 2.5 and Ci = 0.95 from z = 2.5 to z = 5. These are the same initial compositions
as chosen for the heterogeneous case in ﬁgure 3.6 and the column is governed by the
same eutectic phase diagram as used previously.
Initially a high melt fraction layer forms and rises through the partially molten zone,
becoming enriched in B as in ﬁgure 3.7. Once the melt layer reaches the compositional
interface however, a large amount of melt is rapidly generated and the melt fraction
at the interface increases to φ = 1 (ﬁgure 3.9b). The mixed region which forms when
melt percolating upwards meets crystals compacting downwards, has a bulk composition
close to the eutectic (e, C = 0.64) (ﬁgure 3.9c). The melt composition near the interface
is also close to eutectic as the temperature here is close to the solidus (ﬁgure 3.9d).
As with the initially isothermal column in ﬁgure 3.6, the generation of melt at the
interface requires the conversion of speciﬁc to latent heat and this heat is provided by
the source at the base of the column. The solidus isotherm in this case becomes ﬁxed
with time at the interface as the melt layer forms (ﬁgure 3.9a). Heat entering from below
is converted to latent heat at the interface and cannot warm the overlying column. The
temperature remains the same at the height of the interface in the column whilst there
is a crystal phase to convert to melt, in this case crystals of B. Once these are exhausted,
heat can diﬀuse through the interface and warm then melt the upper half of the column
(ﬁgure 3.9b). Once melt in the region above the compositional interface begins to form,
melt migrating upwards continues and melt begins to accumulate in the upper layer.
In the homogeneous case during heating from below, the solidus isotherm migrates
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Figure 3.9: Temperature, Melt Fraction, Bulk and Liquid Composition profiles at
t = 17.5, 20, 22.5 and 30 for a eutectic system. Time-steps are not equally spaced
to show the behaviour after upper layer begins to melt. The column is heated
from below at a constant temperature of 0.5. Ci = 0.12 from z = 0 to z = 5
and Ci = 0.95 from z = 5 to z = 10. The solid composition is not shown and
is constant at a value of 0, pure component A, between z = 0 and z = 2.5 and
1, pure component B, between z = 2.5 and z = 5 when the system is partially
molten and the bulk composition otherwise.
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upwards with time. However, in the heterogeneous case it migrates upwards until it
reaches the compositional interface, where it stalls as heat entering from below is con-
verted into latent heat associated with melting. Here high melt fraction forms both
due to mixing, and to the accumulation of melt migration upwards from below which
becomes trapped below the solidus isotherm. The temperature remains pinned at the
compositional interface until component B is exhausted and further melting is not pos-
sible. The solidus isotherm then migrates into the overlying layer where phase change
and melt migration take place.
3.4 Discussion
3.4.1 Importance of Species Transport
Species transport plays an important role in the evolution of partially molten zones
undergoing buoyancy driven compaction. Whilst results presented here show similar
behaviour for a homogeneous column with uniform initial temperature and melt fraction
to models which omit species transport (e.g. Richter and McKenzie, 1985), they also
show several important diﬀerences not previously captured. In the initially uniform
column (ﬁgure 3.4), species transport leads to subtle changes in temperature, melt
fraction and bulk and melt composition. Species transport is especially important for a
heterogeneous column, where large melt fractions can form rapidly. If species transport
is not accounted for, the mechanism by which these high melt fractions form, namely
mixing between compositionally distinct layers, is not addressed. Clearly, models which
aim to explain the evolution of heterogeneous multi-component systems must account
for species transport to fully describe their behaviour. This is especially important in
the crust, where heterogeneity is common.
The parameters governing the compaction process are poorly constrained unlike the
thermal parameters which are better understood. Parameters, such as melt and matrix
viscosity and the density contrast, determine the characteristic time- and length scales of
the system under investigation. When the column is heated from below, the formation of
the melt layer, and its subsequent rise through the partially molten zone, is characterised
by the eﬀective thermal diﬀusivity, κeff (equation (3.28). Larger viscosities generally
increase the size of, and time required for the formation of boundary layers in an initially
uniform column (cf. equations (3.21 and 3.22). Variations in the physical parameters
alter κeff and the inﬂuence of these variations has been investigated previously (Jackson
and Cheadle, 1998). Figure 3.10 shows the behaviour for a range of eﬀective thermal
diﬀusivites for a column heated from below. Smaller values of κeff yield thinner melt
layers lower in the column, whilst larger values yield more melt and thicker melt layers.
Importantly, high melt fraction layers consisting of melt enriched toward the eutectic
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Figure 3.10: Variation in melt fraction and bulk composition for a range of effective
thermal diffusivities (κeff ) at t = 25 for a column heated from below with Ti =
0.1 and Ci = 0.2. Values of κeff cover the range of uncertainty in melt visocosity
(table 3.2).
composition occur for all values of κeff examined.
As compositions vary during species transport, it is important to note that both the
thermal and physical properties are compositionally, as well as temperature dependent.
Here, constant values are used for these parameters, independent of temperature and
composition, but this is not full description. Getson and Whittington (2007) showed
melt viscosity varies with temperature and composition in the Anorthite-Diopside sys-
tem. Changing composition leads to increases in viscosity by one order of magnitude,
compared to three orders of magnitude due to temperature diﬀerences. As melt layers
form for a range of values of κeff , the general behaviour observed here will occur for a
range of values, though melt viscosity changes with temperature. Clemens and Petford
(1999) however, showed that during melting of amphibolites, lower temperature granitic
magmas are wetter, and therefore have a decreased viscosity, buﬀering the temperature
eﬀect. The eﬀect of variation in melt viscosity in typical lower crustal systems may
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therefore be smaller than in binary systems
Whilst only binary phase diagrams are considered here, ternary and quaternary
systems are better models of real rocks, Anorthite-Albite-Diopside for example is a
good model of basaltic and dioritic magmas (Weill et al., 1980). Work is needed to fully
parameterise more realistic phase diagrams, but many of the results here will still apply.
Local variations in the bulk composition as a result of species transport will cause
phase change, and therefore temperature change, under thermodynamic equilibrium,
regardless of how many components are present in the system. Mixing between melts
and crystals in disequilibrium can lead to the formation of the high melt fraction observed
in this model. The requirement for generation of these high melt fractions during mixing
is the existence of a eutectic point. Ternary and quaternary systems which contain such
points will therefore exhibit this behaviour.
3.4.2 Application to Geological Systems
3.4.2.1 Magma Mobilisation in the Deep Crust
The case of heating from below modelled here is a simpliﬁcation of underplating of
country rock by hot magma. This process has been invoked as the source of large
volumes of evolved crustal material (e.g. Huppert and Sparks 1988; Bergantz 1989;
Bergantz and Dawes 1994; Petford and Gallagher, 2001; Jackson et al., 2005; Annen
et al., 2006). Magmas mobilise when the matrix disaggregates and the rheology of
the system changes from a solid containing an interconnected liquid ﬁlled pore space
to a liquid containing suspended crystals. This transition is termed the solid-liquid
transition, SLT, (Rosenberg and Handy, 2005) or the critical melt fraction (Miller et al.,
1988) and estimated values range from ∼40-60% (Barnes, 1999; Petford, 2003; Costa,
2005; Rosenberg and Handy, 2005).
A simpliﬁed version of the DCHZ model presented in chapter 2 has been used to
illustrate the importance of species transport during melt migration in the formation of
evolved magmas. Instead of using repetitive emplacement of sills as the source of heat,
as in chapter 2, the column, governed by the eutectic phase diagram, is heated from
below and three cases are examined: no melt migration, melt migration with no species
transport and melt migration with species transport. The case with no melt migration
is similar to models with crustal underplating (e.g. Petford and Gallagher, 2001) and in
this case compositions are inferred from temperature, melt fraction and the initial bulk
composition. The case with melt migration, but no species transport, is similar to those
presented by previous workers where phase change is handled using compositionally
independent melt fraction-temperature (X-T ) relationships (e.g. Jackson and Cheadle,
1998). When using a ﬁxed X-T relationship, all phase changes assumes the initial bulk
composition melting relationship, ignoreing the variation in bulk composition arising
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from species transport. Compositions are inferred from temperature, melt fraction and
the initial bulk composition. For each case, the region is heated from below with a
temperature of T = 0.5, the same as models previously shown (ﬁgures 3.7 and 3.9)
and models with melt migration but no species transport (Jackson and Cheadle, 1998).
Evolved melt is deﬁned as melt in equilibrium at low temperature, so compositions closer
to the eutectic composition (C = 0.64) represent more evolved melts.
Without melt migration (crosses, ﬁgure 3.11), the melt fraction proﬁle follows the
temperature proﬁle and the highest melt fraction is located at the base near the con-
tact. At the highest melt fraction, melt has the least evolved composition. With melt
migration (solid line and dashes, 3.11), melt rising through the partially molten zone,
accumulates to high melt fraction below the solidus isotherm, in excess of 0.5, both with
and without species transport similar to behaviour observed previously (e.g. Jackson et
al., 2003). However, the accumulated melt is at low temperature and its composition is
close to the eutectic, which in this model corresponds to an evolved melt composition.
When species transport is accounted for, there is less melt present in the column than
without species transport. This is a direct consequence tracking species transport on
the melt productivity. When melt migrates upwards, the remaining matrix becomes
increasingly A rich, and therefore more refractory. Compositions richer in A produce
less melt at lower temperatures and become less productive. If species transport is not
accounted for, this behaviour is not captured and the base of the column can unreal-
istically continue to produce melt. By accounting for species transport, changing melt
productivity is included in the model, leading to better controls on melt fraction.
During melt migration and species transport, a large volume of low temperature melt
with eutectic-like composition is able to accumulate, exceed the SLT and form a mobile
magma conﬁrming previous models of the DCHZ which did not account for species
transport (chapter 2). If this magma leaves the source region and ascends through the
crust, large scale diﬀerentiation can take place. The residue remaining in the source
region consists of refractory minerals. In the work presented here, the compositions
of the residue and mobile magma have been explicitly calculated for a binary system
and extension to more realistic multi-component systems, as discussed above, will likely
show the same behaviour. The time required for the formation of this mobile magma is
7500 years, using the values given in table 3.2, and it forms 1.4 km above the contact.
In the models presented here, two diﬀerent physical processes are responsible for
producing melt fractions which may exceed the SLT even when the initial melt fraction
lies below the SLT: mixing between compositionally distinct layers, and accumulation
of melt migrating upwards. High melt fractions formed during mixing exceed the SLT
typically two orders of magnitude faster than those formed when melt accumulates and
the two processes may also exhibit diﬀerent chemical signatures. Magmas, generated
after mixing (ﬁgure 3.6) typically have compositions closer to the eutectic than those
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Figure 3.11: Temperature, Melt Fraction, Bulk and Melt Composition profiles at
t = 75 with Ci = 0.08 and Ti = -0.1 with an underplating temperature of 0.5
governed by a eutectic phase diagram. Three cases are shown: the dashes show
no melt migration, the dots show melt migration but no species transport and the
solid line shows both melt migration and species transport.
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which form after accumulation (ﬁgure 3.7). As bulk compositions generated during
mixing are close to the eutectic, they represent more evolved magmas than accumulation
generates. When both accumulation and mixing take place in the same region (ﬁgure
3.9), a situation likely in the heterogenetic crust, the resultant compositions are close
to the eutectic, representing more evolved magmas than by accumulation alone (ﬁgure
3.7).
Previous coupled models of phase change and melt migration without species trans-
port (e.g. Jackson and co-workers, 1998; 2003; 2005; chapter 2) are a good ﬁrst order
approximation to the behaviour observed here, as shown by the similarity in behaviour
in ﬁgure 3.11, most signiﬁcantly the low temperature, high melt fraction layers generated
in these models are replicated in this work. However here, it is possible to predict the
bulk, melt and solid composition in the melt layer explicitly instead of assuming it from
temperature as well as accounting for declining melt productivity, marking a signiﬁcant
improvement over previous work.
3.4.2.2 Layered Intrusions
Compaction has been suggested as a possible mechanism for some of the observed diﬀer-
entiation in layered igneous intrusions (e.g. Irvine, 1980; Naslund and McBirney, 1996).
The Rum layered intrusion in Scotland has been mapped extensively and shows evidence
for melt migration during its formation. Of particular interest here is Unit 9 and the
Wavy Horizon (Bédard et al., 1988; Holness et al., 2007). Unit 9 consists of a troctolite,
consisting primarily of olivine and calcic plagioclase with small amounts of pyroxene,
overlain by a gabbro. The contact between the two layers is marked by a pyroxene rich
layer termed the Wavy Horizon. Figure 3.12a shows the Wavy Horizon in outcrop; the
darker gabbro overlies the troctolite as indicated by the schematic (ﬁgure 3.12b). The
Wavy Horizon forms the boundary between the troctolite and the gabbro, is well deﬁned
and undulates through the outcrop, cross-cutting textural and modal layering (Holness
et al., 2007).
The formation of the Wavy Horizon has been attributed to the intrusion of a pi-
critic sill and subsequent inﬁltration metasomatism (Holness et al., 2007). Melt from
the picritic sill entered the overlying gabbro, displacing the pre-existing melt upwards
and dissolving clinopyroxene, whilst crystallising olivine and plagioclase. However, a
quantitative model has not yet been presented to conﬁrm this. The results presented in
ﬁgures 3.4 and 3.7 show that compositional layering can arise from an initially homo-
geneous column, either with uniform initial melt fraction or during heating from below.
The aim here is to investigate if melt migration in an initially homogeneous column
can lead to the formation of phenomena similar to the Wavy Horizon. A simpliﬁed
model of unit 9 after the intrusion of a picritic sill is presented in which the column is
heated from below. The heat source is then removed and the column is allowed to cool
72
b)
a)
Gabbro
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Figure 3.12: The Wavy Horizon of Unit 9, Rum. a) shows the outcrop in the field
with a hammer for scale. b) shows a schematic of the outcrop shown in a) with
gabbro overlying troctolite and separated by the Wavy Horizon.
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to below the solidus. The column is modelled in one-dimension as melt migration is
primarily vertical, although undulations in the Wavy Horizon suggest melt migration is
important in three dimensions. The Forsterite-Diopside binary phase diagram is used
(ﬁgure 3.13), serving as a simpliﬁcation of the Forsterite-Diopside-Anorthite phase di-
agram which would better model the system. To do this, olivine and plagioclase are
assumed to behave as a single component. The equations describing the phase diagram
are given by
CL =


−b3−
√
b2
3
−4a3(c3−T )
2a3
C < e
−b4+
√
b2
4
−4a4(c4−T )
2a4
C > e
(3.31)
CS =


0 C < e
1 C > e
(3.32)
a3 = −128, b3 = −24, c3 = 1392
a4 = −505.55, b4 = 1143.6, c4 = 1251.95
e = 0.125
The data for the Forsterite-Diopside binary is taken from Osborne and Tait (1952) and
the C -T relationships are determined from the experimental data using a quadratic ﬁt.
The physical parameters, e.g. matrix viscosities, grain sizes and the density contrast,
of the system are poorly constrained and the same values are used as in earlier models
(table 3.2) to allow for comparison (κeff = 0.0384 and Ste = 0.237). Variations in
these parameters alter the time- and length-scales required for diﬀerentiation, but the
results will be qualitatively similar. The aim here is not to reproduce the observations
exactly, but to show that diﬀerentiation similar to that observed in unit 9 of the layered
intrusion, Rum is possible from an initially homogeneous column. Results are therefore
given in dimensionless units.
Figure 3.14 shows the evolution of a column with initially uniform composition
heated from below until t = 50. The initial composition is 0.8 (80% forsterite and 20%
diopside) and if plagioclase and olivine are treated as one component and the diopside
treated as the pyroxene component, this corresponds to the bulk composition of the unit
9 gabbro (Holness et al., 2007). Melt at temperatures close to the solidus in the Fo-Di
system is highly enriched in diopside due to the position of the eutectic at C = 0.125.
As heat enters the system, a high melt fraction layer forms and rises through the
partially molten region similar to those previously observed (ﬁgure 3.14a). The com-
position of this melt layer is highly enriched in diopside compared to the initial bulk
composition, whilst the base becomes highly enriched in forsterite (ﬁgure 3.14b). When
the column subsequently cools (after t = 50), the highly enriched melt layer freezes,
yielding the resultant bulk composition proﬁle (ﬁgure 3.14f). The composition where
74
e1890
1392
1387
Fo + L
L
Di + L
Fo + Di
FoDi
T
e
m
p
e
ra
tu
re
 (
K
)
Figure 3.13: Phase diagram for the Forsterite-Diopside system with the eutectic
point at 87.5% Forsterite, 12.5% Diopside or 0.125. Modified from Osborn and
Tait (1952).
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Figure 3.14: Temperature, melt fraction and bulk composition for a region with
constant initial bulk composition at t = 50, 100 and 150. Temperature is marked
by dots and melt fraction by the solid line in a, c, and e. The heat source at the
base is removed at t = 50. g shows the modal composition of traverse h, modified
from Holness et al. (2007).
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the melt layer formed then froze is enriched in diopside, reaching the eutectic value (C
= 0.125) at z = 2.5. This highly enriched layer corresponds to the Wavy Horizon, with
bulk composition above unchanged from the initial value corresponding to the gabbro,
and composition below becoming highly depleted in forsterite, corresponding to the
troctolite (ﬁgure 3.14g). As melt rises, the diopside is ‘washed out’ and accumulates in
the melt layer, eventually producing a diopside rich layer similar to the Wavy Horizon.
The compositional heterogeneity generated by this process supports the mechanism of
melt and species transport after heating as the source of the observed in unit 9, Rum.
3.4.2.3 Cooling Sills and Lava Flows
Crystal mushes also form during the cooling of sills and lava ﬂows with species trans-
port during compaction playing an important role. Compositional proﬁles in sills often
display an S-shaped compositional proﬁle (e.g. Latyov, 2003 and references therein) and
this variation has also been noted in ﬂood basalts (e.g. Philpotts et al., 1996; Philpotts,
1999). The Holyoke ﬂood basalt shows this S-shape composition proﬁle (ﬁgure 3.15)
and has been modelled by Boudreau and Philpotts (2002) using equations based on
those of McKenzie (1984). They however used MELTS to determine bulk composition
from temperature and did not explicitly model species transport. Application of the
model presented here to such cases may provide a better description of how composition
evolves during cooling and compaction.
To illustrate this, a column initially with homogeneous melt fraction, temperature
and composition cooled from above and below is shown in ﬁgure 3.16. The eutectic
phase diagram is used to describe the phase behaviour of the system as before and
the physical and thermal parameters are unchanged from previous values in table 3.2.
This case shows how a sill or a lava ﬂow may cool and how compositional variation
evolves as a consequence of compaction. Towards the base there is a net loss of melt,
so the bulk composition tends to component A. The opposite is true towards the top
of the column where there is a net gain of melt and the composition tends toward the
eutectic. At the top and base of the column the system freezes before large scale melt
migration can occur so bulk composition variation is small. This leads to the S-shaped
compositional variation which develops during melt migration and is retained after the
system cools below the solidus. This proﬁle is qualitatively similar to the observed
compositional variation proﬁles (e.g. ﬁgure 3.15). Local variations in outcrop however,
due eﬀects such as crystal settling or rupture of the matrix, may lead to composition
proﬁles which do not directly compare to the ideal case presented here. Further work
and the use of a ternary phase diagram would allow real systems to be modelled more
closely and predictions regarding compositional variation and the time-scales over which
they develop to be made.
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Figure 3.15: Weight % magnesium oxide and titanium concentration versus height
of Holyoke flood basalt. Modified from Phillpotts et al. (1996).
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Figure 3.16: Cooling of a sill from above and below with Ti = 0.1, Ci = 0.4 giving
and initial melt fraction, φ = 0.75. The under - and over-plating temperatures are
both the same with a value of -0.4. κeff in this case is 0.1. Snapshots showing the
temperature, melt fraction and bulk composition at t = 0, 25 and 50 are shown.
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3.5 Conclusion
The model presented here provides new insights into systems undergoing buoyancy
driven compaction and shows the generation of compositional variation from initially ho-
mogeneous systems as well as the formation of large melt fractions at interfaces between
compositionally distinct layers. Models which omit species transport do not capture the
temperature evolution and as a consequence they predict diﬀerent bulk, melt and solid
compositions.
The results suggest that the generation of eutectic-like ‘evolved’ melts is a common
process in binary systems and will also be important for geologically relevant multi-
component systems. Mixing of layers with diﬀerent bulk compositions provides a mech-
anism for the generation of high melt fraction regions which are able to mobilise from
a region with uniform temperature. This is a likely scenario in crustal systems which
display large amounts of layering and heterogeneity.
Application to geological problems, such as underplating and cooling of sills, shows
species transport yields similar compositional proﬁles to those observed in nature. Fur-
ther work, guided by experimental parameters and geochemical data, will allow for the
testing of modelling predictions against geological systems, providing a deeper under-
standing of the formative processes of igneous bodies. Considering physical and chemical
evolution as coupled processes in systems undergoing melt migration is therefore of key
importance to understanding how composition will vary in crustal systems and models
which neglect this are incomplete.
79
Chapter 4
Trace Element Fractionation
During Melt Segregation
4.1 Introduction
Trace elements are an important tool when considering the genesis of magmas and
a wealth of data regarding their distribution in igneous bodies has been collected (e.g.
Wilson, 1989). Fractionation of these elements provides a window on the generation and
segregation processes that lead to the diﬀerentiation and formation of magmas. Melt
migration and ﬂuid dynamical considerations, however, can lead to signiﬁcant variations
from the paradigms considered in steady-state models of trace element concentration
(e.g. Spiegelman, 1996). The assimilation of country rock is an important factor in
determining the trace element concentration of magmas during emplacement in the
deep crust (e.g. De Paolo, 1981; Sparks, 1986; Hildreth and Moorbath, 1988; Spera and
Bohrson, 2005). In this chapter, a model describing the transport of trace elements
during melt migration and phase change is presented. Various cases, applicable to a
range of situations in the crust, such as underplating and cooling of sills and lava ﬂows,
have been modelled and the impact on the resulting trace element distributions is shown.
4.1.1 Trace Element Modelling
A diversity of trace element models exist and fall into four main categories: batch mod-
els, fractional models (e.g. Schilling and Winchester, 1969; Shaw, 1970), continuous
models (e.g. Zou, 1998; 2000) and dynamic models (e.g. Langmuir et al., 1977; McKen-
zie, 1985; Ribe, 1985). Batch, fractional and continuous models consider only phase
change whereas dynamic models consider melt migration. During batch melting, melt
produced does not migrate away from the source rock and the system is assumed to be
in thermodynamic equilibrium at all times. During fractional melting, only the most
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recently produced melt is in thermodynamic equilibrium with the source rock and is in-
stantaneously removed from the source region. No residual melt remains until produced
from further melting. Batch and fractional melting models are end members in which
either no melt is removed, or melt is removed instantaneously. Real systems, however,
do not ﬁt these end member models, with processes such as melt migration and the
tapping of melt at critical melt fractions altering trace element concentrations.
Continuous models (Williams and Gill, 1989; Albarède, 1996) or critical melting
models (Maalře, 1982) assume that once a critical melt fraction is reached, melt can
leave the system. At melt fractions below this value, the system behaves as in the batch
melting model. In the dynamic model of Langmuir et al. (1977), originally developed
for application to mid-ocean ridges, melt is assumed to percolate through a partially
molten region undergoing upwelling. This work showed that mixed melts from diﬀering
degrees of melting are required for the observed trace element concentrations in the
FAMOUS area of the mid-Atlantic ridge but did not perform explicit tracking of the
melt and solid phases. Newer dynamic models (e.g. McKenzie, 1985), which explicitly
model movement of melt relative to the matrix, show bulk concentrations vary during
melt migration, but melt and solid concentrations do not. Phase change and melt
generation, however, are neglected in this model and Zou (1998) showed dynamical
and continuous models to be mathematically identical under these assumptions, only
varying in the time-scales for aggregation of magmas. In certain cases, modelling the
phase change has been coupled to melt migration and trace element transport. Richter
(1986) modelled melting via adiabatic decompression coupled to compaction, showing
the chromatographic separation of trace elements with diﬀering partition coeﬃcients.
Spiegelman (1996) showed a two dimensional model of mantle upwelling produces varied
trace element proﬁles with melting again due to adiabatic decompression. Partially
molten systems are often not closed and melt and solid is able to enter and leave. Open
system modelling of both batch and dynamic systems provides a method for the addition
of material to the source region (Richter, 1986; Navon and Stolper, 1987; Spiegelman,
1996; Zou, 1998; Shaw, 2000). Melt and solid can move separately within the region
and either melt (Zou, 1998) or solid and melt (Shaw, 2000) can enter throughout the
source region, at a variable or constant rate, and exit from the top.
Trace element variation has also been modelled speciﬁcally for crustal systems through
assimilation-fractional crystallisation (AFC; De Paolo, 1981), energy-constrained re-
charge assimilation and fractional crystallisation (EC-RAFC; Spera and Bohrson, 2001)
and melting-assimilation-storage-hybridisation (MASH; Hildreth and Moorbath, 1988)
methods, which represent a signiﬁcant advancement over simpler fractional crystallisa-
tion models (e.g. Shaw, 1970). These models are primarily concerned with the assimi-
lation of crustal material into a magma chamber and the impact this has on resulting
trace element concentrations. The melt fractions at which this occurs are high, and
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movement of melt relative to solid is assumed to be due to crystal settling. MELTS
(Ghiorso and Sack, 1995; Asimow and Ghiorso; 1998) is a useful tool when considering
composition and trace element variation in magmas. It is able to predict melt and solid
trace element concentrations, but does not account for melt migration. Where it has
been used to model trace element concentrations during melt migration processes (e.g.
Boudreau and Philpotts, 2002), their transport is not explicitly accounted for. Trace el-
ement concentrations are instead inferred from the mineral assemblage and the partition
coeﬃcients.
Modelling of deep crustal processes has shown that signiﬁcant melt migration can
occur before magma mobilisation can take place (e.g. Jackson et al., 2003; chapters 2
and 3) with melting experiments showing that this process can produce compositional
diversity (Rushmer and Jackson, 2008; Getsinger et al., 2009). This behaviour signif-
icantly deviates from the paradigms of trace element fractionation outlined above. In
batch, fractional and continuous models, melt migration does not take place, whereas in
many dynamical models, no phase change takes place. Where both phase change and
melt migration are modelled, either the source of melting (adiabatic decompression) or
the mechanism for relative movement of melt and matrix (crystal settling) is unsuit-
able for the deep crust. Here a model describing both compaction and phase change is
presented which is applicable to the formation of magmas in the deep crust.
4.2 Model Formulation
The transport of heat, mass and species in one dimension is modelled using a continuum
formulation of the governing equations describing melt segregation in a partially molten
zone undergoing buoyancy-driven melt migration along grain boundaries. The system
is assumed to be in local thermodynamic equilibrium and therefore there is chemical
equilibrium between the trace element concentrations of the melt and solid phases. Rel-
ative concentrations of the two phases locally can thus be determined from the equations
describing non-modal batch melting.
4.2.1 Governing Equations
The non-dimensionalised governing equations are as described previously (chapter 3,
(3.25) - (3.27)) with the addition of the conservation of trace elements and their par-
titioning between melt and matrix. The melting behaviour is described by a eutectic
phase diagram based on the Anorthite-Diopside system ((3.10) - (3.11)) and cases with
the same initial and boundary conditions as modelled previously for major species trans-
port ((3.15) - (3.17)) are examined. Here, only the equations required in addition to
those of chapter 3 are presented.
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Symbol Name Unit
C bulk composition none
CS solid composition none
CL liquid composition none
Ci initial bulk composition none
DB weighted solid contribution none
I bulk concentration none
IS solid concentration none
IL liquid concentration none
Ii initial bulk concentration none
K partition coeﬃcient none
P weighted melt contribution none
Ste Stefan number none
t time s
T temperature K
Ti initial temperature K
wS matrix velocity ms−1
wL melt velocity ms−1
X melt fraction none
z distance m
zM matrix top none
α permeability exponent none
β viscosity exponent none
κeff eﬀective thermal diﬀusivity none
φ porosity none
Table 4.1: Nomenclature for chapter 4.
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The conservation of a trace element is based on the same formulation as the species
transport equation, which is in turn based on the continuum formulation of Bennon and
Incropera (1987). Melting is assumed to be non-modal, i.e. the two crystal phases melt
at diﬀerent rates and can have diﬀerent partition coeﬃcients, consistent with the use of a
eutectic phase diagram. Mass diﬀusion is neglected, as in the species transport equation
(3.26), due to the large value of the mass Péclet number for typical crustal systems.
Whilst the governing equations are not strictly valid above the solid-liquid transition
(SLT, ∼40 - 60% melt), they are applied here for all melt fractions. This is done to
show the importance of melt migration, without the need to develop a multi-region
model describing the mixed region above and below the SLT.
Conservation of trace elements, neglecting diﬀusion, is given by
∂I
∂t
= − ∂
∂z
(
(1− φ)wSIS
)
− ∂
∂z
(
φwLIL
)
(4.1)
For non-modal melting the concentration of a trace element in the melt is given by
(Shaw, 1970)
IL =
IB
DB + φ(1− P )
(4.2)
and the concentration of a trace element in the solid is given by (Shaw, 1970)
IL =
IB(DB − Pφ)
(DB + φ(1− P ))(1− φ)
(4.3)
The weighted average of the solid contribution to the partition coeﬃcient, DB, is given
by
DB = (1− φ)
∑
i
CBiKi−m (4.4)
where Ki−m is the partition coeﬃcient between i and the melt.
The weighted average of the melt contribution, P, is given by
P = φ
∑
i
CLiKi−m (4.5)
When the Bousinessq approximation is applied, the mass fraction (F) of the original
formulation is equal to the melt fraction (φ), as melt and matrix are assumed to have
the same density except in terms involving gravity.
Elements with K < 1 are incompatible and readily enter the melt and elements
with K > 1 are compatible and remain in the solid phase. A partition coeﬃcient of 1
corresponds to equal partitioning between melt and solid. Typical values for partition
coeﬃcients in the Anorthite-Diopside systems are given in table 4.2 and a range of K =
0.001 to 100 is used in this work.
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Element K
Rb 0.00024
Zr 0.2
Nb 0.006
Ta 0.019
Th 0.008
Nd 0.18
Cr 14
Table 4.2: Partition coefficient, K, for various elements in the Anorthite-Diopside
system (35% An, 65% Di) from Lundstrom et al., 1998.
4.2.2 Model Parameters
The model parameters used are the same as those in chapter 3 and are summarised in
table 4.3. These values are suitable in crustal settings as discussed previously (§3.2.3)
Symbol Name Value
Eﬀective Thermal Diﬀusivity κeff 0.0384
Stefan Number Ste 0.237
Permeability Exponent α 3
Viscosity Exponent β 0.5
Table 4.3: Physical parameters used in chapter 4
4.2.3 Boundary and Initial Conditions
Three cases have been modelled with diﬀerent initial and boundary conditions and the
ﬁrst two of these are as described in chapter 3. In all cases the initial trace element
concentration is normalised to a value of 1. For the ﬁrst case, temperature is instan-
taneously brought to above the solidus, T > 0, at t = 0, yielding constant initial melt
fraction, φ = φi. Heat is not allowed to enter or leave the column as governed by (4.6).
∂T
∂z
= 0, z = 0, zMi (4.6)
where zMi is the top of the column.
At the base of the compacting region there is no ﬂow of melt or matrix, described by
wS = wL = 0, z = 0 (4.7)
The uppermost surface of the matrix moves downwards with time during compaction
and on this surface there is no ﬂux of the solid phase as described by
∂wS
∂z
= 0, z = zM (4.8)
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where zM is the top of the compacting column at time t.
The second case is brought instantaneously to a temperature below the solidus, T < 0,
yielding φi = 0. Heat is allowed to enter, but not leave the system, through the base.
At t = 0 the temperature is increased to T = 0.6 and subsequently remains ﬁxed for all
time yielding the boundary conditions
∂T
∂z
= 0, z = zM
T = 0.6, z = 0 (4.9)
The third case is instantaneously brought to a temperature above the solidus, T > 0,
yielding a constant melt fraction, φ = φi. The temperatures at the base and top of
the column are ﬁxed at T = -1 for all time and they serve as heat sinks, yielding the
boundary conditions
T = −1, z = 0, z−m (4.10)
4.2.4 Numerical Methods
The equations governing the conservation of heat, mass, momentum and species are
solved as in chapter 3. In addition, the trace element conservation equation, equation
(4.1), is solved using a second order Lax-Wendroﬀ scheme (Morton and Meyers, 2005).
4.3 Results
Three types of numerical experiment have been performed with diﬀerent initial and
boundary conditions, as discussed in §4.2.3. For all cases, initial bulk trace element
concentration is normalised to 1 and all results are presented in dimensionless form.
The eutectic phase diagram is used and composition refers to major elements (i.e. A and
B), whilst concentration refers to trace elements. Partition coeﬃcients used range from
highly compatible elements, K = 100, to highly incompatible elements, K = 0.001, and
this range of partition coeﬃcients covers the measured values in the Anorthite-Diopside
system (table 4.2).
4.3.1 Homogeneous Initial Conditions
A perfectly insulated, initially uniform column with initial conditions, Ti = 0.1, φi = 0.2,
Ci = 0.12 and Ii = 1 is allowed to evolve via buoyancy driven melt segregation. These
initial conditions are the same as for cases considering only the transport of major species
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Figure 4.1: Temperature, melt fraction and bulk composition at t = 150 for a
compacting column at t = 150. Ti = 0.1, φi = 0.2, Ci = 0.12.
in a system governed by a eutectic phase diagram (ﬁgure 3.4). The temperature, melt
fraction and bulk composition proﬁles at t = 150, shown in ﬁgure 4.1, are unchanged
from those presented previously in ﬁgure 3.4. Melt fraction decreases at the base, whilst
temperature also decreases here due to phase change caused by compositional variation.
When no phase change takes place, no mass exchange between the solid and melt
phases takes place, correspoding to the model of McKenzie (1985). Melt leaving a control
volume is balanced exactly by solid entering, and vice versa. If chemical equilibrium is
attained between solid and melt, as is required by thermodynamic equilibrium, changes
in melt fraction cannot lead to variations in melt and solid concentrations. Bulk concen-
tration varies as the melt fraction decreases at the base (dots, ﬁgures 4.2 and 4.3a, d and
g) but the solid and melt concentrations do not (dots, ﬁgures 4.2 and 4.3b, c, e, f, h and
i). When major species transport leads to phase change, through local changes in bulk
composition, this is no longer true. For incompatible elements, both melt concentration
(solid line, ﬁgure 4.2b, e and h) and solid concentration (solid line, ﬁgure 4.2c, f and
i) decrease at the base. The opposite is true for compatible trace elements where melt
and solid concentrations increase at the base, though the magnitude of this increase is
small (solid line, ﬁgure 4.3e, f, h and i).
The decrease in trace element concentration at the base is present for all incompat-
ible elements and leads to a more depleted bulk concentration than in cases without
phase change and species transport (ﬁgures 4.2a, d and g). The more incompatible an
element is, the larger the diﬀerences between results with and without phase change.
Compatible elements show diﬀerent behaviour and trace element concentrations increase
at the base, but the magnitude of this depletion is small (ﬁgure 4.2d and g). Elements
which partition equally into the melt and solid, K = 1, show no variation in bulk, melt or
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Figure 4.2: Bulk, solid and melt trace element concentrations for incompatible
elements with partition coefficients K = 0.001, 0.01 and 0.1 for an initially homo-
geneous column with uniform trace element distribution, Ii = 1. Solid lines show
the results when major species transport, and therefore phase change, is included
whilst dots show cases which do not include species transport or phase change.
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Figure 4.3: Bulk, solid and melt trace element concentrations for equipartioning
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100 for an initially homogeneous column with uniform trace element distribution,
Ii = 1. Solid lines show the results when major species transport, and therefore
phase change, is included whilst dots show cases which do not include species
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Figure 4.4: Variation in trace element concentration of the expelled melt from a
compacting column, both with major species transport and phase change (solid
line) and without species transport (dots), with time. Time is given in dimension-
less units and melt concentration is normalised to an initial bulk concentration of
1.
solid concentration as expected (ﬁgure 4.3a, b and c). The size of the region over which
melt and solid concentrations vary from those predicted by models with no phase change
is dependent on the partition coeﬃcient and not the size of the compacting boundary
layer. The more incompatible an element is, the thicker the depleted layer, for K =
0.001, this layer has a thickness of 2 compare to a thickness of 1 for K = 0.1 (ﬁgure 4.2).
As bulk concentration decreases at the base for incompatible elements, the overlying
column becomes enriched. Trace element concentration in the melt therefore varies with
time in response to the depletion at the base, leading to variation in the concentration of
the melt expelled from the matrix. Melt is considered to be expelled from the matrix once
it passes through the top layer of the compacting column (zM ) and with no phase change,
trace element concentration of the expelled melt does not vary with time (dots, ﬁgure
4.4). This is not true, however, when major species transport and related phase change
takes place and trace element concentration of the expelled melt increases with time
(solid line, ﬁgure 4.4). The magnitude of this variation, however, is not large, of order
1% from the value predicted in dynamic models (e.g. McKenzie, 1985), but increases
with time. Whilst diﬀerences in the concentration of the expelled melt between models
with and without phase change is small, the resulting melt and solid concentrations at
the base of the column are signiﬁcantly altered. A small amount of phase change at the
base produces a large depletion in both melt and solid concentrations for incompatible
elements, diﬀering from previous predictions.
90
4.3.2 Heating from Below
Cases in which the column is heated from below have been modelled for the same range
of partition coeﬃcients as the initially uniform column. The column is initially with
a temperature below the solidus, T = -0.1, and heat is allowed to enter through the
base. The temperature at the base of the column is ﬁxed at t = 0 at a value of T =
0.6 and does not vary with time. Similar to ﬁgure 3.4 in chapter 3, where only major
species are considered, compaction leads to the formation of high melt fraction layers
with bulk compositions enriched towards the eutectic composition (ﬁgure 4.5). Melt
transport also causes variation in trace element concentration throughout the column.
Compatible and incompatible elements behave diﬀerently due to the bi-directional ﬂow
of solid and melt with incompatible elements (K < 1) entering the melt preferentially
and being transport upwards, whilst compatible elements (K > 1) remain in the solid
and migrate downwards with the compacting matrix.
As melt rises, incompatible trace elements become highly enriched in the melt layer
relative to the initial bulk concentration, whilst at the base they become depleted (ﬁgure
4.6a). The high melt fraction layer, however, is not uniform in trace element concentra-
tion with more enrichment at the top of the melt layer than at the base (ﬁgure 4.6c). The
ﬁrst melts produced are highly enriched in incompatible trace elements and migrate up-
wards, entering the melt layer ﬁrst. As heat enters the system and the solidus isotherm
moves upwards, new melt, rich in trace elements, is added causing the melt layer to
grow, the leading edge of which becomes further enriched. Melt produced later is less
enriched in incompatible trace elements and after it rises into the bottom of the high
melt fraction layer, there is a dilution in bulk concentration locally. Bulk composition
at the base becomes depleted in trace elements as incompatible elements preferentially
enter the melt and migrate upwards. Crystals compacting downwards further decrease
the bulk composition here. Some melt, however, is present at the base of the system
at very low melt fraction. At low melt fraction, melt is hard to ’squeeze’ out of the
matrix due to the increase in solid viscosity (chapter 3 equation (3.6)). Thus the melt
enriched in trace elements eﬀectively becomes trapped at the base, causing the peak in
melt concentration.
Compatible trace elements, K > 1, preferentially entering the solid are transported
downwards during compaction. The distribution of compatible trace elements is more
uniform over the melt layer than for incompatible trace elements and the melt layer
becomes depleted compared to the initial concentration (ﬁgure 4.6d). At the base of
the melt layer there is an accumulation of crystals compacting downwards with an
enrichment at z = 1 in compatible trace elements. As the system remains in local
thermodynamic equilibrium, melt migrating upwards equilibrates with the matrix and
trace elements transported in melt move enter the solid phase leading to the residue at
the base of the melt layer becoming enriched (ﬁgure 4.6e).
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Figure 4.5: Temperature, melt fraction and bulk composition at t = 30 of a column
being heated from below by a constant temperature of T = 0.6. These profiles
are the same as those presented in chapter 3, figure 3.4.
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The transport of melt through the system can lead to signiﬁcant variations in the
melt trace element concentration from those predicted from batch and fractional melting
model. To show this, melt concentration at peak melt fraction, i.e. where melt fraction
exceeds the SLT and will mobilise, has been compared to melt concentrations expected
from batch and fractional melting models in two diﬀerent situations. In the ﬁrst case,
melts at the same temperature, and therefore composition, are compared. The source
material is heated without melt migration to the same temperature as the peak melt
fraction. The melt fraction in each case is diﬀerent, but melt composition is the same. In
the second case, the source material is heated until the same melt fraction is obtained
during static melting, and the melt concentrations are compared. Here temperature,
and therefore melt composition, are diﬀerent. The ﬁrst case shows composition does not
determine trace element concentration, whilst the second shows modelling the transport
of trace elements is important and they cannot be assumed from melt fraction. During
batch melting, no melt is removed from the column and it is in chemical equilibrium
with the solid at all times, whilst during fractional melting, melt is assumed to be
instantaneously removed once generated and melt concentration is therefore the average
concentration of the melt produced.
Melt composition is determined by the temperature and the high melt fractions
generated during compaction exist at low temperature. Using a eutectic phase diagram
leads to melt compositions close to the eutectic composition, as discussed in chapter 3.
The same composition can be generated by heating the column to the same temperature
but this yields lower melt fraction. Figure 4.7a shows the temperature of the peak melt
fraction, the melt fraction during melt migration and the melt fraction generated at the
same temperature with no melt migration. Incompatible trace elements are less enriched
during melt migration relative to melt of the same composition produced through batch
and fractional melting for all values of partition coeﬃcient in this case (ﬁgure 4.7b, c
and d). Trace element concentrations can be half that predicted by batch and fractional
melting models after melt migration. Compatible elements are more enriched for melt
of the same composition relative to the batch and fractional melting models (ﬁgure 4.7e
and f).
Figure 4.8 shows melt concentrations at peak melt fraction produced by melt mi-
gration, batch melting and fractional melting versus time. Peak melt fraction increases
with time as the melt layer forms, rises and grows, reaching a maximum value of φ = 0.7
at t = 50. At early time before melt migration has a large inﬂuence on the system, t <
3, the concentration of incompatible elements predicted by batch and fractional models
exceeds that predicted by the melt migration model, (ﬁgure 4.8d, e and f). However,
once melt migration has a large eﬀect on the system, trace element concentrations are
higher than those predicted by batch and fractional models for all incompatible par-
tition coeﬃcients. For melt fractions between 40 and 60%, attained between t = 10
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Figure 4.7: Variation of a) peak melt fraction and temperature and b), c), d),
e) and f) melt concentration at peak melt fraction with time for the column in
figure 4.5. The solid line in a) is temperature at peak melt fraction in the melt
layer versus time, the dotted line, φMelt Migration, is the melt fraction at the peak
melt fraction and the dashed line, φBatch and Fraction, is the melt fraction generated
through static melting to the same temperature as the peak melt fraction in the
melt layer, T. The solid lines in b), c), d), e) and f) are the melt concentration
at the peak melt fraction from the melt migration model, whilst the dotted and
dashed lines show the melt concentration predicted from batch and fractional
melting respectively. The batch and fractional melt fraction is determined by
heating the original source material to the temperature at peak melt fraction
and determining the melt concentration. The temperature, and therefore melt
composition, is the same for all cases, but melt fraction differs.
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Figure 4.8: Variation of a) peak melt fraction and b), c), d), e) and f) melt concen-
tration at peak melt fraction with time for the column in figure 4.5. The solid line
in a) is the variation of peak melt fraction versus time. The solid lines in b), c), d),
e) and f) are the melt concentrations at this melt fraction for the melt migration
model for varying partition coefficients, whilst the dotted and dashed lines are the
melt concentrations predicted from batch and fractional melting respectively.
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and t = 35, melt concentrations predicted in this model can be twice that predicted
by batch and fractional models and increasingly incompatible trace elements display
larger diﬀerences. Compatible elements show similar melt concentrations at early time
to those found from batch and fractional models (ﬁgure 4.8b and c). However, at later
time and at melt fractions between 40-60%, batch melting leads to more enrichment
than during both fractional melting and melt migration. Trace elements are typically
twice as concentrated in the melt for batch melting than during melt migration. Only at
late time and at melt fractions in excess of 50% are there signiﬁcant diﬀerences between
the concentration predicted here and from fractional melting, with fractional melting
yielding a higher concentration of compatible elements.
Trace element concentrations diﬀer signiﬁcantly from those predicted by batch and
fractional melting models for both melt at the same melt fraction and melt of the same
composition. Clearly melt migration and the transport of trace elements has a signiﬁcant
eﬀect on the resulting trace element concentrations at high melt fraction and assuming
a simpliﬁed model for their genesis from their melt fraction or composition will yield
signiﬁcant errors.
4.3.3 Cooling from Above and Below
A column with initial conditions Ti = 1, φi = 1, Ci = 0.2 and Ii = 1 is allowed to
undergo buoyancy driven melt segregation whilst being cooled from above and below
where temperatures are ﬁxed at T = -1. At t = 0 the region is fully molten at the
liquidus temperature and as the column cools from both the top and bottom, crystals
form and melt migration takes place. Melt migration leads to variations in the bulk
composition as major components are transported through the system, similar to those
observed previously (ﬁgure 3.4). There is enrichment in B at the top of the region
where there is net melt in and an enrichment in A at the base, where the is net melt
out (ﬁgure 4.7). By t = 150, the system cools to below the solidus temperature and has
zero melt fraction (ﬁgure 4.7) and trace element concentrations are shown at this time
(ﬁgure 4.10).
Incompatible trace elements, K < 1, increase in concentration at the top where
melt has migrated into the matrix and decrease at the base where melt has migrated
out of the matrix (ﬁgure 4.10a). Compatible elements increase in concentration at the
base where there is net melt out and decrease at the top of the system where there is
net melt in (ﬁgure 4.10b). Regions in which melt migration has been a major factor
are those which show a large change from the initial trace element concentration, I =
1. The more incompatible the trace element, the larger the increase in concentration
where there is net melt in, 6 < z < 8, with all partition coeﬃcients showing a similar
distribution of enrichment. The distribution of incompatible trace elements is similar to
the bulk composition distribution. Where the column has become enriched in component
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Figure 4.9: Temperature, melt fraction and bulk composition profiles at t = 0, 75,
and 150 for an initially homogeneous region undergoing cooling from above and
below and melt migration. Ti = 1, Ci = 0.2 and φi = 1 with temperature T = -1
at the base and top. The temperature curve is not seen at t = 150 as the column
has cooled below T = -0.5.
B, it is also rich in incompatible elements as both are transported in the melt phase.
Compatible elements become increasingly enriched in a layer in the lower half with
increasing partition coeﬃcient. The distribution of compatible trace element varies and
increasing compatibility leads to thinner enriched layers between z = 3 and z = 4.
A column being cooled from above and below models the case of a sill or lava
ﬂow freezing. The bulk concentration of trace elements after cooling (ﬁgure 4.10) shows
variation with depth. Regions where there is dilation of the matrix and an inﬂux of melt
are enriched in incompatible trace elements and depleted in compatible trace elements.
The reverse is true where compaction takes place and enrichment in compatible elements
and depletion in incompatible elements is observed. The trace element proﬁle serves as
a record of the melt migration process, with large variations in regions where melt
migration is important, similar to the composition proﬁles shown previously for cooling
sills and laval ﬂows (§3.4.2.3).
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Figure 4.10: Incompatible and compatible trace element profiles for the case shown
in figure 4.9 at t = 150. The dotted line shows the trace element distribution at t
= 0.
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4.4 Discussion
4.4.1 Ivrea-Verbano Zone Trace Element Distribution
In order to compare the model of trace element fractionation presented here with real
world data, sill emplacement in the deep crust has been simulated and compared to the
Ivrea-Verbano zone. The Ivrea-Verbano zone (see map, ﬁgure 4.11) is a section of the
middle to lower crust which was uplifted and tilted by ∼90◦ during the Alpine orogeny.
Two main units are observed, the Kinzigite Formation and, of particular interest here,
the Maﬁc Complex (ﬁgure 4.11). The Maﬁc Complex is approximately 8km thick and
35km wide in the southern end of the Ivrea-Verbano zone and has been uplifted from a
depth of at least 15km. Equilibration pressures and metamorphic grade shows deeper
levels of the crust are exposed towards the Insubric Line (Zingg et al., 1980; Henk et
al., 1997; Demarchi et al., 1998) so a traverse roughly from east to west increases the
depth of formation of the exposed rocks. Five main units have been identiﬁed within the
Maﬁc Complex: the diorites (DIO), the main gabbro (MG) and the upper, intermediate
and lower basal zone (UZ, IZ and BZ) (ﬁgure 4.11). Peressini et al. (2007) interpreted
two separate phases of magmatism using SHRIMP data from U-Pb dating of zircons.
The ﬁrst is associated with the regional-scale metamorphism which formed the Kinzigite
Formation at 310 Ma; the second is the intrusion of the Maﬁc Complex between 295 Ma
and 285 Ma. Barboza et al. (1999) also concluded that the Maﬁc Complex was intruded
after the metamorphism associated with the Kinzigite formation. Voshage et al., (1990)
ascribes the formation of the Maﬁc Complex to repeated intrusion of mantle derived
basalts. In this scenario, early intrusions of mantle derived basalts crystallise whilst
melting and assimilating the surrounding country rock. Some of the early intrusions
cool before causing melting of the surrounding country rock as they are too small to
release suﬃcient heat, and retain their original isotopic and trace element signatures.
Septa, paragneisses derived from the roof of the intrusion (Quick et al., 1994), also
become incorporated in the basal zone and show a crustal signature. The intermediate
zone has been interpreted as the transition from this initial stage of intrusion and cooling
to the generation of a large magma chamber. This magma chamber then formed the
upper zone, main gabbro and diorites. Hybridisation with lower crustal melts is shown
to have occurred through neodymium and strontium isotope data (Voshage et al., 1990).
The emplacement of magmas and subsequent melt migration has been modelled for
the case of the Ivrea-Verbano zone to demonstrate that trace element transport during
melt migration can lead to the observed trace element distributions. The parameters
describing the system are summarised in table 4.4 and the trace element data and
partition coeﬃcients for the crust and the primary magmas are taken from Voshage
et al. (1990). Physical parameters describing compaction, e.g. viscosity, grain size etc.,
are the same as discussed and used in chapter 3 and are typical of the deep crust. The
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Figure 4.11: Geological Map of the Mafic Complex in the Ivrea-Verbano zone,
modified from Peressini et al. (2007). Note north is approximately 260◦ to the
vertical. Marked line, running approximately east-west, shows the major units of
the Mafic Complex.Dashed lines mark the boundaries of the Mafic Complex.
Parameter Value Source
cP 1100 chapter 3
Ci 0.8 chapter 3
IiCrust 35 ppm Voshage et al. (1990)
IiMantle 8 ppm Voshage et al. (1990)
kT 3 chapter 3
K 0.087 Voshage et al. (1990)
Lf 550000 chapter 3
TL 1426.15 K Peressini et al. (2007)
TS 1147.15 K Peressini et al. (2007)
TGeo 25 K km−1 Peressini et al. (2007)
α 3 Jackson and Cheadle (1998)
β -0.5 Connolly and Podladchikov (1998)
ρ 2800 kg m−3 chapter 3
∆ρ 500 kg m−3 Jackson and Cheadle (1998)
µ 104 Pa.s Jackson and Cheadle (1998)
η 1016 Pa.s Jackson and Cheadle (1998)
ξ 1016 Pa.s Jackson and Cheadle (1998)
Table 4.4: Parameters used in figure 4.12
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thermal properties used are suitable for the Anorthite-Diopside system and the deep
crust and again are the same as previously discussed and used in chapter 3. Attempts
to model the processes which cause the observed trace element distribution have not
previously been attempted, but it has been shown that the trace element concentrations
of all the units lie on mixing lines between the crust and primary magma (Voshage et al.,
1990). Batch and fractional melting models are unsuitable here due to the assimilation
of the overlying crust and, instead, assimilation-fractional crystallisation (AFC) was
been used to show trace element concentrations can be generated through mixing. No
explicit tracking of movement of material through the system has been attempted, and
it is this which is modelled here.
Peressini et al. (2007) modelled the cooling of a single large emplacement in the
crust to investigate the time required to reach the closure temperature of the Sm-Nd
system. The approach of their model is adapted and many of their system parameters
are used. Peressini et al. (2007) emplaced a single intrusion 8km thick into the lower
crust at a depth of 18km. In the model presented here, 200m thick sills are intruded
every 40ka (a rate of 5mma−1) to form an 8km thick intrusion over 1.6 Ma, similar
to the repetitive emplacement model presented in chapter 2. The sills at the liquidus
temperature of 1426K and are intruded into a crust with a pre-existing geothermal
gradient of 25Kkm−1. Sills are intruded via over-accretion at a depth of 18km, with
the underlying crust being displaced downwards to accommodate the new magma. To
include septa of the country rock, sills are not emplaced at a ﬁxed depth and are instead
randomly emplaced in a region 400m wide centred at 18km.
The melting relationship used is the same as for the earlier models but with a trans-
formation to 400K lower, accounting for the solidus and liquidus temperatures of the
rocks in question and to match those used by Perissini et al. (2007). The phase diagram
used, a eutectic modelled on the Anorthite-Diopside system, is an approximation of the
chemistry of basaltic magmas and is similar to those used in chapter 3. Compositions of
the crust and the emplaced magmas have been set to the same initial value and whilst
this may not be a complete description of the deep crust, it prevents any complications
which can arise during compositional mixing, as demonstrated in chapter 3, to aﬀect
the results. It is the distribution of trace elements that is of interest here and not the
impact of compositional variation.
The melting relationship is described by
CL =


−b1−
√
b2
1
−4a1(c1−T )
2a1
C < e
−b2+
√
b2
2
−4a2(c2−T )
2a2
C > e
(4.11)
CS =


0 C < e
1 C > e
(4.12)
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a1 = −466, b1 = −135.69, c1 = 1426.15
a2 = −94.375, b2 = 484.32, c2 = 875.25
Comparing model results with the measured neodymium concentrations of Voshage
et al. (1990) shows similar trends in the two sets of data (ﬁgure 4.12). Results suggest
that repeated emplacement of sills is responsible for the trace element distribution in the
basal and intermediate zones, whilst melt migration leads to the distribution observed
in the main gabbro and the diorites.
The basal and intermediate zones are characterised by unmelted septa and the em-
placed sills cooling quickly, retaining their original Nd concentrations in the measured
trace element data. In the modelled case, a similar distribution is observed at the base
of the emplacement zone where a series of sills solidify quickly, retaining their trace
element signatures, and by the presence of thin regions with crustal signatures inter-
leaved between them. The resultant trace element distribution has a large variation in
Nd concentration over short distance, similar to the distribution measured by Voshage
et al. (1990). This behaviour cannot arise after the intrusion of a single large magma
pulse, as in the model of Peressini et al. (2007).
Melt migration is only able play an important role in the distribution of trace element
once melt can persist in the system. After the initial stage where sills are emplaced and
freeze quickly, temperatures locally are high enough for melt to exist in the system for
longer periods and migrate. Trace element transport during melt migration leads to vari-
ation in the model results at shallower depths. Between depths of 19.5km and 22.5km,
the Nd concentration is ∼5ppm and is depleted relative to the primary basalt. This de-
pleted region is formed after melt migrates upwards and the incompatible neodymium
is removed. Above this, at the top of the emplacement region, there is an enrichment
above the initial primary magma concentration and Nd concentration between a depth
of 18km and 19.5km is ∼15ppm. Above the emplacement depth of 18km, neodymium
concentration is also highly enriched to in excess of 50ppm where melting of the country
rock has take place. The main gabbro and diorites are characterised by depletion and
enrichment relative to the primary magma respectively (Voshage et al., 1990). Similar
distributions are seen in the model results where a depleted region, corresponding to the
main gabbro, is overlain by an enriched region, corresponding to the diorites. No data
is, however, available for the region above the diorites.
The trace element distribution found after modelling is a reasonable approximation
to what is observed in outcrop. Repeated intrusion leads to the interleaved septa with
a crustal signature and intruded frozen sills with a mantle signature, whilst melt mi-
gration leads to depletion of the main gabbro and enrichment of the diorite. The sizes
of each unit, however, are not exactly reproduced. One of the largest unknowns is the
style, timing and size of emplacements and this can change the size of each unit. Faster
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Figure 4.12: Comparison between modelled and measured (Voshage et al., 1990)
neodymium bulk concentrations. BZ is the basal zone, IZ, the intermediate zone,
UZ the upper zone, MG the main gabbro and DIO the diorites and the top and
bottom of each region is marked by a dashed line. The position of the horizontal
line on both plots is from the data of Voshage et al (1990). Vertical dashed lines
show the trace element concentrations in the primary magma and the crust at
8ppm and 35 ppm respectively.
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emplacement rates lead to temperatures at which melt is able to persist in shorter time
and therefore the region of the intrusion dominated by emplacement will be smaller
compared to the region to behaviour dominated by melt migration. A constant em-
placement rate has been used here, but it is likely a more variable rate is closer to the
real behaviour. The tapping of the magma at high melt fraction is also not considered
here and may explain the anomalously high concentrations observed in the overlying
crust for the modelled case above 18km depth. Melt which would have migrated into
this region likely segregated away from the magma chamber through dyking and frac-
turing, removing Nd and reducing the concentration locally, though trace element data
is not available for the region where this may occur. Melt migration, and coupled trace
element transport, provides a mechanism for the observed variation in the neodymium
concentration in deep crust as observed in the Ivrea-Verbano zone.
4.4.2 Importance of Trace Element Transport
Current models of trace element evolution do not fully account for the variations in trace
element concentration which develop during melt transport. The paradigms of batch
and fractional melting (e.g. Shaw, 1970) as well as dynamic (e.g. McKenzie, 1985) and
continuous models (e.g. Zou, 1998; 2000) vary signiﬁcantly from the results presented
here.
Considering ﬁrst steady state models of batch and fractional melting, the results from
the case heated from below (ﬁgures 4.5 - 4.7) show signiﬁcant diﬀerences in trace element
concentration. Dynamical and continuous models of trace elements do not account
for phase change and cannot be applied in these cases. Batch and fractional melting
models are used for comparison as they are able to predict trace element concentrations
at a given melt fraction. The model presented here predicts melt concentrations, at
either the same melt fraction or the same melt composition, are diﬀerent from those
predicted by both batch and fractional models. Melt highly enriched in incompatible
trace elements migrates, leading to enrichment in the melt layer relative to the initial
concentration. Incompatible element distribution is inﬂuenced by the motion of the
melt whereas compatible elements are inﬂuenced by the motion of the solid. As the
system exhibits bi-directional ﬂow, with melt migrating upwards and solid compacting
downwards, there is a separation of the compatible and incompatible elements. This is
not seen when melt migration is not accounted for as both melt and solid are static. In
this way the source region for a mobile magma can undergo complex evolution in its trace
element distribution, especially when multiple emplacements of primary magmas occur.
In general, compatible elements travel downwards in the solid phase and incompatible
elements travel upwards the melt phase. This is also shown for a column undergoing
cooling (ﬁgure 4.10) where the compatible elements becoming enriched at the base and
the incompatible elements at the top after melt migration and compaction.
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The trace element signature of rocks is often used to determine the environment
in which they were formed through the use of inverse modelling (e.g. McKenzie and
O’Nions, 1991; Rudge et al., 2005). Melt migration can, however, lead to the generation
of trace element concentrations lower than expected from batch and fractional melting
models. Melt composition in ﬁgure 4.7 is the same for both melt migration and static
melting, but melt concentration diﬀers. Figure 4.8 also shows melt fraction cannot be
used to determine trace element concentration without accounting for the mechanism
by which this melt fraction is achieved. Here trace element concentrations predicted
from the melt migration model are higher than those predicted by batch and fractional
models. Work in chapter 3 showed that the melts of evolved composition can accumulate
to form high melt fractions able to mobilise and the results presented in this chapter show
that these layers will have trace element concentrations more enriched in incompatible
elements than if the melt fraction was produced through batch or fractional melting
(ﬁgure 4.7). Melt migration means that knowing the composition of a magma or even
the melt fraction at which it mobilised is not enough to determine, bulk concentration
of the source rock through batch or fractional models. Instead the transport of trace
elements needs to be explicitly modelled as presented here.
Dynamical models explicitly modelling the transport of trace elements (e.g. McKen-
zie, 1985) show variations in the bulk concentration and the results shown in ﬁgures
4.2 and 4.3 agree. Melt and solid concentration proﬁles are constant in the model of
McKenzie (1985) but vary in the results presented here. They diverge at the base of
the compacting region from their initial values with both melt and solid concentrations
decreasing. This is the site of phase change, which is included in the model presented
here but has not been previously considered. Melting and crystallisation alter the trace
element concentrations in both melt and solid phases, so when they are subsequently
transported variations can develop. The melt and solid phases eﬀectively represent dif-
ferent melt fractions of the original bulk concentration, so when they migrate and mix
the solid and melt trace element concentrations vary locally, particularly at the base.
This agrees with the modelling of Spiegelman (1996) who showed trace element variation
in two-dimensional models of mantle dynamics. Unlike Spiegelman (1996) however, a
full description of heat ﬂow and phase change is used instead of a melting rate as de-
termined from adiabatic decompression. Explicitly modelling heat transport and phase
change is more applicable to crustal systems whereas melting is due to heating instead
of adiabatic decompression in the case of the mantle. The geochemical signature of the
expelled melt from a compacting column varies, though the magnitude of this varia-
tion is small (ﬁgure 4.4). More important is the resulting variation in the geochemical
signature of the restite in the column and at the base this is much more depleted in
incompatible trace elements than previously predicted (e.g. McKenzie, 1985).
Zou (1998) showed that dynamical and continuous models are mathematically equiv-
105
alent, only diﬀering in accumulation time of magmas. This is not true however if phase
change is the source of the added melt. Local melting and crystallisation cause vari-
ations in the melt and solid concentrations and subsequent melt migration propagates
these variations. When the heat source is modelled explicitly, as has been done here,
relative transport of melt and solid out of the region undergoing heating and melting
becomes an important factor in trace element distribution. Phase change means the
assumption of equivalence between dynamic and continuous models is incorrect.
Sills and ﬂood basalts showing variations in trace element concentration from an
initially homogeneous body can also be explained by the migration of melt during com-
paction. The trace element proﬁles shown in ﬁgure 4.10 are similar to those observed in
cooling sills or ﬂood basalts (e.g. Boudreau and Philpotts, 2002; Latypov, 2003) and the
compositional proﬁles shown in chapter 3. Where there is net melt out, an enrichment
in compatible elements and depletion in incompatible elements is observed and where
there is net melt in, are depletion in compatible elements and enrichment in incompat-
ible elements is observed. This is because of the bi-directional ﬂow of melt and solid
during compaction and as there is net melt out at the base and net melt in at the top
due to the compaction process an S-shaped proﬁle is produced. The size and magnitude
of the variation depends on the time-scale over which the sill cools, with slower cooling
producing large variations and vice versa. To fully understand the resulting trace ele-
ment variation, models which explicitly track melt migration and phase change must be
used.
4.5 Conclusions
The models presented in this chapter show the importance of considering melt transport
during the evolution of trace element distributions. When a magma formed during
underplating mobilises, the trace element concentration and distribution are likely to be
signiﬁcantly aﬀected by melt migration. The eﬀect of phase change is also important and
simple cases of initially homogeneous columns show diﬀerent behaviour, even for small
amounts of phase change takes place. Dynamical models do not consider the production
of melt, whereas batch, fractional and more advanced AFC and MASH models do not
consider melt migration. This work shows that in order to gain a complete picture
of how the trace element concentrations in partially molten systems vary, both melt
migration and phase change must be accounted for. Tracking the transport of trace
elements explicitly is important in determining the resulting chemical signatures and
coupled to phase change, implies a more complex history for magma mobilisation than
is currently assumed by steady state models.
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Chapter 5
Concluding Remarks
In this dissertation a coupled model of heat, mass and species transport applicable to
multi-component systems, able to make quantitative predictions, has been presented.
The development of this model was initially motivated by fundamental questions re-
garding the role melt migration plays in the generation of evolved melts in the lower
crust and their mobilisation as magmas, but has been extended to other crustal sys-
tems. It is important to note that magma formation is not described by only physics
or chemistry but is a coupled process and for any model to be successful both types
of behaviour must be accounted for. The transport of major components has therefore
been successfully incorporated into the model, representing a signiﬁcant advance over
simpler, composition independent models. The inclusion of trace elements also provides
new insights into the geochemical signatures of magmas formed in the deep crust and
how melt migration can lead to signiﬁcant diﬀerences from batch and fractional melting
models. With this new model, some of the outstanding questions regarding the origin
of magmas and the evolution of the continental crust can be answered.
Results indicate that melt generation and migration, after the emplacement of sills,
in deep crustal hot zones (DCHZs) is a viable model for the generation of evolved, mobile
magmas over geologically short time-scales. The bi-directional ﬂow of refractory solid
downwards and evolved melt upwards leads to magmas of granitic (sensu-lato) compo-
sition. Though not modelled explicitly in this work, once mobilised, magmas are likely
to ascend to the shallow crust, with dyking and fracturing being common mechanisms
(Brown, 2007). The ascent of these magmas away from the source region to the shallow
crust, where they can form plutons or erupt, drives the large scale stratiﬁcation observed
(Rudnick and Fountain, 1995).
Melt migration signiﬁcantly alters the accumulation time, temperature and depth of
magmas compared to static melting models (e.g. Petford and Gallagher, 2001; Annen
et al., 2006) and evolved magmas can be generated in as little as 5000 years without the
need for large volumes of intruded primary magma. It is also found that both crustal
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and residual sources contribute to the mobilised magmas, in agreement with previous
work without melt migration (e.g. Annen et al., 2006). Two diﬀerent accumulation styles
are revealed, strongly dependent on the emplacement regime, leading to two distinctive
magma types with varying contributions of crustal and residual melts and may help to
explain the dearth of andesitic melts in arc settings (e.g. Condie and Dave, 1975; Reubi
and Blundy, 2009).
Considering compositional variation in partially molten systems is of great impor-
tance and species transport directly leads to the observation of new phenomena. When
composition independent melt fraction-temperature relationships are used, the conse-
quences of melt migration on phase behaviour are not fully addressed. Melt migration
eﬀectively decouples melt fraction from temperature by changing bulk composition lo-
cally. This local variation in composition requires the use of multi-component phase
diagrams able to provide varying melt fraction-temperature relationships dependent on
composition. The approach used in chapter 2 and by previous workers (e.g. Jackson
et al., 2003) is a good approximation to real behaviour in a homogeneous crust. How-
ever, once compositional layering and heterogeneities are considered this approximation
breaks down.
The transport of trace elements during melt migration suggests magmas can have
geochemical signatures which deviate signiﬁcantly from those predicted by batch and
fractional melting models. Incompatible trace elements can become highly enriched in
the mobilised magmas due to melt migration, compared to concentrations predicted
by batch and fractional melting models at the same melt fraction. Melts of the same
composition produced through batch or fractional melting compared to those from melt
migration display diﬀerent trace element signatures, with melts generated during melt
migration being depleted relative to those from batch or fractional melting. The results
also suggest magmas generated in the deep crust through buoyancy driven melt segrega-
tion have distinctive geochemical signatures associated with their formation which are
not produced through other mechanisms.
The model presented here can serve as a framework for future investigations of
crustal systems in general, not just the DCHZ. The development of two- and three-
dimensional models, similar to those concerning the mantle (e.g. Scott and Stevenson,
1986; Spiegelman and McKenzie, 1987; Wiggins and Spiegelman, 1995), and their ap-
plication to crustal processes may provide further constraints on and better predictions
of the accumulation time and the composition of mobilised magmas. Investigations into
the governing equations in three dimensions have shown that spherical waves are stable
and can rise through a porous medium (Scott and Stevenson, 1986). However, the ap-
proach of the coupled model of heat and mass transfer model presented here has not yet
been extended to three dimensions. Doing so can provide further insights into magma
generation and mobilisation in the deep crust, as well as into other crustal systems.
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The compositional consequences of the model are important and here discussion
has been limited to binary systems governed by eutectic and solid solution behaviour
only. This is a useful approach and has allowed interesting new phenomena, such as the
generation of high melt fractions at compositional interfaces, to be revealed but many
geological systems are better described by ternary and quaternary phase diagrams, e.g.
Forsterite-Diopside-Quartz and Anorthite-Diopside-Forsterite. Extension of the species
conservation equations to describe these systems is a natural successor to this work.
Variations in composition and temperature also cause changes in certain parameters
describing compaction and heat transport. Recent work on the variation of melt viscosity
has provided temperature and composition dependent relationships with the general
trend being to lower viscosities at higher temperatures (e.g. Getson and Whittington,
2007). The behaviour of silicate liquids is non-Arrhenian and therefore more complex,
experimentally determined Vogel-Fulcher-Tammann type relationships need to be used
to describe their behaviour (Russell and Giordano, 2005). Thermal properties can also
vary with temperature over the range under investigation in this work. The thermal
conductivity of olivine for example varies from 1.75 to 2.54 Wm−1K−1 over temperatures
ranging from 288 K to 1470 K whilst speciﬁc heat capacity varies from 1.56 to 1.70
Jg−1K−1 over the same range (Büttner et al., 1998). Future models should begin to
address these variations to better predict accumulation times and magma composition.
The condition of thermodynamic equilibrium assumed in the models presented here also
may not always be a valid, especially if the velocity of the melt relative to the matrix is
high. Models able to describe thermodynamic disequilibrium are at an early stage and
concern melting in the mantle where ascent rates can be high (e.g. Rudge et al., 2010)
and work to apply this approach to the crust could be useful.
Whilst the equations presented here are concerned with buoyancy driven melt seg-
regation, only the conservation of momentum equation is unique to the system under
investigation. The remaining equations, conservation of energy, mass and species, are
generally applicable to any two-phase binary system and coupled to suitable momentum
conservation equations, other physical processes can be described. Above the solid-liquid
transition (SLT), the behaviour of a multi-phase system is described by a liquid rheology
and the governing equations describing crystal settling or convection may be applicable.
Development of multi-region models where physical properties and therefore governing
equations can vary through the model, in this case above and below the SLT, would
be of great use in describing geological systems. Magma chambers and layered intru-
sions in particular would beneﬁt from such an approach as they are increasingly being
viewed as being formed from repeated emplacement rather than a single magma pulse
(e.g. John and Blundy, 1993; de Saint-Blanquat et al., 2006; Michel et al., 2008; Annen,
2009). Changes in behaviour as melt fraction exceeds and drops below the SLT may be
important in describing their complicated history.
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To further advance the model here, improvements should include:
• Extension of the species transport equations to describe ternary systems
• Introduction of temperature and composition dependent viscosity and thermal
parameters
• Introduction of new momentum conservation equation describing other physical
systems, e.g. convection
• Possible extension to 3-dimensions
• Application of improved model to outcrop for comparison, in particular unit 9
and the Wavy Horizon, Rum
Only by quantitatively modelling melt migration and heat transport as a coupled
process can useful predictions regarding the accumulation and mobilisation of magmas
be made and applied to real geological systems. The results presented here clearly
support the deep crustal hot zone as the site of diﬀerentiation of primary mantle derived
magmas. With rocks of amphibolitic composition providing a suitable environment for
the generation of evolved melt, the lower crust is a likely site for the generation of mobile
magmas. The accumulation of the evolved melt, generated after the intrusion of mantle
derived primary basalts, into high melt fraction layers during buoyancy driven melt
segregation provides a mechanism for the formation of these magmas over reasonable
time-scales and their ascent then drives the large scale stratiﬁcation of the crust.
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Appendix A
A Coupled Model of Heat and
Mass Transfer in Systems
Undergoing Melt Migration
In this appendix a model of heat and mass transport in a mixed phased region undergoing
buoyancy driven compaction which serves as a base for future advancements is derived
from ﬁrst principles. The model presented here follows the approaches of McKenzie
(1984), Bennon and Incropera (1987) and Jackson and Cheadle (1998) with a number
of modiﬁcations.
A.1 Governing Equations
The governing equations are based on a continuum model approach. The conservation
equations are derived from the conservation of a scalar quantity (Bennon and Incropera,
1987a).
The conservation of a general scalar quantity, αi, is given in integral form by
∂
∂t
∫
V
ρiαidV +
∮
A
ρiαiVi · dA = −
∮
A
Ji · dA +
∫
V
SidV (A.1)
where V is the control volume, A the normal to the surface, Ji is the surface ﬂux vector
and Si is the source term.
Application of Leibniz’s rule, Gauss’ theorem and the assumption of an arbitrary control
volume yields the diﬀerential form
∂
∂t
(ρigiαi) +∇ · (ρigiαiVi) = −∇ · (giJi) + giSi (A.2)
where gi is the volume fraction in phase i. gL = φ and gS = 1− φ for the liquid, L, and
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solid, S, phases respectively.
A.2 Conservation of Mass
For the conservation of mass αi = 1, the source term is equal to the melting rate,
SL = Γ, SS = −Γ and the surface ﬂux is zero, Ji = 0. Substitution into (A.2) yields
∂
∂t
(ρLφ) +∇ · (ρLφvL) = Γ (A.3)
and
∂
∂t
(
ρS(1− φ)
)
+∇ ·
(
ρS(1− φ)vS
)
= −Γ (A.4)
A.3 Conservation of Energy
For the conservation of energy αi = hi, the enthalpy of the phase. The surface ﬂux is
the conductive heat transfer, Si = gikT i∇Ti and the source term is the energy released
or absorbed during phase change, Ji = E˙i. Neglecting work done by body forces, kinetic
energy, surface stresses and internal heat production, substitution into (A.2) yields
∂
∂t
(ρigihi) +∇ · (ρigihivi) = ∇(gikT i∇Ti)− giE˙i (A.5)
Summation of the two phases, the assumption of local thermodynamic equilibrium,
TL = TS and the observation that
∑
giE˙i = 0, heat is transferred from one phase to the
other during phase change, yields
∂
∂t
(
ρLφhL + ρS(1− φ)hS
)
+∇ ·
(
ρLφhLvL + ρS(1− φ)hSvS
)
= ∇
(
(φkTL + (1− φ)kTS)∇T
)
(A.6)
A.4 Melting Behaviour
Phase change is caused by changes in heat content and the movement of melt or ma-
trix through a spatially varying temperature ﬁeld. The rate of phase change will be
determined by the change in thermodynamic conditions and as there is movement in a
spatially varying temperature ﬁeld the advective derivative is required.
Γ
ρL
=
Dv
Dt
f(P, T ) (A.7)
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Dv
Dt
f(P, T ) =
∂
∂t
f(P, T ) + vm · ∇
(
f(P, T )
)
(A.8)
where vm is the mass averaged mixture velocity and is given by
vm =
ρLφvL + ρS(1− φ)vS
ρLφ+ ρS(1− φ)
(A.9)
If melt and matrix migrate relative to the mixture and the frame of reference is ﬁxed
relative to the mixture velocity, vm, (Jackson and Cheadle, 1998), (A.8) becomes
Γ
ρL
=
∂
∂t
f(P, T ) + vm · ∇
(
f(P, T )
)
+ (vL− vm) · ∇
(
f(P, T )
)
+ (vS − vm) · ∇
(
f(P, T )
)
(A.10)
At thermodynamic equilibrium phase change is related to the thermodynamic condi-
tions through a phase diagram. The equilibrium melt fraction, X, is found using the
thermodynamic conditions via the phase diagram. Substitution of X into (A.10) and
rearrangement yields
Γ
ρL
=
∂X
∂t
+ (vL + vS − vm) · ∇X (A.11)
A.5 Conservation of Momentum
For conservation of linear momentum, αi = Vi, the phase velocity. The surface ﬂux is
the stress tensor, Ji = σi and the source term is the body forces between the phases
and gravity, Si = I− gaz. Substitution into (A.2) yields
∂
∂t
(ρigivi) +∇ · (ρigivivi) = −ρigiazg + I +∇ · (giσi) (A.12)
Assuming the rate of change of momentum and advection of momentum are negligible
the terms on the left hand side of (A.12) can be neglected (McKenzie, 1984). Assuming
advection of momentum is negligible is equivalent to assuming the Reynolds number is
small compared to unity, valid for geological systems (McKenzie, 1984).
The conservation of linear momentum in the solid and liquid phases is therefore given
by
−ρS(1− φ)azg +∇ ·
(
(1− φ)σS
)
+ I = 0 (A.13)
−ρLφazg +∇ · (φσL)− I = 0 (A.14)
where the inter-phase force, I, is equal and opposite for the solid and liquid phases and
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is given by
I = C(vL − vS)− P∇φ (A.15)
where C is dependent on the phase distribution.
Substituting the standard stress tensor for an incompressible ﬂuid (Landau and Lifshitz,
1987) into (A.14) and (A.15) and simpliﬁcation yields
vL − vS = −
φ
C
∇(P + ρLgz) (A.16)
When vS = 0, this corresponds to D’Arcy’s law where
C =
µφ2
kφ
(A.17)
Substitution of (A.17) into (A.16) yields
vL − vS = −
kφ
µφ
∇(P + ρLgz) (A.18)
The solid phase can treated as a compressible ﬂuid at the macroscopic scale (McKenzie,
1984; Scott and Stevenson, 1986). Substitution of (A.15), (A.17) and the standard stress
tensor for a compressible ﬂuid (Landau and Lifshitz, 1987) into (A.13) yields
∇(P + ρLgz) = ∇
(
(ξ +
1
3
η)∇ · vS
)
+∇(η∇ · vS)− (1− φ)∆ρgaz (A.19)
Substitution of (A.18) into (A.19) yields an expression for conservation of momentum
in the mixed region
∇
(
(ξ +
1
3
η)∇ · vS
)
+∇
(
η∇ · vS
)
= −µφ
kφ
(vL − vS) + (1− φ)∆ρgaz (A.20)
A.5.1 Permeability
The Blake-Kozeny-Carman equation is used to deﬁne the permeability
kφ = a
2bφα (A.21)
where the exponent α lies between 2 and 3 (Scott and Stevenson, 1986). A value of 3 is
used in this work as in previous models (Jackson and Cheadle, 1998).
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A.5.2 Porosity Dependent Viscosity
As porosity tends to 0, the bulk and shear viscosities of the solid phase tends to inﬁn-
ity as the system becomes an incompressible solid (Connolly and Podladchikov, 1998).
Porosity dependent viscosities are deﬁned by
η = η∗φ−β (A.22)
ξ = ξ∗φ−β (A.23)
where the exponent, β, takes the value 0.5 (Connolly and Podladchikov, 1998).
A.6 Conservation of Species
For the conservation of mass αi = C
j
i , the concentration of j in phase i, the source term
is equal to the melting rate of species j, SL = Γj , SS = −Γj and the surface ﬂux is
diﬀusive mass transfer, Ji = −ρiDji∇giCji . Substitution into (A.2) yields
∂
∂t
(ρjLφC
j
L) +∇ · (ρjLφCjLvL) = Γj −∇
(
ρjLD
j
L∇(φCjL)
)
(A.24)
and
∂
∂t
(
ρjS(1− φ)CjS
)
+∇ ·
(
ρjS(1− φ)CjSvS
)
= −Γj −∇
(
ρjSD
j
S∇((1− φ)CjS)
)
(A.25)
For a binary system only one component needs to be modelled as the other can be
determined from the value of the other component and therefore Cji is replaced with Ci.
Summing (A.24) and (A.25) yields
∂
∂t
(
ρjS(1− φ)CS + ρjLφCL
)
= −∇ ·
(
ρjS(1− φ)CSvS
)
−∇ ·
(
ρjLφCLvL
)
−∇
(
ρjSD
j
S∇((1− φ)CS)
)
−∇
(
ρjLDL∇(φCL)
)
(A.26)
A.7 A One-Dimensional Model
To understand the systems under investigation without the need for complexity and
one-dimensional model is needed.
Simplifying (A.3), (A.4), (A.6), (A.11) and (A.26) to a one-dimensional subset of the
full governing equations yields
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∂∂t
(ρLφ) +
∂
∂z
(ρLφwL) = Γ (A.27)
∂
∂t
(
ρS(1− φ)
)
+
∂
∂z
(
ρS(1− φ)wS
)
= −Γ (A.28)
∂
∂t
(
ρLφhL + ρS(1− φ)hS
)
+
∂
∂z
(
ρLφhLwL + ρS(1− φ)hSwS
)
=
∂
∂z
(
(φkTL + (1− φ)kTS)
∂T
∂z
)
(A.29)
∂X
∂t
+ (wL + wS − wm)
∂X
∂z
=
Γ
ρL
(A.30)
∂
∂t
(
ρjS(1− φ)CS + ρjLφCL
)
= − ∂
∂z
(
ρjS(1− φ)CSwS
)
− ∂
∂z
(
ρjLφCLwL
)
−∇
(
ρjSD
j
S∇((1− φ)CS)
)
−∇
(
ρjLD
j
L∇(φCL)
)
(A.31)
Substitution of (A.22) and (A.23) into (A.20) and simpliﬁcation into one dimension
yields
η0
∂
∂z
(
φ−β
∂wS
∂z
)
= −µφ
kφ
(wL − wS) + (1− φ)∆ρg (A.32)
where η0 = 43η
∗ + ξ∗
A.7.1 The Boussinesq Approximation
The Boussinesq approximation is applied, ρL = ρS = ρ, and therefore all terms density
diﬀerences are neglected except those which involve gravity.
Substitution of (A.27) into (A.28) and rearrangement yields the condition
φwL = −(1− φ)wS (A.33)
Substitution of (A.30) and (A.33) into (A.28) and rearrangement yields
∂φ
∂t
=
∂
∂z
(
(1− φ)wS
)
+
∂X
∂t
+ (wL + wS)
∂X
∂z
(A.34)
Substitution of (A.33) into (A.32) yields
η0
∂
∂z
(
φ−β
∂wS
∂z
)
=
µwS
kφ
+ (1− φ)∆ρgµwS
kφ
(A.35)
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Simpliﬁcation of (A.31) and using C = φCL + (1− φ)CS and assuming DjL = DjS = D
yields
∂C
∂t
= − ∂
∂z
(
(1− φCS)wS
)
− ∂
∂z
(
φCLwL
)
−∇ (Dj∇C) (A.36)
A.7.2 The Enthalpy Method
Assuming a constant release of latent heat with melting and the thermodynamic prop-
erties of the liquid and the solid are the same and constant, enthalpy is related to
temperature through
h = cPT + LfX (A.37)
The enthalpy of the liquid phase and the solid phase diﬀers by the latent heat required
for melting
hL = hS + Lf (A.38)
Substitution of (A.37) and (A.38) into (A.29) and simpliﬁcation yields
∂h
∂t
= Lf
∂
∂z
(
(1− φ)wS
)
+
kT
ρ
∂2T
∂z2
(A.39)
A.8 Non-Dimensionalisation
The system is non-dimensionalised using the characteristic time- and length-scales mod-
iﬁed from McKenzie (1984). The temperature and enthalpy are scaled to the solidus
and liquidus values.
k′φ = kφ/K = φ
α, K = a2b (A.40)
w′ = w/ω, ω =
K∆ρg
µ
(A.41)
z′ = z/δ, δ =
(
η0K
µ
) 1
2
(A.42)
t′ = t/τ, τ =
1
∆ρg
(
µη0
K
) 1
2
(A.43)
T ′ =
T − TS
TL − TS
(A.44)
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h′ =
h− hS
hL − hS
(A.45)
κeff , the eﬀective thermal diﬀusivity of Jackson and Cheadle (1998), is given by
κeff =
kT τ(TL − TS)
ρδ2(cp(TL − TS) + Lf )
(A.46)
and Ste, the Stefan number, is given by
Ste =
L
cp(TL − TS) + L
(A.47)
Substitution of (A.40) - (A.47) into (A.34),(A.35), (A.39) and (A.36) and dropping of
primes yields the ﬁnal non-dimensionalised equations.
∂φ
∂t
=
∂
∂z
(
(1− φ)wS
)
+
∂T
∂t
+ (wS + wL)
∂T
∂z
(A.48)
∂h
∂t
= Ste
∂
∂z
(
(1− φ)wS
)
+ κeff
∂2T
∂z2
(A.49)
∂
∂z
(
φ−β
∂wS
∂z
)
=
wS
φα
+ (1− φ) (A.50)
∂C
∂t
= − ∂
∂z
(
(1− φ)CSwS
)
− ∂
∂z
(φCLwL)−∇ (D∇C) (A.51)
φwL = −(1− φ)ws (A.52)
To close the system of governing equations the melt fraction, X is required. This is
composition dependent and is determined from the phase diagram for the system being
considered.
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