In this paper, we investigate the effect of mean-nonstationarity on the first-difference generalized method of moments (FD-GMM) estimator in dynamic panel data models. We find that when data is mean-nonstationary and the variance of individual effects is significantly larger than that of disturbances, the FD-GMM estimator performs quite well. We demonstrate that this is because the correlation between the lagged dependent variable and instruments gets larger owing to the unremoved individual effects, i.e., instruments become strong. This implies that, under mean-nonstationarity, the FD-GMM estimator does not always suffer from the weak instruments problem even when data is persistent.
Introduction
In the literature of dynamic panel data models, since the work of Hsiao (1981, 1982) , it has been recognized that appropriate formulation of initial conditions is very important because it determines the feature of a variable. For the GMM estimators, it is known that the consistency of the FD-GMM estimator by Arellano and Bond (1991) does not depend on the formulation of initial conditions. This is a substantial distinction between the FD-GMM estimator and the level and system GMM estimators (Arellano and Bover, 1995; Blundell and Bond, 1998) whose consistency is obtained by assuming a specific form for initial conditions that render the variable mean-stationary. However, little is known about the effect of initial conditions on the behavior of the FD-GMM estimator. Therefore, in this paper, we investigate how the finite sample properties of the FD-GMM estimator are affected by initial conditions, especially, initial conditions that render a variable mean-nonstationary 1 .
Setup
Let us consider an AR(1) panel data model given by
where α is the parameter of interest with |α| < 1. We assume that
, and both are mutually independent. By letting x it = y i,t−1 and removing the individual effects by the forward orthogonal deviation, we have
where
are defined in the same way. The FD-GMM estimator is given by
.., z Nt ) , and z it = (y i0 , ..., y i,t−1 ) .
In order to investigate the effect of initial conditions, we need to formulate them. Although there are several ways to formulate initial conditions, in this paper, we assume that
Note that this type of initial conditions renders y it to be mean-nonstationary in the sense that the conditional mean of y it given η i depends on t as follows:
From this, we find that when δ = 1, y it is mean-nonstationary owning to the dependence on t, and when δ = 1, y it is mean-stationary. 1 In the working paper version (Hayakawa, 2008) , we also consider GMM and LIML estimators using instruments in first difference and instruments proposed by Hayakawa (2009) , and a within-groups estimator.
2 Although we can consider other types of initial conditions such as y i0 = δμ i +ẇ i0 withẇ i0 = ∞ j=0 α j v i,−j , we only focus on form (1) to simplify the discussion.
Allowing for mean-nonstationarity has important implications for empirical analyses. For example, when we consider a cross-country panel data set that begins after a war or another large historical event, or panel data of young workers or new firms, mean-stationarity may not hold 3 . In fact, Arellano (2003) provides empirical evidence of mean-nonstationarity from the estimation result of employment and wage equations using Spanish firms panel data.
Main result
To investigate the effect of mean-nonstationarity on the FD-GMM estimator, we consider an alternative expression of the FD-GMM estimator as follows:
is the cross section two-stage least squares estimator at time t obtained from
Since α is a weighted sum of α t , it is expected that the properties of α t will carry over to α. Hence, in the following, we focus on α t .
As is well known, the correlation between x * it and z it plays a very important role in the performance of α t . Before computing the correlation, note that x * it can be written as
. It is obvious that the individual effect μ i is removed from x * it only when δ = 1. Using (2), E(x * it z it ) is given by
) = "idiosyncratic part" + "individual effects part."
Note that for given α, t, and T , the magnitudes of E[w i,t−1 z it ] and E[μ i z it ] are determined by σ 2 v and σ 2 η , respectively. This implies that the relative ratio σ 2 η /σ 2 v plays a key role in comparing the magnitudes of the "idiosyncratic part" and "individual effects part."
From (3), we find that when δ = 1, the correlation between x * it and z it is solely due to the idiosyncratic term; otherwise, it is due to both the "idiosyncratic part" and the "individual effects part." This indicates that mean-nonstationarity provides an additional correlation between x * it and z it through the unremoved individual effects. However, we have to investigate the "individual effects part" carefully since it can be both positive and negative, while the "idiosyncratic part" is always positive. When δ > 1, since the "individual effects part" is always positive, E[x * it z it ] increases with σ 2 η . However, when δ < 1, E(x * it z it ) might be close to zero since the "idiosyncratic part" is positive while the "individual effects part" is negative. In this case, the instruments may be weak. However, if σ 2 η /σ 2 v is large enough, the "individual effects part" becomes much smaller than the "idiosyncratic part" and E(x * it z it ) can be large in terms of its absolute value. Therefore, when σ 2 η /σ 2 v is large, the instruments become strong regardless of whether δ > 1 or δ < 1.
Further, we find that α determines the magnitude of the "individual effects part". It is easy to see that when α is small, the magnitude of the "individual effects part" also becomes small and when α approaches unity, the effect of the "individual effects part" becomes strong, i.e., the instruments become strong even for the near unit root case if σ 2 η /σ 2 v is large. This may suggest that the weak instruments problem of the FD-GMM estimator pointed out by Blundell and Bond (1998) may not occur even when α is close to unity. Note that this difference comes from the assumption of the initial conditions 4 .
We now provide some simulation results. Figures 1 and 2 6 The number of replications is 5, 000 for each design 7 .
From the figures, it is confirmed that (i) when α is small, the effect of mean-nonstationarity is small, (ii) when α = 0.9, the behavior of α heavily depends on δ and σ 2 η /σ 2 v , and (iii) when σ 2 η /σ 2 v is large and δ is moderately deviated from 1, the bias of α becomes quite small.
In the above discussion, we showed that the behavior of the FD-GMM estimator is heavily affected by the initial conditions. However, in time series analysis, it is widely known that the effects of initial conditions vanish as T gets larger. We show that the same applies to the dynamic panel data models considered here. To see this, note that using an asymptotic expansion, we have statistic to weak instruments such as Kleibergen (2005) . Second, although the model considered in this paper is limited to a stable AR(1) panel model, it is important to extend the analysis to models with additional regressors. However, the finding that unremoved individual effects provide an additional correlation between the lagged dependent variable and instruments may be useful when considering more general models.
