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Résumé
En 2020, la proportion de personnes de plus de 60 ans se montera à 28% de la popu-
lation française, 18% de la population américaine et 35% de la population japonaise [17],
ce qui augmente considérablement la prégnance des maladies chroniques et le nombre de
personnes dépendantes, avec un impact important sur l’organisation du système de santé.
Une façon de s’attaquer à ce problème est de permettre à ces personnes de rester chez
elles en leur fournissant l’assistance nécessaire.
Les systèmes de maintien ou de surveillance à domicile existants cherchent à répondre
aux besoins de ce domaine, mais souffrent néanmoins de quelques limites, une de ces li-
mites étant que ces systèmes sont centrés sur une seule personne et ne permettent pas
la surveillance de plusieurs personnes en même temps. Notre objectif est de construire
des patrons de comportement à partir des informations (données d’actimétrie, médicales,
logistiques, ...) provenant du domicile des personnes suivies à l’aide des capteurs de mouve-
ment, des capteurs physiologiques (thermomètre, tensiomètre, ..), des cahiers de liaison, et
d’autres sources, dans le but d’avoir une vision macroscopique des personnes suivies. Une
personne qui partage le même profil avec une autre pourrait profiter de son expérience.
Pour cela nous collectons les résultats d’un grand nombre de personnes télé-assistées dans
le but d’en faire des catégories. Pour ce faire nous déployons une architecture de classifi-
cation utilisable à grande échelle et basée sur les technologies multi-agent.
Nous avons opté pour une méthode de classification multi-agents pour plusieurs rai-
sons.
D’une part l’application des méthodes classiques centralisées (statistiques, neuronales,
de formation de concept...) ne sont pas possibles quand les données nécessaires pour
faire la classification sont distribuées. De telles méthodes ne permettent pas le passage à
l’échelle des systèmes de maintien à domicile, qui suppose de pouvoir prendre en compte
de nombreuses personnes situées dans des environnements différents et suivies par de
nombreux indicateurs (i.e. les informations de surveillance collectées sur ces personnes)
dont le nombre et le domaine de valeur peuvent évoluer dans le temps. Un tel passage
à l’échelle est possible avec les méthodes multi-agents où chaque agent gère une partie
de données sur un sous-ensemble de la population suivie. L’évolution du nombre ou du
domaine des indicateurs peut induire la suppression ou l’ajout d’un nouvel agent sans
l’obligation de refaire tout le calcul.
D’autre part l’utilisation de la technologie multi-agent est une bonne solution pour la pré-
servation de la vie privée. En effet les agents communiquent entre eux afin de généraliser
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la classification sans transmettre des données confidentielles. Nous décrivons un système
capable, à partir d’informations individuelles de surveillances, de construire une classifi-
cation de personnes à surveiller en un ensemble de patrons. Les patrons ainsi constitués
et gérés sont accessibles par les équipes de maintien à domicile et peuvent jouer plusieurs
rôles :
– comparer les habitudes de la personne avec le résultat des outils d’évaluation de la
dépendance ;
– obtenir des données statistiques globales sur les personnes maintenues à domicile ;
– permettre une assistance personnalisée de la personne selon son patron de rattache-
ment.
Une surveillance accrue de tel ou tel comportement peut alors être mise en place.
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1.1 Contexte de travail
Des études ont montré que le monde sera confronté dans les décennies à venir, au
problème du vieillissement de la population [17]. Cette augmentation du nombre de per-
sonnes âgées a des conséquences sociales et économiques sur les pays concernés. En effet,
la prise en charge médicale de cette frange de population apparaît comme un enjeu éco-
nomique incontournable, et les hôpitaux ne pourraient pas accueillir ce nombre énorme
de personnes âgées ou dépendantes. Une des façons pour affronter ce problème est de
permettre à ces personnes de rester chez elles en leur fournissant l’assistance nécessaire.
Pour cela les scientifiques cherchent toujours à développer des technologies permettant le
maintien des personnes âgées à domicile.
Les systèmes de maintien à domicile existants répondent aux besoins de ce domaine
et offrent une vie plus sûre aux personnes suivies. Pour cela nous ne visons pas à proposer
un nouveau système du maintien à domicile. Nous voulons aborder ce domaine au niveau
collectif, la méta-surveillance, c’est-à-dire comment avoir une vision macroscopique sur
les différentes personnes suivies à leurs domiciles. Notre but est donc de construire des
profils de comportement de ces personnes, ainsi une nouvelle personne pourrait profiter
de l’expérience des autres en lui déterminant sa classe à partir des données de surveillance
collectées de son domicile. Ce but nous conduit à utiliser les techniques de classification
distribuée pour construire ces profils.
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1.2 Objectif de la thèse et principales contributions
Les méthodes de classification existantes ainsi que les techniques de combinaison de
résultats provenant de différents classifieurs ne peuvent pas s’adapter à n’importe quelle
façon de distribution de données qu’on peut avoir dans le domaine de méta-surveillance.
Pour cela notre objectif est de proposer une méthode de combinaison de classifieurs qui
couvrent ces limites.
Dans notre approche nous nous basons sur les technologies multi-agent pour plusieurs
raisons :
– ces technologies ont montré leur adéquation à de nombreux problèmes dans le do-
maine de santé [55] ;
– l’utilisation de ces technologies est une bonne solution quand l’application de mé-
thodes classiques est impossible ;
– le passage à l’échelle en termes du nombre de personnes suivies, où chaque agent
peut gérer une partie de données. l’évolution du nombre de personnes ou le volume
de données peut induire la suppression ou l’ajout d’un nouvel agent ;
– la préservation de la vie privée. En effet les agents communiquent entre eux afin de
généraliser la classification sans transmettre des données confidentielles.
La construction de patrons de comportement de personnes suivies sera donc une ap-
plication de la méthode de classification développée dans le chapitre 4.
Cette méthode est composée de plusieurs étapes :
– la distribution de données sur les agents, où nous expliquons les différentes ma-
nières de distribution de données pour la conception d’une méthode de classification
distribuée :
– distribution horizontale ;
– distribution verticale ;
– distribution mixte ;
– distribution mixte avec chevauchement.
– le traitement de données qui consiste en une normalisation et pondération d’attributs
pour pouvoir appliquer l’algorithme d’apprentissage ;
– l’établissement d’un algorithme de combinaison de résultats provenant de différents
classifieurs. Le principe est basé sur la notion de distance inter-classes.
Pour appliquer une telle méthode dans le domaine de télésurveillance à domicile, nous
présentons une étude de cas dans ce domaine en déterminant les données à utiliser, leur
traitement, et les risques que ces données servent à détecter. Le but de cette étude est de
classer les personnes suivies par rapport à des risque dans le domaine de télésurveillance
(chute, agitation au lit, etc.)
1.3 Organisation du manuscrit
Le mémoire est organisé de la manière suivante :
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– Le chapitre 2 présente les différents types d’aides à domicile de personnes âgées ou
dépendantes. Il présente également les différentes technologies existantes, y compris
celles qui utilisent les multi-agents, pour l’évaluation de la dépendance et pour la
télésurveillance à domicile ainsi que les différents risques détectés. Ces technologies
ne traitent pas l’aspect méta-surveillance, ce qui présente pour nous les motivations
qui nous ont conduit à penser à l’utilisation de l’approche de classification distribuée
pour la construction de patrons de comportement de personnes suivies.
– Le chapitre 3 fait un état de l’art sur les méthodes de classification statistiques, ainsi
que les différentes techniques de combinaison de classifieurs, pour déduire finalement
que ces techniques ne s’adaptent pas à n’importe quelle distribution de données
qu’on peut avoir dans le domaine de maintien à domicile.
– Le chapitre 4 présente notre contribution par la proposition d’une approche de classi-
fication distribuée basée sur les systèmes multi-agents. Cette approche est générique
et peut être appliquée dans de différents domaines.
– Le chapitre 5 présente une étude de cas dans le domaine de maintien à domicile.
Dans cette étude nous présentons les données utilisées (appelées indicateurs) et
leurs caractéristiques relationnelles, organisationnelles, et techniques. Nous présen-
tons également une méthode de distribution de données et un exemple d’application
de la méthode de classification.
– Le chapitre 6 est la conclusion du travail.
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Chapitre 2. Maintien à domicile et méta-surveillance
Dans ce chapitre, nous présentons d’un point de vue informatique, les différents types
d’aides à domicile de personnes âgées ou dépendantes. Nous présentons également les
différents systèmes existants dans le domaine de maintien à domicile qui visent à assurer
une vie plus sûre pour ces personnes. Nous nous intéressons également à l’utilisation des
technologies multi-agents dans ce domaine. Ce chapitre sert à situer notre travail qui se
base sur la notion de méta-surveillance.
2.1 Introduction
TIC et vieillissement
Comme nombre de domaines, la santé, secteur en pleine mutation, a bénéficié de
l’explosion des technologies de l’information et de la communication (TIC). La gérontech-
nologie, discipline consacrée à l’usage des nouvelles technologies dans le champ du vieillis-
sement, en est une déclinaison. En effet, diverses technologies sont développées pour tenter
de compenser la perte d’autonomie de personnes vieillissantes. Citons principalement :
– l’informatique ubiquitaire qui permet, entre autre, d’intégrer des objets de télécom-
munication grand public dans un système de surveillance médicale à domicile pour
des personnes âgées ou en perte d’autonomie ;
– l’utilisation d’internet et de la visiophonie pour la prévention de l’isolement et de la
désocialisation. Le projet T@PA 1 par exemple, vise à restaurer et maintenir le lien
social entre les générations ;
– la mise en réseau d’ordinateurs individuels au service de la recherche médicale, pour
ainsi dédier une partie des capacités non utilisées de son ordinateur. C’est le cas
du projet folding@home 2 dont l’objectif est de contribuer à la recherche contre
l’Alzheimer .
Contexte
Dans le monde, de nombreux pays seront confrontés au problème des populations âgées
dans les décennies à venir. Par exemple, il est estimé qu’en 2020, 28% de la population
française, 18% de la population américaine et 35% de la population japonaise, aura plus
de 60 ans [17] (figure 2.1). Ce qui augmente considerablement le nombre des personnes
dependantes. La prise en charge médicale de cette frange de population apparaît comme
un enjeu économique incontournable [53], et les hopitaux ne pourraient pas accueillir ce
nombre énorme de personnes âgées ou dépendantes.
Une des façons de s’attaquer à ces problèmes, est de permettre aux personnes âgées de
rester à leur domicile en leur offrant les soins nécessaires. Cette stratégie présente plusieurs
avantages :
– en général, les personnes âgées préfèrent rester dans leur environnement habituel et
conserver leur vie privée ;
1. http ://www.altivis.fr/-Le-projet-T-PA-.html
2. http ://folding.stanford.edu/French/Main
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Figure 2.1 – Population âgée de plus de 60 ans
– souvent cela coûte moins cher que de vivre dans une structure d’accueil collective.
Pour maintenir cette stratégie, les scientifique essayent toujours de développer des tech-
nologies intelligentes permettant le maintien à domicile des personnes dépendantes.
2.2 Différents types d’aide à domicile
L’hospitalisation à domicile
L’hospitalisation à domicile (HAD) permet d’apporter au domicile du patient de nom-
breuses prestations habituellement disponibles au sein d’un établissement de santé. L’HAD
apporte de nombreux avantages à tous les niveaux il permet de :
– améliorer l’organisation des soins par la coopération ;
– éviter ou diminuer les séjours à l’hôpital ;
– optimiser les moyens de l’assurance maladie.
Le soin à domicile
Le soin à domicile (SAD) permet aux personnes de maintenir leurs habitudes en in-
tervenant pour :
– l’aide à la toilette, au lever, au coucher, transferts...
– soin infirmier, habillage, suivi de la prise de médicaments...
Le maintien à domicile
Le maintien à domicile (MAD) est un ensemble de moyens permettant à une personne
âgée ou dépendante de continuer à vivre dans son cadre de vie habituel. D’un point de
vue informatique le but de MAD est de surveiller la personne et détecter toute anomalie
de comportement. La démarche du MAD est de :
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– apprendre les habitudes et la normalité de la personne ;
– détecter des écarts par rapport à la normalité ;
– évaluer un risque ou bien déclencher une alarme.
Le maintien à domicile (MAD) qui est notre domaine d’intérêt, est un véritable pro-
jet de société qui requiert l’adhésion massive du grand public [17]. Les technologies de
l’information et de la communication (TIC) peuvent s’insérer dans ce projet. Leurs contri-
butions s’inscrivent dans le développement de services de maintien à domicile, qui aident
les professionnels de ce domaine dans leur travail pour imaginer des technologies logicielles
innovantes. Plus précisément pour :
– augmenter le nombre de personnes âgées suivies à leur domicile avec une assistance
à distance adaptative et non intrusive (qui ne dérange pas l’intimité de la personne
suivie)
– rassurer le cercle familial en permettant une meilleure acceptation de l’entourage
par la mise en place d’un "lien numérique" ;
– minimiser le coût du système de surveillance en utilisant des composants simples.
2.2.1 Les principales applications de MAD/HAD
Les définitions ci-dessous sont tirées d’un rapport sur les HAD/MAD réalisé par le
portail de la télésanté CATEL 3
Télésurveillance
La télésurveillance à domicile consiste à permettre aux patients (ou personnes dépen-
dantes) de vivre chez eux plus longtemps tout en les sécurisant avec un système permettant
de surveiller des paramètres physiologiques ou même de détecter une éventuelle inactivité.
Télémonitoring
Le télémonitoring (ou télémonitorage) correspond à la capture, la transmission, le
traitement et la réception de paramètres d’un patient, avec ou sans son intervention. Ces
paramètres permettent à des professionnels de la santé situés à distance, d’évaluer et de
suivre l’état de santé d’un patient et de décider de certaines interventions de santé.
Téléconsultation
La téléconsultation consiste à réaliser une consultation médicale à distance, quel que
soit le moyen de transmission utilisé. Dans le cadre de la HAD, c’est souvent par un
système de visioconférence que sont réalisées les téléconsultations.
Téléassistance
La téléassistance offre la possibilité d’apporter, à distance, une aide médicale directe à
une personne isolée en difficulté. Elle fait souvent appel à un système de télé-alarme que
3. http ://www.portailtelesante.org
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le patient actionne lorsqu’il souhaite recevoir une aide. Cette téléalarme est alors reliée à
un centre d’aide médicale, ou à un central téléphonique.
Nous nous intéressons à la télésurveillance de personnes dépendantes à domicile. Dans
le reste du chapitre nous présentons les différentes techniques utilisées pour évaluer la
dépendance, puis nous décrirons les systèmes de télésurveillance existants pour positionner
notre travail.
2.3 Définitions de l’autonomie et de la dépendance dans
le domaine de la santé
La dépendance est une situation d’une personne qui, en raison d’un déficit anatomique
ou d’un trouble physiologique, psychologique ou affectif ne peut remplir des fonctions ni
effectuer des gestes essentiels à la vie quotidienne sans le concours d’autres personnes ou
le recours à une prothèse, un remède, etc.
L’autonomie, quant à elle, est un ensemble des habiletés permettant à une personne
de se gouverner par ses propres moyens, de s’administrer et de subvenir à ses besoins
personnels. Plus simplement, l’autonomie est définie comme l’absence de dépendance
Ces définitions sont tirés du site de l’Index International et Dictionnaire de la Réadap-
tation et de l’Intégration Sociale (IIDRIS) 4
2.4 Évaluation de la dépendance
La dépendance est définie comme le besoin d’aide de personnes pour accomplir cer-
tains actes essentiels de la vie quotidienne. Plusieurs outils d’évaluation sont utilisés pour
mesurer la dépendance (la perte d’autonomie). L’intérêt de ces outils est qu’ils permettent
de :
– systématiser et standardiser les données d’observation ;
– comparer la personne à elle même au cours de mesures successives ;
– comparer la personne à d’autres personnes et/ou de la situer par rapport à une
population.
2.4.1 Les échelles ADL et IADL
L’échelle ADL
l’échelle de Katz [37] ou l’échelle ADL (Activities of Daily Living) ou AVQ (Activités
de la Vie Quotidienne) est un outil d’évaluation de la dépendance utilisé au niveau mon-
dial [84] [36]. l’évaluation de la dépendance est essentiellement axée sur le comportement
habituel de la personne à travers l’estimation des activités physiques de la vie quotidienne
4. www.med.univ-rennes1.fr/iidris/
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telles que faire sa toilette, s’alimenter, s’habiller, se mouvoir, etc. Cette échelle comporte
6 items (ou AVQ) qui sont : Hygiène corporelle, Habillage, Toilette, Locomotion, Conti-
nence, et Repas. Chaque AVQ est réalisée avec un de trois choix (Autonomie = 0 point,
Aide partielle = 1 point, Dépendant = 2 points) 5. Une note globale maximale reflète une
très grande dépendance.
La figure 2.2 pressente les différents choix pour les 6 AVQ identifiés par Katz 6.
Figure 2.2 – ADL (activities of daily living)
2.4.2 L’échelle IADL
L’échelle de Lawton [42] ou l’échelle IADL (Instrumental Activities of Daily Living)
est le complément de l’échelle ADL. L’évaluation de la dépendance est faite par l’esti-
mation des activités instrumentales de la vie quotidienne. L’aspect "instrumental" fait
référence à des activités quotidiennes essentiellement gouvernées par des fonctions cog-
nitives, telles que faire des achats, utiliser des transports en commun, cuisiner, faire son
ménage ou sa lessive, utiliser le téléphone, prendre des médicaments, gérer son budget...
Ces activités sont complexes dans le sens qu’elles nécessitent une certaine habileté, une
certaine autonomie, un bon jugement et la capacité de structurer des tâches.
5. Notons que, suivant la version, une AVQ peut avoir de 2 à 5 choix, par conséquence le système de
pointage est variable.
6. Source : www.masef.com/scores/dependanceadlkatz.htm
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La figure 2.3 montre un exemple (tiré du Corpus de Gériatrie Janvier 2000) 7 du
fonctionnement de l’échelle de Lawton. Pour chaque IADL, la cotation ne peut être que
0 et 1. Le score varie de 0 à 5 pour les hommes et de 0 à 8 pour les femmes.
Figure 2.3 – IADL (instrumental activities of daily living)
2.4.3 La grille AGGIR
La grille AGGIR (Autonomie Gérontologique - Groupes Iso-Ressources) est un ou-
til français pour l’évaluation de la dépendance. Son objectif est de pouvoir classer les
personnes âgées selon leur perte d’autonomie à partir de 10 variables appelées discri-
minantes qui sont des activités corporelles et mentales (se laver, s’habiller, se déplacer,
communiquer, etc) (cf figure 2.4) et 7 variables appelées illustratives qui sont des activités
domestiques et sociales (gestion, cuisine, achats, etc). Notons que la grille AGGIR dérive
de la grille Géronte [48] qui comporte 27 variables.
Le degré d’autonomie pour chacune des 10 activités fondamentales est représenté par
une variable à trois modalités :
– A : fait seul, totalement, habituellement et correctement ;
– B : fait partiellement, ou non habituellement, ou non correctement ;
7. www.uvp5.univ-paris5.fr/e-senior/COURS/College/08-D%C3%A9pendance.pdf
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– C : ne fait pas.
À partir des modalités prises par ces 10 variables, un algorithme classe les individus en 6
groupes GIR (groupes iso-ressources).
– GIR 1 : Grabataire dément ;
– GIR 2 : Grabataire lucide, dément déambulant ;
– GIR 3 : Autonomie mentale, Perte partielle de l’autonomie Aide quotidienne impor-
tante ;
– GIR 4 : Difficultés pour les transferts, Aides corporelles, pas de problèmes de conti-
nence ;
– GIR 5 : Aides ponctuelles ;
– GIR 6 : Autonomie pour les activités élémentaires de la vie quotidienne.
Figure 2.4 – Les variables discriminantes de la grille AGGIR et leurs modalités
2.5 Les capteurs utilisés dans le MAD
Les capteurs utilisés dans le MAD peuvent être regroupés selon le type d’informations
qu’ils récoltent [63] :
– physiologique
– comportemental
– environnemental
X.H.B. LE a fait dans sa thèse [43] un tableau de synthèse sur les différents capteurs
utilisés dans le MAD (table 2.1).
Selon son utilisation, un capteur est considéré comme :
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Type d’information Information Capteurs
Physiologique Rythme cardiaque Électrodes posées sur la peau, tensio-
mètre
Tension artérielle Dispositifs à brassards (sphygmomano-
mètres)
Poids Pèse-personne du commerce, outil pe-
sant la personne dans son lit ou dans
les toilettes
Température Thermomètres électroniques qui me-
surent le rayonnement infrarouge de la
surface du tympan (thermomètres tym-
paniques) ou du fond de la bouche
Ventilation Capteur optique qui évalue l’opacité du
sang aux extrémités des doigts, des or-
teils ou du lobe de l’oreille
Comportemental Présence Capteur infrarouge passif
Déplacement Capteur ultrason, capteur de pression
placé sous le tapis, GPS
Utilisation d’objet Contact magnétique, capteur de pres-
sion (placé sous le matelas, la chaise...),
RFID
Geste Caméra
Posture Accéléromètre, Caméra
Chute Accéléromètre
Environnemental Température ambiante Thermomètre
Pression atmosphérique Baromètre
Humidité relative Hygromètre
Luminosité Luxmètre
Sons Sonomètre, microphone
Gaz Détecteurs de gaz
Table 2.1 – Les capteurs et leurs types d’informations collectées
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– invasif ou non invasif, s’il est porté par la personne ou non
– intrusif ou non intrusif, sil dérange l’intimité de la personne ou non
– passif ou non passif, s’il demande l’intervention de la personne ou non
Les techniques de télésurveillance existants qui se basent sur ces types de capteurs
peuvent être classées selon leur objectif en trois groupes :
– techniques pour assurer le confort de la personne suivie ;
– techniques pour renforcer la sécurité à domicile ;
– techniques pour aider le personnel qui contribue à la surveillance de la personne
suivie.
La table 2.2 tirée de [43] fait un résumé sur les techniques de surveillance existantes
avec leurs références et les types de capteurs utilisés.
Groupe Référence(s) Description des capteurs
Assurer le
confort
[11] contacts magnétiques, capteurs infra-
rouges actifs, capteurs infrarouges pas-
sifs, capteurs de température (intérieur
et extérieur à l’habitat), commutateurs
on-off (sur des lampes et la télévision)
[78] étiquettes de transmission, capteurs ul-
trason
[49] capteurs de charge
renforcer la sécu-
rité à domicile
[101] capteurs infrarouges passifs, commuta-
teurs magnétiques
[6] capteurs infrarouges passifs, commuta-
teurs magnétiques
[64], [65], [66] c apteurs infrarouges passifs, commuta-
teurs magnétiques, capteur de CO2, dé-
tecteurs de contact, thermistance dans
la cuisine
[83] capteurs infrarouges passifs, contacts
magnétiques, capteurs de température
ambiante
[62], [92], [91], [90] capteurs infrarouges passifs, contacts
magnétiques
[67] capteurs infrarouges passifs
[69] étiquettes d’identification par fré-
quence de radio (RFID)
[40] capteur de mouvement portable (sur le
poignet) avec un bouton d’alarme ma-
nuel
[30] capteurs infrarouges passifs, contacts
magnétiques
[96] contacts magnétiques, capteurs de
pression, capteurs de débit de l’eau,
capteurs de courant
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[57] commutateurs on-off sur des appareils
électriques
[5] capteurs infrarouges passifs, commuta-
teurs on-off
[86] capteurs infrarouges passifs, capteurs
d’ouverture de portes et de fenêtres,
capteurs photoélectriques, wattmètre
[32] capteurs infrarouges passifs, capteur
d’ouverture de portes, détecteur de son,
détecteur de lumière
[2] capteurs infrarouges passifs, capteur de
température au-dessus du four, capteur
de pression sur le lit
[89] capteurs de champ électrique
[7], [8] capteurs infrarouges passifs
Aider le person-
nel
[15] capteurs infrarouges passifs, contacts
magnétiques
[97] capteurs infrarouges passifs, contacts
magnétiques, capteurs sans fil de mou-
vement d’objets, capteurs de débit de
l’eau, capteurs de courant
[25], [26] capteurs infrarouges passifs
Table 2.2: Les techniques de surveillance existants avec
les capteurs utilisés
2.6 Les technologies existantes pour le maintien à do-
micile
Les technologies existantes pour le maintien à domicile sont classées selon leurs objec-
tifs en quatre groupes [44] :
– technologies pour la surveillance médicale ;
– technologies pour renforcer la sécurité à domicile ;
– technologies d’assistance aux personnes âgées pour les taches de la vie quotidienne ;
– technologies pour maintenir le lien social et la téléassistance.
Plusieurs systèmes appartenant à ces différentes technologies sont mis en place. Parmi
ces systèmes, nous nous intéressons aux systèmes qui visent à assurer une vie sûre. En
général le processus de fonctionnement de ces systèmes commence par étudier le com-
portement de la personne suivie [11] ou suivre ses AVQ, pour après évaluer un risque
ou déclencher une alerte dans le cas de détection d’une anomalie. Ce genre de systèmes
appartient à la catégorie des technologies qui renforcent la sécurité à domicile. Dans la
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suite nous présentons les systèmes ayant cette finalité.
2.7 Systèmes de télésurveillance
2.7.1 Le projet PROSAFE
Le système PROSAFE 8 (Surveillance automatisée et non intrusive de personnes âgées
et/ou dépendantes pour une aide à l’autonomie) [13] est développé par le LAAS-CNRS
de Toulouse en partenariat avec l’EDF. Ce projet a commencé en 1995 [14]. l’objectif est
d’identifier de manière automatique les activités quotidiennes de personnes suivies à leur
domicile par une période d’apprentissage de 30 jours, puis de détecter toute anomalie
de comportement comme une chute, une fugue, ou une agitation nocturne. De plus, et à
l’aide de traitement des données provenant du système, on peut :
– décrire les événements survenus au cours de la période suivie (levers, couchers, dé-
ambulation, visites aux toilettes, sorties de chambre) ;
– constituer une base de données des situations normales pour le patient observé ;
– établir des statistiques sur les activités des périodes passées.
l’originalité de ce système est qu’il est basé seulement sur des capteurs de mouvement
infrarouges reliés sans fil vers un poste distant. Le système PROSAFE a été conçu pour
être utilisé soit par les médecins soit par le personnel soignant via une interface adaptée.
Il a été expérimenté dans des hôpitaux et des résidences pour personnes agées. L’interface
destinée aux infirmières permet de visualiser la position en temps réel du patient et les
situations anormales (alertes et alarmes) dans la chambre. Dès qu’une alarme est déclen-
chée, un appel est automatiquement généré sur l’interface des infirmières. Les médecins
de leur coté accèdent à une base de données mise à jour en temps réel pour l’analyse
statistique du comportement du patient. Une nouvelle version a été faite pour contribuer
à des diagnostics médicaux [7] [8].
2.7.2 Le projet AILISA
Le projet AILISA [59] [60] (Appartements Intelligents pour une Longévité Effective)
est un projet de grande envergure qui a démarré en 2004, visant la mise en place de
plateformes pour l’assistance de personnes dépendantes à leur domicile. Il regroupe un
ensemble de partenaires spécialistes de l’habitat intelligent, des vêtements électroniques
et de l’assistance robotisée (TIMC de Grenoble, l’Hôpital Charles Foix d’Ivry-sur-Seine,
le CHU de Toulouse, etc). Plus précisément le projet met en place une plateforme de
surveillance composée :
– d’un habitat équipé d’un ensemble d’équipements domotiques à vocation médicale
(détecteurs de présence, tensiomètre, oxymètre, commandes électriques centralisées,
pèse personne) ;
– de gilets portés par la personne pour la détection des chutes équipés de liaison radio
(VTAMN)[61] ;
8. http ://spiderman-2.laas.fr/PROSAFE/
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– d’un robot déambulateur d’aide au transfert et au déplacement de la personne
(MONIMAD)[68] ;
– d’un système logiciel de fusion des données issues des différents appareillages.
L’ambition de ce projet est de traiter tout le champ du maintien à domicile, du maté-
riel au logiciel, en passant par les problèmes d’appropriation des usages et d’éthiques.
2.7.3 Le laboratoire DOMUS
Le laboratoire DOMUS 9 vise à fournir un habitat intelligent aux personnes déficientes
cognitivement (telles les personnes atteintes d’Alzheimer), en évitant les caméras et en
minimisant l’utilisation d’objets intrusifs (port de pendentifs). Les projets du laboratoire
s’attaquent à la modélisation et à la reconnaissance des activités de la vie quotidienne
(AVQ) aussi bien à l’intérieur du domicile qu’à l’extérieur. Des simulations d’AVQ pour
générer divers scénarios sont effectuées, pour ensuite anticiper le comportement d’une
personne.
Un des principaux projets concerne l’assistance cognitive pour la réalisation des AVQ.
Ainsi, un assistant logiciel peut aider à la réalisation d’une activité sous la forme d’une
procédure pas-à-pas. Des implémentations ont été réalisées pour montrer l’applicabilité
de cette assistance mais les validations continuent d’être faites par simulation dans le
laboratoire DOMUS.
2.7.4 Le projet PARAchute
Le projet PARAchute (Personnes âgées et risque de chute) [31] est mis en place en
2006 par le partenariat du LORIA de Nancy, université de technologie de Troyes, et le
laboratoire de physiologie et d’évaluation neuromusculaire (Nancy). L’objectif de ce projet
est de proposer une méthodologie et une technologie permettant d’évaluer un risque de
chute de la personne suivie.
Le programme de ce projet est de trois étapes :
– évaluer la qualité de l’équilibre en utilisant une plateforme de forces 10.
– évaluer la qualité de la marche en utilisant les informations d’une caméra "sans
image" (traitement intégré).
– en déduire un critère de dégradation vers un risque de chute par communication
sans fil (BlueTooth) vers un téléphone programmable et un PC de traitement ou
tout autre organe de décision.
Le point fort de ce projet est qu’il n’y a pas d’instrumentation du patient, et on utilise
des cameras mais sans transmission d’images (surveillance par interprétation automatique
de la vidéo).
9. http ://domus.usherbrooke.ca/projets/ ?locale=fr
10. http ://sprint.insep.fr/plateforme_force/p_f_introduction.php
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2.7.5 Le projet MEDIVILLE
Le projet MEDIVILLE réunit les participants suivants : INT d’Evry (Institut natio-
nal des télécommunications), ISTM (Institut supérieur de technologie et management),
ESISS (École supérieur Informatique d’Électronique et Électrotechnique), et le CHU de
Bobigny. Ce projet vise à créer un démonstrateur d’un système améliorant la prise en
charge des patients à domicile [4].
Le système comprend :
– un système de télésurveillance à domicile
– un système de consultation pour le praticien
– une base de données correspondant aux patients.
– un serveur central
le système de télésurveillance à domicile est relié au serveur central pour alimenter la
base de données des patients qui permet de surveiller l’évolution de l’état de santé d’une
personne par le médecin. Elle permet également au praticien de comparer l’évolution des
symptômes de son patient.
Le système de télésurveillance à domicile est composé d’un ensemble des capteurs bio-
médicaux portés par le patient pour mesurer plusieurs paramètres physiologiques (élec-
trocardiographie (ECG), température, etc) ou détecter des risques liés au mouvement
(chute, malaise, etc). En cas d’une anomalie, une alarme est transmise automatiquement
au serveur du centre de télésurveillance.
2.7.6 Le projet TelePat
Le projet TelePat (Télésurveillance du patient à domicile) [41] est une suite au projet
MEDIVILLE. Il vise à mettre à disposition un outil d’alerte déclenchée en cas d’urgences,
en lien direct avec un centre de soin (SAMU).
Le serveur de télésurveillance a les fonctions suivantes :
– diagnostic à distance ;
– prescription à partir des données biomédicales reçues des capteurs portés par le
patient et, en cas de nécessité, alerte équipe d’urgence (SAMU) ;
– permet au médecin traitant d’avoir accès au fichier médical du patient, et d’analyser
les données capteurs reçues du domicile du patient.
Lors d’un malaise, les données provenant du domicile qui sont analysées par la base
domestique (cf projet MEDIVILLE) donnent suite à :
– un déclenchement d’une alarme transmise du centre de télésurveillance ;
– un transfert par internet des données médicales de la base domestique au centre de
télésurveillance ;
– un établissement du diagnostic à distance par le médecin.
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2.7.7 Le projet GARDIEN
Le projet GARDIEN (Gérontologie Assistée par la Recherche et le Diagnostic des In-
cidents et des Errances Nocturnes)(INSERM de Toulouse) [85] a pour but de détecter une
chute ou une fugue pour les personnes atteintes Alzheimer par acquisition et traitement
des données provenant des capteurs de mouvement placés dans la chambre du patient.
Le système s’appuie sur un réseau de capteurs infrarouges de mouvements, des modules
d’acquisition des données, et une base domestique qui est un ordinateur qui reçoit les
données et les analyses. Le traitement des données est fait par un logiciel qui fournit
des statistiques sur l’évolution de l’état du patient sous forme des histogrammes et des
analyses.
2.7.8 Le projet GERHOME
Le projet ou plutôt le laboratoire GERHOME 11 réunit les partenaires suivants : CSTB
(Centre Scientifique et Technique du Bâtiment), INRIA, et CHU de Nice. L’objectif de ce
projet est de prévenir des anomalies, plutôt que les détecter. Le principe de base est l’éva-
luation et la surveillance du niveau d’autonomie de la personne âgée. Les types de données
surveillées sont : présence, température, hygrométrie, ambiance lumineuse, consommation
électrique et d’eau, manipulation des meubles, ouverture des portes et fenêtres.
L’approche technique s’appuie sur deux systèmes complémentaires de surveillance d’ac-
tivités :
– vidéo : Reconnaissance de motifs de comportement via l’analyse temps réel de flux
vidéo ;
– environnemental : corrélation de données fournies par divers capteurs répartis dans
le logement (capteurs de mouvements, de pression, etc).
L’approche logicielle est composée de :
– modèle producteur / consommateur : Les données collectées par le système de cap-
ture sont stockées indépendamment de tout traitement ultérieur. Ce stockage ali-
mente les modules d’analyse et de traitement ;
– interfaces standardisées : les données des capteurs sont publiées sur un réseau TCP.
Le système permet le respect de la vie privée car aucune donnée brute (vidéo ou capteurs)
ne sort du logement. En plus le système est non intrusif car l’installation est faite sans
travaux dans le logement et en limitant l’utilisation d’un dispositif porté.
2.7.9 Le projet HIS
Le projet HIS (Habitat Intelligent pour la Santé) réalisé au laboratoire TIMC-IMAG
de Grenoble [62] [75] vise à surveiller une personne fragile par un ensemble de capteurs
installés dans son habitat ou portés par elle même. Les données ainsi collectées sont en-
suite envoyées vers un centre de télésurveillance pour être traitées et analysées par des
personnes compétentes (médecin, infirmier, proche, etc).
11. http ://gerhome.cstb.fr/
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Le concept de l’HIS a évolué dans le cadre des laboratoires GIPSA et G-SCOP, et une
nouvelle approche a été proposée pour l’évaluation de l’état d’autonomie d’une personne
âgée.
Nous avons vu que les techniques existantes pour évaluer le degré de dépendance se
basent sur des questionnaires en suivant des échelles (AGGIR, Katz, etc).Or le but de
cette approche est d’automatiser l’évaluation du degré de dépendance d’une personne
âgée pour après évaluer son rythme de vie. Cette approche s’appuie seulement sur un
réseau de capteurs infrarouge passifs, non intrusifs, et non invasifs.
L’idée de base est de reconnaitre d’une manière automatique les activités de la vie
quotidienne (AVQ) qui servent à évaluer l’autonomie [46] [45]. L’approche se base sur la
reconnaissance des huit activités : cinq AVQ définies par Katz (toilettes, habillage, al-
ler aux toilettes, transfert et alimentation) et trois activités supplémentaires (le lever, le
coucher, et les sorties). L’information sur la réalisation des 5 AVQ sert à évaluer l’état
d’autonomie de la personne. L’information sur les autres activités sert à suivre l’évolution
du rythme de vie de la personne.
Le processus de traitement comporte trois étapes [47] :
– étape de traitement des données où les signaux provenant des capteurs sont trans-
formés en des séquences d’états mobiles-immobiles après avoir fixé des seuils pour
reconnaitre ces états ;
– étape de reconnaissance des activités où chaque AVQ est caractérisée par un scénario
composé d’une chaîne des séquences d’états mobiles-immobiles ;
– étape d’évaluation de l’évolution du rythme de vie par comparaison de la séquence
d’activités réalisées dans une journée avec la séquence d’activités habituelles.
Cette approche a été expérimentée dans deux plateformes du laboratoire TIMC dans
le cadre du projet AILISA. Ces deux plateformes sont installées dans deux appartements
à Grenoble habité chacun par une personne âgée.
2.8 Technologies multi-agent dans le domaine de la santé
Les systèmes multi-agents (définis en détail dans le chapitre 3) ont prouvé leur adé-
quation à de nombreux problèmes dans le domaine de santé [55]. Dans ce domaine les
connaissances médicales exigées pour résoudre un problème peuvent être distribuées dans
différents endroits. Par exemple pour établir le dossier médical du patient, il est néces-
saire de disposer de différentes analyses et tests en provenance de plusieurs hôpitaux. Les
agents peuvent fonctionner dans différents endroits, chaque agent gérant une partie des
connaissances.
L’architecture multi-agent est particulièrement adéquate quand la solution d’un pro-
blème implique la coordination des efforts de différents individus avec différentes fonctions
(les diverses unités d’un hôpital doivent par exemple collaborer pour établir le parcours
du patient). La «sociabilité» des agents est une solution car les agents peuvent communi-
quer entre eux en utilisant un protocole de communication pour l’échange d’informations.
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En outre, de nombreux problèmes médicaux sont complexes et la recherche de solutions
standards en génie logiciel n’est pas aisée. La résolution dans les systèmes multi-agents
est basée sur des techniques de décomposition en sous problèmes. Prenons pour exemple
les greffes d’organes [56]. Quand un nouvel organe est disponible il est nécessaire de trou-
ver très rapidement le récepteur le plus approprié de l’organe, qui peut être situé dans
un centre médical très loin de l’endroit du donateur. En outre, chaque hôpital garde les
données de ses patients qui sont dans la liste d’attente pour un certain type d’organe.
Il serait tout à fait difficile de concevoir et mettre en application un système complexe
centralisé (par exemple un système expert d’aide standard de décision) pour résoudre ce
problème de coordination. Les multi-agents ont également fait leur preuve en recherche
d’information. Une grande quantité de connaissances médicales est disponible sur l’in-
ternet, et il est nécessaire de permettre l’accès à l’information la plus appropriée. Les
agents peuvent être employés pour jouer les médiateurs entre médecins et patients d’une
part, et entre des ressources de données médicales d’autre part. Ces agents recherchent
l’information à partir de sources différentes, analysent les données obtenues, et choisissent
l’information utile en fonction des profils des consultants. Pour conclure, l’autonomie des
agents est un paradigme adéquat pour mettre en application des systèmes, dans lesquels
chaque composant modélise le comportement d’une entité indépendante, qui dispose de sa
propre base de connaissance et d’objectifs individuels. Pour toutes ces raisons, beaucoup
des développeurs se sont orientés vers les technologies multi-agents pour la conception des
systèmes pour la santé. Dans [34], les auteurs présentent les applications les plus impor-
tantes qui utilisent les systèmes multi-agents dans le domaine de la santé. Les principales
filières traitées par ces applications sont :
– la gestion de données médicales ;
– l’aide à la décision ;
– la planification et l’affectation des ressources ;
– les soins à distance / la télémédecine ;
– le maintien / l’hospitalisation à domicile.
L’intérêt général des systèmes multi-agents dans le domaine de la santé ayant été
rappelé, nous nous concentrons sur le maintien à domicile qui fait partie des domaines
abordés par les technologies multi-agents. Nous présentons dans la suite les applications
les plus importantes dans ce cadre.
Travaux utilisant les technologies multi-agents dans le domaine de maintien à
domicile
2.8.1 Le projet e-vital
e-Vital [79] (Cost-Effective Health Services for Interactive Continuous Monitoring of
Vital Signs Parameters) est une plateforme mobile et modulaire de télémédecine. L’objec-
tif principal du projet est de permettre aux patients et aux personnels soignants d’alimen-
ter une base de données centrale via un ensemble d’appareils de mesure. Il veut également
permettre aux patients de s’auto-monitorer (dans le cadre de maladie chronique comme les
problèmes cardiaques, respiratoires, etc.) en leur permettant en cas d’urgence de brancher
leur appareil de mesure avec analyse immédiate des résultats si besoin. Cet accès doit per-
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mettre de rassurer les patients sur leur état de santé afin qu’ils puissent rester chez eux en
se sentant en sécurité. Par l’intermédiaire d’un assistant numérique personnel, le serveur
d’e-vital peut relier des dispositifs de surveillance produits par différents fabricants. Le
serveur dispose d’un système multi-agent ; chaque agent est chargé d’accomplir une tâche
spécifique en relation avec les données médicales stockées dans la base. On trouve notam-
ment les modules Profile Manager (pour les privilèges d’accès), Alert Manager (pour le
déclenchement de messages d’alerte) et Schedule Manager (pour les protocoles de soins du
patient). Pour arriver à ses fins le projet e-Vital se concentre sur les problèmes d’interopé-
rabilité des différents appareils connectés. Il se présente sous la forme d’une plateforme
d’interconnexion tant logicielle (en utilisant les données standards des protocoles de soins)
que matérielle. On peut dire que le projet est essentiellement focalisé sur les appareils de
mesure et sur les méthodes de communication qui leur permettent de communiquer de
façon standard avec l’extérieur, ainsi que sur le format de la base de données centrale qui
stocke ces informations.
2.8.2 Le projet HoCa
Le projet HoCa (Home Care Intelligent Environments)[58] présente une architecture
multi-agent pour le développement d’un environnement intelligent où les composants in-
teragissent entre eux sans action particulière de l’utilisateur. HoCa est utilisé pour déve-
lopper un système multi-agent pour la surveillance de patients à leurs domiciles. Cette
architecture intègre des technologies pour :
– l’identification automatique des humains, des animaux, et des objets en mouvement
par l’utilisation des techniques RFID (Radio Frequency IDentifaction) et Java Card
– déterminer l’endroit et la trajectoire du patient à l’aide des techniques de vidéo
surveillance
– gérer les alarmes à l’aide des téléphones mobiles (SMS, MMS)
l’architecture comporte deux types d’agents : agents pour la gestion de la coopération et
la communication entre les différents dispositifs du système, et agents pour le traitement
des informations collectés en temps réel. La conception de l’architecture permet l’ajout
de nouveaux agents avec de nouvelles caractéristiques à n’importe quel moment.
2.8.3 Le projet K4Care
Le projet K4Care (Knowledge-Based HomeCare eServices for an Ageing Europe) [33]
développe un nouveau modèle de maintien à domicile en suivant les pratiques quotidiennes
observées dans les centres médicaux de plusieurs pays européens pour améliorer l’assis-
tance aux patients âgées qui soufrent de maladies chroniques ou sont handicapés et ont
besoin d’un traitement.
L’architecture du système est composée de trois couches : couche de connaissances,
couche de l’abstraction de données, et couche de la plateforme K4Care qui est un sys-
tème multi-agent qui fournit des e-services au personnel soignant et aux patients. Les
professionnels sont représentés par des agents persistants. Le comportement d’un agent
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est générique et il est dirigé par des connaissances sous la forme d’ontologies, de procé-
dures médicales, de plans standards et personnalisés d’intervention, et de dossiers de santé
électroniques.
Les ontologies formalisent les services, les procédures, les actions, les compétences des
acteurs, et les affections (maladies, symptômes, syndromes, etc). Les plans d’intervention
définissent les traitements pour les syndromes généraux. Les dossiers de santé électroniques
enregistrent les données relatives aux patients, tels que les traitements, les ordonnances
ou des informations sur leurs statuts actuels.
2.9 Discussion
Les tables 2.3, 2.4, 2.5, et 2.6, présentent les caractéristiques pour un échantillon des
systèmes mais qui couvrent pratiquement tous les systèmes présentés dans ce chapitre.
Ces caractéristiques sont des réponses fournies par les systèmes sur des critères du do-
maine du MAD.
Critère Réponse pour PROSAFE
Equipements Domotique : équipement installé dans des hô-
pitaux et des maisons de retraite. Médical :
module d’acquisition de données numériques
Risques et urgences détectés chute, fugue, nuit agitée
Public visé personnes âgées ou handicapées, victimes de
la maladie d’Alzheimer
Périmètre d’action Domicile et hôpital
Méthode de détection des
risques
Capteurs et méthodes statistiques
Echelle de surveillance Centré sur un individu
Lien avec des données médi-
cales
Oui
Validation médicale Expérimentation dans deux hôpitaux et plu-
sieurs résidences
Aspects éthiques et psycho-
logiques
Médiation technique prévue entre les pa-
tients et le personnel médical
Table 2.3 – Caractéristiques de PROSAFE
Les expérimentations de ces systèmes montrent une bonne performance et donnent de
bons résultats par rapport aux objectifs fixés qui peuvent se résumer par :
– améliorer le confort et sécuriser la prise en charge à domicile ;
– assurer la coordination de la prise en charge à domicile ;
– réduire le coût de la surveillance en évitant ou limitant les retours à l’hôpital.
Cependant, la plupart de ces systèmes manquent de fiabilité en termes de nombre
important de fausses alertes. De plus, les systèmes qui se basent sur des capteurs invasifs
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Critère Réponse pour AILISA
Équipements Domotique : au domicile de la personne sui-
vie. Porté : vêtements intelligents avec dé-
tecteur de chutes. Médical : tensiomètre et
oxymètre
Risques et urgences détectés certains risques médicaux, chute
Public visé personne âgée, personne handicapée
Périmètre d’action Domicile et hôpital
Méthode de détection des
risques
Essentiellement matérielles
Échelle de surveillance Projet centré sur une aide individuelle
Lien avec des données médi-
cales
Non
Validation médicale Expérimentation sur quatre sites depuis 2004
Aspects éthiques et psycho-
logiques
Médiation technique prévue entre les pa-
tients et le personnel médical, certains as-
pects psychiatriques pris en compte
Table 2.4 – Caractéristiques de AILISA
Critère Réponse pour DOMUS
Équipements capteurs, gants et étiquettes RFID, interfaces
tangibles
Risques et urgences détectés erreurs commises dans les AVQ, assistance
dans les déplacements
Public visé Déficients cognitifs (stade léger à moyen)
Périmètre d’action Domicile et extérieur
Méthode de détection des
risques
Reconnaissance de plans basée sur un modèle
d’actions Architecture cognitive ACT-R
Échelle de surveillance Projet centré sur une aide individuelle
Lien avec des données médi-
cales
Comparaison à l’aide de cas réels
Validation médicale Expérimentation uniquement dans le labora-
toire DOMUS
Aspects éthiques et psycho-
logiques
Non mentionnés
Table 2.5 – Caractéristiques de DOMUS
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n’ont aucune garantie que le dispositif soit porté en permanence par la personne.
Nous avons remarqué également que les systèmes existants sont tous centrés sur une
seule personne, et lors du passage au niveau macro (surveillance de nombreuses personnes
ou méta-surveillance), opèrent une simple duplication du système individuel, sans mutuali-
ser ces surveillances et en tirer profit, alors que cela peut être possible par la construction
de patrons génériques d’activités des personnes. Cette notion de méta-surveillance fait
l’objectif de cette thèse.
2.10 Objectif de la thèse
Notre objectif n’est pas de proposer un nouveau système de télésurveillance à domicile,
mais plutôt de proposer un système qui peut, à partir des données provenant des systèmes
et des capteurs installés dans plusieurs habitats, construire de profils de comportement
des personnes suivies. Une personne qui partage le même profil avec une autre, pourrait
bénéficier de son expérience.
Cette approche repose sur la recherche de ressemblances entre les personnes gérées
par le système. Elle demande en contre partie de disposer d’un nombre significatif de
personnes pour proposer une typologie par agrégation de profils et ainsi élaborer des hy-
pothèses et des degrés de vigilance suivant la personne surveillée. Pour une personne à
surveiller, si elle partage le même profil avec une autre, le système pourra alors utiliser
cette expérience pour adapter son assistance. C’est sur ce problème de construction et de
maintenance de patrons que se situe notre travail de thèse.
Parler de patrons et de généralisation implique la recherche de méthodes de classifica-
tion distribuée puis la combinaison de différents résultats pour construire les patrons qui
regroupent des personnes ayant un comportement similaire.
La système doit s’adapter à n’importe quelle façon de distribution de données. Pour
cela nous présentons dans le chapitre 3 un état de l’art sur les méthodes de classifica-
tion existante qui nous ont conduits à proposer une nouvelle méthode de classification
distribuée dans le chapitre 4 qui s’adapte aux différents types de distribution de données
qu’on pourrait avoir dans le domaine de méta-surveillance. La construction de profils de
comportement sera donc une application de la méthode de classification ainsi proposée.
Cette application est présentée dans le chapitre 5.
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Critère Réponse pour e-Vital
Équipements Médical : appareils de mesure appropriés à la
pathologie suivie
Risques et urgences détectés suivi de l’efficacité des soins sur la durée, ob-
servation des signes vitaux et alerte si ur-
gence
Public visé Personnes atteintes de maladies chroniques
Périmètre d’action Cadre de vie (concerne le lieu de vie mais le
système est aussi accessible lors de situations
ambulatoires)
Méthode de détection des
risques
Gestion et interprétation des données gérées
par un système multi-agent
Échelle de surveillance Projet centré sur une aide individuelle
Lien avec des données médi-
cales
Les enregistrements médicaux des patients
sont stockés dans une BD de l’hôpital
Validation médicale Expérimentations sur quatre sites européens
Aspects éthiques et psycho-
logiques
Non mentionnés
Table 2.6 – Caractéristiques de e-Vital
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3.1 Introduction
La classification est un processus qui consiste à extraire de manière automatique des
connaissances à partir d’un ensemble de données lors d’une phase d’apprentissage, puis à
utiliser ces connaissances afin de regrouper les données (les mêmes que celles utilisées pour
l’apprentissage ou d’autres) en classes homogènes dans le sens de propriétés communes
lors d’une phase de prédiction. Le but de la classification de données est d’organiser et
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classer des données dans des classes distinctes constituant un modèle. Ce modèle peut
être représenté sous plusieurs formes selon la méthode d’apprentissage utilisée (méthodes
statistiques, neuronales, de formation de concepts,...). Par exemple pour les méthodes
statistiques un modèle peut prendre la forme d’un partitionnement, d’une hiérarchie de
classes etc..
La phase d’apprentissage peut être réalisée de deux manières distinctes : supervisée ou non
supervisée. L’apprentissage supervisé consiste à utiliser un ensemble d’exemples d’appren-
tissage (objets classés préalablement) afin de produire les descriptions des classes servant
ensuite à la prédiction. L’apprentissage non supervisé quant à lui, n’utilise pas d’exemples
et produit directement une classification à partir de données.
La classification distribuée est la classification appliquée à des données distribuées. Cette
classification peut être la combinaison de plusieurs classifications ’locales’ qui sont faites
sur plusieurs ensemble de données.
Dans ce chapitre, nous présentons les différentes familles des méthodes de classifica-
tion existantes ainsi que les différents techniques de combinaison de ces méthodes. Nous
commençons par décrire les différentes méthodes de classification qui peuvent être uti-
lisées dans notre approche. Puis nous montrons l’utilité de la combinaison de méthodes
de classification en présentant les différentes manières de le faire en montrant leurs avan-
tages et leurs limites qui nous ont conduit à proposer une nouvelle approche basée sur le
paradigme multi-agent.
3.2 Classification supervisée
Dans la classification supervisée, le nombre ainsi que l’identité des classes sont connus
à l’avance. La classification a donc pour objectif d’identifier les classes auxquelles appar-
tiennent des objets à partir de traits descriptifs, on définit :
Π la population,
D l’ensemble des descriptions,
C l’ensemble des classes
X : Π → D fonction qui associe une description à tout élément de la population
Y : Π → C fonction qui associe une classe à tout élément de la population
F : D → C fonction de classement recherchée
Le but de la classification supervisée est de rechercher la fonction de classement F pour
que F◦X soit une bonne approximation de Y (figure 3.1). C’est à dire que pour p ∈ Π,
F(X(p)) soit très proche de Y(p) et dans le cas idéal Y(P) = F(X(p)).
Le processus de classification supervisée contient une phase d’apprentissage permettant
d’extraire l’information pertinente de grands ensembles de données complexes ou d’ap-
prendre des comportements à partir d’exemples. L’apprentissage est l’acquisition d’une
connaissance explicite par un système informatique. C’est encore la construction de nou-
velles connaissances ou amélioration de connaissances déjà existantes [38]. Deux genres
d’apprentissage existent :
– L’apprentissage hors ligne contient deux périodes :
– période de formation : l’apprenant induit une hypothèse à partir d’un ensemble
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Figure 3.1 – fonction de classement
d’exemples de données en entrée appelé encore ensemble d’observations ;
– période d’évaluation : la performance de l’apprenant est évaluée avec un autre
ensemble séparé d’observations.
– L’apprentissage en ligne consiste en deux étapes :
– l’apprenant reçoit une nouvelle observation et choisit une action en conséquence ;
– l’apprenant reçoit une réponse de l’environnement et ajuste son hypothèse en
conséquence.
d’après la literature [24], les méthodes les plus utilisées dans la classification supervisée
sont le classifieur de Bayes et l’arbre de décision. Dans la suite nous présentons ces deux
méthodes.
3.2.1 Classifieur de Bayes
Soit x = [x1, x2, ..., xi, ..., xp] un vecteur de descripteurs (trais descriptifs).
C = {c1, ..., cq} l’ensemble des classes possibles.
S : ensemble fini de couples de la forme (x, ck)
n : nombre d’éléments de S
nk : nombre d’éléments de S appartenant à la classe ck
La régle de classifieur de Bayes [76] recommande de classer le vecteur x dans la classe ck
pour laquelle P (ck/x) (la probabilité que ck soit la classe résultante sachant que le vecteur
est x) est maximale. Ce qui revient à maximiser : p(x/ck)p(ck)
p(x)
soit encore p(x/ck)p(ck), p(x)
ne dépendent pas de ck. Donc pour pouvoir appliquer la règle de Bayes il faut donc pouvoir
estimer : p(x/ck) et p(ck).
On estime p(ck) par pˆ(ck) = nkn
et p(x/ck) par pˆ(x/ck) =
∏p
i=1 p(x
i/ck)
ce qui revient à considérer les attributs comme indépendants les uns des autres.
La règle de classification de Bayes devient alors : classer le vecteur x dans la classe ck qui
maximise : ∏p
i=1 p(x
i/ck)
Exemple 1. soit les deux classes : c1 = {01100, 11001, 10110, 10101, 10010} et c2 =
{01010, 11111, 11010, 11101, 10101}. On demande de classer le vecteur x=00111. On aura
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pˆ(00111/c1) =
1
5
× 3
5
× 3
5
× 2
5
× 2
5
= 36
55
= 11.5× 10−3
pˆ(00111/c2) =
1
5
× 1
5
× 3
5
× 3
5
× 3
5
= 27
55
= 8.6× 10−3
On classera donc x=00111 en classe c1
Lorsque les attributs prennent leurs valeurs dans un même ensemble, on peut faire l’hypo-
thèse que dans chaque classe, la probabilité d’observer une valeur quelconque d’un attribut
est en fait indépendante de l’attribut. Pour toute classe c, pour toute valeur v et tous les
indices i et j :
p(xi = v/c) = p(xj = v/c)
Exemple 2. Pour les mêmes données de l’exemple précédent, on aura : pˆ(xi = 0/c1) =
12
25
; pˆ(xi = 1/c1) =
13
25
pˆ(xi = 0/c2) =
8
25
; pˆ(xi = 1/c2) =
17
25
alors
pˆ(00111/c1) =
122×133
255
= 32.4× 10−3
pˆ(00111/c2) =
82×173
255
= 32.2× 10−3
On classera donc x=00111 en classe c1
Le classifieur de Bayes présente plusieurs avantages :
– une méthode très répandue
– Simple et facile à implémenter
– complexité d’ordre O(1)
– bons résultats même quand on a peu de données
Malgré ses avantages, le classifieur de Bayes nécessite de faire de bonnes hypothèses sur
la forme des distributions de données en s’appuyant sur l’hypothèse d’indépendance des
attributs qui est fausse dans la plupart des cas. C’est pour cette raison qu’on l’appelle le
classifieur naïf de Bayes.
3.2.2 Les arbres de décision
Un arbre de décision est une représentation graphique d’une procédure de classification
[71]. Cet arbre peut être traduit sous forme de règles de décision. Un arbre de décision
est un arbre au sens informatique où :
– chaque noeud interne teste un attribut ;
– chaque branche correspond à une valeur d’un attribut ou à un résultat d’un test ;
– chaque noeud feuille est une classe.
Les noeuds d’un arbre sont repérés par des positions qui sont des mots de {1, ..., p}∗, où p
est l’arité maximale des noeuds (i.e le nombre maximal des branches pour les noeuds d’un
arbre)(figure 3.2). A tout arbre de décision, on associe de façon naturelle une procédure
de classification. En effet, à toute description est associée une seule feuille de l’arbre de
décision. Cette association est définie en commençant à la racine de l’arbre et en descen-
dant dans l’arbre selon les réponses aux tests qui étiquettent les noeuds internes. La classe
associée est alors la classe par défaut associée à la feuille qui correspond à la description.
L’idée centrale est de diviser récursivement et le plus efficacement possible les exemples
de l’ensemble d’apprentissage par des tests définis à l’aide des attributs jusqu’à ce que
l’on obtienne des sous-ensembles d’exemples ne contenant (presque) que des exemples
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Figure 3.2 – exemple d’un arbre de décision
appartenant tous à une même classe.
La tache la plus importante dans cette méthode de classification est la construction
de l’arbre ou autrement dit le choix du noeud racine et de ses descendants[22] [81]. Cette
tache se fait dans la phase d’apprentissage hors ligne. En effet les données qu’on dispose
au début sont : un échantillon d’objets S qui ont un ensemble d’attributs avec leurs va-
leurs, et un ensemble de classes C où chaque objet de S appartient à une classe de C, et
à partir de ces données on doit construire l’arbre qui va être utilisé ultérieurement pour
classer de nouveaux objets. Les algorithmes construisent les arbres de façon descendante.
Lorsqu’un test est choisi, on divise l’ensemble d’apprentissage (l’échantillon) pour chacune
des branches et on réapplique récursivement l’algorithme. Le principe de la construction
d’un arbre est basé sur la recherche du couple (attribut, test) le plus discriminant [21]
c’est-à-dire le test qui divise l’ensemble d’apprentissage en sous-ensembles de plus en plus
pures en terme de classes. Ensuite ce couple sera la racine de l’arbre. l’attribut correspon-
dant est appelé l’attribut de coupure. le même principe est suivi pour construire les sous
arbres de la racine. La procédure de construction d’un arbre de décision est décrite dans
l’algorithme 1.
La question qui se pose est comment déterminer l’attribut de coupure ? Pour le savoir, il
nous faut introduire des quantités qui permettent de comparer les différents choix possibles
[54]. Dans ce but, on définit des fonctions qui permettent de mesurer le degré de mélange
des exemples d’apprentissage entre les différentes classes. Une telle fonction doit vérifier la
propriété suivante : elle doit prendre son minimum lorsque tous les exemples sont dans une
même classe (le noeud est pur) et son maximum lorsque les exemples sont équirépartis. Par
exemple, si on dispose de 8 éléments et de deux classes, une telle fonction devra prendre
son minimum pour les couples (0,8) et (8,0) et son maximum pour le couple (4,4). Il existe
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Algorithm 1 Construire_Arbre(D, T)
Entrées: D, D est l’ensemble d’apprentissage avec ses attributs et l’ensemble des classes
prédéfinies.
Sorties: T , l’arbre construit initialement vide
1: Déterminer le meilleur attribut de coupure
2: Créer un noeud fils de T étiqueté par cet attribut
3: Créer autant de fils que l’attribut a de valeurs (attributs nominaux) et étiqueter les
arcs par le prédicat ainsi formé
4: pour chaque fils F faire
5: Associer à ce fils les objets du noeud père vérifiants le prédicat
6: si le noeud vérifie le critère de terminaison alors
7: Transformer ce noeud en feuille et lui attribuer une classe
8: sinon
9: Construire_Arbre (D, F)
10: finsi
11: fin pour
différentes fonctions qui satisfont ces propriétés comme la fonction Entropie et la fonction
Gini. Ces fonctions sont définies par :
Soit S : un échantillon d’exemples d’apprentissage
{1, ..., c} : ensemble de classes
t : arbre de décision
p : position dans l’arbre
N(p) : cardinal de l’ensemble des exemples associés à p
N(k/p) : cardinal de l’ensemble des exemples associés à p et de classe k
P (k/p) = N(k/p)/N(p) : proportion d’éléments de classe k à la position p
Entropie : Entropie(p) = −∑ck=1 P (k/p) x log(P (k/p))
Gini : Gini(p) = 1−∑ck=1 P (k/p)2 = 2 x ∑ck≺k′ P (k/p) x P (k′/p)
la fonction qui permet de choisir un test est la fonction Gain :
Gain : Gain(p, test) = i(p)−∑nj=1 Pj x i(pj)
p : position
test : test d’arité n
Pj : proportion d’éléments de S à la position p qui vont en position pj
i(p) : Entropie(p) ou Gini(p)
Le test choisi est donc celui qui possède le gain le plus grand.
Les méthodes à base d’arbres de décision les plus importantes sont :
– la méthode CART [10] développée par des statisticiens, construit des arbres de
décision binaires. Les attributs peuvent être binaires, qualitatifs (à valeurs dans un
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ensemble fini de modalités) ou continus (à valeurs réelles). Le critère de Gini est
utilisé pour associer un test à un noeud.
– la méthode ID3 améliorée par une nouvelle version C4.5 [70]. Le choix du test associé
à un noeud se fait à l’aide de la fonction Gain basée sur la fonction Entropie. La
méthode peut prendre en compte le cas où les valeurs de certains attributs sont non
spécifiées.
Les arbres présentent des performances comparables aux autres méthodes supervisées ;
les nombreuses comparaisons empiriques l’ont suffisamment montré [102], [50]. En effet
les arbres de décision fournissent des méthodes effectives qui obtiennent de bons résultats
dans la pratique. Les arbres de décision possèdent l’avantage d’être compréhensibles par
tout utilisateur. Par contre le reproche qu’on peut leur adresser est la nécessité de disposer
d’un échantillon d’apprentissage de grande taille pour assurer la stabilité des arbres.
Discussion
Les méthodes présentées dans cette section, peuvent être utilisées pour la conception
de notre méthode de combinaison des résultats des classifications, néanmoins ce genre des
méthodes (supervisées) n’est pas suffisant car on ne peut pas toujours savoir a priori le
nombre de classes et leurs caractéristiques. D’où le besoin d’utilisation de la technique
des méthodes de classification non supervisée pour mieux répondre au problème.
3.3 Classification non supervisée
La classification non supervisée de données consiste, à partir d’un ensemble de données
décrites par des attributs, et d’aucune autre connaissance, à découvrir un modèle capable
de représenter la répartition de ces données dans leur espace et de le subdiviser en un
ensemble de classes. Ce modèle permet ensuite de prédire pour de nouvelles données les
classes auxquelles elles appartiennent.
De nombreuses méthodes effectuant une classification non supervisée d’un ensemble d’ob-
jets existent. Ces méthodes sont regroupées par trois natures :
– méthodes de classification statistiques ;
– méthodes de classification neuronales ;
– méthodes de classification par formation de concepts.
Ces différentes méthodes proposent soit uniquement un partitionnement de l’espace des
données, soit un regroupement, soit une hiérarchie de classes, soit encore une hiérarchie
de concepts décrivant chacun une classe d’objets. Nous nous intéressons ici aux méthodes
statistiques car la première étape de notre méthode de classification est de simplement
regrouper des objets dans des classes à partir de valeurs de leurs attributs sans le besoin
de savoir le concept ou l’hiérarchie de classes ainsi formées.
3.3.1 Classification statistique
Les méthodes statistiques de classification peuvent être regroupées en différents types
suivant la technique et les critères qu’elles utilisent :
41
Chapitre 3. Classification distribuée
– méthodes de partitionnement : consistent à diviser l’ensemble initial d’objets en K
classes, K étant donné par l’utilisateur ;
– méthodes hiérarchiques : permettent de construire automatiquement une hiérarchie
de classe d’individus ;
– méthodes probabilistes : recherchent la classification qui maximise la probabilité
d’obtenir les données observées ;
– ...
Nous présentons ici les algorithmes de classification par nuées dynamiques qui font le
regroupement des objets (ce qui est notre objectif). Ce sont les méthodes de partitionne-
ment de k proches voisins avec des centres mobiles pour les classes. Le principe général
de ces algorithmes, présenté notamment par [16], est de diviser l’ensemble des individus
à classer en K classes disjointes, K étant donné. Chaque classe est représentée par son
centre, aussi appelé noyau, qui est constitué du plus petit sous-ensemble de la classe qui
minimise le critère de dissemblance ou la variance intra-classe qui se calcule à partir des
écarts des individus au centre de la classe . Ce critère, généralement, est déduit à partir
d’une fonction de distance qui peut être définie par plusieurs manières selon la méthode
de classification et la nature des individus à classer.
Un tel algorithme utilise principalement trois fonctions qui sont :
– Initialisation, une fonction d’initialisation des noyaux ;
– Réallocation, une fonction d’affectation de chaque individu à la classe dont il
est le plus proche ;
– Recentrage, une fonction qui recalcule de nouveaux noyaux à partir de classes
déjà formées (le nouveau noyau d’une classe est souvent calculé comme le centre de
gravité des objets de cette classe).
L’algorithme de classification est une succession d’appels aux fonctions Réallocation
puis Recentrage. L’état initial du système est obtenu soit par un appel à la fonc-
tion Initialisation qui propose, aléatoirement ou non, K noyaux initiaux, soit par une
première partition en K classes. L’exécution de l’algorithme se termine lorsque le par-
titionnement n’évolue plus. Cette solution converge rapidement vers une partition où la
variance intra-classe se stabilise et ne diminue plus [80].
Algorithme K-means
K-means [51] est une des techniques de classification non supervisée (appelée encore
clustering) les plus utilisées. Étant donné un entier K, K -means partitionne les données en
K classes ne se chevauchant pas. Ce résultat est obtenu en positionnant K "centroïdes"
ou "noyaux", ces centroïdes sont initialisés (Algorithme 2 (2 :))aléatoirement parmi les
individus à classer, soit répartis de manière homogène dans cet espace, soit déterminés
suivant n’importe quel autre critère. Chaque objet est alors affecté au centroïde le plus
proche suivant une distance d (Algorithme 2 (6 :)). Ainsi un ensemble de K classes est
formé. Les noyaux sont recalculés (Algorithme 2 (7 :))par une procédure itérative qui les
amène progressivement dans leur position finale stable.
La table 3.1 [93] montre sur un exemple le fonctionnement de cet algorithme. A partir
d’une distribution d’objets dans leur espace (3.1 (a)), l’algorithme initialise aléatoirement
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Algorithm 2 Algorithme K-means
Entrées: {X1, X2, ..., Xn} les points à classer, K le nombre de classes initial
Sorties: {{S1,t, C1,t} , {S2,t, C2,t} , .., {SK,t, CK,t}} les classes résultantes avec leurs cen-
troïdes
1: t = 0
2: {C1,t, C2,t, ..., CK,t} = Initialisation({X1, X2, ..., Xn} ,K)
3: répéter
4: incrémenter t
5: pour chaque noyau Ck,t−1 faire
6: Sk = {Xn|d(Xn, Ck,t−1) < d(Xn, Cj,t−1)} ∀j 6= k
7: Ck,t = Recentrage(Sk)
8: fin pour
9: jusqu’à ∃k ∈ [1,K] |Ck,t 6= Ck,t−1
10: retourner {{S1,t, C1,t} , {S2,t, C2,t} , .., {SK,t, CK,t}}
parmi les objets présents 4 centroïdes (K = 4, choix défini au hasard) (3.1 (b)). Les objets
sont affectés chacun à une des 4 classes et les centres réévalués, tant qu’ils ne sont pas
stables. Finalement (3.1 (c)) on obtient un partitionnement en 4 classes de notre espace
de données.
(a) Distribution à analyser (b) Initialisation des noyaux (c) Partitionnement final
Table 3.1 – Exemple de partitionnement par l’algorithme K-means (K=4)
Enfin il est important de noter que le choix initial des centroïdes influence le résultat.
Il est donc souvent nécessaire de procéder à plusieurs classifications, puis de les comparer
afin d’en extraire les formes fortes, c’est-à-dire les classes stables, celles qui ont donc le
plus de chance d’avoir une signification.
Algorithme Isodata
L’algorithme Isodata [9], Iterative Self Organizing Data Analysis Technique A (cf.
algorithme 3), est une variante de l’algorithmeK-means. Trois opérations ont été ajoutées
afin d’améliorer le processus de classification (Supprimer,Fusionner et Diviser).
A chaque itération (Algorithme 3 (7 :)), toutes les classes sont examinées :
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– si le nombre d’objets dans une classe particulière est trop petit (Algorithme 3 (8 :)),
cette classe est supprimée par l’opérateur Supprimer ;
– si deux classes sont trop proches (distance entre leurs noyaux inférieure à un para-
mètre donné) (Algorithme 3 (12 :)), elles sont fusionnées par l’opérateur Fusion-
ner ;
– si la variance d’une classe est trop grande (Algorithme 3 (16 :)), elle est divisée en
deux sous-classes (deux noyaux sont sélectionnés aléatoirement parmi les individus
de cette classe) par l’opérateur Diviser.
Algorithm 3 Algorithme Isodata
Entrées: {X1, X2, ..., Xn} : les points à classer,
K : le nombre de classes initial,
δ : distance minimale entre deux noyaux,
Vmax : variance maximale dans une classe
Sorties: {{S1,t, C1,t} , {S2,t, C2,t} , .., {SK,t, CK,t}} les classes résultantes avec leurs cen-
troïdes
1: t = 0
2: K ′ = K
3: {C1,t, C2,t, ..., CK,t} = Initialisation({X1, X2, ..., Xn} ,K)
4: répéter
5: incrémenter t
6: pour chaque noyau Ck,t−1 faire
7: Sk = {Xn|d(Xn, Ck,t−1) < d(Xn, Cj,t−1)} ∀j 6= k
8: si |Sk| <  alors
9: Supprimer(Ck)
10: K ′ = K ′ − 1
11: finsi
12: si ∃Cj 6=k | d(Ck, Cj) < δ alors
13: Fusionnner(Ck, Cj)
14: K ′ = K ′ − 1
15: finsi
16: si var(Sk) > Vmax alors
17: Diviser(Ck)
18: K ′ = K ′ + 1
19: finsi
20: Ck,t = Recentrage(Sk)
21: fin pour
22: jusqu’à ∃k ∈ [1,K’] |Ck,t 6= Ck,t−1
23: retourner {{S1,t, C1,t} , {S2,t, C2,t} , .., {SK,t, CK,t}}
Nous présentons un exemple simple de partitionnement par cet algorithme sur la table
des figures 3.2 [93]. La même distribution (3.2 (a)) est utilisée que pour l’algorithme
K-means. Après initialisation des noyaux, par répartition équitable sur l’ensemble de
l’espace des données (3.2 (b)), l’algorithme associe les objets à la classe la plus proche puis
recalcule les nouveaux centres, jusqu’à convergence. On obtient finalement les trois classes
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présentées sur la figure (3.2 (c)). L’algorithme a été initialisé avec 5 noyaux, mais durant
la phase de convergence, les opérateurs Fusionner et Supprimer on été appliqués sur
des classes non pertinentes d’après les critères choisis.
(a) Distribution à analyser (b) Initialisation des noyaux (c) Partitionnement final
Table 3.2 – Exemple de partitionnement par l’algorithme Isodata
Isodata demande quatre paramètres :
– K, le nombre initial de noyaux ;
– , le nombre minimal d’individus dans une classe ;
– δ, la distance minimale entre deux noyaux ;
– Vmax, la variance maximale autorisée dans une classe.
L’ajout des trois paramètres par rapport à K-means permet de définir l’allure gé-
nérale du résultat, Vmax définit l’homogénéité intra-classe. Plus Vmax est petit, plus les
individus d’une classe sont similaires. δ détermine l’hétérogénéité inter-classes, c’est-à-dire
que plus δ est petit, plus les deux classes distinctes sont éloignées. Quant à , il permet de
supprimer certaines classes créées "par erreur", soit à cause du choix initial obtenues. En
effet, en fonction des opérateurs Diviser, Fusionner, et Supprimer qui sont appliqués,
le nombre de classes peut varier tout au long de l’apprentissage.
Les méthodes de regroupement présentées ici proposent des résultats satisfaisants suite
à leur application dans plusieurs domaines. Toutefois leur principal inconvénient reste leur
sensibilité aux choix initiaux de noyaux. En effet le nombre et l’initialisation de noyaux
influencent beaucoup sur les résultats obtenus.
3.3.2 Autres familles de classification
En plus de classification statistique, il existe d’autres familles de classification comme
la classification neuronale et la classification par formation de concepts dont nous parlons
brièvement ici car ils ne s’appliquent que peu dans notre méthode de généralisation de
classification dans le domaine de maintien à domicile, mais elle peuvent être appliquées
dans notre méthode de généralisation mais pour d’autres domaines d’application qui de-
mande d’avoir une hiérarchie de classes ou de concepts. En effet ces méthodes proposent
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soit une hiérarchie de classes soit une hiérarchie de concepts mais pas de regroupement
des objets à classer.
La classification neuronale consiste à vouloir rendre compte de la cognition humaine
des réseaux de neurones artificiels. Le but est de simuler le raisonnement humain en
construisant des réseaux complexes d’unités de calcul élémentaires interconnectées, les
neurones.
Plusieurs méthodes neuronales non supervisées existent. La méthode la plus connue est les
cartes auto-organisatrices (Self Organizing Maps) dont le modèle a été défini par Kohonen
[39]. Ce modèle est composé de deux couches (figure 3.3) : une couche d’entrée de p
neurones auxquels sont présentés les p attributs de données à classer, Xi = {x1i , x2i , ..., xpi },
et une couche de sortie de m neurones Ni,i=1...m, chacun étant décrit par un vecteur de
poids Wi = (w1i , w2i , ..., w
p
i ).
Figure 3.3 – Carte de Kohonen à deux dimensions
Le principe de l’apprentissage de ce modèle est qu’à partir d’un exemple Xi passé par la
couche d’entrée. Le neurone Nv de la couche le plus proche de cet exemple (suivant une
distance définie) est désigné comme étant le neurone vainqueur (figure 3.4) Nj∗ tel que :
dij∗ = ‖Xi −Wj∗‖ =
k
min ‖Xi −Wk‖ (3.1)
Le vecteur de poids de ce neurone et de son voisinage est alors modifié, afin de tendre
Figure 3.4 – Le choix du neurone vainqueur
vers l’exemple présenté. Ainsi après plusieurs passages de tous les exemples, la carte (la
couche de sortie du réseau) représente leur répartition dans leur espace de données. Elle
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permet de définir un ensemble de classes homogènes, décrites chacune par un des neurones
de la carte.
Il existe aussi la classification par formation de concepts. Les méthodes d’apprentissage
de cette famille s’appellent les méthodes symboliques. Ces méthodes essaient d’extraire di-
rectement des classes d’individus et de décrire les caractéristiques générales de ces classes
contrairement aux méthodes statistiques qui regroupent sous forme de classes les objets
similaires. Le résultat donné par une méthode symbolique ne se limite pas à un regroupe-
ment d’objets similaires en classes. Il apporte des connaissances plus générales sous forme
de concepts décrivant l’ensemble des individus d’une classe.
Le processus de formation de concepts, présenté dans [19], a pour objectif de construire à
partir d’un ensemble de données et de leur description, une hiérarchie de concepts. Chaque
concept de la hiérarchie donne une définition générique des objets qui composent la classe
correspondante. Le but est de parvenir à représenter par cette hiérarchie un "modèle" des
données présentées, et ainsi de pouvoir prédire des valeurs inconnues correspondant à ce
modèle. Cobweb est la méthode proposée par [19] basée sur la formation de concepts. Sa
limite est qu’elle n’utilise que des données qualitatives c’est-à-dire des attributs nominaux.
3.3.3 Comparaison de ces différentes techniques
Nous avons présenté plusieurs méthodes supervisées et non supervisées permettant
d’effectuer une classification de données. nous nous sommes intéressés aux méthodes sta-
tistiques qui font le regroupement des objets, et nous avons aussi cité d’autres familles de
classification. Ces méthodes sont très hétérogènes puisqu’elles sont basées sur des tech-
niques très différentes (statistique, formation de concepts, réseaux neuronaux).
Toutes ces méthodes ont été évaluées et utilisées dans de nombreux domaines, et elles
proposent des résultats satisfaisants, mais de natures différentes (ensemble de classes, par-
titionnement, hiérarchie de classes ou de concepts). Néanmoins chaque méthode souffre
de quelques inconvénients :
– dans les méthodes supervisées, on doit savoir a priori le nombre et les identités de
classes, et on doit disposer d’une grande base de données d’exemples pour avoir un
modèle plus performant (classifieur de Bayes et arbres de décision) ;
– les méthodes non supervisées, quant à elles, sont fortement sensibles à leur initiali-
sation. Par exemple la méthodes k-means est très sensible au choix de nombre des
noyaux ainsi que leur initialisation.
Notre objectif est de faire la généralisation des résultats de plusieurs classifications qui
peuvent être faites par plusieurs méthodes parmi les méthodes présentées dans ce chapitre.
Donc nous avons besoin d’une méthode qui utilise les différents résultats obtenus par les
classifications locales et essaye d’en tirer un modèle plus représentatif en combinant les
plusieurs classifieurs. cette stratégie est une solution pour plusieurs problème :
– Lorsque l’on désire effectuer un apprentissage sur un ensemble de données, il peut
être pertinent de tester plusieurs algorithmes afin de déterminer lequel résout le
mieux le problème posé. Mais souvent chacune des méthodes propose une représen-
tation différente des données. Ainsi chaque algorithme converge vers une solution
qui proposera des classes pertinentes pour certains objets et classifiera de manière
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erronée certains autres.
– Les classes pertinentes proposées par les différentes méthodes ne sont pas forcement
les mêmes (en reconnaissance de caractère par exemple, les caractères bien reconnus
ne sont pas toujours les mêmes suivant la méthode utilisée).
Il est donc envisageable que les résultats proposés par ces méthodes soient complémen-
taires. C’est de cette supposition qu’est née l’idée de combiner plusieurs méthodes d’ap-
prentissage afin de renforcer leurs résultats et de pallier certaines de leurs faiblesses. Ainsi,
dans de nombreux cas, la combinaison de plusieurs systèmes d’apprentissage devrait per-
mettre d’obtenir un système plus performant.
3.4 Combinaison de classifieurs
Le problème de la combinaison de classifieurs peut se poser de la façon suivante :
étant donné un ensemble de K classifieurs se prononçant chacun indépendamment sur
une même forme à reconnaître, comment déduire un résultat final unique à partir des K
résultats fournis ? (figure 3.5).
Figure 3.5 – Schéma de combinaison de classifieurs
Qu’est-ce qu’un classifieur dans le cadre de la combinaison ?
Nous appelons classifieur tout outil de reconnaissance qui reçoit une forme x en entrée
et donne des informations à propos de la classe de cette forme. Cet outil est vu comme
une fonction qui, à l’aide des descripteurs de la forme x à reconnaitre, attribue à x la
classe Ci parmi toutes les classes possibles, i=1,....,M.
x→ f(x) = Ci (3.2)
Les réponses fournies par un classifieur peuvent être divisées en trois types :
– type classe : ej(x) = Ci (i ∈ {1, ..,M} ), indique que le classifieur j a attribué la
classe Ci à x.
– type rang : ej(x) =
[
rj1, r
j
2, ..., r
j
3
]
où rji est le rang attribué à la classe i par le
classifieur j.
– type mesure : ej(x) =
[
mj1,m
j
2, ...,m
j
3
]
où mji est la mesure attribuée à la classe i
par le classifieur j.
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Chaque type de sortie correspond à un niveau d’information différent fourni par le classi-
fieur. La sortie de type classe est la plus générale mais apporte le moins d’informations. la
sortie de type rang reflète l’ordre de préférence des propositions fournies par le classifieur.
La sortie de type mesure est la plus riche en information puisqu’elle reflète le niveau de
confiance du classifieur dans ses propositions [3]. Toutefois, comme ces mesures ne sont
pas toujours comparables (une distance, une probabilité, une valeur de confiance,...), une
normalisation est souvent nécessaire.
La combinaison de classifieurs s’utilise pour plusieurs buts comme l’unification de
résultats provenant de plusieurs méthodes de classification sur le même ensemble de don-
nées, ou pour la généralisation de résultats provenant de plusieurs méthodes (ou plusieurs
occurrences d’une méthode) de classification qui s’applique sur une partition de l’ensemble
de données. Le technique de combinaison de classifieurs diffère selon la distribution ou
la fragmentation ainsi que la nature de données à classer. La fragmentation de données,
qui consiste au découpage d’un ensemble de données en plusieurs parties appelées encore
fragments, a largement été étudiée pour plusieurs raisons comme la restriction de droit
d’accès aux données pour que des applications n’accèdent qu’à des sous-ensembles de don-
nées. ou pour la décentralisation de données. Il existe deux manières principales de diviser
une table qui est formée d’objets (les lignes) et d’attributs (les colonnes) :
– la fragmentation horizontale : le fragment contient un sous-ensemble d’objets de la
table avec tous leurs attributs (figure 3.6) ;
– la fragmentation verticale : le fragment contient tous les objets de la table avec un
sous-ensemble de leurs attributs (figure 3.7).
Figure 3.6 – Fragmentation horizontale
Figure 3.7 – Fragmentation verticale
Selon les besoins, on peut définir d’autres manières pour diviser les données comme :
– la fragmentation mixte qui peut être définie comme une fragmentation horizontale
suivie d’une fragmentation verticale (figure 3.8) ;
– la fragmentation mixte avec chevauchement qui consiste en une décomposition de
données en plusieurs sous-ensemble avec la possibilité d’avoir d’intersection en termes
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d’objets et/ou d’attributs (figure 3.9). Par exemple dans le domaine de la sur-
veillance de personnes à domicile chaque personne peut avoir des indicateurs de
suivi partiellement différents d’autres personnes et la classification peut se faire sur
des ensembles d’indicateurs qui se chevauchent.
Figure 3.8 – Fragmentation mixte
Figure 3.9 – Fragmentation mixte avec chevauchement
Après avoir cité les différents types de fragmentation ou distribution de données nous
allons décrire les techniques de combinaison de résultats provenant des classifications faites
sur les différents fragments. De nombreuses techniques de combinaison de classifieurs ont
été étudiées, elles peuvent être vues selon deux aspects différents :
1. soit en fonction de la nature des données [1].
(a) combinaison uni-représentationnelle où toutes les méthodes d’apprentissage
utilisent la même représentation des données ;
(b) combinaison multi-représentationnelle où les représentations ne sont pas les
mêmes pour chacune des méthodes (utilisation de plusieurs jeux de données
différents par exemple).
2. soit en fonction de la stratégie de combinaison mise en oeuvre :
(a) par rapport au nombre de méthodes de classification différentes utilisées :
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i. approche mono-stratégie où plusieurs occurrences d’un même algorithme
de classification sont utilisées avec des conditions initiales différentes, des
exemples d’apprentissage différents ou des paramètres d’apprentissage.
ii. approche multi-stratégie où plusieurs algorithmes d’apprentissage diffé-
rents sont combinés.
(b) soit en fonction de la stratégie employée (cf. figure 3.10) :
i. méthodes multi-étapes dans lesquelles les méthodes d’apprentissage tra-
vaillent en série (chacune utilise le résultat d’une autre comme donnée
d’apprentissage) ;
ii. méthodes multi-experts dans lesquelles les méthodes d’apprentissage tra-
vaillent en parallèle. Chaque méthode propose sa solution, ce qui nécessite
une unification de l’ensemble de ces résultats.
Figure 3.10 – Méthodologies employées pour la combinaison mise en oeuvre
Dans la suite nous présentons les principales solutions existantes pour la combinaison
de classifieurs supervisés dans un premier temps, et de classifieurs non supervisés dans un
deuxième temps.
Combinaison de classifieurs supervisés
Les méthodes de combinaison de classifieurs supervisés permettent d’unifier plusieurs
résultats des classes bien identifiées a priori. Les différentes techniques de ces méthodes
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sont les méthodes de vote, le mélange d’experts, et la généralisation par méta-classifieur.
Nous décrirons ici ces techniques en montrant leurs limites qui ont conduit à proposer de
nouvelles techniques de combinaison qui s’adaptent aux méthodes de classification non
supervisée.
3.4.1 Les méthodes de vote
Faire un vote est une manière très simple de combiner les résultats de plusieurs classi-
fieurs. Le résultat final sera une combinaison linéaire de tous les résultats trouvés. Suppo-
sons que l’on dispose de m classifieurs proposant chacun n classes, avec pour un élément
X, un ensemble des coefficients
{
cXj,1, ..., c
X
j,n
}
, avec cXj,t correspondant à la probabilité don-
née par le classifieur j pour que X soit dans la classe t, avec
∑n
t=1 c
X
j,t = 1. La classe
résultante de la combinaison de ces classifieurs pour l’élément X sera :
cX = max
{
m∑
j=1
gjc
X
j,t, ∀t
}
(3.3)
avec ∀j, gj ≥ 0 et
∑m
j=1 gj = 1, gj étant le poids affecté au classifieur j.
Dans le cas où les classifieurs ne font qu’exprimer leurs avis sur la classe à laquelle doit
appartenir un élément X, les poids sont les mêmes pour les classifieurs, c’est-à-dire que
gj = 1/m. Dans ce cas, nous parlerons d’algorithme simple de vote. Par contre, si chaque
classifieur est capable d’exprimer de manière plus précise sa conviction à propos de son
vote, les votes sont pondérés par ces évaluations et on parle alors de vote pondéré [100].
D’après [93], l’efficacité de la combinaison de plusieurs classifieurs par un algorithme de
vote a été montrée dans de nombreuses études. Ces études ont prouvé que si l’on dis-
pose de m classifieurs indépendants avec performance moyenne, en les combinant par un
algorithme de vote à la majorité, le taux d’erreur du classifieur global diminue propor-
tionnellement au nombre de classifieurs [28]. De même, dans le cas de l’algorithme simple
de vote, la variance intra-classes décroît lorsque le nombre de classifieurs indépendants
combinés croît [52].
3.4.2 Mélange d’experts
Dans les méthodes de vote, tous les poids sont constants pour tous les classifieurs
sur tout l’ensemble de données. Tandis que dans le "mélange d’expert" (mixture of
experts)[35], les classifieurs (appelés les experts) sont spécialisés sur une zone particu-
lière de l’espace de données en affectant des poids qui sont en fonction des exemples en
entrée. Ainsi l’espace de données est divisé et chaque partie est affectée à un expert.
Le choix de l’expert à utiliser pour classer une instance X, c’est-à-dire l’affectation du
poids gj(X), est fait par un systeme annexe appelé expert de liaison.
L’architecture d’un système de mélange d’experts est présentée sur la figure 3.11.
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Les experts locaux et l’expert de liaison utilisent le même ensemble d’apprentissage en
parallèle. Le résultat final du système cX est la somme pondérée des résultats des experts
locaux
cX =
m∑
j=1
gj(X)c
X
j (3.4)
Les poids gj(X) sont les résultats donnés par l’expert de liaison.
Figure 3.11 – Architecture d’un système de mélange d’experts
3.4.3 Généralisation par méta-classifieur
La différence fondamentale entre la méthode de la "génération par méta-classifieurs",
stacked generalization [98] et les autres méthodes présentées jusqu’à présent, est que la
combinaison de résultats n’est pas forcement linéaire. En fait les différents résultats sont
combinés par un nouvel apprentissage effectué par un "méta-classifieur" , comme le montre
la figure 3.12.
Les classifieurs initiaux sont qualifiés de niveau 0 et le méta-classifieur de niveau 1.
L’ensemble d’apprentissage X, de taille n, est divisé en un ensemble de couple X’ =
{(X1, Y1), (X2, Y2), ..., (Xn, Yn)} où chaque Xi est un élément de X et Yi est l’ensemble
des éléments de X différents de Xi. Ce découpage s’appelle le partitionnement CVPS [98].
Ensuite un apprentissage est effectué à partir des Yi par chacun des classifieurs de niveau
0 et une prédiction est réalisée pour chaque Xi. A partir de ces prédictions, un ensemble
d’apprentissage est généré pour le classifieur de niveau 1 de la manière suivante : chaque
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instance Xi aura comme description la classe CX à laquelle il appartient, ainsi que les
prédictions faites par chacun des classifieurs de niveau 0,
{
cXi1 , ..., c
Xi
m
}
:
Xi =
〈
CXi , c
Xi
1 , ..., c
Xi
m
〉
(3.5)
Le méta-classifieur utilise alors ce nouvel ensemble d’apprentissage pour effectuer une
classification de données.
Figure 3.12 – Architecture d’un système de généralisation par méta-classification
3.4.4 Limitations de ces méthodes
Dans les méthodes de combinaison de classifieurs présentées jusqu’à présent, nous pou-
vons constater que pour pouvoir combiner ou même simplement comparer des résultats,
il est indispensable de pouvoir identifier les classes des différents résultats. C’est pour-
quoi ces techniques ne s’appliquent malheureusement qu’à des méthodes de classification
supervisée. En effet, dans tous les cas présentés, il est nécessaire de pouvoir identifier
la classe des exemples de l’ensemble d’apprentissage et de pouvoir faire correspondre les
classes des différents résultats.
Dans le cas de la classification non supervisée, cette identification n’est pas possible,
puisque chaque résultat proposé est composé d’un ensemble de classes, mais on ne dis-
pose d’aucun lien direct entre les classes trouvées par les différentes méthodes. Il faudrait
pour que cela soit possible, qu’elles soient statistiquement similaires.
Ces techniques (méthodes de vote, mélange d’experts, méta-classifieur) ne sont pas donc
pas adaptées à l’utilisation de méthodes de classification non supervisée. Afin de les ap-
pliquer à des méthodes non supervisées, il serait nécessaire d’avoir des résultats à peu
près homogènes (nombre de classes, classes similaires, etc.) et surtout de pouvoir trouver
la classe correspondante à une classe similaire d’un résultat dans un autre résultat. Une
méthode de classification hybride SAMARAH [95](Système d’Apprentissage Multi-Agent
par Raffinement Automatique de Hiérarchies) a été proposée, comporte un mécanisme
permettant d’arriver à ce résultat.
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Combinaison de classifieurs non supervisés
Dans cette section nous présentons la technique de combinaison de classifieurs non
supervisées.
3.4.5 Le système SAMARAH
SAMARAH est une approche qui consiste à intégrer différents types de méthodes de
classification supervisée ou non. Dans cette approche, des occurrences de ces méthodes
effectuent chacune une classification puis collaborent par un processus de raffinement au-
tomatique et mutuel de leurs résultats : la convergence des classifications finales des dif-
férentes méthodes permet d’augmenter l’efficacité des mécanismes d’unification (méthode
de vote, classification globale des objets en fonction de leurs classes, etc.) de celles-ci, et
donc de proposer un résultat unifiant l’ensemble de ces résultats (cf figure 3.13), ce qui
est très difficile, voire impossible à partir des classifications initiales.
L’idée est de confronter et raffiner des classifications construites suivant des stratégies
pouvant être différentes (sur des données éventuellement différentes) afin de dériver une
solution consensuelle. Ainsi, chaque classifieur collabore avec les autres classifieurs et
utilise leurs résultats pour remettre en cause ses propres résultats. Suite à ce processus de
collaboration, une solution unifiante peut alors être construite par un mécanisme de vote
adapté.
Ce système est basé sur le paradigme multi-agents [94] :
– après une phase de classification initiale par des agents d’apprentissage intégrant
chacun une méthode d’apprentissage, l’ensemble des résultats est évalué (à l’aide de
paramètres de similitudes calculés sur ces résultats) par un agent qui détecte des
conflits, c’est-à-dire des différences entre des classes de couple d’agents d’apprentis-
sage
– une phase de réduction de ces conflits est alors enclenchée : elle consiste à faire
dialoguer des agents d’apprentissage afin qu’ils parviennent à un accord sur la clas-
sification des objets concernés par un conflit
– enfin, une prise en compte de ces dialogues au niveau global est faite. Ces différentes
étapes sont itérées tant que la phase de réduction des conflits améliore le résultat
global.
L’architecture de type multi-agents du système SAMARAH, le rend très ouvert et fa-
cilement extensible. Ainsi, l’intégration d’une nouvelle méthode se fait très aisément en
créant simplement une nouvelle classe d’agents d’apprentissage.
Le système SAMARAH a été implémenté en premier temps dans un cas uni-représentationnel,
où tous les agents de classification utilisent le même jeu de donnés. Ce système utilise dif-
férents types de méthodes de classification, mais elle sont toujours appliquées aux mêmes
données. Le système SAMARAH traite le cas des images de télédétection par observation
de la terre par satellite où les pixels sont les objets à classer, et il propose une méthode
de classification hybride des pixels par combinaison de résultats provenant de plusieurs
méthodes de classification sur une image donnée.
Cette approche a été étendu sur un cas multi-représentationnel [20] où chaque agent
a une représentation différente pour le même objet. Le problème de l’utilisation de repré-
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Figure 3.13 – Étapes du processus de classification hybride (source : thèse de Cédric
Wemmert)
56
3.4. Combinaison de classifieurs
sentations multiples des données peut être décrit de la manière suivante : il existe un objet
"réel" O qui peut être vu de plusieurs manières, et nous voulons trouver une description
de cet objet en différents points de vue. Chaque vue V i de l’objet est représentée par
un ensemble de données Di qui est composé de plusieurs éléments
{
Ei1, ..., E
i
Ni
}
. Enfin,
chaque élément est décrit par un ensemble d’attributs. Plusieurs types de données ont été
étudiés par SAMARAH, comme :
– données multi-sources : tous les jeux de données Di contiennent les mêmes éléments
mais ils sont décrits différemment, c’est-à-dire pas avec les mêmes attributs : par
exemple deux images de satellite d’une même région, à la même résolution, mais
proviennent de deux satellites différents, avec des capteurs différents ;
– données multi-échelles : tous les jeux de données Di contiennent différents types
d’éléments avec des attributs différents : par exemple deux images satellite d’une
même région, mais avec des résolutions différentes et provenant de satellites diffé-
rents.
3.4.6 Discussion
Le traitement du problème de combinaison de résultats dans le cas multi-représentationnel
dépend fortement du domaine d’application et de la nature de données comme nous avons
vu dans SAMARAH. Dans le domaine de la télédétection les différentes représentations
de données représentant une région précise, dépendent des propriétés d’une image tel que
la résolution, le satellite par lequel l’image a été prise, etc, mais toutes les représentations
concernent une seule source (le cas d’une seule région dans SAMARAH). La question qui
se pose est : comment faire une classification si les représentations ne concernent pas toute
la région et que chaque représentation concerne une partie de cette région ? C’est le cas
où chaque méthode de classification dispose d’une partie des données sur une partie de la
source. Dans ce cas des nouvelles représentations des données peuvent être définies selon
le domaine d’application d’une classification distribuée. D’où le besoin de proposer une
nouvelle méthode de combinaison de classifieurs.
Par exemple, dans le domaine de maintien à domicile où l’on veut classifier les per-
sonnes surveillées selon leurs profils de comportement, les personnes sont classées à partir
de données de surveillance provenant de leurs domiciles. Dans certains cas, nous pouvons
avoir une distribution de données différentes à celles qui sont traitées dans SAMARAH.
Au fait, des différentes représentations peuvent exister. Par exemple, dans le cas où on
a plusieurs méthodes de classification et chaque méthode sert à classer un ensemble des
personnes selon leurs profils de comportement pour après généraliser la classification pour
avoir une vue macroscopique sur toutes les personnes à classer. Dans ce cas, on peut
s’affronter à des situations où les différents ensembles des personnes se chevauchent ainsi
que les données provenant de leurs domiciles, cette situation nous a poussés à définir une
nouvelle manière de fragmentation de données : la fragmentation mixte avec chevauche-
ment qui est illustrée par la figure 3.9. Donc pour combiner les résultats provenant des
différentes méthodes, nous ne pouvons pas utiliser la méthode proposée par SAMARAH
car chaque méthode ne dispose pas de toutes les données concernant toutes les personnes
(nous détaillerons cette méthode de représentation des données dans le chapitre suivant).
D’où la nécessité de faire une proposition adéquate à notre cas de distribution de données.
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3.5 Les Systèmes multi-agents
3.5.1 Définition d’un agent
Le terme agent est utilisé de manière assez vague. Il n’en existe pas une définition
unique et universellement acceptée bien que ce terme soit utilisé par de nombreuses per-
sonnes travaillant dans des domaines relativement proches.
Une définition est donnée par [99] est : Un agent est un système informatique situé
dans un environnement, et capable d’agir d’une manière autonome dans son environne-
ment pour répondre à ses objectifs de conception.(figure 3.14)
Donc, un agent est une entité de logiciel qui applique des techniques d’intelligence
artificielle pour exécuter un ensemble d’actions afin d’atteindre un but. Un agent a les
propriétés suivantes :
– L’autonomie signifie que les agents doivent être capables d’agir sans l’intervention
ni de l’humain ni d’un autre système [12].
– il doit pouvoir agir seul, prendre une décision seul, en fonction d’informations
provenant d’autres agents, et de l’environnement ;
– il gère lui-même son état interne en fonction des informations qui lui parviennent ;
– il reçoit des informations de son environnement, et doit être capable de réagir en
conséquence (réactivité) ;
– il peut avoir un comportement piloté par des buts en prenant l’initiative (pro-
activité).
– La sociabilité implique que les agents peuvent communiquer entre eux et avec des
utilisateurs [23] afin de :
– échanger l’information ;
– s’engager dans des négociations complexes ;
– coordonner leurs activités pour coopérer à la résolution commune d’un problème.
– L’efficacité signifie la capacité à résoudre un problème et à atteindre ses buts. En
fait les agents ne font pas que réagir à des stimuli de leur environnement mais ont
aussi un but propre et donc déclenchent des actions afin de le réaliser. ils sont ca-
pables de prendre l’initiative d’agir.
– L’adaptation implique qu’un agent sait résoudre un certain nombre de problèmes, il
est intéressant parfois qu’il soit capable de résoudre un nouveau problème à partir
de son expérience. Pour ce faire, l’agent doit être capable d’apprentissage.
Ferber [18] en donne une définition plus précise :
On appelle agent une entité physique ou virtuelle
1. qui est capable d’agir dans un environnement,
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Figure 3.14 – L’agent dans son environnement
2. qui peut communiquer directement avec d’autres agents,
3. qui est mue par un ensemble de tendances (sous la forme d’objectifs individuels ou
d’une fonction de satisfaction, voire de survie, qu’elle cherche à optimiser),
4. qui possède des ressources propres,
5. qui est capable de percevoir (mais de manière limitée) son environnement,
6. qui ne dispose que d’une représentation partielle de cet environnement (et éventuel-
lement aucune),
7. qui possède des compétences et offre des services,
8. qui peut éventuellement se reproduire,
9. dont le comportement tend à satisfaire ses objectifs, en tenant compte des ressources
et des compétences dont elle dispose, et en fonction de sa perception, de ses repré-
sentations et des communications qu’elle reçoit.
Dans cette définition d’un agent, on retrouve les propriétés cités plus haut : l’autono-
mie, dans les propriétés 3 et 4 , la sociabilité dans la propriété 2, la réactivité dans la
propriété 5, l’efficacité et la prise de l’initiative dans les propriétés 1, 3 et 9, et enfin
l’adaptation se trouve dans les propriétés 2, 5 et 9.
Ferber y ajoute la contrainte qu’un agent ne doit percevoir d’après lui qu’une partie
des stimuli de son environnement (propriété 5) dont il n’a qu’une vision limitée (propriété
6). Cette contrainte fait la différence entre ce qu’on appelle agent cognitif et agent réactif :
– un agent cognitif a une représentation précise (partielle d’après Ferber)de son envi-
ronnement et réagit en fonction de son but,
– un agent réactif n’a pas une représentation de son environnement et réagit en fonc-
tion des stimuli perçus en utilisant des protocoles et des moyens de communication
très restreints et dont les capacités sont uniquement du type stimuli/réaction.
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3.5.2 Définition d’un système multi-agent
Après avoir défini ce qui était un agent, nous pouvons déduire qu’un système multi-
agent est une collection d’agents autonomes qui communiquent entre eux pour coordonner
leur activités pour pouvoir résoudre un problème qui ne pourrait pas être abordé par aucun
agent individuellement. Ferber [18] en donne une définition plus précise :
On appelle système multi-agent (ou SMA), un système composé des éléments suivants :
1. Un environnement E, c’est-à-dire un espace disposant généralement d’une métrique.
2. Un ensemble d’objets O. Ces objets sont situés, c’est-à-dire que, pour tout objet, il
est possible, à un moment donné, d’associer une position dans E. Ces objets sont
passifs, c’est-à-dire qu’ils peuvent être perçus, créés, détruits et modifiés par les
agents.
3. Un ensemble A d’agents, qui sont des objets particuliers (A ⊆ O), lesquels repré-
sentent les entités actives du système.
4. Un ensemble de relations R qui unissent des objets (et donc des agents) entre eux.
5. Un ensemble d’opérations Op permettant aux agents de A de percevoir, produire,
consommer, transformer et manipuler des objets de O.
6. Des opérateurs chargés de représenter l’application de ces opérations et la réaction
du monde à cette tentative de modification, que l’on appellera les lois de l’univers.
3.5.3 Apports des technologies multi-agent à notre système
Dans notre approche, nous avons décidé d’utiliser le paradigme multi-agent pour plu-
sieurs raisons :
– connaissances distribuées : Les données à classer ainsi que les connaissances néces-
saires sur les données et sur le domaine d’application sont distribuées dans différents
endroits et l’utilisation des agents facilite la résolution du problème car les agents
peuvent fonctionner dans différents endroits où chaque agent gère une partie des
données et des connaissances ;
– processus multi-tache : la méthode de combinaison de classifieurs comporte plu-
sieurs taches qui peuvent s’exécuter indépendamment. Le raisonnement au sein
d’un groupe d’agents consiste en une distribution des taches et des compétences
aux agents où chaque agent exécute une ou plusieurs taches selon ses compétences.
L’utilisation des agents permet l’exécution en parallèle des taches indépendantes, ce
qui permet de gagner de temps ;
– coordination exigée : l’accomplissement de ce processus demande la coordination
des différentes entités (classifieurs, réalisateurs des taches, utilisateurs, etc). Pour
cela l’utilisation du paradigme multi-agent répond à ce problème car les agents
communiquent entre eux en suivant un protocole de communication.
60
3.6. Conclusion
De plus, le paradigme multi-agent permet le passage à l’échelle en termes de la quantité
de données à classer ainsi que leur manière de distribution. En effet les opérations ajout
et suppression d’agents rendent la méthode adaptative par rapport à la modification de
données ou de leur distribution.
Enfin, dans le domaine de classification de profils de comportement de personnes sui-
vies à leurs domiciles, le fait que chaque agent gère une partie de données et de connais-
sances, sert éventuellement à conserver la vie privée et la confidentialité de certains don-
nées. En fait un agent peut garder ces données sans les partager avec d’autres agents si
ceci n’affecte pas la qualité du résultat.
3.6 Conclusion
Dans ce chapitre, nous avons décrit un ensemble de méthodes de classification super-
visées et non supervisées en nous focalisant sur les méthodes statistiques auxquelles nous
nous intéressons dans notre approche.
Puis nous avons présenté les différentes méthodes de combinaison de classifieurs ac-
tuelles en montrant leurs objectifs et leurs limites. L’essentielle limite est que ces tech-
niques ne s’adaptent pas à n’importe quelle manière de distribution des données. Plus
précisément dans le cas de distribution mixte avec chevauchement présenté dans ce cha-
pitre.
Enfin, nous avons cité les définitions et les propriétés d’un agent et d’un système
multi-agent. Nous avons aussi expliqué l’intérêt d’utiliser les techniques multi-agent pour
la conception de notre méthode de combinaison de classifieurs présentée dans le chapitre
suivant.
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Ce chapitre présente notre approche d’architecture multi-agent pour une méthode de
classification distribuée.
4.1 Introduction
L’objectif de notre travail est de proposer une méthode pour combiner les résultats
provenant de plusieurs classifieurs supervisés ou non supervisées (dans le domaine qui
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nous intéresse qui est la classification de profils de comportement de personnes suivies à
leurs domiciles, on peut avoir les deux cas), en prenant en compte que chaque classifieur
ne dispose que d’une partie de données globales du système de classification, et que cette
partie peut être différente des parties de données des autres classifieurs. Les données sont
des objets décrits par un ensemble d’attributs. Donc, soitD toutes les données du système,
Di la partie de données du classifieur Ci, et Dj la partie de données du classifieur Ci, on
peut avoir les possibilités suivantes :
– Di = Dj ;
– Di ∩ Dj = Φ ;
– Di ∩ Dj 6= Φ.
Le premier cas a été déjà traité par les nombreuses techniques de combinaison présentées
dans le chapitre 3. Malheureusement, ces techniques ne peuvent pas s’appliquer dans les
autres cas présentés ci-dessus. Nous ne parlons pas ici des plusieurs représentations pour
les mêmes données comme dans l’approche SAMARAH, mais des données qui concernent
des objets différents. Dans ce chapitre nous allons proposer une méthode de combinaison
de classifieurs qui s’adapte à ce genre de distribution de données en s’appuyant sur des
propriétés communes qu’on peut extraire de ces différentes parties de données.
Cela implique que la méthode de classification hybride que nous allons définir doit
permettre de réaliser les opérations suivantes :
– prendre en compte par chaque classifieur des contraintes informelles données par
l’utilisateur et en extraire :
– les données nécessaires pour les utiliser comme entrées du classifieur :
– les objets concernés par cette classification ;
– les attributs nécessaires pour faire cette classification ;
– l’algorithme d’apprentissage le plus adapté pour effectuer la classification initiale ;
– le paramétrage nécessaire pour l’application de l’algorithme d’apprentissage qui
consiste en :
– transformation des attributs qualificatifs en attributs quantitatifs pour pouvoir
les utiliser par un algorithme d’apprentissage statistique ;
– normalisation des attributs choisis pour pouvoir les utiliser dans la méthode de
classification ;
– réaliser les classifications supervisées et non supervisées ;
– regrouper les classifieurs qui sont susceptibles de combiner leurs résultats ;
– combiner les résultats de chaque groupe de classifieurs.
Selon les différents aspects des techniques de combinaison présentés dans le chapitre
3, notre méthode de combinaison de classifieurs peut être vue comme :
– multi-représentationnelle : les données ne sont pas les mêmes pour tous les classi-
fieurs,
– mono-stratégie : même algorithme de classification pour tous les classifieurs, ou
multi-stratégie : plusieurs algorithmes différents de classification,
– multi-expert : les méthodes d’apprentissage travaillent en parallèle.
Ce sont ces aspects ainsi que les étapes de notre méthode que nous présentons dans la
suite de ce chapitre.
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4.2 Les données du système de classification
L’ensemble D des données du système est un ensemble des objets décrits par des
attributs (figure 4.1). Chaque objet Oi est représenté par un vecteur {x1i , ..., xpi } où p
est le nombre des attributs. Nous pouvons donc présenter ces données sous forme d’une
table (ou une matrice) (xji )n×p où n objets {O1, .., Oi, .., On} sont décrits par p attributs
{a1, .., aj, ..ap}. xji est la valeur du jme attribut du ime objet.
Figure 4.1 – Vue centralisée de l’ensemble des données
Architecture générale
Dans la figure 4.2, nous présentons l’architecture générale de notre proposition qui est
composée de trois grandes étapes :
– étape de prétraitement ;
– étape de classifications locales ;
– étape de combinaison de classifieurs.
4.3 Étape de prétraitement
Dans cette étape différentes opérations sont réalisées, tout d’abord il faut comprendre
comment les données sont distribuées et sous quels critères ? Au fait la distribution des
données est une des contraintes à prendre en compte par les classifieurs. Ils doivent être
capable de s’adapter aux différentes manières de distribution. Nous allons décrire dans la
suite la manière de distribution de données, ainsi que le choix par chaque classifieur de
la méthode de classification la plus adaptée, et le paramétrage nécessaire pour appliquer
une classification (figure 4.3).
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Figure 4.2 – Architecture générale de l’approche de classification
4.3.1 Distribution des données
Nous avons dit que les données à classer sont des objets décrits par des attributs.
L’ensemble global des données peut être vu comme une table où les objets sont les lignes
et les attributs sont les colonnes. Notons que cet ensemble ne se trouve pas forcément dans
un seul endroit mais il se peut qu’il soit divisé en sous-ensembles dans différents endroits.
Une vue centralisée de ces données est présentée dans la figure 4.1. Les différentes manières
de distribution de ces données peuvent se déduire des différentes manières de fragmenter
une table dans une base de données (cf chapitre 3).
En effet, nous avons vu dans le chapitre 3 qu’il existe plusieurs manières de découper
une table :
– découpage horizontal,
– découpage vertical,
– découpage mixte.
Nous avons aussi défini,dans le chapitre 3, une nouvelle manière de découpage d’une
table : le découpage mixte avec chevauchement (figure 3.9) où chaque fragment contient
un sous-ensemble des objets avec une partie de leurs attributs, avec la possibilité d’avoir
d’intersection entre les fragments.
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Figure 4.3 – Le processus de prétraitement
Nous appelons Di les données du classifieur numéro i. La figure 4.4 montre comment
les données peuvent se distribuer sur les différents classifieurs. Le choix des données par
le classifieur dépend fortement du domaine d’application, et donc de l’utilisateur. Par
exemple dans le domaine de la surveillance de personnes dépendantes à domicile, si le
classifieur a comme tache de classer les personnes suivies par rapport au degré de leur
dépendance, l’utilisateur devra lui indiquer les attributs à prendre en compte pour faire son
diagnostic. Nous allons voir plus tard comment automatiser ce choix par l’utilisation des
agents qui peuvent déduire les attributs nécessaires grâce à leurs bases de connaissances.
A l’issue de cette phase, un ensemble de lignes et de colonnes de la table des données
D est déterminé. Ainsi Di sera l’intersection entre ces colonnes et ces lignes.
Définition 1. (Les données d’un classifieur)
Soit Ci un classifieur.
{q} avec 1 ≤ q ≤ n, l’ensemble des indices des objets sélectionnés.
{r} avec 1 ≤ r ≤ p, l’ensemble des indices des attributs sélectionnés.
Di peut être défini de la manière suivante :
Di =
{
xji
}
avec i ∈ {q} etj ∈ {r}
Dans notre méthode de classification distribuée nous abordons cette manière de dis-
tribution de données. Les autres manières (horizontale, verticale, et mixte) sont des cas
particuliers de la manière de découpage mixte avec chevauchement, et elles ont été déjà
traité par les différentes technique de combinaison de classifieurs présentées dans le cha-
pitre 3.
Suite à cette distribution, notre méthode devient multi-représentationnelle car nous
partons avec des données partiellement différentes mais elles peuvent être complémen-
taires, et on arrivera à généraliser une classification d’où l’intérêt d’une telle méthode.
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Figure 4.4 – Distribution mixte avec chevauchement des données
4.3.2 Choix des méthodes d’apprentissage pour les classifications
locales
La deuxième étape dans la phase de prétraitement est le choix par chaque classifieur
de la méthode d’apprentissage la plus appropriée à sa problématique parmi les différentes
méthodes supervisées ou non supervisées présentées dans le chapitre 3. Ce choix dépend
des contraintes données par l’utilisateur (figure 4.5).
Figure 4.5 – Choix par un classifieur d’un algorithme d’apprentissage
En effet l’utilisateur d’un système de classification est en général un spécialiste du
domaine d’application. Il est important qu’il puisse apporter les connaissances dont il
dispose a priori sur le domaine d’étude ou les données en particulier. Par exemple si
l’utilisateur connait a priori le nombre et les identités des classes à obtenir, le choix
d’une méthode supervisée serait plus approprié. Prenons un autre exemple simple qui est
celui du nombre de classes désiré. Si l’expert voudrait un nombre exact de classes sans
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fournir aucune autre information, dans ce cas la méthode K-means serait la méthode la
plus convenable. Mais si l’expert voudrait un nombre de classes compris entre x et y, le
classifieur pourrait utiliser l’algorithme Isodata en lui fixant des paramètres d’initialisation
extraits de cette information. Notons que si les classifieurs du système choisissent des
méthodes de classification différentes, la méthode de combinaison de classifieurs devient
multi-strategie. Dans le cas contraire cette méthode s’appelle mono-stratégie.
4.3.3 Paramétrage
Avant d’appliquer une méthode d’apprentissage, il faut s’assurer que les types des
attributs utilisés comme entrées de l’algorithme soient compatibles avec celui-ci. De plus
un paramétrage des attributs est nécessaire pour avoir des résultats de bonne qualité.Ce
paramétrage des attributs consiste en :
– une transformation des attributs qualificatifs en attributs quantitatifs pour pouvoir
les utiliser par un algorithme d’apprentissage statistique ;
– une normalisation des attributs pour pouvoir les utiliser dans l’algorithme d’appren-
tissage.
Transformation d’attributs qualificatifs en attributs quantitatifs
Pour faire une méthode de classification statistique, il faut que tous les attributs soient
quantitatifs. Donc s’il existe des attributs qualitatifs, il faut les transformer en quantitatifs
avant de les normaliser. Cette transformation dépend souvent du domaine d’application
et des différentes valeurs que peut avoir un attribut. Par exemple, dans le domaine de
maintien à domicile, le degré de dépendance d’une personne est évalué en fonction des
valeurs de plusieurs attributs. Dans l’échelle ADL présentée dans le chapitre 2, plus les
valeurs des attributs sont élevées, plus la personne est considérée comme dépendante. Par
exemple "Le repas" de la personne fait partie des attributs qui servent à diagnostiquer
son degré de dépendance. Cet attribut peut avoir trois valeurs : autonome, aide partielle,
et aide complète. Donc pour utiliser cet attribut dans un algorithme d’apprentissage, la
valeur "autonome" sera remplacée par "0", "aide partielle" par "1", et "aide complète"
par "2".
Normalisation des attributs
Dans une table de données (xji )n×p où n objets O1, .., Oi, .., On sont décrits par p
attributs, lorsque toutes les variables ont des unités de mesures différentes, l’utilisation
des attributs tels quels dans un algorithme de classification donnera de façon implicite
plus de poids aux attributs qui ont des grandes valeurs, annihilant presque complètement
l’effet des autres attributs. Dans ce cas la distance euclidienne entre les objets Oi et Oi′
s’écrit : √√√√ p∑
j=1
(xji − xji′)2
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Une approche classique pour obtenir une classification ne privilégiant pas uniquement les
variables de forte valeur est de standardiser les données attribut par attribut. Il existe
deux sortes de normalisation d’attributs numériques :
– Normalisation Dans [0 ;1] où xji sera remplacé par x¯
j
i tel que :
x¯ji =
xji − xjmin
xjmax − xjmin
où xjmin (respectivement xjmax) est la valeur minimale (respectivement maximale)
que peut prendre un objet sur le j-ième attribut parmi tous les objets de D La
distance euclidienne entre les objets Oi et Oi′ s’écrit donc :√√√√ p∑
j=1
(x¯ji − x¯ji′)2
– Normalisation linéaire où les attributs sont centrés par la moyenne xj (ou encore la
médiane) et réduits par l’écart-type σj, c’est-à-dire xji est remplacé par x¯
j
i tel que :
x¯ji =
xji − xj
σj
La distance euclidienne entre les objets Oi et Oi′ s’écrit donc :√√√√ p∑
j=1
(x¯ji − x¯ji′)2 =
√√√√ p∑
j=1
(
xji − xj
σj
− x
j
i′ − xj
σj
)2 =
√√√√ p∑
j=1
(
1
(σj)2
(xji − xji′)2
Notons que l’écart-type σj est calculé par cette formule :
σj =
√√√√ 1
n
n∑
i=1
(xji − xj)2
Conclusion
Dans cette première partie de ce chapitre nous avons expliqué les différentes opérations
réalisées dans la phase de prétraitement de données avant de commencer la classification.
Ces différentes opérations sont illustrées dans la figure 4.6. En effet ces opérations per-
mettent de traduire les contraintes et les connaissances données par l’utilisateur en un
ensemble de paramètres utilisables par les classifieurs.
4.4 Étape de classifications locales
Dans cette étape chaque classifieur réalise une classification sur les données dont il
dispose en utilisant les informations provenant de la phase de prétraitement. Cette clas-
sification est précèdée par une opération de pondération d’attributs pour donner plus
d’importance aux attributs discriminants (figure 4.7).
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Figure 4.6 – Architecture de la phase de prétraitement
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Figure 4.7 – Le processus de la phase de Classifications locales
4.4.1 Pondération des attributs
Dans la perspective d’obtenir une classification plus précise, on cherche souvent à
décrire les données de la manière la plus détaillée possible. Les données sont alors repré-
sentées par de nombreux attributs. Les attributs peuvent cependant présenter les carac-
téristiques pénalisantes suivantes :
– manque de pertinence : un attribut non pertinent n’apporte aucune information
permettant de discriminer les classes entre elles ;
– bruit : un attribut bruité porte des informations incorrectes ;
– corrélations : des attributs corrélés portent la même information ; cette informa-
tion redondante aura alors plus de poids qu’une information portée par un attribut
indépendant ;
– ordre de grandeur : une même mesure peut s’exprimer selon différentes unités ; le
choix de l’unité peut avoir une influence majeure sur le résultat de la classification,
alors que l’information portée est intrinsèquement la même ;
Ainsi, l’augmentation de la dimensionnalité peut nuire à la qualité de la classification.
Une solution consiste à pondérer les attributs pour donner plus d’importance aux attri-
buts discriminants.
La pondération d’attributs est la recherche d’un ou plusieurs vecteurs de poids qui mo-
difieront le degré d’utilisation des attributs ans un algorithme de classification. Plus un
attribut aj a un poids élevé, plus l’algorithme de classification tiendra compte des valeurs
sur l’attribut aj.
La pondération d’attributs consiste donc à trouver un vecteur de poidsW = (w1, ..., wp),
avec wj > 0, ∀j et
∑p
j=1wj = 1.
La pondération d’attributs a pour but l’amélioration des résultats de la classification
en utilisant principalement les attributs les plus importants, mais en conservant tous les
détails de données.
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Méthode de pondération d’attributs
La méthode de pondération d’attributs par calcul direct consiste à utiliser une mesure
de l’importance d’un attribut comme poids de cet attribut. Pour chaque attribut aj, les
objets de l’ensemble de données D sont classés selon leur ordre sur l’attribut aj de sorte
que i < i′ ⇔ xji < xji′ . Le poids sur le j-ième attribut est alors défini de la manière suivante
[27] :
wj =
1
n− 1
n∑
i=2
αji
où αji = 1 si Oi et Oi−1 appartiennent à la même classe et α
j
i = 0 sinon.
4.4.2 Réalisation de classifications locales
Chaque classifieur et après avoir passé les étapes précédentes, réalise sa classification
par application de l’algorithme d’apprentissage choisi durant la phase de prétraitement
(algorithme 4).
Algorithm 4 Algorithme de classification locale pour un classifieur Ci
Entrées: Di : le sous-ensemble des données prétraitées à classer,
Mi : l’algorithme de classification choisi
Sorties: les classes résultantes
1: Initialisation de l’algorithme de classification choisi
2: tantque la condition d’arrêt n’est pas vérifiée faire
3: Exécuter l’algorithme d’apprentissage
4: Modifier les pondérations
5: fin tantque
Si, par exemple l’algorithme d’apprentissage choisi est le K -means. l’algorithme pré-
cédent devient algorithme 5.
Algorithm 5 Algorithme de classification locale pour un classifieur Ci en utilisant K -
means
Entrées: Di : le sous-ensemble des données prétraitées à classer,
K : le nombre de classes initial
Sorties: les classes résultantes avec leurs centres
1: Initialiser les centres des classes
2: tantque la condition d’arrêt n’est pas vérifiée faire
3: Modifier l’appartenance des objets aux classes
4: Modifier les centres des classes
5: Modifier les pondérations
6: fin tantque
A´ l’issue de cette phase des classifications locales, chaque classifieur aura sa propre
partition des objets dont il dispose (figure 4.8).
73
Chapitre 4. Architecture et protocole de coopération à base d’agents pour la classification distribuée
Figure 4.8 – Classifications locales
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Comme nous l’avons déjà dit, les données sont distribuées sur les classifieurs en suivant
la politique de distribution mixte avec chevauchement. Les méthodes de combinaison
présentées dans le chapitre 3 ne peuvent pas s’appliquer sur une telle distribution de
données. Pour cela nous présentons une méthode de combinaison de ces classifieurs.
4.5 Étape de combinaison de classifieurs
La combinaison de classifieurs consiste en une mise en correspondance des classes de
différents résultats pour après unifier ou généraliser ces résultats. Pour cela nous utilisons
la notion de similarité interclasse. Il s’agit d’estimer pour une classe d’un résultat donné,
à quel point elle est similaire aux classes d’un autre résultat. Cette similarité peut être
calculée à partir d’une distance comme nous allons voir après.
Cette notion de similarité interclasse est généralement utilisée entre les classes qui
regroupent des objets qui ont les mêmes attributs. Cependant, dans notre cas de distribu-
tion d’objets et d’attributs, les différents classifieurs ne travaillent pas forcement sur les
mêmes attributs. En effet pour deux classifieurs différent, on peut distinguer trois cas :
– les attributs de deux classifieurs sont les mêmes ;
– pas d’intersection entre les attributs de deux classifieurs ;
– intersection non vide entre les attributs de deux classifieurs.
Le premier cas ne pose aucun problème pour le calcul de cette similarité. Par contre
il est impossible de la calculer dans le deuxième cas. Pour le 3me cas, nous trouvons qu’il
est intéressant de calculer cette similarité entre les résultats de deux classifieurs quand
ces deux classifieurs ont un nombre "suffisant" des attributs en commun. D’où l’idée
de faire des groupes de classifieurs. Ainsi les classifieurs d’un même groupe pourront se
combiner pour après calculer la similarité interclasse entre leurs résultats pour pouvoir
les généraliser.
4.5.1 Formation de groupes de classifieurs
Dans cette section nous expliquons comment on peut regrouper des classifieurs. En ef-
fet, puisque le poids d’un attribut représente son degré d’importance, nous avons proposé
une solution qui consiste à comparer, pour chaque classifieur, la somme des poids d’attri-
buts communs (nomée Si,jc avec i et j les numéros des classifieurs) et la somme des poids
d’attributs non communs (nomée Si,jnc ) avec chacun des autres classifieurs du système. Si
pour deux classifieurs i et j, Si,jc > Si,jnc , et Sj,ic > Sj,inc , alors ces deux classifieurs feront
partie d’un même groupe.
Définition 2. (Sommes des poids des attributs communs entre deux classi-
fieurs : Si,jc et S
j,i
c )
Soit Ci et Cj deux classifieurs,
{r} avec 1 ≤ r ≤ p, l’ensemble des indices des attributs de Ci.
{r′} avec 1 ≤ r′ ≤ p, l’ensemble des indices des attributs de Cj.
{wq} avec q ∈ {r}, l’ensemble des poids des attributs de Ci.
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w′q
}
avec q ∈ {r′}, l’ensemble des poids des attributs de Cj.
La somme des poids des attributs communs par rapport à Ci est donnée par :
Si,jc =
∑
q∈{r}∩{r′}
wq
La somme des poids des attributs communs par rapport à Cj est donnée par :
Sj,ic =
∑
q∈{r}∩{r′}
w
′
q
Nous avons calculé ces sommes de deux cotés car il se peut que les poids des attributs
communs ne soient pas les mêmes pour les deux classifieurs.
Définition 3. (Sommes des poids des attributs non communs entre deux clas-
sifieurs : Si,jnc et S
j,i
nc)
Soit Ci et Cj deux classifieurs,
{r} avec 1 ≤ r ≤ p, l’ensemble des indices des attributs de Ci.
{r′} avec 1 ≤ r′ ≤ p, l’ensemble des indices des attributs de Cj.
{wq} avec q ∈ {r}, l’ensemble des poids des attributs de Ci.{
w′q
}
avec q ∈ {r′}, l’ensemble des poids des attributs de Cj.
La somme des poids des attributs non communs par rapport à Ci est donnée par :
Si,jnc =
∑
q∈{r} et q /∈{r′}
wq
La somme des poids des attributs non communs par rapport à Cj est donnée par :
Si,jnc =
∑
q∈{r′} et q /∈{r}
w
′
q
Repondération des attributs communs à un groupe de classifieurs
Une fois les classifieurs sont regroupés et avant de passer à la phase de combinaison
de classifieurs, une étape de repondération des attributs communs est nécessaire. Les
attributs communs aux classifieurs d’un même groupe seront utilisés dans la phase de
combinaison de résultats, et il se peut que ces classifieurs n’ont pas le même poids pour
un attribut commun. Il est donc utile d’unifier le poids d’un attribut commun pour pouvoir
l’utiliser après. L’unification est faite par le calcul de la moyenne des poids données par
les classifieurs pour un attribut commun. Soit aj un attribut commun à un groupe des
classifieurs G, le nouveau poids w′j de aj est donné par :
w
′
j =
1
Card(G)
∑
Ci∈G
wij
avec wij est le poids donné par le classifieur Ci à l’attribut aj.
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Algorithm 6 Algorithme de formation des groupes des classifieurs
Entrées: Ci : l’ensemble des classifieurs du système
Sorties: Gles groupes résultants
1: pour chaque classifieur Ci faire
2: créer un nouveau groupe G
3: Ajouter Ci à G
4: pour chaque classifieur Cj avec i 6= j faire
5: si Si,jc > Si,jnc , et Sj,ic > Sj,inc alors
6: Ajouter Cj à G
7: Modifier les pondérations
8: finsi
9: fin pour
10: Ajouter G à l’ensemble des groupes résultants
11: fin pour
4.5.2 Correspondance inter-résultats
Après avoir formé les groupes de classifieurs, les classifieurs d’un même groupe cherchent
les correspondances entre leurs classes par calcul de la similarité interclasse.
Le problème de la mise en correspondance des classes peut être vu de la manière
suivante : soit {Ri}1≤i≤m l’ensemble des résultats proposés par les différents classifieurs
d’un même groupe. Il s’agit de trouver une fonction F qui associe à chaque classe cki un
ensemble des classes
{
clj
}
1≤j≤m,j 6=i tel que chaque c
l
j soit la classe la plus similaire de cki
dans le résultat Rj.
La notion de similarité interclasse peut être estimée par un calcul de distance entre les
classes des différents résultats. Plus deux classes seront proches en fonction de la distance
choisie, plus elles seront considérées comme similaires.
Choix d’une distance
Il existe plusieurs manières pour définir une distance [29] :
– le lien minimum : la distance la plus faible entre deux objets des deux classes (figure
4.9(a)) ;
– le lien maximum : la distance la plus grande entre deux objets des deux classes
(figure 4.9(b)) ;
– le lien entre les centres : la distance entre les centres des classes (après avoir défini
un centre pour chaque classe) (figure 4.9(c)).
Une classe cjk′ du résultat d’une méthode M
j sera considérée comme la classe corres-
pondante de la classe cik du résultat d’une méthode M i si elle est la plus proche de cik en
fonction de la distance choisie.
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Figure 4.9 – Distances entre classes
Dans notre approche nous utilisons la distance entre les centres de classes car dans les
algorithmes d’apprentissage que nous utilisons, il est plus rapide de calculer les centres de
classes que de déterminer les plus proches ou les plus loin objets. De plus, les algorithmes
K -means et Isodata donnent automatiquement les centres de classes avec les résultats.
Pour tenir compte des poids des attributs dans le calcul de la similarité, nous utilisons
la distance euclidienne pondérée. Cette distance est calculée en fonction des attributs
communs entre deux classifieurs
Définition 4. Distance euclidienne pondérée entre deux classes
Soit C et C ′ deux classifieurs,
{r}, l’ensemble des indices des attributs communs entre C et C ′.{
w
′
j
}
avec j ∈ {r}, l’ensemble des poids recalculés des attributs communs entre C et C ′.
c une classe donnée par C avec (x1, .., xp) le vecteur centre de c.
c′ une classe donnée par C ′ avec (x′1, .., x′q) le vecteur centre de c′..
dw(c, c
′) =
√∑
j∈{r}
w
′
j(x
j − x′j)2
Calcul de la similarité interclasse
La similarité interclasse peut être définie à partir de la notion de distance entre classes
définie dans la définition 4.
Définition 5. Similarité interclasse à l’aide d’une distance
Notons d la distance choisie. Soit S la fonction de similarité entre deux classes. Elle peut
être définie de la manière suivante, en fonction de d :
S(cki , c
l
j) =
1
d(cki , c
l
j)
.
Mise en correspondance des classes
Une fois qu’une fonction de similarité définie, on peut définir la notion de classe cor-
respondante pour une classe cki d’un résultat Ri par rapport à un autre résultat Rj. Pour
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que la classe cki ait la classe clj comme classe correspondante du résultat Rj, il faut que la
fonction de similarité soit la maximum de deux cotés.
Définition 6. Classe correspondante
La classe correspondante d’une classe cki d’un résultat Ri par rapport à un autre résultat
Rj est la classe clj de Rj telle que :
S(cki , c
l
j) = max(
{
S(cki , c
l
j), ∀l ∈ [1, nj]
}
)
et
S(clj, c
k
i ) = max(
{
S(clj, c
k
i ),∀k ∈ [1, ni]
}
)
avec ni (resp. nj) est le nombre des classes de Ri (resp. Rj).
La fonction de correspondance F d’une classe cki par rapport aux résultats se définit
alors comme étant la fonction qui à cki associe l’ensemble des classes correspondantes de
cki pour chacun des autres résultats dans un groupe des classifieurs.
Définition 7. Fonction de correspondance
La fonction de correspondance F associe à une classe d’un résultat l’ensemble de ses
classes correspondantes dans tous les autres résultats.
F(cki ) = {clj : ∀j ∈ [1,m] , j 6= i, S(cki , clj) = max(
{
S(cki , c
l
j),∀l ∈ [1, nj]
}
) et
S(clj, c
k
i ) = max(
{
S(clj, c
k
i ),∀k ∈ [1, ni]
}
)}
avec m est le nombre des résultats (ie le nombres des groupes des classifieurs), et ni
(resp. nj) est le nombre des classe de Ri (resp. Rj).
4.5.3 Discussion
Le processus général du fonctionnement de notre méthode présenté dans la figure 4.10
montre en détails les différents étapes parcourues pour réaliser notre méthode de classi-
fication. La dernière étape est la phase de post-traitement des connaissances c’est-à-dire
comment interpréter ces résultats et comment en extraire des informations. Cette tache
dépend souvent du domaine d’application où l’intervention d’un expert parfois est exigée
pour bien comprendre les résultats.
Selon la demande de l’utilisateur, le résultat de la phase de combinaison de classifieurs
peut être la fusion des classes mises en correspondance entre elles ou juste simplement
l’extraction des connaissances de cette correspondance.
En effet, les correspondances entre les classes résultantes de la phase de combinaison
de classifieurs feront l’objet d’une extraction des informations sur les différentes classes
de ces correspondances. Elles peuvent indiquer à un objet sa classe d’appartenance par
rapport à un autre classifieur sans l’obligation qu’il repasse par ce classifieur ni l’obligation
d’avoir tous les attributs utilisés par ce classifieur. Ce qui offre plusieurs avantages :
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– minimiser le coût de traitement en termes de temps et de calcul.
– permettre aux classifieurs de ne pas partager une grande partie de données qu’ils
ont sur leurs objets concernant les attributs non communs
Prenons un exemple dans le domaine de maintien à domicile, plus précisément, le
domaine de classification de profils de comportement de personnes suivies. Nous pouvons
supposer que chaque classifieur classifie des personnes pour évaluer un risque dans ce
domaine. En effet, si C1 classifie un ensemble de personnes en fonction de leur dépendance
et C2 classifie un autre ensemble de personnes par rapport à leur état cognitif, chaque
classifieur détermine les attributs nécessaires pour faire sa classification et dans la phase de
combinaison de classifieurs et en fonction des attributs commun, nous pourrions déduire
la classe chez C2 d’une personne classée par C1 sans refaire le calcul et sans que C1
ait à partager avec C2 toutes les données concernant cette personne. Ce qui permet à
un classifieur de garder les données confidentielles concernant ses personnes, et donc de
préserver la vie privée.
4.6 Architecture multi-agent
Nous proposons une méthode de classification dont le processus global est présenté
dans la figure 4.10. Ce processus est composé des plusieurs taches indépendantes et
peuvent être distribuées. De plus, Il est intéressant que les réalisateurs de ces taches
communiquent entre eux pour partager leurs connaissances et des informations sur leurs
compétences particulières. Enfin, le passage à l’échelle dans le sens de la quantité de
données et leur distribution est un facteur important pour arriver à une méthode de clas-
sification efficace. Ces aspects nous ont naturellement amenés à proposer une architecture
utilisant le paradigme multi-agent pour sa conception.
Nous présentons dans la suite l’organisation, le rôle, et le comportement des différents
agents.
4.6.1 Agents de la phase de prétraitement
Dans cette phase, plusieurs taches sont réalisées (figure 4.3) :
– le choix des objets et des attributs nécessaires pour chaque classifieur ;
– le choix des méthodes de classification à appliquer ;
– le paramétrage nécessaire pour appliquer ces méthodes.
Ces taches sont réalisées par deux types d’agents (figure 4.11) :
– Agents de distribution de données ;
– Agents de paramétrage.
Agents de distribution des données
Le rôle de ces agents est de choisir l’ensemble des objets et des attributs concernés
par une classification à partir de leurs connaissances sur le domaine d’application et les
contraintes fournies par l’utilisateur. Ils sauvegardent ces informations dans la base de
distribution consultable par les agents de paramétrage et les agents de classification.
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Figure 4.10 – Processus général de fonctionnement de la méthode
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Agents de paramétrage
Ces agents possèdent des informations sur les différentes méthodes de classification qui
peuvent être utilisées dans le système. A partir des contraintes données par l’utilisateur
(nombre des classes, leurs identités,..), ces agents peuvent choisir les méthodes qui seront
utilisées par les agents classifieurs. La deuxième tache effectuée par ces agents est le
traitement d’attributs (transformation, normalisation) pour chaque classifieur.
Les informations résultantes seront transférées aux agents de classification.
Les sorties de cette phase de prétraitement peuvent être vues comme une décomposi-
tion de l’ensemble de données D en des sous-ensembles Di avec des informations supplé-
mentaires sur les algorithmes d’apprentissage qui seront appliqués sur ces sous-ensembles
(cf figure 4.6).
Figure 4.11 – Distribution et paramétrage des données
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4.6.2 Agents de la phase des classifications locales
Dans cette phase, les taches à réaliser sont (figure 4.7) :
– initialisation des poids des attributs pour chaque classifieurs ;
– effectuer les classifications initiales.
Ces taches sont reparties sur deux types d’agents : agents de pondération et agents de
classification.
Agents de pondération
Ces agents ont juste le rôle d’initialiser les poids des attributs avant de commencer la
classification. Cette initialisation est extraite de connaissances du domaine d’application
ainsi que des contraintes de l’utilisateur. Le travail de ces agents permet aux agents de clas-
sification de travailler d’une manière discrète sans l’obligation d’avoir des connaissances
sur le domaine d’application. En effet toutes les informations provenant de l’utilisateur
sont traitées au niveau des agents de la phase de prétraitement et les agents de pondéra-
tion.
Agents de classification
Les agents de classification ou les agents classifieurs sont chargés d’effectuer les clas-
sifications initiales et fournir des classes (figure 4.8) où chaque classe a un centre (centre
de gravité) qui sert à calculer les distances entre classes dans la phase de combinaison de
classifieurs.
Chaque agent de classification est constitué :
– d’une méthode de classification ;
– d’un lien vers ses données ;
– d’un lien vers son résultat.
4.6.3 Agents de la phase de combinaison de classifieurs
Comme le montre la figure 4.10, la phase de combinaison de classifieurs comporte deux
étapes :
– formation de groupes de classifieurs ;
– correspondance inter-résultats.
Ces étapes sont réalisées par deux types d’agents :
– agents de formation de groupe ;
– agents de mise en correspondance de classes.
On peut ajouter à ces deux types d’agents, les agents d’extraction d’informations qui
appliquent des taches de post-traitement.
Agents de formation de groupes de classifieurs
Ces agents ont comme rôle de récupérer les attributs sur lesquels travaillent les agents
classifieurs et d’appliquer l’algorithme de formation de groupes de classifieurs (cf Algo-
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rithme 6). Comme résultat, nous obtenons un ensemble de groupe d’agents classifieurs
qui travailleront ensemble pour la mise en correspondance de leurs classes.
Agents de mise en correspondances des classes
Ces agents s’occupent des différentes taches de la combinaison inter-résultats. Pour
chaque groupe d’agents classifieurs formé dans l’étape précédente est associé un agents
de mise en correspondance qui sert à calculer la similarité interclasses et déduire les
correspondances de chaque classe.
Agents d’extraction d’informations
Ce type d’agents intervient dans la phase de post-traitement de connaissances. il sert
à faire des statistiques et sauvegarder des historiques sur les objets qui peuvent changer
des classes quand les valeurs de leurs attributs changent.
La figure 4.12 montre l’architecture générale à base d’agents de notre méthode.
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4.7 Conclusion
Dans ce chapitre nous avons présenté une approche de classification distribuée ba-
sée sur le paradigme multi-agent. Cette approche permet la collaboration de plusieurs
méthodes de classification puis propose une méthode pour mettre en correspondance les
classes obtenues.
la particularité de cette approche est que les classifieurs ne disposent pas des mêmes
données en entrées, pour cela nous avons défini la notion de groupe de classifieurs qui
permet de regrouper les classifieurs qui peuvent combiner leurs résultats. Enfin chaque
groupe propose un nouveau résultat soit par fusionnement des classes similaires, soit par
mise en correspondance de ces classes et en extrait des connaissances qui portent sur
l’appartenance d’un objet d’un résultat R dans un autre résultat R′.
Dans le chapitre suivant nous allons décrire une application de cette méthode dans
le domaine du maintien à domicile, et plus précisément, la classification de profils de
comportement des personnes suivies à leurs domiciles.
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Figure 4.12 – Architecture multi-agent de l’approche de classification
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5.1 Introduction
Dans ce chapitre, nous présentons une étude de cas de la méthode de classification
distribuée présentée dans le chapitre 4 dans le domaine de maintien à domicile, et plus
précisément dans le domaine de méta-surveillance. Le but de cette étude de cas est de
déterminer les données à utiliser et décrire leurs caractéristiques relationnelles, organisa-
tionnelles, et techniques, puis expliquer la méthode de leur distribution sur les agents, et
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leur traitement pour les utiliser par l’algorithme de classification. Enfin nous présentons
un exemple d’application de cette méthode.
5.2 Contexte
5.2.1 Architecture d’un système de télésurveillance
Figure 5.1 – Architecture d’un système de télésurveillance
La figure 5.1 présente l’architecture classique d’un système de télésurveillance. le pro-
cessus de fonctionnement de tel système commence par le traitement des données prove-
nant des sources citées ci-dessus (dans la même figure) pour étudier le comportement de
la personne, ensuite, par comparaison entre les activités en temps réel et le comportement
habituel de la personne, on peut déduire s’il y a une situation d’alerte ou non. Notre
travail est dans la section de construction de profils de comportement.
5.2.2 Objectif à atteindre
Notre objectif est donc de collecter les résultats d’un ensemble de surveillances indi-
viduelles et d’en dégager les grandes catégories. Cette classification permet d’obtenir des
patrons de personnes. Dans notre cas les objets à classer sont les personnes suivies, et les
attributs sont les "indicateurs" de comportement. Les valeurs de ces indicateurs sont les
données nécessaires pour faire la classification.
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Figure 5.2 – Constitution de patrons à partir des données de surveillance collectées
Au niveau individuel, se trouvent des personnes dans leur domicile, ayant accepté d’être
assistées technologiquement : leur surveillance génère un certain nombre de données mises
sous forme d’indicateurs. Les valeurs des indicateurs sont transmises au système qui les
intègre aux connaissances globales qu’il a déjà modélisées (Figure 5.2). Ainsi, au niveau
collectif, se profilent, par regroupement, des patrons de personnes : ces patrons sont des
classes qui correspondent à des valeurs moyennes d’indicateurs. Toute personne surveillée
est rattachée à l’un de ces patrons. Ces derniers doivent être gérés continuellement pour
donner une typologie qualitative (valeurs des indicateurs) et quantitative (nombre de
personnes par classe) des personnes maintenues à leur domicile. Cette gestion consiste en
l’ajustement des valeurs moyennes de certains indicateurs dans une classe, en l’ajout, le
retrait ou le glissement de classes pour certaines personnes et enfin, si besoin, en l’insertion
d’une nouvelle classe.
5.3 Les données
Dans notre cas les objets à classer sont les personnes suivies, et les attributs sont les
"indicateurs" de comportement. Les valeurs de ces indicateurs sont les données nécessaires
pour faire la classification. Les informations recueillies sont de natures variées. Il peut
s’agir :
– des données caractérisant la personne (son identifiant, son historique médical) et les
traitements qu’elle suit ;
– des données concernant son état de santé (tension, rythme cardiaque,...) ;
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– des données relatives à son activité (capteurs de mouvements,...) et/ou à son envi-
ronnement (température de la pièce,...).
5.3.1 Les sources de données
Les données du système peuvent venir de plusieurs sources :
– les capteurs portés par la personne ou installés à son domicile présentés dans le
chapitre 2 ;
– les systèmes de MAD présentés dans le chapitre 2 (PROSAFE, HIS, etc) ;
– les échelles d’évaluation de la dépendance présentées dans le chapitre 2 ;
– le cahier de liaison.
Le cahier de liaison
Le cahier de liaison est en général un cahier ordinaire non structuré qui est gardé
chez la personne âgée. C’est sur ce cahier de liaison que chaque intervenant et les aidants
vont noter leur date de visite, leurs observations, leurs recommandations ou toute autre
forme de commentaires. Il stocke des informations de types différents, des informations
logistiques qui aident pour la coordination des interventions, des informations médicales,
des informations générales sur l’état du patient, toute indication susceptible d’aider à une
meilleure qualité du MAD et éventuellement à la détection de l’évolution de l’état du
patient via un système de surveillance intelligent. Plusieurs acteurs sont censés renseigner
ce cahier comme le médecin traitant, l’infirmière, la famille, les aidants, etc.
5.4 Caractéristiques de données
5.4.1 Les caractéristiques relationnelles d’indicateurs
Les risques à suivre dans le MAD
Les personnes âgées ou fragiles sont confrontées à des risques sévères dûs aux trans-
formations progressives mal appréciées sur l’ensemble de l’organisme. Ces risques peuvent
être la dénutrition, la déshydratation, l’incontinence, la chute, la dépendance, le manque
de mobilité, l’agitation au lit, la dégradation de l’état cognitif et physiologique, la fugue,
la déambulation, des risques médicamenteux, etc.
Chaque risque est évalué à partir d’un ensemble d’indicateurs déterminés par des
experts (gérontologue, médecin, infirmier, etc), ou par des systèmes de traitement de don-
nées. La dépendance, par exemple, est calculée par rapport à des indicateurs déterminés
par les grilles AGGIR et ADL.
Relations entre les indicateurs et les risques à suivre
La table 5.1 présente une liste d’indicateurs et pour chaque indicateur le(s) risque(s)
qui intervient(ennent) dans son (leur) évaluation.
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Indicateur Caractéristiques relationnelles
Nom Risque(s) à évaluer
Temps d’immobilité mobilité réduite, chute
Nombre de levers nuit agitée
Nombre de couchers nuit agitée
Vitesse de déplacement mobilité réduite, chute
Distance parcourue mobilité réduite, déambulation
Période d’agitation au
lit
nuit agitée
Immobilité au lit nuit agitée
Cohérence dégradation de l’état cognitif et psychologique, dépen-
dance
Communication
Comportement
Orientation dégradation de l’état cognitif et psychologique, dépen-
dance, mobilité réduite, déambulation
Repérage
Toilettes mobilité réduite, dépendance
Habillage dépendance
Alimentation dépendance, dénutrition
Se servir
Manger
Transferts mobilité réduite, dépendance
Se lever
Se coucher
S’asseoir
Déplacement à l’inté-
rieur
mobilité réduite, déambulation, chute
Déplacement à l’exté-
rieur
fugue, déambulation, mobilité réduite
Nombre de sorties de
chez soi
mobilité réduite, fugue
Indicateurs médicaux :
température du corps,
pression artérielle,
rythme cardiaque, etc
diagnostique d’une pathologie
Table 5.1: Caractéristiques relationnelles des indica-
teurs
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5.4.2 Caractéristiques organisationnelles des indicateurs
Dans la table 5.2 nous présentons les caractéristiques organisationnelles des indicateurs
qui peuvent être utilisés dans la construction de patrons de comportement. Ces caractéris-
tiques déterminent, pour chaque indicateur, sa description, sa catégorie, les outils utilisés,
et sa source.
Indicateur caractéristiques organisationnelles
Nom Description Catégorie Outils Source
Temps
d’immobi-
lité
le temps
que la per-
sonne reste
immobile
comporte-
mentale
capteur de
mouvement
PROSAFE
Nombre de
levers
pendant la
nuit
comporte-
mentale
capteur de
mouvement
HIS
Nombre de
couchers
pendant la
nuit
comporte-
mentale
capteur de
mouvement
HIS
Vitesse de
déplace-
ment
à chaque dé-
placement
comporte-
mentale
actimètre PDA
Distance
parcourue
à chaque dé-
placement
comporte-
mentale
actimètre PDA
Période
d’agitation
au lit
temps d’agi-
tation total
dans le lit
pendant une
nuit
comporte-
mentale
capteur de
mouvement
PROSAFE /
HIS
Immobilité
au lit
le temps
resté de
l’indicateur
précédant
comporte-
mentale
– –
Cohérence son degré de
cohérence
cognitif questionnaire AGGIR
Communica-
tion
sa capacité
à communi-
quer avec les
autres
Comporte-
ment
son compor-
tement avec
les autres
Orientation avoir le sens
d’orientation
cognitif questionnaire AGGIR
Repérage sa capacité
de se localiser
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Toilettes capacité de
se servir des
toilettes
comporte-
mentale
question-
naire, capteur
de mouve-
ment
AGGIR,
ADL, HIS
Habillage capacité à
s’habiller
comporte-
mentale
question-
naire, capteur
de mouve-
ment
AGGIR,
ADL, HIS
Alimenta-
tion
capacité à
s’alimenter
comporte-
mentale
question-
naire, capteur
de mouve-
ment
AGGIR,
ADL, HIS
Se servir
Manger
Transferts capacité à
bouger son
corps
comporte-
mentale
Question-
naire, capteur
de mouve-
ment
AGGIR,
ADL, PRO-
SAFE, HIS
Se lever
Se coucher
S’asseoir
Dépla-
cement à
l’intérieur
se déplacer à
son domicile
comporte-
mentale
question-
naire, capteur
de mouve-
ment
AGGIR, HIS,
PROSAFE
Dépla-
cement à
l’extérieur
se déplacer à
l’extérieur de
son domicile
comporte-
mentale
questionnaire AGGIR
Nombre de
sortie
de son domi-
cile
comporte-
mentale
capteur de
mouvement
HIS, PRO-
SAFE
Indicateurs
physiolo-
giques
température
du corps,
pression arté-
rielle, tension,
etc
médicales thermo-
mètre, ten-
siomètre,
etc
capteurs
physiolo-
giques
Table 5.2: Caractéristiques organisationnelles des indi-
cateurs utilisés
93
Chapitre 5. Une étude de cas dans le domaine de méta-surveillance
5.4.3 Caractéristiques techniques des indicateurs
La table 5.3 présente les caractéristiques techniques des indicateurs qui peuvent être
utilisés dans la construction de patrons de comportement. Ces caractéristiques déter-
minent pour chaque indicateur, sa catégorie, sa variation, sa fréquence, son moment de
prélèvement, sa nature de donnée, son domaine de définition, sa valeur de normalité, et
son type.
Indica-
teurs
Caractéristiques techniques
Nom Caté-
gorie
Fré-
quence
Mo-
ment de
prélève-
ment
Nature
de don-
nées
Do-
maine
de défi-
nition
Valeur
de la
norma-
lité
Type
Temps
d’im-
mobilité
quanti-
tative
en conti-
nue
à chaque
occur-
rence
dans la
journée
traité change
selon la
période
de la
journée
relative
à la base
d’ap-
prentis-
sage
entier
(se-
condes)
Nombre
de le-
vers
quanti-
tative
une fois
par jour
le matin traité > 0 relative
à la base
d’ap-
prentis-
sage
entier
Nombre
de cou-
chers
quanti-
tative
une fois
par jour
le matin traité > 0 relative
à la base
d’ap-
prentis-
sage
entier
Vi-
tesse de
déplace-
ment
quanti-
tative
en conti-
nue
à chaque
déplace-
ment
brut [0,3] > 0.5
m/s
réel
(m/s)
Dis-
tance
parcou-
rue
quanti-
tative
en
continu
à chaque
déplace-
ment
brut – – réel (m)
Période
d’agita-
tion au
lit
quanti-
tative
une fois
par jour
le matin traité > 0 seuil pré-
défini
réel (s)
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Cohé-
rence
qualita-
tive
en
contenu
à la
détection
d’un
change-
ment
brut A=
fait seul,
B=fait
partiel-
lement,
C= ne
fait pas
A char
Commu-
nication
Compor-
tement
Orien-
tation
qualita-
tive
en
contenu
à la
détection
d’un
change-
ment
brut A,B,C A char
Repé-
rage
Toi-
lettes
qualita-
tive
en
contenu
à la
détection
d’un
change-
ment
brut A,B,C A char
Ha-
billage
qualita-
tive
en
contenu
à la
détection
d’un
change-
ment
brut A,B,C A char
Ali-
menta-
tion
qualita-
tive
3 fois par
jour
à chaque
repas
brut A,B,C A char
Se servir
Manger
Trans-
ferts
qualita-
tive
en
contenu
à chaque
change-
ment
brut A,B,C A char
Se lever
Se cou-
cher
S’asseoir
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Dépla-
cement
à l’inté-
rieur
qualita-
tive
en
contenu
à chaque
change-
ment
brut A,B,C A char
Dépla-
cement
à l’exté-
rieur
qualita-
tive
en
contenu
à chaque
change-
ment
brut A,B,C A char
Nombre
de sor-
tie
quanti-
tative
chaque
jour
le soir traité ≥ 0 relative
à la base
d’ap-
prentis-
sage
entier
Indi-
cateurs
physio-
logiques
quanti-
tative
en
contenu
à la
demande
du per-
sonnel
aidant
brut dépend
de l’in-
dicateur
ex : [36-
41] pour
a tempé-
rature
ex : 37
pour la
tempéra-
ture
numé-
rique
Table 5.3: Caractéristiques techniques des indicateurs
utilisés
5.5 Distribution des indicateurs
Après avoir expliqué, dans les chapitres précédents, l’intérêt de l’utilisation des tech-
nologies multi-agent dans le domaine de la santé et dans la conception d’une méthode
de classification distribuée, nous présentons une approche de construction de profils de
comportement basée sur les systèmes multi-agent où les données sont distribuées sur des
agents. Un des scénarii possibles est que chaque agent "surveille" un groupe de personnes
par rapport à un risque lié au domaine de maintien à domicile. Selon le risque à suivre
chaque agent déterminera les données dont il a besoin pour classer les personnes qu’il
surveille. Ces risques ainsi que les indicateurs nécessaires pour les évaluer sont présentés
dans la table 5.1.
La figure 5.3 illustre la distribution des données à partir d’une base centralisée sur les
agents. Comme nous l’avons dit dans le chapitre 3, cette distribution est dite mixte avec
chevauchement.
En réalité, les données ne sont pas dans le même endroit, mais dans les différents
habitats de personnes suivies. Pour cela chaque agent détermine a priori les indicateurs
nécessaires pour sa classification (à l’aide des agents distributeurs), puis il récupère les
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Figure 5.3 – Distribution des données sur les agents
valeurs de ces indicateurs de domiciles de personnes qu’il surveille. La figure 5.4 montre
la distribution de données dans notre approche de télésurveillance.
5.6 Traitement des indicateurs
Le traitement des indicateurs consiste en leur transformation en valeurs numériques
puis en une normalisation pour l’application des algorithmes de classification. La pon-
dération d’un indicateur désigne l’importance de cet indicateur par rapport à un risque
donné, ce qui demande des connaissances suffisantes sur le domaine.
Prenons l’exemple d’un agent qui surveille des personnes avec trois indicateurs "tem-
pérature corporelle", "nombre de levers de lit" et "capacité de se servir des toilettes". Ces
indicateurs proviennent des différentes sources comme le thermomètre, le projet HIS, et
la grille AGGIR. La température normale et moyenne est 37, le nombre de levers moyen
est 2, pour le troisième indicateur les valeurs sont qualitatives, pour cela il faut les trans-
former en valeurs numériques donc on donne la valeur 0 pour "autonome", 1 pour "aide
partielle", et 2 pour "dépendant". Pour normaliser ces valeurs, nous pouvons utiliser la
méthode de normalisation linéaire.
5.7 Implantation et expérimentations
Dans cette section nous présentons l’outil utilisé pour le développement de la méthode
de classification ainsi que des expérimentations génériques et dans le domaine du MAD.
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Figure 5.4 – Distributions des indicateurs sur les agents
Dans cette implantation nous nous contentons à l’utilisation de l’algorithme ISODATA
pour faire les classifications locales car il répond suffisamment aux besoins de notre appli-
cation. Après avoir défini le nombre de classes souhaité, ISODATA génère une partition
initiale, puis il adapte le nombre de classes en fonction des seuils déterminés pour les dis-
tances intra-classe et inter-classes. Pour l’implémentation de cette approche nous avons
utilisé la plateforme d’agents mobiles adaptatifs JavAct 12 développée à l’IRIT de Toulouse
et basée sur le langage Java. Ce logiciel existe sous forme d’un plugin Eclipse.
5.7.1 Un exemple d’application de la méthode de classification
Pour mieux comprendre le déroulement des différentes étapes de la méthode de clas-
sification, nous présentons dans cette section un exemple d’application de cette méthode
indépendant du domaine d’application.
Soit 4 agents classifieurs (Ai), 10 objets à classer (Oj), et un total de 6 attributs (am)
qui caractérisent les objets. La table 5.4 présente pour chaque objet ses attributs et leurs
valeurs normalisées linéairement. La valeur non renseignée d’un attribut signifie que cet
attribut ne fait pas partie des attributs qui caractérisent l’objet concerné.
Nous considérons qu’après la phase de pré-traitement, la distribution mixte avec che-
vauchement est présentée de la manière suivante : l’agent A1 gère les attributs a1, a2 et a3
des objets O1, O2, O3, O4, et O5. L’agent A2 gère les attributs a4, a5 et a6 des objets O6,
O7, O8, O9, et O10. L’agent A3 gère les attributs a1, a3 et a5 des objets O1, O3, O5, O7,
et O9. Enfin, l’agent A4 gère les attributs a2, a4 et a6 des objets O2, O4, O6, O8, et O10.
Pour clarifier l’exemple, nous considérons que tous les attributs ont la même importance
et donc, ont un poids unique égal à 1/6.
En appliquant une méthode de classification locale (dans notre cas ISODATA) chaque
agent construit sa partition. Chaque classe est caractérisée par un vecteur-centre calculé
12. www.javact.org
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Objets /
Attributs
O1 O2 O3 O4 O5 O6 O7 O8 O9 O10
a1 1 2 6 2 6 - 3 - 7 -
a2 2 2 5 3 4 7 - 5 - 1
a3 3 1 4 4 1 - 5 - 4 -
a4 - 5 - 4 - 1 3 7 3 7
a5 4 - 5 - 7 2 6 5 2 5
a6 - 3 - 7 - 3 7 1 1 3
Table 5.4 – Les objets à classer et leurs attributs
par ISODATA. le résultat de la classification locale est :
L’agent A1 :
c1 = {O3}, vecteur-centre {a1 = 6; a2 = 5; a3 = 4}
c2 = {O1, O2}, vecteur-centre {a1 = 1.5; a2 = 2; a3 = 2}
c3 = {O4}, vecteur-centre {a1 = 2; a3 = 2; a4 = 2}
c4 = {O5}, vecteur-centre {a1 = 6; a2 = 4; a3 = 1}
L’agent A2 :
c1 = {O8}, vecteur-centre {a4 = 7; a5 = 5; a6 = 1}
c2 = {O10}, vecteur-centre {a4 = 7; a5 = 5; a6 = 3}
c3 = {O7}, vecteur-centre {a4 = 3; a5 = 6; a6 = 7}
c4 = {O6, O9}, vecteur-centre {a4 = 2; a5 = 2; a6 = 2}
L’agent A3 :
c1 = {O3, O9}, vecteur-centre {a1 = 6.5; a3 = 4; a5 = 5}
c2 = {O1}, vecteur-centre {a1 = 1; a3 = 3; a5 = 4}
c3 = {O5}, vecteur-centre {a1 = 6; a3 = 1; a5 = 7}
c4 = {O7}, vecteur-centre {a1 = 3; a3 = 5; a5 = 6}
L’agent A4 :
c1 = {O4}, vecteur-centre {a2 = 3; a4 = 4; a6 = 7}
c2 = {O2, O10}, vecteur-centre {a2 = 1.5; a4 = 6; a6 = 3}
c3 = {O8}, vecteur-centre {a2 = 7; a4 = 5; a6 = 1}
c4 = {O6}, vecteur-centre {a2 = 7; a4 = 1; a6 = 3}
Par application de l’algorithme de formation de groupes d’agents, nous obtenons deux
groupes d’agents. Le premier comporte les agents A1 et A3 (ils ont deux attributs com-
muns a1 et a2), et le deuxième comporte les agents A2 et A4 (ils ont deux attributs
communs a4 et a6). En calculant la méthode de correspondance inter-résultats, Chaque
groupe d’agents calcule sa classification généralisée :
Le groupe A1, A3 :
c1 = {O1, O2, O4}, vecteur-centre {a1 = 1.67; a2 = 2.33; a3 = 2.67; a5 = 4}
c2 = {O3, O7}, vecteur-centre {a1 = 4.5; a2 = 5; a3 = 4.5; a5 = 5.5}
c3 = {O5}, vecteur-centre {a1 = 6; a2 = 4; a3 = 1; a5 = 7}
c4 = {O9}, vecteur-centre {a1 = 6; a2 = −; a3 = 4; a5 = 2}
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Le groupe A2, A4 : c1 = {O8}, vecteur-centre {a2 = 5; a4 = 7; a5 = 5; a6 = 1}
c2 = {O4, O7}, vecteur-centre {a2 = 3; a4 = 3.5; a5 = 6; a6 = 7}
c3 = {O2, O10}, vecteur-centre {a2 = 1.5; a4 = 7; a5 = 5; a6 = 3}
c4 = {O6, O9}, vecteur-centre {a2 = 7; a4 = 2; a5 = 2; a6 = 2}
Enfin, le groupe A1, A3 et le groupe A2, A4 forme un nouveau groupe car ils ont deux
attributs communs, donc le résultat de classification donnée par ce nouveau groupe est :
c1 = {O4}, vecteur-centre {a1 = 2a2 = 3; a3 = 4; a4 = 7; a5 = −; a6 = 7}
c2 = {O7}, vecteur-centre {a1 = 3a2 = −; a3 = 5; a4 = 3; a5 = 6; a6 = 7}
c3 = {O3, O5, O8, O9}, vecteur-centre {a1 = 6.33a2 = 4; a3 = 3; a4 = 5; a5 = 4.75; a6 = 1}
c4 = {O1, O2, O6, O10}, vecteur-centre {a1 = 1.5a2 = 3; a3 = 2; a4 = 4.33; a5 = 3.67; a6 = 3}
Cette méthode offre plusieurs classifications qui peuvent être interprétées de manières
différentes selon les attributs utilisés. Le but n’était pas d’améliorer la qualité des résultats,
mais plutôt de proposer une méthode de classification qui s’applique quand les approches
classiques ne peuvent pas s’appliquer.
5.7.2 Une application de méta-surveillance
Les patrons de comportement sont utilisés pour l’évaluation de l’état de santé de
personnes âgées, et pour essayer de prévoir l’évolution de leurs activités. Le sens d’un
patron est obtenu en comparant l’état des personnes qu’il contient. Un autre intérêt pour
cette classification est l’anticipation d’un risque sans l’évaluer. En effet, si nous consta-
tons que deux risques sont reliés entre eux, c-à-d ont un nombre suffisant d’indicateurs
communs, donc l’évaluation du premier risque peut être suffisante pour anticiper l’autre.
Par exemple, dans la table 5.1, nous remarquons que les risques "mobilité réduite" et
"chute" sont reliés entre eux. Cette déduction peut induire la réduction de nombre de
capteurs installés en se limitant sur les capteurs nécessaires pour le calcul des indicateurs
communs. Cette réduction est bénéfique à la vie privée de la personne et est un moyen de
réduire les coûts de surveillance.
L’application est basée sur une variété de capteurs portés par les personnes surveillées
ou installés à leur domicile. Ces capteurs sont des capteurs de mouvement et de pré-
sence ou d’appareils médicaux de mesure. Les informations provenant des capteurs sont
transformées en indicateurs. Ces indicateurs sont des données physiologiques (pression
artérielle, ...) ou des données sur les activités quotidiennes et la localisation (temps de
sommeil, ...).
Pour cette application, nous récoltons les informations de dix indicateurs (table 5.5).
La table 5.6 contient les valeurs de ces indicateurs sur des personnes concernées par cette
application. Ces valeurs sont normalisées avant l’application de la méthode de classifica-
tion. La table 5.6 montre aussi des caractéristiques des personnes. Certains souffrent d’une
agitation nocturne, d’autres souffrent d’une mobilité réduite pendant la journée, et une
personne a des problèmes de désorientation qui provoquent le risque de déambulation. Les
autres personnes sont considérées comme "normales". Nous allons appliquer la méthode
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I1 Température de corps
I2 Pression artérielle (en mmHg)
I3 Temps de sommeil (en minutes)
I4 Nombre de fois où la personne se lève du lit dans la nuit
I5 Nombre de fois où la personne va aux toilettes dans une journée
I6 Temps passé dans la cuisine
I7 Temps passé dans la salle de séjour
I8 Nombre de fois où la personne sort de chez lui
I9 Temps d’immobilité le plus long pendant la journée
I10 Trouble de l’alimentation (vrai ou faux)
Table 5.5 – Les indicateurs
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Agitation nocturne Mobilité réduite Normal Déambulation Normal
I1 37,5 38 37 37,5 39 37,5 37 37,5 37 37
I2 190 180 170 110 100 150 150 190 145 140
I3 240 180 240 780 720 420 420 480 480 420
I4 10 11 9 1 2 0 1 1 1 2
I5 8 7 8 6 5 4 3 4 5 4
I6 180 190 160 30 15 120 90 240 100 120
I7 180 200 180 360 300 180 120 240 120 180
I8 1 0 2 0 0 2 2 6 1 2
I9 120 90 120 360 330 90 120 15 90 120
I10 0 0 0 1 1 0 0 1 0 0
Table 5.6 – Les valeurs des indicateurs sur un jour
de classification pour voir si elle peut donner des résultats semblables aux caractéristiques
mentionnées. Nous supposons que tous les indicateurs ont le même poids.
Ces personnes vivent chacune à son domicile, donc les données sont distribuées et
sont collectées par plusieurs agents. Par conséquent, un agent peut avoir les données d’un
sous-ensemble des indicateurs sur un sous-ensemble des personnes. Par exemple, deux
agents peuvent recueillir l’information "le nombre d’entrées aux toilettes" pour plusieurs
personnes. Pour résumer, un agent collecte un ou plusieurs indicateurs dans le but de
détecter et d’évaluer un risque pour une ou plusieurs personnes.
Dans cette expérimentation, trois agents Ai sont utilisés pour collecter les indicateurs
de dix personnes Pj. Nous supposons qu’après la phase de traitement des données, l’agent
A1 recueille les indicateurs de I1 à I8 sur les personnes de P1 à P4, l’agent A2 recueille les
indicateurs de I1 à I3 et de I6 à I10 sur les personnes de P5 à P7, et l’agent A3 recueille les
indicateurs de I3 à I10 sur les personnes de P8 à P10. Les tables 5.7, 5.8, et 5.9 montrent
cette répartition.
Les classifications locales sont faites en utilisant l’algorithme ISODATA avec les para-
mètres suivants :
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A1 P1 P2 P3 P4
I1 37,5 38 37 37,5
I2 190 180 170 110
I3 240 180 240 780
I4 10 11 9 1
I5 8 7 8 6
I6 180 190 160 30
I7 180 200 180 360
I8 1 0 2 0
Table 5.7 – Les données de l’agent A1
A2 P5 P6 P7
I1 39 37,5 37
I2 100 150 150
I3 720 420 420
I6 15 120 90
I7 300 180 120
I8 0 2 2
I9 330 90 120
I10 1 0 0
Table 5.8 – Les données de l’agent A2
A3 P8 P9 P10
I3 480 480 420
I4 1 1 2
I5 4 5 4
I6 240 100 120
I7 240 120 180
I8 6 1 2
I9 15 90 120
I10 1 0 0
Table 5.9 – Les données de l’agent A3
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A1
I1 I2 I3 I4 I5 I6 I7 I8
c1 = (P1, P2, P3) 0,17 0,89 ,07 0,91 0,93 0,72 0,28 0,17
c2 = (P4) 0,17 0,11 1 0,09 0,60 0,07 1 0
Table 5.10 – Classification locale de l’agent A1
A2
I1 I2 I3 I6 I7 I8 I9 I10
c1 = (P6, P7) 0,08 0,56 0,40 0,40 0,13 0,33 0,26 0
c2 = (P5) 1 0 0,90 0 0,75 0 0,91 1
Table 5.11 – Classification locale de l’agent A2
– nombre maximum de classes : 4 ;
– nombre minimum d’objets dans une classe : 1 ;
– nombre maximum d’itération : 10 ;
– distance maximum intra-classe : 0.3 ;
– distance minimum inter-classes : 1.
Les résultats de ces classifications sont présentés dans les tables 5.10, 5.11, et 5.12. En
effet, l’agent A1 trouve deux classes avec P4 isolée. l’agent A2 trouve deux classes avec P5
isolée. l’agent A3 trouve deux classe avec P8 isolée.
La deuxième étape est l’application de l’algorithme de formation de groupes d’agents
présenté dans le chapitre 4 (Algorithme 6). Dans notre cas, nous obtenons un groupe qui
contient tous les agents. En effet, les agents ont un nombre des indicateurs communs plus
grand que le nombre des indicateurs non communs.
La troisième étape est l’unification des résultats en suivant les instructions de la cor-
respondance inter-classes présentées dans la section 4.5.2. Le résultat de la classification
multi-agent est présenté dans la table 5.13
5.7.3 Analyse des résultats et discussion
Une façon d’évaluer l’efficacité de notre système est de comparer ses résultats avec
une approche centralisée possédant toutes les données. En appliquant donc l’algorithme
ISODATA pour classer ces dix personnes surveillées avec les dix indicateurs, nous obtenons
le résultats de la table 5.14.
Les résultats de la classification multi-agents sont satisfaisants. En effet, en comparant
A3
I3 I4 I5 I6 I7 I8 I9 I10
c1 = (P9, P10) 0,45 0,14 0,30 0,42 0,13 0,25 0,26 0
c2 = (P8) 0,50 0,09 0,20 0,47 0,25 0,33 0,30 0
Table 5.12 – Classification locale de l’agent A3
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A1, A2, A3
I1 I2 I3 I4 I5 I6 I7 I8 I9 I10
c1 = (P4, P5) 0,58 0,06 0,95 0,09 0,60 0,03 0,88 0 0,91 1
c2 = (P1, P2, P3) 0,17 0,89 0,07 0,91 0,93 0,72 0,28 0,17 - -
c3 = (P6, P7, P9, P10) 0,08 0,56 0,43 0,14 0,30 0,41 0,13 0,29 0,26 0
c4 = (P8) - - 0,50 0,09 0,20 1 0,50 1 0 1
Table 5.13 – Résultat de la classification multi-agent
ISODATA
I1 I2 I3 I4 I5 I6 I7 I8 I9 I10
c1 = (P4, P5) 0,58 0,06 0,95 0,14 0,50 0,03 0,88 0 0,96 1
c2 = (P1, P2, P3) 0,17 0,89 0,07 0,91 0,93 0,72 0,28 0,17 0,28 0
c3 = (P6, P7, P9, P10) 0,04 0,51 0,43 0,09 0,20 0,41 0,13 0,29 0,26 0
c4 = (P8) 0,17 1 0,50 0,09 0,20 1 0,50 1 0 1
Table 5.14 – Résultat de la classification par ISODATA
les tables 5.13 et 5.14, nous remarquons que notre système donne les mêmes quatre caté-
gories de personnes que la méthode centralisée ISODATA donne. Une des raisons que les
résultats sont satisfaisants, c’est parce que certains indicateurs sont liés à d’autres. Par
exemple, l’indicateur "Temps de sommeil" est influencé par l’indicateur "nombre d’en-
trée aux toilettes pendant la nuit". Lorsque le premier est absent, la classification peut
toujours donner le même résultat en raison de la présence du second.
Une autre façon d’évaluer notre système est de comparer ses résultats au cas où seuls
des indicateurs communs entre les agents sont utilisés pour faire la classification. Dans
cette expérimentation, cela signifie que la classification globale de nos trois agents ne
prend en compte que les indicateurs I3, I6, I7 et I8. l’application de ISODATA sur un tel
cas conduit à la classification de la table 5.15.
Le résultat obtenu par cette classification est de mauvaise qualité. En effet, nous ob-
tenons deux classes où P4 et P5 sont les seules à être classées correctement, et toutes les
autres personnes sont dans une même classe. Un telle classification montre l’utilité de
notre méthode. En effet, malgré le manque de certaines informations, elle donne des ré-
sultats aussi bons que les méthodes qui disposent de toutes les informations sur les objets
à classer.
Pour conclure, l’exemple montre que la classification multi-agent peut être un bon
remplacement si une approche centralisée n’est pas possible.
Attributs communs
I3 I6 I7 I8
c1 = (P4, P5) 0,95 0,03 0,88 0
c2 = (P1, P2, P3, P6, P7, P8, P9, P10) 0,30 0,60 0,23 0,33
Table 5.15 – Classification avec ISODATA en utilisant les attributs communs
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5.8 Intérêt de la classification dans le MAD
Notre système construit des classifications dynamiques des personnes suivies en fonc-
tion d’indicateurs qui vont dépendre du domaine d’application. Son adaptabilité se traduit
par deux caractéristiques essentielles. La première est de permettre l’évolution en cours
de fonctionnement des classifications (en fonction des données qui remontent, voire même
de l’évolution des indicateurs qui peuvent être supprimés ou ajoutés selon les besoins).
La deuxième est d’être générique vis-à-vis des indicateurs et donc de pouvoir fonctionner
sur tout type d’applications ayant des entrées fortement distribuées. Un tel système est
susceptible d’apporter des solutions à plusieurs problématiques actuelles du MAD. Nous
en faisons un tour d’horizon dans cette section :
– Surveillance des personnes âgées dépendantes :
Les organismes d’aide à la personne sont souvent amenés à utiliser une grille d’éva-
luation du degré de dépendance pour déterminer les services à mettre en place
et/ou les aides allouées telle l’Aide Personnalisée d’Autonomie (APA). Il existe de
nombreuses grilles comme l’EGS (Evaluation Gérontologique Standardisée) [77] ou
encore la grille AGGIR utilisée en France par les organismes financeurs.
Dans ce cadre, l’utilisation de notre système de classification permettra de voir s’il
y a adéquation entre la répartition des personnes surveillées dans une grille d’éva-
luation et les classes de profil de personne produites. Trouver des ressemblances
dans les typologies validerait notre approche mais également pourrait conforter la
pertinence des critères des grilles utilisées. Dans le cas contraire, il sera nécessaire
de revoir la méthode de classification et/ou les indicateurs retenus (pas assez nom-
breux, non significatifs, ...). Le système sera en mesure de suivre l’évolution du degré
de dépendance d’une personne. Ainsi, une personne glissant d’un patron à un autre
dans le système pourrait être aiguillée vers la réévaluation de son aide personnalisée
auprès des organismes.
– Détection de problèmes sanitaires globaux :
Outre le simple fait de disposer de statistiques, une méta-surveillance permettra
aussi de dégager des tendances pouvant laisser supposer un problème global ; la
migration d’un ensemble de personnes d’une classe vers une autre, ou encore la mo-
dification de certaines caractéristiques d’une classe pour l’ensemble des personnes
présentes, laisse présager un problème global qui affecte tout un ensemble de per-
sonnes ; ceci peut s’illustrer par une modification de certains paramètres d’activité
comme, par exemple, lors d’une canicule ou d’une épidémie.
– Télésurveillance de personnes souffrant de problèmes de santé chroniques :
Cette aide s’adresse à des personnes déjà détectées, souffrant par exemple d’insuf-
fisances cardiaques et pulmonaires, d’asthme, de la maladie d’Alzheimer, etc. La
possibilité d’avoir une vision globale d’un ensemble de personnes surveillées peut
apporter une information plus riche et pertinente sur le suivi ; la répartition en
classes et l’expérience des situations passées (apprentissage du système) doit per-
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mettre de proposer un meilleur service à toute nouvelle personne entrant dans le
système ; une meilleure adéquation des services de surveillance au risque encouru
permettant d’avoir un niveau d’alerte adapté.
– Contrôle préventif de personnes à risques :
A plus longue échéance, avec l’évolution des modes de vie, on peut envisager une sur-
veillance de personnes "saines" mais présentant des antécédents personnels/familiaux
relatifs à une maladie ou un épisode médical. Le système permettra d’identifier des
schémas d’évolution des paramètres de santé et de mode de vie (ex. l’état du système
immunitaire, le sommeil, la nutrition, l’activité, ...) qui indiqueront des risques éle-
vés de développer des maladies. Ils permettront ainsi de révéler, à un stade précoce,
des épisodes permettant d’augmenter les bénéfices de la prévention.
5.9 Conclusion
Dans ce chapitre nous avons illustré une étude de cas de la méthode de classification
présentée dans le chapitre 4 dans le domaine de méta-surveillance. Le but de cette étude
était dans un premier temps, de déterminer les données de ce domaine qui peuvent être
utilisées pour alimenter le système de classification. Ces données sont les indicateurs de
comportement de personnes suivies. Nous avons vu que ces indicateurs sont de natures
différentes et proviennent de plusieurs sources. Pour cela une phase de traitement de ces
données était nécessaire pour l’application de l’algorithme d’apprentissage.
Dans un deuxième temps, nous avons détaillé une application de notre système de
classification en utilisant un ensemble déterminé d’indicateurs. Le but était de construire
de patrons qui regroupent les personnes qui ont un comportement identique. Les données
sur les personnes sont distribuées sur des agents, et chaque agent n’a qu’une vision partielle
sur les personnes qu’il surveille. Les résultats obtenus sont encourageants. En effet ces
résultats sont très proches des résultats données par un système centralisé disposant de
toutes les informations sur les personnes à classer.
Il ne s’agit pas d’appliquer des méthodes de classification sur une base de données
centralisée et figée, mais bien d’arriver à proposer un système de classification distribué
et adaptatif. La distribution des opérations des classifications au sein du système multi-
agent permet d’augmenter les performances du système fonctionnant à échelle réelle ; la
collaboration entre les agents doit, elle, permettre d’accroître la qualité du résultat, à
savoir, la partition produite, et tout ceci en prenant en compte la dynamique des données
en entrée.
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Dans ce travail, nous avons présenté une nouvelle méthode de combinaison de classi-
fieurs qui utilisent différentes techniques de classification (supervisées et non supervisés)
et travaillent sur des ensembles de données différents. Nous avons utilisé les techniques
multi-agents dans la conception de cette méthode. En effet, dans certains contextes où
l’information est largement distribuée, et la préservation de la vie privée ainsi que d’autres
contraintes de la vie réelle sont devenues une exigence, les méthodes de classification clas-
siques ne fonctionnent pas. Pour cela nous nous sommes orientés vers l’utilisation des
technologies multi-agent et nous avons montré que les systèmes multi-agents apportent
des solutions pour effectuer une classification dans de tels contextes et dans de nombreux
domaines pratiques.
Les motivations pour ce travail viennent du domaine d’application, le maintien à do-
micile. En effet, nous avons choisi d’aborder le MAD sous un angle plus globalisant et
non pas en se focalisant sur un seul individu. Cette vision collective permet de dégager
des patrons d’individus qui vont apporter des éléments de réponse à des problématiques
de santé actuelles. Cette approche globale et à échelle réelle nécessite de mettre en place
des systèmes fortement distribués et dynamiques.
Notre choix de développer une méthode de classification distribuée vient du fait que
l’étude des méthodes de classification classiques existantes montre qu’il est difficile d’adap-
ter ces méthodes au problème de recherche de patrons dans un environnement ouvert et
évolutif. De telles méthodes ne permettent pas de passer à l’échelle réelle. Par exemple, si
l’on veut changer le nombre d’entrées (ajout d’un nouvel indicateur), on doit refaire tout
le calcul et générer à nouveau les classes ; c’est qui est contradictoire avec l’hypothèse de
dynamicité.
Le choix de l’utilisation des techniques multi-agent est justifié pour plusieurs raisons :
– Dans l’approche de classification :
– l’utilisation de ces technologies est une bonne solution quand l’application de
méthodes classiques est impossible ;
– le passage à l’échelle en termes du nombre de personnes suivies, où chaque agent
peut gérer une partie de données. L’évolution du nombre de personnes ou le
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volume de données peut induire la suppression ou l’ajout d’un nouvel agent ;
– La distribution des opérations de classification au sein d’un système multi-agent
permet d’augmenter les performances du système fonctionnant à échelle réelle ; la
collaboration entre les agents doit, elle, permettre d’accroître la qualité du résultat
à savoir de la partition produite et tout ceci en prenant en compte la dynamique
des données en entrée.
– Dans l’approche de télésurveillance :
– ces technologies ont montré leur adéquation à de nombreux problèmes dans le
domaine de santé ;
– la préservation de la vie privée. En effet les agents communiquent entre eux afin
de généraliser la classification sans transmettre des données confidentielles.
Cette approche de classification est composée de plusieurs étapes :
– la distribution de données sur les agents, où nous avons déterminé les différentes ma-
nières de distribution de données pour la conception d’une méthode de classification
distribuée :
– distribution horizontale ;
– distribution verticale ;
– distribution mixte ;
– distribution mixte avec chevauchement.
– le choix par chaque agent, de l’algorithme d’apprentissage le plus approprié par
rapport à ses données et aux contraintes données par l’utilisateur ;
– le traitement de données qui consiste en une normalisation et pondération des at-
tributs pour pouvoir appliquer l’algorithme d’apprentissage ;
– l’établissement d’un algorithme de combinaison des résultats provenant de différents
classifieurs. Le principe est basé sur la notion de distance inter-classes.
l’application de cette méthode dans le domaine de méta-surveillance nous a conduit à
spécifier les indicateurs qui peuvent être utilisés ainsi que les risques que ces indicateurs
interviennent dans leur évaluation. Les informations recueillies sont de natures variées. Il
peut s’agir :
– des données caractérisant la personne (son identifiant, son historique médical) et les
traitements qu’elle suit ;
– des données concernant son état de santé (tension, rythme cardiaque,...) ;
– des données relatives à son activité (capteurs de mouvements,...) et/ou à son envi-
ronnement (température de la pièce,...).
L’originalité de notre système est sa capacité à prendre en compte des données de
types hétérogènes avec des indicateurs manquants sans nuire à la qualité des résultats.
Par exemple, dans nos expérimentations, nous avons montré que les résultats peuvent être
aussi bons que pour les méthodes classiques tant que certains indicateurs sont liés entre
eux.
Ces différentes contributions ont été validées par des publications de niveau national
et international ([82], [74], [72], [88], [87], [73]).
Notre problème reste la difficulté d’avoir des données réelles. En effet les expérimen-
tations qui ont été faites étaient basées sur des valeurs aléatoires d’indicateurs. Le fait
d’avoir des données réelles permet aux spécialistes d’avoir une interprétation sémantique
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plus valable des classes obtenues. Cette interprétation sémantique constitue les perspec-
tives de notre travail. En effet, l’intérêt d’une telle méthode est si l’on arrive à un ensemble
de patrons cohérents et semantiquement interprétés , cette classification servira à définir
rapidement, pour une personne, une assistance adaptée et permettra de se focaliser da-
vantage sur tel ou tel risque.
Les études à venir auront aussi à mieux mettre en évidence la différence entre les
méthodes de classification centralisées et multi-agents. D’autres expérimentations devront
être effectuées pour mesurer la performance du système et la qualité de résultats.
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