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a b s t r a c t 
Forest ﬁre are natural hazards that every year cause signiﬁcant looses. Predicting the evo- 
lution of a forest ﬁre is a critical issue in mitigating its effects. Such predictions must 
accomplish strict real time constraints to be effective. Wind ﬁeld calculation is a key issue 
in providing accurate forest ﬁre propagation predictions. However, it implies solving large 
linear systems with 10 5 to 10 8 variables that takes too long using conventional methods. 
Therefore, the domain decomposition Schur method has been applied to accelerate wind 
ﬁeld calculation. Using the Schur method, the linear system is signiﬁcantly reduced and 
several phases can be parallelised exploiting cluster computing capabilities. Results show 
that the execution time for the wind ﬁeld calculation of a map of 800 × 800 cells has 
been reduced from 400 s to 90 s using 10 nodes. 
© 2016 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1. Introduction 
Forest ﬁre is a natural disaster that burns thousands of hectares around the world every year, destroying ecosystems and
proliﬁc areas and causing signiﬁcant economic and social losses. Therefore, it is necessary to provide extinction services with
the best means of mitigating the effects of such hazards. In this context, forest ﬁre propagation prediction appears as a very
signiﬁcant contribution to allow extinction services to use the available resources in the best possible way. Several models
have been developed and integrated in computer simulators (FARSITE [7] , FireStation [12] , Wildﬁreanalyst [14] or CARDIN
[13] ) to estimate forest ﬁre propagation. 
These propagation models, and the consequent simulators, need a large set of input parameters describing the actual
scenario in which the ﬁre is taking place. These parameters include a terrain elevation map, a vegetation map and the
features of said vegetation, an initial ﬁre perimeter, and meteorological conditions. Therefore, running simulations to predict
forest ﬁre propagation requires the integration of different data acquisition methods and several adapters to transform data
to the required format. The input parameters can be classiﬁed, according to their features, into four different classes: 
1. Digital elevation maps can be obtained from different sources at different resolution degrees (100 by 100 m, 30 by 30
m or even 10 by 10 m). Elevation maps can be considered constant since they do not change over time. The higher
the resolution, the more accurate the map is, but for forest ﬁre prediction purposes 30 × 30 m appears to be an
adequate resolution. 
2. Vegetation maps can be obtained from soil use maps available from different sources, but, in this case, there are
different issues to be considered. Several vegetation types have been identiﬁed depending on the vegetation species∗ Corresponding author. 
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 and the amount, mass and height of the vegetation. However, in some cases, there is a very slight difference between
two vegetation types and soil use maps are sporadically updated. This means that the vegetation evolves dynamically
between the two map soil estimation. Moreover, there are certain features, such as the moisture content of the vege-
tation that change quickly depending on weather conditions (precipitation, clouds, temperatures, wind,...) and modify 
ﬁre behaviour. So, the vegetation parameters can only, in the best case, be approximately estimated and present a
certain degree of uncertainty that introduces uncertainty in forest ﬁre propagation prediction. 
3. The initial perimeter can be obtained from satellite images, airborne images or located by the direct observation of
extinction services. In the case of airborne images or extinction services observation, it is very important to provide
an accurate geo-reference of the ﬁre front. 
4. Meteorological conditions change dynamically over time, and certain meteorological parameters can be obtained from 
predictions of meteorological services at a low resolution (2500 by 2500 m). 
Each input parameter of forest ﬁre propagation simulators requires its own treatment and careful analysis, but, in gen-
eral terms, it can be concluded that there is a lack of accuracy in input parameter estimations. This lack of accuracy in
the values of the input parameters provokes a mismatch between forest ﬁre propagation predictions and real ﬁre propaga-
tion. It is clear that the accuracy of the prediction provided by forest ﬁre propagation simulators depends largely on the
accuracy, acquisition frequency and resolution of all of these input parameters. So, it is necessary to introduce new esti-
mation methodologies and to couple complementary models in order to improve data accuracy, acquisition frequency and
resolution. 
It is well known [1,16] that two of the input parameters that most signiﬁcantly affect ﬁre propagation are wind speed
and wind direction. So, it is critical to provide the best possible value for such parameters to provide the best possible
propagation prediction. However, wind speed and direction are parameters that present two signiﬁcant features that make
them diﬃcult to estimate precisely: 
1. Dynamic wind variation: Wind does not present a constant speed and direction, but it varies signiﬁcantly from one
time interval to the next. Meteorological models [19] can provide wind prediction, but the time step (output) of the
meteorological model is provided, at maximum, every hour (usually every 3 or even 6 h). So, concerning forest ﬁre
propagation prediction, wind speed and direction are considered to be constant during this time interval. So, it would
be necessary to obtain more frequent meteorological estimations, but reducing the meteorological model time step
increases execution time dramatically. 
2. Topographic wind distribution: Meteorological wind is modiﬁed by terrain topography. Wind parameters provided by 
a meteorological model (such as WRF) at a 2500 by 2500 m resolution do not consider the effect of the topography of
the terrain on wind parameters and introduce inaccuracy in forest ﬁre propagation models. Therefore, it is necessary
to couple complementary wind ﬁeld models that, given a meteorological wind at a low resolution, can provide a
complete wind ﬁeld at higher resolution (100 by 100 m or even 30 by 30 m). The wind ﬁelds generated by such wind
ﬁeld simulators take into account the effect of the topography of the terrain on meteorological wind. Coupling a wind
ﬁeld model with forest ﬁre simulators provides more accurate forest ﬁre propagation prediction [4] . But, wind ﬁeld
simulators are also time consuming applications that must be parallelised to become useful in real time operation. 
So, this work focuses on applying domain decomposition to accelerate wind ﬁeld calculation and coupling the wind ﬁeld
simulator to a forest ﬁre propagation simulator. The forest ﬁre simulator selected is FARSITE [7] because it is extensively
validated and is widely used throughout the ﬁreﬁghting community. Taking into account that the forest ﬁre simulator used
is FARSITE, the wind ﬁeld simulator chosen is WindNinja [8,10] because it can accept the same input ﬁles as FARSITE and
can generate wind ﬁeld ﬁles that can be directly used by FARSITE. So, it is very easy to couple WindNinja and FARSITE [3] .
This coupled scheme is shown in Fig. 1 . 
In Section 2 the main features and limitations of the WindNinja wind ﬁeld simulator are described. Section 3 presents
the domain decomposition Schur method. Section 4 shows the application of the Schur method to wind ﬁeld calculation
and presents the results of the experimental study that has been carried out. Finally, Section 5 summarises the conclusions
of this work. 
2. WindNinja 
WindNinja [9] is a wind ﬁeld simulator based on mass conservation equations that determines the wind at each point
of the terrain, given the meteorological wind speed and direction. 
WindNinja is based on the equations that describe air ﬂow variation in the atmosphere. Speciﬁcally, it is based on a
mass conservation model initialised by boundary conditions. The function to minimise is constructed using the square of
the difference between the adjusted and observed values as is shown in Eq. (1) , where u, v, w are the velocity components
in the x (positive to East), y (positive to North), and z (positive upward) directions, respectively. The initial values of velocity
are u 0 , v 0 , w 0 . Furthermore, λ( x , y , z ) is a Lagrange multiplier and α1 is the Gauss precision moduli. 
E(u, v , w, λ) = 
∫ [
(α1 ) 
2 (u − u 0 ) 2 − (α1 ) 2 (v − v 0 ) 2 − (α1 ) 2 (w − w 0 ) 2 + λ
(
∂u 
∂x 
+ ∂v 
∂y 
+ ∂w 
∂z 
)]
dv ol (1) 
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Fig. 1. Coupling wind ﬁeld and forest ﬁre propagation simulators. 
Fig. 2. WindNinja System. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 This implies that terrain slope variation generates wind changes and, because of boundary conditions, the obtained re-
sults in regions close to the borders of the map will not be correct until the system is stabilised. Consequently, several
external map cells have an unreliable value and, therefore, a set of cells around the evaluated map must be dismissed as a
ﬁnal result. 
To carry out such calculations, it requires two main inputs: Wind parameters and a digital elevation map of the terrain.
The internal functioning of WindNinja can be summarised in three phases, as shown in Fig. 2 : 
1. It generates the mesh describing the topography and applies to each point of the mesh the mass conservation equa-
tions to generate the system of equations. The obtained matrix describing the linear system of equations is a sparse
matrix and is stored in CSR format. 
2. It applies the conjugate gradient solver with SSOR or Jacobian preconditioner [15] to solve the system of equations.
This Preconditioned Conjugate Gradient (PCG) is an iterative method that uses a matrix M as a preconditioner and
iteratively approaches the solution by applying the algorithm shown in Algorithm 1 . 
3. It generates the wind ﬁeld from the obtained solution. 
When the map size is limited, WindNinja is a very stable wind ﬁeld simulator that generates the wind ﬁeld very fast and
does not present memory limitations. However, when the map size increases, the execution time and memory requirements
become prohibitive. It must be taken into account that the number of variables to be solved can vary from 10 5 for small
maps to 10 8 for large maps. So, WindNinja presents three main limitations: 
2.1. Memory requirements 
Although the matrix representing the system of equations is sparse with very low density, the mesh representing the
equations on the terrain map is extremely large, and it can saturate the memory of the system; To determine more precisely
the memory requirements of WindNinja, an in-depth study has been carried out [17] , and it has been determined that the
amount of memory required depends linearly on the map size. Actually, the amount of memory required to solve a map
of N × M cells can be expressed as shown in Eq. (2) , where NRows is the number of rows and NCols is the number of
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Algorithm 1 Preconditioned conjugate gradient (PCG). 
Starting from x 0 
Calculate g 0 = Ax 0 − b, which is the difference between the initial value and the real value 
Considering that M is the preconditioner evaluate q 0 = Mg 0 
and reach the initial value of p as p 0 = −q 0 
For k=1, …, n: 
αk = (g k ,q k ) (p k ,Ap k ) 
x k +1 = x k + αk p k 
g k +1 = g k − αk Ap k 
q k +1 = M −1 g k +1 
βk = (g k +1 ,q k +1 ) (g k ,q k ) 
p k +1 = q k +1 + βk p k 
Fig. 3. WindNinja memory requirements. 
Table 1 
WindNinja execution time considering different 
map size. 
Map size Memory NE T WN 
(cells) (MB) (s) 
200 × 200 194 599997 26 .56 
300 × 300 353 799997 56 .38 
400 × 400 796 1799997 98 .31 
600 × 600 1383 3199997 218 .41 
700 × 700 2166 4999997 325 .25 
800 × 800 5556 12799997 496 .78 
 
 
 
 
 
 
 
 columns. 
M(Bytes ) = 20480 + 15360 NRows + 15360 NCols + 11520 NRowsNCols (2) 
The results of the experiments carried out are plotted in Fig. 3 . In this Figure it can be observed that one map of 400 ×
400 cells requires approximately 5GB of memory, and a map of 1500 × 1500 cells requires approximately 25 GB. This large
amount of memory is not usually available at standard nodes. Therefore, it implies that to solve such large maps different
levels of the memory hierarchy must be used penalising the execution time signiﬁcantly. 
2.2. Execution time 
The conjugate gradient solver with preconditioning converges quite fast, but the execution time depends signiﬁcantly on
the problem size (in this case, the map size) and on the computing power of the underlying architecture. Fig. 4 presents the
execution time dependence on the map size for an Intel Xeon E5-2650 processor with 8 cores for maps up to 800 × 800
cells. Table 1 shows for different map sizes, the Memory required for WindNinja, the number of elements ( NE ) of the main
diagonal of the matrix and the execution time of WindNinja ( T WN ). 
From linear regression, it has been concluded that for these maps the execution time depends linearly on the number of
cells (NCells), as expressed in Eq. (3) for an Intel Xeon E5-2650 processor with 8 cores. For example, it has been observed
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Fig. 4. WindNinja execution time for maps up to 800 × 800 cells. 
Fig. 5. WindNinja execution time considering large maps. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 that computing a wind ﬁeld for a 40 0x40 0 cells map lasts 100 s. 
t = 4 . 73 ∗ 10 −4 NCel l s + 2 . 31 (3)
Providing forest ﬁre propagation prediction involves the execution of WindNinja to calculate the wind ﬁeld and, after-
wards, the execution of a forest ﬁre simulator, such as FARSITE. And, considering real time operational constraints it is
necessary to provide the prediction much faster than real time. So, considering the FARSITE execution time [5] , it is neces-
sary to keep WindNinja execution time under certain limits that has been established to 100 s. This means that, for that
particular platform, the largest map to be solved would be a 400 × 400 cells map, which is too small for real big ﬁres. 
Considering Eq. (3) , a 1500 × 1500 cells map should take around 1100 s which is a very long time. However, the actual
execution time to solve that map size is more than 3200 s due to memory access penalties. Such long execution time cannot
be afforded in real time forest ﬁre operations and such large maps cannot be considered. The variation of the execution time
for larger maps is represented in Fig. 5 where the linear dependence for maps up to 800 × 800 cells is also represented. 
2.3. Scalability 
As mentioned, the conjugate gradient with SSOR or Jacobian preconditioner converges quite fast, but the execution time
increases signiﬁcantly with map size. Moreover, this solver cannot be easily parallelised and it presents a very bad scalability.
Actually, the maximum speedup that can be achieved by increasing the number of cores is just 1.5, which is not very
signiﬁcant. The speedup reached for a 400 × 400 cells map considering different number of cores is presented in Fig. 6 . For
other maps there is no signiﬁcant difference and the speedup obtained is approximately the same. 
Analysing the WindNinja proﬁle, it can be observed that 80% of execution time is spent on the solver itself and within
the solver, 60% of its execution time is spent on matrix-vector multiplication. Such multiplication takes so much time and
scales poorly because the matrix is stored in CSR format and the memory accesses are discontinuously provoking continuous
cache misses and performance degradation. 
To overcome such limitations, domain decomposition [20] has been applied. This work focuses on applying the Schur
complement method [2,6,11] of domain decomposition to reduce the execution time of WindNinja. This method reduces
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Fig. 6. WindNinja scalability for a 400 x 400 cells map. 
Fig. 7. The Schur method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 the number of iterations of the conjugate gradient with preconditioner, improving the method convergence, although it
introduces some additional operations such as some matrix inversion and sparse matrix-vector multiplication. 
3. Domain decomposition: the Schur method 
The goal consists of solving a linear system: Ax = b, where A is a symmetric and deﬁned positive sparse matrix. The linear
system is obtained from the partial differential equation representing the mesh. The problem to be solved is partitioned
into a certain number of subdomains, plus one interface subdomain ’s’. The interface ’s’ is deﬁned so that for any pair
of subdomains p i and p j , no variable of p i is directly coupled with any variable of p j , but only with its own variables
and with ’s’. This means that, in the Schur method, the mesh is divided into a certain number of disjointed subdomains
and an interface subdomain. The nodes in a particular subdomain do not have any interrelation to the nodes in the other
subdomains but the interface subdomain. So, there are interrelations among the nodes in a subdomain, and among the
nodes in a subdomain and the nodes in the interface subdomain. However, there are no interrelations among the nodes of
two different subdomains ( Fig. 7 ). 
Partitioning the linear system in this way, the matrix describing the system can be organised as follows: 
1. A set of square sparse submatrices (A (I I ) 
0 , 0 
. . . A (I I ) 
p−1 ,p−1 ) , each one representing the interrelations among the nodes in
a subdomain. The dimension of each one of these submatrices depends on the number of nodes in that particular
subdomain. These matrices are organised along the diagonal of the system. 
2. A square sparse submatrix (A (SS) p,p ) representing the interrelations among the nodes in the interface. This submatrix is 
located at the bottom of the diagonal of the system. 
3. A set of submatrices located in the last columns (A (IS) 
0 ,s 
. . . A (IS) 
p−1 ,s ) (or rows (A 
(SI) 
s, 0 
. . . A (SI) 
s,p−1 ) , b ecause the matrix is sym-
metric) of the system, representing the interrelations among the nodes in one particular subdomain and the nodes in
the interface subdomain. 
4. The rest of the elements of the matrix system are zero, because there are no interrelations among the nodes of one
particular subdomain and the nodes of any other subdomain. 
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 Considering this new organisation, the system can be expressed in terms of block matrix ( Eq. (4) ). ⎛ 
⎜ ⎜ ⎜ ⎝ 
A (I I ) 
0 , 0 
0 · · · A (IS) 
0 ,p 
0 A (I I ) 
1 , 1 
· · · A (IS) 
1 ,p 
. . . 
. . . 
. . . 
. . . 
A (SI) 
p, 1 
A (SI) 
p, 2 
· · · A (SS) p,p 
⎞ 
⎟ ⎟ ⎟ ⎠ 
⎛ 
⎜ ⎜ ⎜ ⎝ 
x (I) 
0 
x (I) 
1 
. . . 
x (S) p 
⎞ 
⎟ ⎟ ⎟ ⎠ = 
⎛ 
⎜ ⎜ ⎜ ⎝ 
b (I) 
0 
b (I) 
1 
. . . 
b (S) p 
⎞ 
⎟ ⎟ ⎟ ⎠ (4)
Applying the Gaussian elimination, the last row of the system can be rewritten and the system becomes the following
one: ⎛ 
⎜ ⎜ ⎜ ⎝ 
A (I I ) 
0 , 0 
0 · · · A (IS) 
0 ,p 
0 A (I I ) 
1 , 1 
· · · A (IS) 
1 ,p 
. . . 
. . . 
. . . 
. . . 
0 0 · · · S 
⎞ 
⎟ ⎟ ⎟ ⎠ 
⎛ 
⎜ ⎜ ⎝ 
x (I) 
0 
x (I) 
1 
. . . 
x S p 
⎞ 
⎟ ⎟ ⎠ = 
⎛ 
⎜ ⎜ ⎝ 
b (I) 
0 
b (I) 
1 
. . . 
s S 
⎞ 
⎟ ⎟ ⎠ (5)
where S and s S are, respectively: 
S = A (SS) p,p −
P−1 ∑ 
i =0 
A (SI) 
p,i 
A (I I ) −1 
i,i 
A (IS) 
i,p 
(6)
s S = b (S) p −
P−1 ∑ 
i =0 
A (SI) 
p,i 
A (I I ) −1 
i,i 
b (I) 
i 
(7)
To solve the system, the ﬁrst step is to solve the bottom subsystem: 
Sx (S) p = s s (8)
Substituting, it can be expressed as: 
(A (SS) p,p −
P−1 ∑ 
i =0 
A (SI) 
p,i 
A (I I ) −1 
i,i 
A (IS) 
i,p 
) x (S) p = b (S) p −
P−1 ∑ 
i =0 
A (SI) 
p,i 
A (I I ) −1 
i,i 
b (I I ) 
i 
(9)
This system is much smaller than the original system and can be solved by applying the preconditioned conjugate gra-
dient solver. 
To solve the system by applying a PCG solver, it is necessary to evaluate w = Sp k . This matrix-vector multiplication can
be expressed as: 
w = A (SS) p,p p k −
P−1 ∑ 
i =0 
A (SI) 
p,i 
A (I I ) −1 
i,i 
A (IS) 
i,p 
p k (10)
So, this operation is decomposed into a set of terms of a sum that can be calculated in parallel. The resulting vectors of
each multiplication can be added, and the result is used in the following step of the PCG algorithm to obtain the new value
of p k +1 . This process is iterated until the system is solved. 
Solving the system, x (S) p is obtained. Once x 
(S) 
p has been obtained, all the x 
(I) 
i 
can be solved simultaneously from the
original Eq. (5) . 
x (I) 
i 
= A (I I ) −1 
i,i 
(b (I) 
i 
− A (IS) 
s,i 
x (S) p ) (11)
So, it has been shown that applying the Schur domain decomposition method presents several advantages: 
1. Solving an extremely large system with a huge number of variables is transformed to solving several smaller subsys-
tems with a smaller number of variables that can be solved much faster. 
2. To generate the ﬁrst subsystem by the Gauss elimination method, it is necessary to evaluate the addition of several
terms that include matrix operations. However, all these terms are independent and can be computed in parallel. 
3. Once the ﬁrst subsystem has been solved, all the other subsystems can be solved independently. So, this is another
way of exploiting parallelism. 
3.1. Schur method parallelisation 
As described above, the Shur method presents several advantages and possibilities of exploiting parallelism. So, the
method has been implemented as a MPI Master-Worker application. The general organisation is shown in Fig. 8 . 
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Fig. 8. Schur method parallelisation. 
 
 
 
 
 
 
 
 
 
 
 
 
 First, the Master process partitions the mesh and distributes the submatrices corresponding each subdomain to one
different worker. So, one worker receives the matrix describing the internal interrelations of that subdomain and the inter-
relations among that subdomain and the intereface. Each worker evaluates one of the terms of the sum of Eq. (6) calculat-
ing the inverse matrix involved. Then, the worker multiplies the result by vector p k and sends the resulting vector to the
Master process. The Master process carries out one of the iterations of the PCG algorithm and sends the new p k +1 to the
workers. The workers evaluate the new matrix-vector multiplication and send back the result to the Master. This process is
repeated to solve x (S) p . Once it has been solved the result is sent to the workers that calculate the remaining x 
(I) 
i 
terms of the
solution. 
In the next section, the application of the Schur method to wind ﬁeld calculation and the results obtained are described.
4. Applying the Schur method to accelerate wind ﬁeld calculation 
As shown in Section 2 , WindNinja creates the matrix representing the linear system that must be solved to calculate
the wind ﬁeld. Once the linear system has been created, it is necessary to solve it. But, instead of applying the conjugate
gradient solver with SSOR preconditioner, the approach is to apply the Schur domain decomposition method. This method
presents an inherent parallelism that can be exploited to reduce execution time and accelerate wind ﬁeld calculation. 
The ﬁrst step of the Schur method consists of partitioning the mesh in disjoint subdomains and the interface subdomain.
The objective is to divide the mesh among a certain number of subdomains of similar size and with an interface also of
G. Sanjuan et al. / Parallel Computing 57 (2016) 185–196 193 
Fig. 9. WindNinja matrix pattern. 
Fig. 10. WindNinja execution time applying Schur complement method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 similar size. Partitioning the mesh among too many subdomains usually generates too large of an interface subdomain that
takes too long to be solved. Once the mesh has been partitioned, it is necessary to reorder the matrix blocks to apply the
Gaussian elimination. An in-depth study of WindNinja matrices has been carried out. WindNinja matrices always present
the same pattern with only some differences related to the exact position of interactions. So, a matrix partitioning method
has been proposed based on the WindNinja matrix pattern. Fig. 9 shows the general pattern of WindNinja matrices. Most of
the elements, representing interactions among nodes of the mesh, are concentrated around the diagonal and just very few
elements are a little bit further. Each node presents at maximum 11 interrelations with other nodes in the same subdomain
or in the interface subdomain. 
So, the matrices have been automatically partitioned and reordered just considering this pattern. 
Once the matrix is partitioned, it is necessary to evaluate the terms of the sums of Eqs. (6) and (7) . These terms can
be calculated in parallel on different nodes of the computing platform. However, the calculation of each one of these terms
requires matrix inversion, matrix multiplication and matrix-vector multiplication, that are complex and computationally
intensive operations. Particularly, matrix inversion is a complex operation and PARDISO package [18] has been used to invert
the matrices. 
S and S s are calculated and it is possible to solve x 
(S) 
p by applying the conjugate gradient solver. Afterwards, the x 
(I) 
i 
can
be calculated. 
Table 2 shows the execution time and required memory to solve the wind ﬁeld for maps from 200 × 200 cells up to 800
× 800 cells. Memoryused is the memory required to build the matrix, NP is the number of subdomains, NA i , i is the number
of elements of the diagonal of matrix A (I I ) 
i,i 
, NA p , p is the number of elements of the diagonal of matrix A 
(SS) 
p,p , T p is the time
to built matrices, T is the time invert matrix and T t is the total time to calculate the wind ﬁeld. i 
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Table 2 
WindNinja execution time considering different number of subdomains. 
Map size Memory used NP NA i ,i NA p ,p T p T i T t Sp 
(cells) (MB) (s) (s) (s) 
200 × 200 194 2 284999 30 0 0 0 1 .00 80 .56 305 .56 0 .09 
200 × 200 194 3 179999 60 0 0 0 1 .00 32 .00 232 .00 0 .11 
200 × 200 194 4 127499 90 0 0 0 1 .00 10 .20 185 .20 0 .14 
200 × 200 194 5 960 0 0 119999 1 .00 4 .50 154 .50 0 .17 
200 × 200 194 6 750 0 0 149999 1 .00 2 .08 127 .08 0 .21 
200 × 200 194 7 60 0 0 0 179999 1 .00 0 .71 100 .71 0 .26 
200 × 200 194 8 48750 209999 1 .00 0 .33 75 .33 0 .35 
200 × 200 194 9 40 0 0 0 239999 1 .00 0 .25 50 .25 0 .52 
200 × 200 194 10 330 0 0 269999 1 .00 0 .24 40 .12 0 .66 
200 × 200 194 11 27273 299999 10 .21 0 .21 47 .12 0 .56 
200 × 200 194 12 22500 329998 15 .77 0 .22 55 .12 0 .48 
300 × 300 353 2 379999 40 0 0 0 1 .00 119 .56 389 .56 0 .14 
300 × 300 353 3 239999 80 0 0 0 1 .00 48 .10 288 .10 0 .20 
300 × 300 353 4 169999 120 0 0 0 1 .00 10 .20 220 .20 0 .26 
300 × 300 353 5 1280 0 0 159999 1 .00 4 .50 184 .50 0 .31 
300 × 300 353 6 10 0 0 0 0 199999 1 .00 2 .08 152 .08 0 .37 
300 × 300 353 7 80 0 0 0 239999 1 .00 0 .71 120 .71 0 .47 
300 × 300 353 8 650 0 0 279999 1 .00 0 .33 90 .33 0 .62 
300 × 300 353 9 53333 319999 1 .00 0 .25 60 .25 0 .93 
300 × 300 353 10 440 0 0 359999 1 .00 0 .24 40 .12 1 .40 
300 × 300 353 11 36364 399999 16 .69 0 .25 48 .12 1 .17 
300 × 300 353 12 30 0 0 0 439998 21 .23 0 .24 54 .12 1 .04 
400 × 400 793 2 854999 90 0 0 0 1 .00 409 .36 724 .36 0 .14 
400 × 400 793 3 539999 180 0 0 0 1 .00 173 .26 453 .26 0 .22 
400 × 400 793 4 382499 270 0 0 0 1 .00 35 .92 280 .92 0 .35 
400 × 400 793 5 2880 0 0 359999 1 .00 15 .53 225 .53 0 .44 
400 × 400 793 6 2250 0 0 449999 1 .00 6 .99 181 .99 0 .54 
400 × 400 793 7 180 0 0 0 539999 1 .00 5 .20 145 .20 0 .68 
400 × 400 793 8 146250 629999 1 .00 2 .38 107 .38 0 .92 
400 × 400 793 9 120 0 0 0 719999 1 .00 1 .09 71 .09 1 .38 
400 × 400 793 10 990 0 0 809999 1 .00 0 .77 40 .77 2 .41 
400 × 400 793 11 81818 899999 18 .56 0 .54 49 .77 1 .97 
400 × 400 793 12 67500 989998 23 .89 0 .57 65 .77 1 .47 
600 × 600 1562 2 1519999 160 0 0 0 1 .00 1859 .71 2219 .71 0 .10 
600 × 600 1562 3 959999 320 0 0 0 1 .00 492 .29 812 .29 0 .27 
600 × 600 1562 4 679999 480 0 0 0 1 .00 128 .22 408 .22 0 .53 
600 × 600 1562 5 5120 0 0 639999 1 .00 49 .52 289 .52 0 .75 
600 × 600 1562 6 40 0 0 0 0 799999 1 .00 18 .46 218 .46 1 .00 
600 × 600 1562 7 320 0 0 0 959999 1 .00 12 .01 172 .01 1 .27 
600 × 600 1562 8 260 0 0 0 1119999 1 .00 4 .98 124 .98 1 .75 
600 × 600 1562 9 213333 1279999 1 .00 2 .07 82 .07 2 .66 
600 × 600 1562 10 1760 0 0 1439999 1 .00 1 .61 61 .20 3 .57 
600 × 600 1562 11 145454 1599999 27 .00 0 .98 86 .20 2 .53 
600 × 600 1562 12 120 0 0 0 1759998 35 .00 − − −
700 × 700 2620 2 2374999 250 0 0 0 1 .00 3730 .00 4135 .00 0 .08 
700 × 700 2620 3 1499999 50 0 0 0 0 1 .00 1770 .00 2130 .00 0 .15 
700 × 700 2620 4 1062499 750 0 0 0 1 .00 210 .00 525 .00 0 .62 
700 × 700 2620 5 80 0 0 0 0 999999 1 .00 104 .00 374 .00 0 .87 
700 × 700 2620 6 6250 0 0 1249999 1 .00 45 .34 270 .34 1 .20 
700 × 700 2620 7 50 0 0 0 0 1499999 1 .00 11 .58 191 .58 1 .70 
700 × 700 2620 8 406250 1749999 1 .00 5 .36 140 .36 2 .32 
700 × 700 2620 9 333333 1999999 1 .00 4 .25 94 .25 3 .45 
700 × 700 2620 10 2750 0 0 2249999 1 .00 3 .58 64 .00 5 .08 
700 × 700 2620 11 227273 2499999 39 .00 2 .53 − −
700 × 700 2620 12 187500 2749998 46 .00 2 .45 − −
800 × 800 5556 2 6079999 640 0 0 0 1 .00 − − −
800 × 800 5556 3 3839999 1280 0 0 0 1 .00 − − −
800 × 800 5556 4 2719999 1920 0 0 0 1 .00 2111 .00 2461 .00 0 .20 
800 × 800 5556 5 20480 0 0 2559999 1 .00 1148 .00 1448 .00 0 .34 
800 × 800 5556 6 160 0 0 0 0 3199999 1 .00 450 .89 700 .89 0 .71 
800 × 800 5556 7 1280 0 0 0 3839999 1 .00 110 .26 310 .26 1 .60 
800 × 800 5556 8 1040 0 0 0 4479999 1 .00 50 .22 200 .22 2 .48 
800 × 800 5556 9 853333 5119999 1 .00 40 .25 140 .25 3 .54 
800 × 800 5556 10 7040 0 0 5759999 1 .00 13 .82 90 .20 5 .50 
800 × 800 5556 11 581818 6399999 52 .45 12 .21 − −
800 × 800 5556 12 480 0 0 0 7039998 86 .23 9 .32 − −
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Fig. 11. WindNinja speedup applying Schur complement method. 
Table 3 
WindNinja execution time considering different map size. 
Map size Memory used NSub NA i ,i NA p ,p T p T i T t 
(cells) (MB) (s) (s) (s) 
200 × 200 194 10 330 0 0 269999 1 .00 0 .24 40 .12 
300 × 300 353 10 440 0 0 359999 1 .00 0 .24 40 .12 
400 × 400 793 10 990 0 0 809999 1 .00 0 .77 40 .77 
500 × 500 1212 10 140720 1407200 1 .00 1 .40 51 .40 
600 × 600 1562 10 1760 0 0 1439999 1 .00 1 .61 61 .20 
700 × 700 2620 10 2750 0 0 2249999 1 .00 3 .58 64 .00 
800 × 800 5556 10 7040 0 0 5759999 1 .00 13 .82 90 .20 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 10 shows the same results as the number of subdomains is increased and Fig. 11 shows the speedup obtained. It
can be observed that for small number of subdomains and large maps the time required to carry out the matrix inversion
represents the most signiﬁcant part of the total execution time. Actually, for a map of 700 × 700 cells and applying a
decomposition in just 2 subdomains the time to invert the matrix is more than 3700 s and the total execution time is 4090
s. This execution time is much much larger than the sequential WindNinja execution time for that map which is around
325 s. Therefore, the speedup is just 0.05 which is really bad. For the same map, using a decomposition in 10 subdomains,
the matrix inversion takes 3.58 s and the total execution time is 64 s. This represents a speedup of 4.56 compared to
the sequential WindNinja version. This means that up to 800 × 800 cells maps, the execution time has been reduced to
accomplish the 100 s limit. 
However, increasing the number of subdomains for maps larger than 600 × 600 cells to 11 or 12 subdomains provokes
that the interface matrix becomes too large and the system cannot be solved, as indicated in Table 2 . 
The results obtained applying this approach to different map size considering 10 subdomains are shown in Table 3 .
Actually the total execution time is under the 100 s limit imposed by the operational conditions for maps up to 800 ×
800 s ( Fig. 12 ). 
5. Conclusions 
Accurate wind ﬁeld is crucial for forest ﬁre propagation prediction. However, forest ﬁre propagation prediction must
accomplish strict real time constraints to be operational. In these conditions, the execution time of wind ﬁeld calculation
must be limited to 100 s. Such a time limit is very restrictive for large map terrains and a domain decomposition method
has been applied to reduce execution time. The Schur method allows for the partitioning of the mesh, and the corresponding
matrix representing the linear system, in a set of disjoint subdomains and an interface subdomain. The resolution method of
the resulting system can be parallelised exploiting cluster capabilities. However, the mesh partitioning is a time-consuming
task that can make the approach unfeasible. An extensive analysis of the initial matrices has shown that they always follow
the same pattern. This fact allows us to automatise the matrix partitioning and skip the time spent on said phase. Using
this approach, the solver can be parallelised and the execution time is maintained under 100 s for usual maps up to 800 ×
800 cells, making the method useful for real operation. 
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Fig. 12. WindNinja execution time considering different map size. 
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