How to identify and revise defective survey questions by using computer-assisted coding to diagnose the cognitive difficulties that respondents experience. This paper proposes a new method that identifies respondents' cognitive difficulties as they form answers to survey questions.
INTRODUCTION
Certain cognitive processes operate when a respondent answers a survey question. A respondent must comprehend (i.e., encode) the question, retrieve information from memory, weigh the information and form a response.
If a respondent experiences cognitive difficulties, the response to the question may contain some element of error. A pretest is a small, pilot study to determine how a questionnaire can be improved to minimize response errors (Converse and Presser 1986 ), such as a respondent misinterpreting a question. Questionnaire pretests can be very important because response and other nonsampling errors are the major contributors to total survey error (Assael and Keon 1982) .
Individual questions can be pretested for an acceptable level of response variation, meaning, task difficulty, and respondent interest/attention. The overall questionnaire can be pretested to assess the "flow" and naturalness of the sections, the order of questions, skip patterns, timing, and respondent interest and attention.
These tests enable the researcher to identify and change questionnaire design features, such as vocabulary, response alternatives, and skip patterns, to minimize response errors and non-response errors.
Conventional questionnaire pretesting methods focus on directly identifying question defects.
For example, Hunt, Sparkman and Wilcox (1982) subjectively coded question defects, such as ambiguous questions. This paper proposes a new methodology that identifies respondents' cognitive difficulties as they form answers to survey questions.
This method entails a content analysis of concurrent verbal protocols elicited during pretest interviews. The empirical portion of the paper addresses the following questions:
Can a content analysis of verbal protocols elicited during questionnaire pretests be used to detect defective survey questions? Is an automatic coding scheme that traces respondents' thought processes useful in revising defective questions? Can quantitative analyses of the coded data identify "improvements" in questionnaire phrasing?
How do the results compare with a traditional pretesting method, observational monitoring?
The paper reviews relevant prior research concerning questionnaire pretesting.
The next two sections develop a new questionnaire pretesting methodology. Then, iterative pretests of different versions of the same survey illustrate how this method yields diagnostic information about questionnaire problems and improvements.
The results are compared with the results from a "traditional" pretest of the same survey that relied on observational monitoring by managers.
The remaining sections discusses the situations in which the new questionnaire pretesting methodology will be useful and appropriate.
BACKGROUND Pretesting Strategy
There is very little guidance about pretesting questionnaires. Converse and Presser (1986, p. 52-75) recommend iterative pretesting with small sample sizes. Most researchers agree that the first pretest should be administered by personal interview, even if the questionnaire will ultimately be administered by mail or telephone.
In this "developmental" pretest, trained interviewers administer an outsize version of the survey instrument to members of the target population. After the questionnaire has been revised and evaluated by experts, Converse and Presser recommend that a "polishing" pretest should be administered to members of the target population according to the intended survey administration method.
In 1983, researchers began collaborating on the application of cognitive psychology to survey research (Jadine, Straf, Tanur and Tourangeau 1984; Hippler, Schwarz and Sudman 1987) .
Subsequently, the National Center for Health Statistics (NCHS) initiated the use of process tracing methods to investigate how question characteristics may affect the recall and estimation strategies used by respondents (Lessler and Sirken 1985; Sirken et al 1988; Willis et al 1991) . A variety of cognitive research methods have been used to pretest questionnaires:
concurrent "think aloud" interviews, paraphrasing, retrospective "think aloud" interviews, confidence ratings, vignettes, response latency measurements, and sorting tasks (Campanelli, Martin and Creighton 1989; Jobe and Mingay 1990; Royston, Bercini, Sirken and Mingay 1986; Royston 1987 ). The cognitive research methods that are most frequently applied to questionnaire pretesting entail the elicitation of verbal reports. Pretesting Tactics Concurrent protocols can be a rich source of information about respondents' cognitive processes. However, protocol generation lengthens task time and it may also change respondents' primary processes (Biehal and Chakravarti 1989; Russo, Johnson and Stephens 1989) .
Research has not yet identified the task conditions under which the elicitation of concurrent protocols will not disrupt primary processes.
Russo, Johnson and Stephens (1989) suggest that subjects should be trained in verbalization prior to data collection and instructed to preserve naturalness over completeness; nondirective prompting by the interviewer should also be minimized. i Previous authors have recommended retrospective protocols when they can be taken immediately and the processing episode is brief; and demand effects that would lead respondents to distort the process do not seem likely for most respondents (e.g., Blair and Burton 1987) . However, Russo, Johnson and Stephen's (1989) study also raises questions about the veridicality of retrospective protocols. Campanelli, Martin and Creighton (1989, p.372 ) comment about debriefing questions and retrospective probes in pretests: "It is somewhat ironic that we have documented the lack of standardization of meaning using standardized questions. At the very least, this seems to require us to acknowledge that our debriefing questions themselves may be subject to various unintended interpretations."
Although pretests have received little methodological attention, Hunt, Sparkman and Wilcox (1982) conducted an early test that evaluated traditional methods of pretesting.
They found that subjectively coding respondents' verbalizations was not very successful in detecting defective questions. Detection rates given the presence of an error were low, and depended on the type of error (e.g., loaded question) and the method of pretest (i.e., face-toface interviews or telephone interviews).
In particular, their research evidence suggested that concurrent protocols were as ineffective as retrospective protocols. Surprisingly, more errors were detected in telephone interviews relative to face-to-face interviews. Pretest Data Analysis Content analyses of verbal protocols have been used to study cognitive processes and responses to survey questions (e.g., Belson 1981; Weber 1985) , but they have seldom been used to pretest questionnaires.
There are two possible approaches to a content analysis of pretest interviews: subjective coding and automatic coding.
In subjective coding, a trained coder(s) or "expert" reads a verbalization or segment and assigns a pre-determined code on the basis of his/her understanding of the text.
In automatic coding, a 3 computer finds and marks all the cues predetermined by the researcher. The computer ensures that the underlying vocabulary and inference rules are applied consistently.
Note that subjective and automatic coding can be applied to precoded non-verbal cues, as well as verbal cues, that take place during the pretest interview.
Subjective coding is particularly appropriate for testing hypotheses about specific cognitive processes and how these process affect the formation of a response.
For example, it can be used to study how respondents recall information (e.g., Bickart et al 1990) , such as their use of a reference period or their handling of inaccessible information.
Automatic coding is particularly suited to providing objective descriptions of the content of respondents' verbal reports.
For example, automatic coding can be used to study respondents' ability to understand certain words and phrases or their ability to retrieve information when provided with certain cues.
It is also useful for testing the robustness of a coding scheme to changes in vocabulary and rules (Ericsson and Simon 1984) . Both coding methods have limitations. Subjective coding requires expert interpretation of respondents' verbal reports. Automatic coding typically relies on relatively simple coding rules that do not completely capture the richness of verbal reports.
Pretest interviews are typically evaluated by eliciting information from interviewers, observing the interviews, coding or tallying answers.
When quantitative analyses of pretest data have been conducted, researchers have used subjective coding schemes based on the entire verbalization. These coding schemes are usually based on some sort of typology of defective questions. Willis et al (1991) detected 39 problems in an health survey questionnaire concerning assistive devices, and categorized 31% as structural problems and 69% as cognitive problems. Hunt, Sparkman and Wilcox's (1982) study subjectively encoded five types of faulty questions: loaded questions, double questions, ambiguous questions, inappropriate vocabulary, and missing alternatives.
An error identification was scored if the respondent made comments "which could help in recognizing the error" (p. 272). Most pretests rely on observational monitoring --i.e., coding the verbal interactions between the interviewer and the respondent as the interview takes place (e.g., Bercini 1989; Cannell and Oksenberg 1988; Morton-Williams and Young 1987) . METHODOLOGY The available research evidence indicates that current questionnaire pretesting methods that attempt to directly identify question defects are effective in identifying some types of defective questions, but not others. An emerging theme in discussions of pretesting is that a developmental pretest should use cognitive research methods to trace a respondent's thought processes as he/she forms an answer to a survey question. This section proposes a new questionnaire pretesting method and discusses how it might be compared with traditional pretesting methods.
Identifying Cognitive Difficulties
The core of the proposed questionnaire pretesting methodology is a coding scheme that identifies respondents' cognitive difficulties arising during the response process. Researchers have proposed a variety of cognitive models of the response process (e.g., Kuncel 1981; Rogers 1973; Turner and Fiske 1965; Schwarz 1990; Willis 1991) . The coding scheme used in this study is based on a conceptualization of the attitude formation process developed by Tourangeau (1984 Tourangeau ( , 1987 Tourangeau and Rasinski 1988) .
Tourangeau proposed that the respondent's answer to an attitude question is the product of four stages or 4 macroprocesses: comprehension of the question, the retrieval of relevant beliefs and feelings from memory, the weighing of information to form a judgment, and the selection of an appropriate response alternative.
The objective of the coding scheme is to trace cognitive processes and responses as the respondent forms an answer, so the appropriate unit of analysis is a speech burst or utterance --rather than the complete response to a question.
Respondents' speech can be segmented into speech bursts using short pauses, intonation, and syntactical markers as cues. Speech bursts can be subjectively or automatically encoded depending on the goals of the pretest. In general, the research questions addressed by a developmental pretest are relatively basic:
Does the respondent understand the question? Is it difficult for the respondent to recall the appropriate information? Can he/she give an answer to the question? These research questions can be answered with descriptive information concerning respondents' verbal reports.
Hence, this study codes respondents' speech bursts with an automatic, rather than a subjective, coding scheme. Development of the Coding Scheme
The coding scheme was developed in two pilot studies because automatic coding schemes have not been used in prior pretests.
The first pilot study developed seven coding categories that corresponded to response errors associated with three of the four macroprocesses: comprehension, retrieval, and evaluation/judgment (Bolton 1991) .
It involved face-to-face pretest interviews with 21 residential telephone company customers during 1989. The coding scheme was created from the domain of verbal protocols elicited during these interviews. Each coding category consisted of lists of word strings or non-verbal cues (e.g., a pause) postulated to be indicators of the underlying macroprocess. The coding scheme was iteratively revised by three investigators that reviewed the coded transcripts.
Ultimately, the coding categories were used in a content analysis of respondents' verbalizations, and the results were used to identify defective questionnaire items.
A second (unpublished) pilot study was conducted to revise the coding scheme and to develop categories to reflect response difficulties (Bolton and Bronkhorst 1990 ) --that is, respondents' inability to provide an answer. As before, face-to-face interviews were conducted with 50 residential telephone company customers to pretest a (different) survey. Again, an iterative process was used to revise and test the coding scheme.
One of the seven categories used in the first pilot was dropped, three categories were added and two coding categories were revised by "narrowing" the domain of key words and strings (i.e., more restrictive strings).
The coding scheme ultimately consisted of nine categories: five verbal categories and four nonverbal categories. The five verbal categories are shown in Table 1 ; the four non-verbal categories are questions, pauses, broken utterances and unintelligible utterances. The coding scheme does not provide codes for all segments because it is not intended to completely describe the processing strategy of a respondent. There may be some overlap between codes that identify different information processing difficulties. However, codes do not have to unambiguously associated with a specific processing problems because the pretesting methodology relies on multiple codes to identify each problem.
As described below, factor scores are created for each processing difficulty, so that each processing problem is identified on the basis of all nine coding categories.
------------ (Belson 1981; Schwarz 1990) . A respondent's ability to comprehend a survey question should be facilitated when the survey provides contextual information, such as bridging statements, a logical sequence of questions, groups of related questions and explicit (perhaps lengthy) questions (Tourangeau 1984) . For example, oral presentation --rather than written presentation --of lengthy questions (i.e., with many qualifiers) may cause comprehension problems. The "best" measure of comprehension difficulty in the pilot studies was a nonverbal cue, namely an interrogative inflection or question by the respondent. A second measure of comprehension difficulty was provided by a category of verbal cues related to respondents' requests to the interviewer to repeat or clarify a question, such as "Repeat the question" and "Say that again."
This category was newly developed for this study.
Retrieval. Surveys frequently elicit memory based (rather than stimulus based) judgments that necessitate the retrieval of information (rather than earlier judgments). A respondent's ability to retrieve information depends on whether the cues provided in the context of recall match the cues available during coding. The respondent's failure to retrieve information can occur when the relevant information was not stored in long term memory, it cannot be retrieved from available cues, or it is difficult to distinguish from related information (Tourangeau 1984; Schwarz 1990 ).
This study utilized three coding categories for retrieval difficulties. A pause (greater than 3 seconds) is a non-verbal cue that may indicate more than one cognitive processing difficulty. Since the pilot studies found that pauses were associated with coding categories that included verbal cues that indicated that respondents had difficulty recalling information, a pause was considered a coding category for retrieval difficulties.
A second category, labelled forget, consisted of word strings such as "I forget" and "I can't recollect."
In the pilot study, respondents uttered verbal cues from the forget category less often in response to a question that supplied contextual cues than in response to a similar question that did not (Bolton 1991) . This study investigated the role a third coding category, the broken utterance. This non-verbal cue is characterized by a speaker stopping in mid-utterance and beginning a new utterance (e.g., "I've never --oh, I remember").
A broken utterance may indicate changes in thought processes, such as sudden retrieval of information from memory or a shift from a retrieval to a judgment process. Survey questions that elicit broken utterances are likely to be questions for which the respondent's "top of mind" and "in depth" responses are different. They are usually more suitable for an in-depth interview or a mail questionnaire than for a telephone interview.
Judgment. There is considerable evidence that respondents' judgment heuristics and biases may lead to response errors (Schwarz 1990) . In studies of the processing strategies used for behavioral frequency questions, researchers have observed that respondents' verbalizations are characterized by statements of uncertainty (e.g., Blair and Burton 1987) .
This observation suggests judgment difficulty may be captured by a category of verbal cues that indicate the respondent's lack of confidence in his/her answer to the question. In both pilot studies, words such as "maybe," "perhaps," or "probably," were 6 cues that the respondent lacked confidence about how to answer the question. A second category of cues that may indicate a respondent is experiencing cognitive difficulty in forming a judgment is the unintelligible utterance (e.g., "um," "er").
However, they may also be associated with other nonverbalized processes (e.g., retrieval processes or internal computation) or speech particulars (i.e., vernacular).
Response. A respondent may understand a question and be able to retrieve and evaluate information from memory, but he/she may not be able to formulate a response.
For example, double questions, ambiguous questions and questions with missing alternatives can lead to response difficulties (Payne 1951). The second pilot study indicated that respondents tended to utter verbal cues such as "can't say" or "don't know" to articulate such difficulties in formulating responses.
In addition, respondents may experience multiple information processing difficulties that culminate in response difficulty.
Comparing with Traditional Pretesting Methods
The preceding paragraphs have proposed a new pretesting method based on the automatic coding of verbal and non-verbal cues. It is difficult to compare this method with traditional methods because "we have almost no rigorous knowledge about how to pretest" (Presser 1989, p. 35) .
Subjectively coded pretest interview data should be a natural basis for comparison with automatically coded pretest data. However, most subjective coding schemes have been developed to test hypotheses about processes(e.g., Blair and Burton 1987) , not to pretest questionnaires.
There are very few studies that describe a rigorous subjective coding scheme for pretesting and they are difficult generalize to other study contexts.
Willis et al's (1991) study relies on intensive verbal probing (e.g., "What does the term abdomen mean to you?"). Hunt, Sparkman and Wilcox's (1982) coding scheme is relatively narrow in scope because it was developed for five types of artificially generated, defective questions.
Hence, observational monitoring --that is, subjective coding in "real time" rather than using transcripts and/or audiotapes --was selected as the basis of comparison.
ii Observational monitoring was originally used to monitor and evaluate interviewer performance (Cannell, Lawson and Hausser 1975) , but it has subsequently been used to investigate respondent-interviewer verbal interactions (e.g., Oksenberg, Cannell and Kalton 1991) . It is a "traditional" pretesting method with well-established coding schemes for verbal behavior. Observational monitoring has several desirable features in common with the proposed pretest methodology.
It relies on concurrent verbal protocols and (typically) utilizes a coding scheme for respondents verbal behavior that is organized around cognitive processes. Hence, automatic coding and observational monitoring can be applied to identical pretest interview data to make inferences about cognitive difficulties and detect defective questions.
AN ILLUSTRATION A study was designed to address the following research questions. 1.
Is an automatic coding scheme based on verbalizations elicited during pretests useful in identifying the information processing difficulties that arise as respondents form answers to survey questions?
2Is a coding scheme that traces information processing difficulties useful in detecting defective questions?
3. Can the information provided by a content analysis of respondents' 7 verbalizations be used to identify superior or inferior questions?
4.
How do the results produced by this method compare with the results of obtained from observational monitoring?
The first three questions are investigated by applying the proposed pretest methodology and analyzing the results to make inferences about respondents' cognitive difficulties and to identify defective questions. The fourth question is investigated by comparing these results with the results from observational monitoring.
These questions are addressed by a study in which GTE pretested three different versions of its business customer survey.
The following paragraphs describe the background of the survey, the design of the study, the method of collecting pretest interview data, and the coding procedures used for both automatic coding and observational monitoring.
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Background GTE regularly conducts customer satisfaction surveys that are administered over the telephone. In 1989, as part of revisions and pretests of GTE's residential surveys, GTE conducted the two pilot studies that developed the automatic coding scheme.
In 1990, the entire pretest methodology was evaluated in two pretests that evaluated different versions of GTE's business customer survey. The first pretest used the split-ballot method to compare the current version (CV) of the questionnaire with a proposed revision (RV). The CV of the questionnaire had been used by GTE for four years. The RV had been prepared to correct certain question defects identified by management. Based on the results of this pretest, additional question defects were identified and a new version (NV) of the questionnaire was prepared.
The second pretest evaluated the NV and tested alternative wordings of certain questions using the split ballot method.
Data Collection Procedures
Telecommunications decision-makers in small businesses were recruited to participate in personal interviews.
In the first pretest, one-on-one interviews were conducted with 28 customers at focus group facilities in Dallas and Los Angeles. Thirteen customers were administered the CV and 15 customers were administered the RV.
In the second pretest, one-on-one interviews were conducted with 30 customers at focus group facilities in Los Angeles. All customers were administered the NV. For certain questions, 15 customers were asked one wording and 15 were asked an alternate wording. The small sample of 58 customers (in total) is consistent with traditional pretesting practice.
Experienced interviewers administered the questionnaires after receiving one day of special training. They were trained to elicit concurrent protocols by strictly following the questionnaire, providing reinforcement, and backchannelling.
iii The interviewers began by reading task instructions for the elicitation of concurrent protocols. These instructions are similar to the instructions used in other contexts (e.g., Ericsson and Simon 1984, p.376) ; they ask the respondent to "constantly think aloud while you are deciding about your answers." Then, the interviewer administered two practice ratings questions similar in format to the actual survey questions.
The introductory sentences of the survey provided the transition to the actual survey questions.
An example of a survey question is the following: "Overall, how would you rate the quality of telecommunications GTE has provided to your company over the past three months? Would you say A for excellent, . . . or F for poor?" The interviewer used the phrases "Remember, I'm interested in what you are thinking," and "You're doing a good job of thinking aloud" prior to every second question to reinforce the respondents' behavior. The interviewer did not use any intensive probes. The interviews lasted 45 to 90 minutes, and they were audiotaped for subsequent analysis.
GTE executives watched the pretest interviews from behind one-way mirrors. After the first pretest, they became interested in formally recording their impressions. Consequently, two managers monitored the pretest interviews and recorded the occurrence of certain predefined verbal behaviors during the second pretest (i.e., of the NV) only.
They were trained in observational monitoring techniques at a one-day practice session that included instructions about how to use an observational monitoring form, opportunities to code prerecorded (audiotaped or videotaped) interviews, and feedback on their performance. Since practice sessions indicated that reliability was reasonably high, a single coder was assigned to monitor each interview. Observational Monitoring (OM). The OM techniques used at GTE are similar to traditional pretesting methods in that respondents' entire verbalizations are subjectively encoded.
The coding scheme is similar to other OM coding schemes used in pretesting (e.g., Bercini 1989) . Four codes are used to record the respondent's behavior; two are used to record the interviewer's behavior; and one code is used to record "managerial issues." Since this study concerns problems with questions (rather than interviewers), it focuses on the four respondent codes. *Comprehension difficulties are coded whenever a respondent experiences difficulty in understanding a question.
*Retrieval difficulties are coded whenever a respondent says they can't remember or pauses for more than three seconds during speech.
*Judgment difficulties are coded whenever a respondent makes comments about the question, such as remarking on the difficulty in answering a questions or on the similarity of two questions.
*Response difficulties are coded whenever a respondent gives an inadequate answer or replies "don't know," "can't say," etc.
The NV pretest interviews were coded by managers as the interviews took place using a paper version of the questionnaire in which codes were listed in the left hand margin.
This design allows the coder to follow the questions. The codes are quickly and easily tabulated.
The percentage of respondents experiencing a particular cognitive difficulty for a given question is obtained by dividing the number of respondents for which the relevant category was coded by the total number of respondents.
Automatic Coding (AC). A subset of questions were selected for detailed analysis. Audiotapes of the customers' responses to these interview questions for each version of the questionnaire (i.e., CV, RV and NV) were transcribed into electronic form and the transcripts were segmented for analysis. The respondents' speech was segmented using short pauses, intonation, and syntactical markers (for complete phrases, clauses or sentences) as cues. Since the subjective precoding of simple non-verbal cues tends to be highly reliable, a single coder reviewed all audiotapes and inserted markers for questions, pauses (greater than three seconds), broken utterances and unintelligible utterances. v Then, Miller and Chapman's (1982) computer program, Systematic Analysis of Language Transcripts (SALT) was used to mark the occurrence of the nine coding categories. The mechanics of automatically coding interviews with SALT are described in detail elsewhere (Bolton and Bronkhorst 1991) .
SALT determined whether each segment had any cues corresponding to each of the nine categories.
This information provided an indicator of the occurrence of the processing problem (i.e., yes/no). It was also used to count the frequency of each category code for each answer by each respondent. This frequency was divided by the total number of segments spoken by the respondent to answer the question, yielding a measure of the intensity of the processing problem.
This division creates a statistic that lies between zero and one. For example, a respondent might pause three times during 10 segments uttered in response to a particular question, yielding an occurrence measure of 1.0 and an intensity measure of 0.30.
Note that both the occurrence and intensity measures adjust for the fact that some respondents are more verbose than others. Data An observation described the respondent's identification number, the question answered, and the version of the question: CV, RV, or NV), the occurrence and intensity measures associated with each of the nine AC categories, the number of segments spoken by the respondent, and the OM codes (for the NV only). Table 2 shows the average values of each of the eighteen AC measures for respondents' answers to eight questions.
Since skip patterns dictated that some customers were not asked certain questions, these average values are calculated from (58 x 8 -48 =) 416 observations.
The average customer spoke nine segments in response to a question from the interviewer, suggesting that customers had little difficult "thinking aloud." The occurrence measure for the "Questions" category shows that 19% of the respondents used an interrogative tone of voice (i.e., asked the interviewer a question).
This percentage seems remarkably high --indicating that respondents may be experiencing comprehension difficulties with certain questions.
The intensity measure for the "Questions" category (3%) is relatively low in comparison with other categories --indicating that respondents usually asked one question, rather than multiple questions. The lower half of Table 2 shows the percentage of respondents assigned each of the OM codes for the eight questions from the NV. For example, 35% of respondents' answers were coded as indicating response difficulties.
This value is relatively high, suggesting that many respondents gave inadequate answers.
------------ Table 2 here ------------PRELIMINARY ANALYSES This section describes preliminary analyses of the automatically coded pretest data and explains how to interpret the results. An exploratory factor analysis is conducted to investigate the underlying dimensions of the coding categories. The resultant factor scores are used in an analysis of variance to provide diagnostic information about superior or inferior questions. Factor Analysis A factor analysis was conducted to determine whether respondents' coded verbalizations reflected a smaller subset of underlying cognitive difficulties. The nine "intensity" variables were subjected to a principal components analysis with a varimax rotation.
This analysis identified four independent factors with eigenvalues greater than one that explained 56% of the variance in the original nine categories. vi (See Table 3 .) Consistent with the pilot studies (Bolton 1991) , the questions and repeat categories load heavily on factor one.
This factor was labelled COMPREHENSION difficulties.
The new coding categories, can't say and don't know, load heavily on the second factor. This factor was labelled RESPONSE difficulties.
Consistent with the pilot studies, the confidence category loads heavily on a separate factor.
A new category of non-verbal cues, unintelligible utterances, is also highly associated with this factor.
Hence, the third factor was labelled JUDGMENT difficulties.
The pause and forget categories load on the fourth factor, labelled RETRIEVAL difficulties.
This result is similar to the pilot study, except that the forget loading is low here. Broken utterances are also highly associated with this factor.
This result is consistent with the notion that broken utterances can indicate the sudden retrieval of information from memory.
------- Table 3 -------In general, the factor analysis results are remarkably "clean." Pauses, unintelligible utterances and broken utterances might be expected to load highly on more than one factor because they could reflect more than one information processing problem, but they do not.
The results for COMPREHENSION, RETRIEVAL and JUDGMENT factors are similar to the first pilot study results, despite the fact that this sample (business customers) is different from the pilot study sample (residential customers).
This finding suggests that the coding categories are relatively generic and might be used in other studies.
------------ Table 4 here
The next stage of the analysis investigated whether a content analysis based on the coding scheme could be used to detect defective questions and provide diagnostic information. It focused on four questions (shown in Table  4 ) in which the phrasing was altered between the three versions. The wording changes could be dramatic (Q3) or subtle (Q1).
Since a pretest entails responses to multiple questions of varying difficulty, managers and researchers will be interested in comparing the results for a particular question with the results for some "base case" (such as all other questions in the survey). They can inspect the magnitudes of the AC occurrence and intensity measures, or they can factor analyze the intensity measures and compare the average factor scores.
------------ Table 5 here ------------Customers' responses to different versions of the four questions can be described by factor scores generated to represent the four types of cognitive difficulty:
COMPREHENSION, RETRIEVAL, JUDGMENT and RESPONSE. The factor scores for each cognitive difficulty were standardized to have a mean of zero and a standard deviation of one. The average factor scores for each version of each question are shown in Table 5 .
Higher values of the AC occurrence and intensity measures or the factor scores for a particular question indicate that respondents generated more verbal and non-verbal cues indicating difficulties with the question.
As a rough heuristic, a value is "high" if it is two standard errors above the overall mean (i.e., above the mean value across all questions).
Recall that the mean factor score across all questions is zero. Since the standard error of the mean is about 0.23 in this study, vii an average factor score of (2 x 0.23 =) 0.46 or higher indicates a potentially defective question. For example, the average COMPREHENSION factor score for the CV of Q3 is 0.9135 which is more than two standard errors above the mean of zero. Hence, these data indicate that respondents experienced relatively more COMPREHENSION difficulties for the CV of Q3 than for other questions. It is also possible to compare the average factor score for a particular question to another factor score for the same question. For example, since the average COMPREHENSION score for the CV of Q3 is 0.9135 and the average RESPONSE score is -0.3101, respondents seem to have experienced more COMPREHENSION 12 difficulties than RESPONSE difficulties for this question.
Analysis of Variance
Since this study tests alternative versions of the same question, it is also possible to compare the average factor score for a particular question to the average factor score for another version of the same question. Relatively large differences (greater than two standard errors) between factor means indicate that respondents experienced different levels of cognitive difficulties. For example, since the average COMPREHENSION score for the CV of Q3 is 0.9135 and the average COMPREHENSION score for the NV of Q3 is -0.2875, respondents are clearly experiencing more COMPREHENSION difficulties with the CV than the NV. An analysis of variance (ANOVA) can also be used to test the hypothesis that the factor means are equal for different versions of the same question.
viii One-way ANOVAs were conducted for each set of factor score means for each question. The null hypothesis that the factor means are equal across versions (CV/RV/NV) was rejected by an F test for 69% (11/16) of the ANOVAs (p < 0.15) --implying that there are differences in the average factor scores across different versions of the four questions.
This finding is rather surprising because: (1) the versions of each question were designed to produce similar responses, albeit with different phraseology; (2) the small business customer population was expected to be reasonably homogeneous; and, (3) the sample sizes are relatively small so that only large differences can be detected.
The statistics reported in Table 5 are interpreted in the following way. For example, an F test of the null hypothesis that the CV and NV of Q3 (data communications) have equal factor means is rejected (p < 0.05) for two of the four factors: COMPREHENSION, and RETRIEVAL. Inspecting the means for these two factors, it can be seen that respondents have higher average COMPREHENSION and RETRIEVAL scores with the CV than with the NV.
In general, a lower factor score implies fewer difficulties associated with associated with that particular macroprocess.
Hence, the NV of Q3 appears to be the "better" version in the sense that it yields significantly fewer cues indicating comprehension and retrieval difficulties.
When there are more than two versions of a particular question, Scheffe's multiple comparison test was used to determine which versions had significantly different factor means. The Scheffe test requires larger differences between means for significance than most other tests, and it is applicable to groups for which sample sizes are unequal. Since the sample sizes in this study are rather small, all Scheffe tests used a significance level of 0.15. The right hand column of Table 5 shows which versions of each question had significantly different factor score means according to the Scheffe test.
For example, respondents have higher COMPREHENSION and RESPONSE scores with the RV of Q4 (installation) than the NV1. They also have higher COMPREHENSION and RETRIEVAL scores with the RV of Q4 than NV2. Hence, the test results suggest that NV1 and NV2 are "better" versions than the RV. RESULTS This section presents the results from automatic coding and observational monitoring.
It describes how management selected the "best" version of each question using the AC results. Then, it compares the OM and AC results for the NV of the questionnaire. Lastly, the improvement in the survey is assessed. Automatic Coding Results Question One. Q1 (overall quality) was a key survey item intended to elicit a global evaluation of the company's service quality.
In exploring potential revisions to this question, the company wanted a simple question that implied a broad definition of service. Respondents' answers to the NV were characterized by higher JUDGMENT scores than their answers to the CV. The two versions of this question are identical except that the NV uses the broader term "telecommunications services" rather than "telecommunications." The broader term seems to create judgment difficulties for small business customers (unlike large business customers) that have not used many telecommunication services (e.g., data communications, maintenance).
Respondents' answers to the NV were characterized by higher RETRIEVAL scores and lower RESPONSE scores than their answers to the RV. Since the NV contains a reference period ("over the past three months") as well as the term "telecommunications services," it appears to shift respondents' efforts towards retrieval processes ("can't remember") and away from response processes ("don't know").
The reference period apparently encouraged customers to make memory based, rather than stimulus based, judgments for Q1. Management preferred to obtain a memory based judgment, so the current wording of the question that included the simple term "telecommunications" and a three-month reference period was retained.
Question Two. Local telephone service is a monopoly in which customers are unable to choose among suppliers. Management was particularly interested in alternative ways of asking about the hypothetical situation in which customers could choose among suppliers. Respondents' answers to the CV and the RV of Q2 (recommend) are characterized by lower JUDGMENT scores than their answers to the NV.
This result is consistent with the general notion that short, simple questions are preferable.
Respondents' answers to the RV have higher RESPONSE scores than their answers to the NV. This result seemed to be due to problematical wording in both the CV and the RV because they ask customers "would you recommend" rather than asking about choice. Management decided that none of the three versions of this question were acceptable. Question Three. Managers had considered Q3 (data communications) to be very straightforward.
However, after the first pretest, they realized that business customers were experiencing considerable difficulty with this question. The second pretest investigated a new version of the question that defined data communications using terms that customers had employed during the first pretest. Table 5 shows that respondents' answers to the NV had lower COMPREHENSION and RETRIEVAL scores than the CV.
Respondents apparently experienced much less difficulty with the NV because it provided a richer set of retrieval cues. Management concluded that the NV was a superior question.
Question Four. Q4 was intended to determine whether the customer was sufficiently knowledgeable about installation services that he/she could answer a sequence of more detailed questions. Management was dissatisfied with the CV and experimented with alternative wordings that asked about knowledgeability without implying personal contact with the installer. The null hypotheses that the COMPREHENSION, RETRIEVAL, JUDGMENT and RESPONSE means were equal across versions were rejected (p < 0.15). NV2's phrasing (i.e., "responsible for managing") seems dramatically different from the phrasing of the other three versions (i.e., "familiar with"). However, the Scheffe test results indicated that the RV's phrasing (i.e., "familiar with the more general aspects") is associated with cognitive difficulties.
Respondents' answers to the RV had significantly higher COMPREHENSION and RESPONSE scores than their answers to the NV1. Respondents' answers to the RV had significantly higher COMPREHENSION scores and significantly lower RETRIEVAL scores than their answers to the NV2.
(Perhaps comprehension problems stop customers from attempting to retrieve information.)
These results suggested that the RV and NV2 versions of the question were unacceptable. Although the average factor scores for the CV and the NV1 were not significantly different, the respondents' answers to the NV1 have lower COMPREHENSION, JUDGMENT and RESPONSE scores. Hence, this version of the question was selected by management. Observational Monitoring Results Table 6 displays the OM results for the NV. The right column shows the percentage of interviews that were coded with each type of difficulty for each of the four questions.
For example, 20% of respondents experienced comprehension difficulties on the NV of Q1 (overall quality). For comparison purposes, the middle three columns of show describe the automatic coding (AC) categories (e.g., forget, pause, and broken), the percentage of respondents that were automatically assigned each code for the NV (e.g., 20% of the respondents were automatically assigned the pause code for Q1) and the associated factor score (e.g., 0.31 for the retrieval factor).
The percentage of customers experiencing difficulty with specific questions can be compared to identify superior or inferior questions.
As a rough heuristic, managers considered OM percentages greater than 15% to be "high."
Small percentages (0-5%) of respondents experienced comprehension difficulties with the NV of questions three and four, whereas larger percentages (14-20%) of respondents experienced comprehension difficulties with the NV of questions one and two. Apparently, questions about specific aspects of service are easier to comprehend than questions designed to elicit global evaluations.
Although a high percentage of respondents (34-43%) gave inadequate answers to the first three questions, these results may be an artifact of the concurrent protocol technique. The elicitation of concurrent protocols may be encouraging open-ended responses.
------------ Table 6 here ------------There is some agreement between the AC and OM results. ix For example, AC results show that Q2 (recommend) has high levels of judgment difficulties (i.e., unintelligible utterances and cues that respondents lacked confidence); OM results also indicate high levels of judgment difficulties.
However, overall consistency between AC and OM results seems to be low. For example, although AC counted a significant percentages of pauses (20%) and broken utterances (23%) in respondents' verbalizations for Q1 (overall quality), OM did not identify any retrieval difficulties (0%).
As shown in Table 7 , the correlation between the AC factor scores and the OM codes for comprehension difficulties is 0.48 (p < 0.01) across the four questions.
However, other statistically significant correlations seem to arise from the coders' tendency to record any respondent difficulty as a comprehension difficulty.
------------ Table 7 here ------------Correlations between the AC factor scores and the OM codes can be low even when the raw percentages are similar.
For example, consider the OM results for the installation question.
NV2 seems to slightly dominate NV1 because the latter has a higher percentage of judgment difficulties. This result is consistent with the raw percentages obtained from AC. However, the JUDGMENT factor scores give the opposite result, indicating that NV1 is superior to NV2 (although the difference is not statistically significant at p > 0.15).
This apparent contradiction between the raw percentages and the JUDGMENT factor scores (both produced by AC) is due to the way that the factor scores are calculated. The factor scores are weighted combinations of all nine AC categories. Hence, AC results reflect more subtle differences in customers' responses. Assessing Survey Improvement Improvement in the survey can be quantified as follows. GTE had originally intended to replace the current version (CV) of the survey with the revised version (RV).
Customers' cognitive difficulties with the revised version of the survey can be measured by the factor scores. The left side of Table 8 shows the average factor scores for the revised versions of the following three questions:
overall quality, data communications and installation. After the two pretests, GTE decided to use the CV of Q1, the NV of Q3 (data communications) and the NV1 of Q4 (installation). All versions of Q2 were rejected, so this question is excluded from the analysis. Customers' cognitive difficulties with the "final" versions of the questions are measured by the factor scores shown on the right side of Table 8 .
The average COMPREHENSION, JUDGMENT and RESPONSE scores are almost one standard deviation lower in the final version of the survey. (Recall that the standard deviation of each factor score is one.) The RETRIEVAL score is slightly higher because GTE elected to retain the current version of Q1 (overall quality) which includes a reference period.
(Recall that managers wanted to encourage customers to make memory based judgments for Q1.)
Overall, the results show that the final version produces fewer cognitive difficulties for respondent.
------------ Table 8 here ------------Another way of assessing survey improvement is to examine the accuracy of customers' responses. Managers could verify the accuracy of customers' answers to Q3 by examining the internal consistency of their answers or by checking company records to determine whether a customer has subscribed to data communications services from GTE.
The following transcript of a customer's answer to the CV of Q3 illustrates inconsistency within a response. (Each new line denotes a new segment; ">" denotes a broken utterance; and "(uh)" denotes an unintelligible utterance.)
No.
You mean data services. we do have data services but not from GTE. GTE provides the line. the telephone line. We use the line for data services, that's it. we don't.> it's not.> GTE does not provide us with any (uh) like modems. computer modems or anything like that. They provide us with a line. we use that line for a computer modem to communicate. That's it.
The customer reported that her company uses a computer modem to send data to another location (implying that her firm uses GTE's data communication services/lines) and yet she answered Q3 in the negative. Hence, she made a response error.
Several customers gave internally inconsistent answers that indicated a response error when responding to the CV of Q3, whereas no customers did so in responding to the NV of Q3. Hence, managers concluded that the NV produced more accurate responses --confirming the AC results.
Since the results from checking the internal consistency of answers to Q3 were very clear-cut, GTE did not check business customers' records. Other questions in the survey elicit opinions, so they are not objectively verifiable from checking internal consistency or company records.
DISCUSSION Is an automatic coding scheme based on verbalizations elicited during pretests useful in identifying the information processing difficulties that arise as respondents form answers to survey questions?
The results of the factor analysis demonstrate that the coding scheme was useful in identifying cognitive difficulties that arise as respondents form answers to survey questions. The factor analysis identified four independent dimensions of cognitive difficulties that were labelled COMPREHENSION, RETRIEVAL, JUDGMENT and RESPONSE.
It isn't possible to unambiguously link these four factors with the cognitive processes underlying answers to survey questions that have been proposed by Tourangeau and others.
However, these four factors have good face validity and, since eight of the nine coding categories loaded heavily on one of the four factors, there is evidence of convergent and discriminant validity.
Furthermore, these macroprocesses are relatively stable across different respondents (i.e., business versus residential customers) and content domains (i.e, different surveys with different questions). Although further work is necessary to develop a richer AC coding scheme (e.g., to better discriminate among recall and judgment difficulties), this information is much more detailed than the information provided by conventional pretesting methods.
Is a coding scheme that traces information processing difficulties useful in detecting defective questions?
The ANOVA results demonstrate that the coding scheme can be used to distinguish among different versions of the same question. It is possible to identify and improve defective items by replacing questions with which respondents experienced higher levels of cognitive difficulty with less difficult versions. It is also possible to make general statements about the cognitive effort associated with different questions. For example, respondents seem to have higher RESPONSE scores with generally worded questions and higher JUDGMENT scores with specific questions.
This finding suggests that more specific questions may cause respondents to be uncertain about the accuracy of the information that they have recalled or about how to weigh the information that they have recalled or both.
Can the information provided by a content analysis of respondents' verbalizations be used to identify superior or inferior questions?
This study demonstrates that superior or inferior questions can be identified from raw AC codes or from summary factor scores. For example, the ANOVA results for Q3 clearly show that the NV is superior to the CV. The magnitude of the reduction in cognitive difficulty can be quantified as shown in Table 8 .
Furthermore, evidence external to the AC results also indicated that the NV of Q3 leads to reduced response errors.
Customers did not give internally inconsistent answers indicating a response error when responding to the NV of Q3.
Subsequent to the pretests, GTE obtained objective, independent evidence that the AC pretest results had yielded improved surveys that gathered better information. GTE compared the responses of two national probability samples of small business customers. The CV was administered to one sample and the newly revised survey was administered to the other.
Interviewers reported significantly fewer problems administering the new survey.
More importantly, the responses were significantly different for some questions --indicating decreases in response error. In a dramatic example, 20% of customers responded affirmatively to the CV of Q3, whereas 86% of customers responded affirmatively to the NV of Q3. (Interestingly, the proportion of "don't know" responses was constant across the two versions.) Apparently, most customers answered "no" to the CV because they did not recognize the term "data communication services" as referring to GTE's provision of data lines for sending information via modems, credit card readers, and fax machines.
How do the results produced by this method compare with the results of observational monitoring?
The results indicate that OM and AC work equally well at detecting question defects that lead to comprehension difficulties. OM seems better at detecting response difficulties --probably because human coders are better able to determine whether a respondent has adequately answered a fixed format question. Key word lists cannot adequately identify all situations in which a respondent ultimately gives an inadequate answer. For example, if a respondent does not give an alternative from the fixed response categories, he/she will not necessarily indicate this fact by using a word string such as "can't say."
In general, OM seems to perform particularly well when the pretesting task requires expert interpretation.
For example, GTE's OM coding scheme includes a separate code to identify questions that respondents did not interpret as GTE intended and questions for which the interviewer (as opposed to the respondent) experienced difficulties. In one question, some respondents confused a yellow pages salesperson with a telephone operations salesperson --but this confusion was not evident to a naive listener.
This type of unanticipated problem can't be picked up by the AC codes.
AC detects cognitive difficulties --particularly retrieval and judgment difficulties --that OM does not detect.
For example, AC results show that almost one-third of respondents experienced retrieval and judgment difficulties in answering Q1 (overall quality) --but the OM percentages are substantially lower. OM's failure to detect retrieval and judgment difficulties is partially due to the fact that coders did not seem to recognize the non-verbal cues that indicate these types of cognitive difficulties.
However, AC's use of nonverbal cues does not entirely explain this failure.
For example, the AC occurence measure indicates that almost 60% of respondents expressed a lack of confidence in their answers to Q2, but the OM occurence measure indicates that only 17% of respondents experienced such difficulties.
AC relies on a fairly complex coding scheme, that includes a variety of subtle verbal and non-verbal cues, so it produces a rich set of diagnostic information.
For example, AC distinguished between verbal cues that the respondent lacked confidence about how to answer the question and non-verbal cues (unintelligible utterances) that suggested non-verbalized processing. In contrast, OM coding schemes typically do not operate at this level of detail. A more complex subjective encoding scheme could provide a richer description of respondents' cognitive strategies as they form answers to the survey questions.
For example, it could describe how respondents make comparisons in forming judgments or how they use retrieval cues.
However, existing pretest methods have not examined these questions.
Do the incremental benefits of the diagnostic information provided by AC outweigh the incremental costs of automatically coding the data? Bolton and Bronkhorst (1991, p. 286-7) provide some comparative information for automatically coding fifteen one-hour interviews.
If a researcher is developing a new coding scheme, both OM and AC may require as much as 40-50 hours of development work.
After the pretest interviews have been conducted and transcribed, experts typically spend about 15 hours reviewing the interview transcripts and analyzing OM codes.
In contrast, it takes about 20 hours to segment and precode the transcripts, plus a few hours to tabulate the AC results. In other words, OM requires about 15 hours work by an expert whereas AC requires 22-25 hours work --mostly by someone with a much lower level of expertise.
As the number or length of the interviews increases, AC becomes more attractive because the fixed costs (including the time to develop and iteratively test new codes for special situations) are spread over more interviews.
Also, as the investigator gains experience, automatic coding becomes increasingly time and cost-effective. Hence, AC would be particularly attractive to organizations (e.g., market research firms, large corporations and government) that pretest questionnaires frequently and desire standardized procedures.
CONCLUDING REMARKS Prior research suggests that observational monitoring is a simple, lowcost, flexible and effective system for pretesting. However, this study shows that observational monitoring does not uncover all question defects or adequately diagnose all the question defects that it identifies. Automatic coding uncovers question defects that lead to retrieval and judgment difficulties that observational monitoring does not detect. It also provides more detailed diagnostic information, such as distinguishing between respondents' statements of lack of confidence and subtle cues indicating nonverbalized processing.
These findings are consistent with Oksenberg, Cannell and Kalton's (1991) experience with observational monitoring.
They concluded that observational monitoring "does not always identify the sources of the problems it uncovers" (p. 362).
They have used special probes and interviewer ratings to uncover additional problems and they debrief coders and interviewers to obtain additional insights concerning the source of problems.
However, they report that special probes work well for comprehension difficulties but not for other difficulties.
Automatic coding seems particularly suited to identifying comprehension, retrieval and judgment difficulties that arise from question phrasing defects, whereas observational monitoring seems better suited to situations requiring expert judgment of response difficulties arising from other questionnaire design factors, such as question order.
For example, GTE uses observational monitoring techniques to uncover respondent difficulties due to question order and to investigate instances where respondents' interpretations of a question does not match managerial intent. Hence, these findings suggest that a content analysis that relies on computer-assisted coding can be a potentially important complement to conventional analyses.
A researcher may decide to use both observational monitoring and automatic coding to evaluate different aspects of a survey.
Researchers can use the proposed method to quantify respondents' cognitive difficulties with specific survey items and to relate these difficulties to specific question characteristics.
This information can be used to identify question defects and to make revisions --with measurable improvements in respondents' ability to respond to the questions. Furthermore, in this study, subsequent survey results provided independent evidence that the revised questionnaire yielded "better" information for decision-makers to use in policy decisions. Hence, the proposed questionnaire pretesting methodology seems to be a useful step towards measuring and controlling non-sampling error.
As a general rule of thumb, survey researchers are advised to allocate five to ten percent of their budgets to survey pretesting.
(This rule is typically honored in the breach!)
The resultant questionnaire revisions may entail structural changes in the questionnaire (e.g., question order), as well as changes in phrasing (e.g., request for cooperation).
In addition to decreasing response errors, these changes can make the interviews more pleasant for respondents and make the survey instrument easier to administer --leading to higher cooperation rates, more complete information, shorter interview times --and substantial cost savings.
The magnitude of the cost savings due to pretesting depend on the nature of the survey and the size of the sample. However, the following example provides some "ballpark figures." These calculations are based on GTE's experience with a survey of 12,800 respondents that cost about $282,000.
The market research supplier reported an eight percent reduction in costs due to questionnaire revisions: $15,100 (5%) due to changes in cooperation rates, $2,100 (1%) due to specific changes in questions, and $4,800 (2%) due to a reduction in average interview time of three minutes. Since pretesting costs run about three percent of the total survey costs, x the estimated net cost saving was about $13,540 (5%). Further research is necessary to more fully explore the situations in which it is beneficial to apply content analysis to pretest interviews. Theoretical work is necessary to understand respondents' cognitive processes and responses to survey questions. Empirical work is required to develop and refine appropriate coding schemes for different interview topics and characteristics.
For example, it would be desirable to develop additional codes to identify judgment difficulties.
Finally, it would be desirable to conduct experiments to evaluate this questionnaire pretesting methodology by applying it to survey questions that have been designed to elicit certain types of problems. Are you familiar with the more general aspects of these installation services?
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FOOTNOTES
(1) Are you personally familiar with the installation service provided to your company by GTE? (2) Are you personally responsible for managing installation with GTE? * Response categories are the same across all versions of a given question. GTE investigates response category issues using different research techniques than those described in this paper. two OM codes were calculated and they showed some agreement. In particular, the AC questions category and the OM comprehension category were correlated at 0.72 (p < 0.001).
x.. These costs are primarily data collection costs --that is, the costs of recruiting, interviewing and compensating respondents.
Automatic coding is not particularly laborious, time-consuming or costly. Subjective coding is equally (if not more) costly --because of the time required to hire and/or train expert coders, plus encode the interviews.
Furthermore, pretesting is much less costly and time-consuming than field experiments that measure the actual magnitude of non-sampling error.
