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NEURAL NETWORK APPROACH TO SIGNALS’ PARAMETERS ESTIMATION 
IN ELECTRIC POWER SYSTEMS
P. Otto1 / A. Babenko2 / Ye. Bodyanskiy2 / S. Popov2
1TU Ilmenau, 2Kharkiv National University of Radio Electronics
ABSTRACT
Monitoring and full control of electricity flows is an 
important factor of an effective operation of electric 
power systems. It provides the possibility of an on-
line analysis and optimal management of electricity 
distribution on the basis of modern achievements of 
power engineering and computer sciences. 
Computational intelligence techniques (mostly 
artificial neural networks and fuzzy inference systems) 
are widely used in this area during the last decades. 
However, specific character of signals in power 
systems (high levels of uncertainty and 
nonstationarity) makes the use of traditional neural 
networks inefficient and pave the way for the 
development of specialized architectures and learning 
algorithms aimed at the processing of polyharmonic 
nonstationary signals distorted by various types of 
stochastic and deterministic disturbances. In this 
paper, new architectures of neurons, networks and 
algorithms for their learning in real time are proposed. 
The obtained results allow improving reliability and 
efficiency of monitoring and diagnostic systems,
especially under the circumstances of faults in the 
electric networks and in the presence of outliers in 
observations.
Index Terms – Neural networks, harmonic 
components, parameters estimation
1. INTRODUCTION
Monitoring and full control of electricity flows is an 
important factor of an effective operation of electric 
power systems. It provides the possibility of an on-
line analysis and optimal management of electricity 
distribution on the basis of modern achievements of 
power engineering and computer sciences [1, 2]. 
Thus, it is about creating supervisory control systems 
for power systems based on intelligent technologies
and, above all, adaptive approach [3-7] and neural 
networks [8-10]. They provide on-line parameter 
estimation and restoration of signals disturbed by 
random noise and parasitic components [9].
Specificity of signals in power systems (high levels 
of uncertainty and nonstationarity) makes the use of 
traditional artificial neural networks inefficient and 
pave the way for the development of specialized 
architectures and learning algorithms aimed at the 
processing of polyharmonic nonstationary signals, 
which are distorted by various types of stochastic and 
deterministic disturbances.
2. POLYHARMONIC SIGNALS’ PARAMETERS
ESTIMATION BASED ON QUADRATIC
CRITERIA
Let the monitored signal be described by the 
following equation
     
1
cos sin
m
j j
j
y t a j t b j t t  

   , (1)  
where m  – the number of harmonics, ja , jb  – 
unknown parameters of separate harmonics,
 = 2 314 rad/sf 	 
  – main harmonic’s frequency
( 50Hzf  ), t  – continuous time,  t  – stochastic
component with zero expectation value and bounded 
second moment. 
If the monitored analog signal  y t is quantized
with the step 0T , then instead of (1) its discrete 
counterpart may be introduced
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where 1,2...k   – discrete time. 
Let there be a set of N observations, defined as a 
vector       0 00 , 2 ,...
T NY y T y T y NT R  , and a 
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 harmonics matrix
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Then we can write a system of linear equations
(usually, overdefined)
Xw Y , (3) 
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where   21 1 2 2, , , , , ,
T m
m mw b a b a b a R   – unknown
parameters vector from equation (2) that must be 
estimated. 
Introducing identification criterion
  2 21 1 1
2 2 2
N T
LSE w Y Xw e e e     (4) 
and using the least squares technique, we obtain a 
well-known result
 T Tw X X X Y , (5) 
where    – preudoinverse symbol. 
In [9, 10], it is stated that in the tasks of on-line
signals monitoring in power systems the least squares
method in batch and recurrent forms is too awkward. 
It is proposed to estimate parameters by solving the
system of differential equations
 T Tt
dw w X Y Xw X e
dt
        (6) 
or in a scalar form
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where      0 0 0
1
cos sin
m
j j
j
e k y kT a j kT b j kT 

   ,
  – positive parameter. 
In [10], an analog neural network architecture is
proposed, which is formed by integrators, adders and
multipliers. An elementary neuron implements main
harmonic’s parameters estimation in the form
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As most real-world signal processing problems in 
power systems are being solved using digital 
hardware, it is practical to introduce a discrete neuron 
formed by adders, multipliers and delay units 1z . Its
learning algorithm is presented as difference equations
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 (9) 
where  k  – learning step parameter (generally,
variable), which defines speed and smoothing 
properties of the procedure. 
Artificial neural network for parameters estimation
of equation (2) consists of N neurons working in
parallel. Fig. 1 shown one of these neurons using
symbols defined in [9]. The neuron is tuned with the 
procedure (9). 
Fig. 1 – Artificial neuron for main harmonic’s parameters estimation
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One prerequisite for the efficient use of the least 
squares method is the assumption that the matrix of 
independent variables X is defined precisely, and 
disturbances are present only in the response vector
Y . In circumstances where the main frequency
50 Hzf  is unstable, the least squares method loses 
its efficiency. An alternative may be the so-called total 
least squares method [11], implying the presence of
disturbances in the independent variables as well. 
In this case, the following system of equations is 
introduced instead of (3) 
 X w Y      , (10) 
where 2 ,N m NX R Y R     – precise, but unknown
observation matrices, 2 ,N m NR R    – matrices of 
errors caused by disturbances. 
In the general case, the estimation problem by 
means of total least squares method reduces to the 
problem of minimizing the function
2 2N
TLSE    (11) 
under the constraints (10), or (after the chain of 
transformations [11]) – to minimize the sum of 
squared errors
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that is, to find the minimum of the identification 
criterion
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Because the procedure for minimizing (13) is quite
cumbersome, total least squares method has not 
received proper distribution in the theory and practice 
of identification.
To simplify the numerical implementation of this 
method, in [10], a modified error was introduced
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where         1 2, , ,
T N
Ns t s t s t s t R   – vector
of identically distributed external excitation signals
with zero mean and bounded variance, 
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In this case, the estimation problem is reduced to
minimization of the following identification criterion
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with the gradient procedure
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which after some transformations can be brought to a 
form
          j j j
dw t
e t x t y t w t
dt
     . (19) 
Switching to discrete time, it is possible to obtain
quite a simple learning algorithm  
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which provides higher estimation accuracy, however 
requires the introduction of probing perturbations in 
the monitored signal. In this regard, the use of total 
least squares method for signals’ parameters 
estimation in power systems has some limitations.
3. FOURIER NEURAL NETWORK FOR
SIGNALS’ PARAMETERS ESTIMATION IN 
POWER SYSTEMS
Some awkwardness of the neural network architecture 
described above as well as assumptions on the nature 
of the disturbances  k limit its use in situations 
where there are outliers in observations that drastically
worsen the results of the incoming data processing. 
That is why we propose to use a digital version of the
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Fourier neural network architecture [12] tuned by a 
robust estimation procedure.
So let the monitored signal be described by 
equations (1), (2), but the disturbances distribution is 
different from normal and is characterized by the 
presence of “heavy tails”. The criterion to identify is 
the Huber function [13] in the form
    H HE k e k" , (21) 
where
 
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e e
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 (22) 
0# %  – parameter defining a critical outlier level. 
Gradient minimization of the criterion (21) taking 
into account (2) leads either to a continuous learning 
algorithm [9]
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 
   when   ,
      when   ,
    when     ,
e
e e e
e
# #
& #
# #
 ' 
 $
 %
 (24) 
or to its difference modification – 
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Fig. 2 shows the Fourier neural network 
architecture for robust signals’ parameters estimation 
in power systems.
Fig. 2 – Fourier neural network architecture for robust harmonic signals’ parameters estimation
The principal difference between learning
procedures (9) and (25) is in the amount of 
information they use. The algorithm (9) refers to the 
procedures with a “window” memory and has a filter 
(smoothing) properties, the algorithm (25) is a typical 
one-step procedure designed to monitor the changing 
characteristics of the signal, it suppresses rare outliers 
with the saturation function (24). In principle, the 
algorithm (25) can be given smoothing properties as 
well. For this purpose, the step parameters  j k
should be changed during the learning process 
following the Dvoretzky’s conditions.
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4. ESTIMATION OF PARAMETERS OF A
HARMONIC SIGNAL DISTORTED BY A
DECAYING EXPONENT AND OUTLIERS
In emergency conditions encountered in power 
systems, the harmonic components of currents and 
voltages may contain exponentially decaying DC 
terms, which may be imposed by stochastic 
disturbance with outliers. Analysis and evaluation of 
such situations is important for rapid diagnosis of the 
conditions of electric power systems. 
Let the monitored signal be described either by an 
equation in continuous time
   cos sin expy t a t b t g ht     , (26) 
or in discrete time
   0 0 0 0cos sin expy kT a k T b T g hkT     , (27) 
where the parameters vector  , , , Tw a b g h 
 1 2 3 4, , ,
Tw w w w is to be estimated. Note that
instead of (26) and (27) the following expressions 
may be used  
     3 4sin expy t c t w w t )     (28) 
and
     0 3 4 0sin expy t c k T w w kT )    , (29) 
where
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1 2 cos
wc w w
)
   , (30) 
1
2
arctan w
w
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It is also assumed that there is a set N disturbed 
observations      0y k y kT y t  , where
0 ,  1,2,...,t kT k N  . Introducing instantaneous error
     e k y k y k   , (32) 
and identification criterion of the type (4)
   2
1
1
2
N
N
LS
k
E w e k

  , (33) 
we arrive at a standard nonlinear estimation problem, 
which can be solved by well-known procedures of 
nonlinear least-squares method of Hartley or 
Marquardt [14].
It is also known that in the presence of outliers in 
observations, identification procedures based on the 
least squares criteria (4) and (33) become inefficient. 
Therefore it is expedient to move to robust procedures 
based on objective functions that suppress the 
influence of outliers. In contrast to the Huber function 
(22) discussed above, here, we consider criteria based 
on the logistic function [15] that generate the 
estimation procedures, which are very convenient for 
neural network implementation [16, 17].
A robust criterion that takes into account N
observations has the form
    
1
N
N
w w
k
E w e k*

 , (34) 
where
  2 ln coshw
ee* #
#
 , (35) 
parameter 0# % has the same meaning, as in (22). 
To tune the parameters, in the general case, either a 
continuous procedure can be used  
 
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N
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j
dw E w
j
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or a discrete one
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here, using the chain rule, the derivative in the right
hand side can be written in the form
   
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where
    tanh e ke k& #
#
 . (39) 
Then, either a continuous procedure can be used to 
tune all the unknown parameters
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or its difference modification
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The neural network implementing this approach to 
the estimation problem consists of N neurons for 
processing errors  e k connected in parallel. The
scheme of one of them for time k is shown in Fig. 3. 
This network is a kind of hybrid of structures 
described above.
Fig. 3 – Artificial neuron for estimating the parameters of signal (27) 
5. CONCLUSIONS
The problem of signals’ parameters estimation in 
power systems based on neural network approach is 
considered. Architectures of neurons, networks and 
algorithms for their learning in real time are proposed.
The obtained results allow improving the reliability 
and efficiency of monitoring and diagnostic systems, 
especially when faults in the power grids occur and 
outliers are present in the observations.
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