Contextual Anomaly Detection Framework for Big Sensor Data by Hayes, Michael
Western University 
Scholarship@Western 
Electronic Thesis and Dissertation Repository 
4-16-2014 12:00 AM 
Contextual Anomaly Detection Framework for Big Sensor Data 
Michael Hayes 
The University of Western Ontario 
Supervisor 
Dr. Miriam A.M. Capretz 
The University of Western Ontario 
Graduate Program in Electrical and Computer Engineering 
A thesis submitted in partial fulfillment of the requirements for the degree in Master of 
Engineering Science 
© Michael Hayes 2014 
Follow this and additional works at: https://ir.lib.uwo.ca/etd 
 Part of the Other Electrical and Computer Engineering Commons 
Recommended Citation 
Hayes, Michael, "Contextual Anomaly Detection Framework for Big Sensor Data" (2014). Electronic Thesis 
and Dissertation Repository. 2001. 
https://ir.lib.uwo.ca/etd/2001 
This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted 
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of 
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca. 
CONTEXTUAL ANOMALY DETECTION FRAMEWORK FOR BIG
SENSOR DATA
(Thesis format: Monograph)
by
Michael A Hayes
Graduate Program in Electrical and Computer Engineering
A thesis submitted in partial fulfillment
of the requirements for the degree of
Masters of Engineering Science
The School of Graduate and Postdoctoral Studies
The University of Western Ontario
London, Ontario, Canada
c©Michael A Hayes 2014
Abstract
Performing predictive modelling, such as anomaly detection, in Big Data is a difficult task.
This problem is compounded as more and more sources of Big Data are generated from en-
vironmental sensors, logging applications, and the Internet of Things. Further, most current
techniques for anomaly detection only consider the content of the data source, i.e. the data
itself, without concern for the context of the data. As data becomes more complex it is in-
creasingly important to bias anomaly detection techniques for the context, whether it is spatial,
temporal, or semantic. The work proposed in this thesis outlines a contextual anomaly detec-
tion framework for use in Big sensor Data systems. The framework uses a well-defined content
anomaly detection algorithm for real-time point anomaly detection. Additionally, we present
a post-processing context-aware anomaly detection algorithm based on sensor profiles, which
are groups of contextually similar sensors generated by a multivariate clustering algorithm. The
contextual anomaly detection framework is evaluated with respect to two different Big sensor
Data datasets; one for electrical sensors, and another for temperature sensors within a building.
The results of the framework were positive in that we were able to detect content anomalies in
real-time, and then pass these anomalies to the context detector. The context detector was able
to reduce the number of false positives identified. Further, the approach is compared against
the R outliers statistical package with positive results.
Keywords: Anomaly detection, point anomalies, context anomalies, Big sensor Data, pre-
dictive modelling, MapReduce
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Chapter 1
Introduction
Anomaly detection is the identification of abnormal events or patterns that do not conform to
expected events or patterns[15]. Detecting anomalies is important in a wide range of disparate
fields, such as, diagnosing medical problems, bank and insurance fraud, network intrusion,
and object defects. Generally anomaly detection algorithms are designed based on one of
three categories of learning: unsupervised, supervised, and semi-supervised[15]. These tech-
niques range from training the detection algorithm using completely unlabelled data to having
a pre-formed dataset with entries labelled normal or abnormal. A common output of these
techniques is a trained categorical classifier which receives a new data entry as the input, and
outputs a hypothesis for the data points abnormality.
Anomaly detection can be divided into detection of three main types of anomalies: point,
collective, and contextual. Point anomalies occur when records are anomalous with respect to
all other records in the dataset. This is the most common type of anomaly and is well-explored
in literature. Collective anomalies occur when a record is anomalous when considered with
adjacent records. This is prevalent in time-series data where a set of consecutive records are
anomalous compared to the rest of the dataset. The final type, contextual, occurs when a
record is only considered anomalous when it is compared within the context of other meta-
information. Most research focuses on the former two types of anomalies with less concern
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for the meta-information. However, in domains such as streaming sensor applications, anoma-
lies may occur with spatial, temporal, dimensional, or profile localities. Concretely, these are
localities based on the location of the sensor, the time of the reading, the meta-information
associated with the sensor, and the meta-information associated with groups of sensors. For
example, a sensor reading may determine that a particular electrical box is consuming an ab-
normally high amount of energy. However, when viewed in context with the location of the
sensor, current weather conditions, and time of year, it is well within normal bounds.
1.1 Motivation
One interesting, and growing, field where anomaly detection is prevalent is in Big sensor Data.
Sensor data that is streamed from sources such as electrical outlets, water pipes, telecommu-
nications, Web logs, and many other areas, generally follows the template of large amounts of
data that is input very frequently. In all these areas it is important to determine whether faults
or defects occur. In electrical and water sensors, this is important to determine faulty sensors,
or deliver alerts that an abnormal amount of water is being consumed, as an example. In Web
logs, anomaly detection can be used to identify abnormal behavior, such as identify fraud. In
any of these cases, one difficulty is coping with the velocity and volume of the data while still
providing real-time support for detection of anomalies. Further, organizations that supply sen-
soring services compete in an industry that has seen huge growth in recent years. One area that
these organizations can exploit to gain market share is through providing more insightful ser-
vices beyond standard sensoring. These insightful services can include energy trends, anomaly
detection, future prediction, and usage reduction approaches. All of this culminates in a future
that includes smart buildings: that is, buildings that can manage, optimize, and reduce their
own energy consumption, based on Big sensor Data [14].
The amount of data produced by buildings, organizations, and people in general, is con-
tinually growing. The existence and prevalence of Big Data offers the promise of building
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intelligent decision making systems. This is because many decision making algorithms exploit
the idea that more data to train the algorithm creates a more accurate model. A caveat is that
this does not hold for algorithms that suffer from high bias [20]. However, algorithms that are
highly biased can be improved upon through adding extra features; this is common in highly
wide datasets, where there exists a large number of features. With all the benefits of Big Data
and predictive modelling, there are certainly some drawbacks. One of the major constraints is
in feature selection. As in most machine learning approaches, selecting the features which best
represent the data model is a difficult task.
Along similar lines, another major constraint is in the types of algorithms used for predic-
tive modelling in general, and thus anomaly detection as a subset of predictive modelling. Some
consider that there is a paradigm shift in the types of algorithms used: from computationally
expensive algorithms to computationally inexpensive algorithms. The inexpensive algorithms
may have much higher training accuracy error; that is, the error accumulated per record when
training. However, when normalized over the entire, large, dataset, the higher training accuracy
error converges to a lesser prediction error. Prediction error is defined as the error accumulated
when predicting new values from a trained predictor [18]. The prediction error for the inexpen-
sive algorithm is within similar ranges as those found with the computationally more expensive
algorithm, yet occurring over a much smaller time frame. A motivation of this work is to then
take this idea and shift it to incorporate these computationally expensive algorithms which still
generally perform better. By applying a hierarchical approach which involves only calculating
the expensive algorithm on a very small subset of the initial data, the approach can utilize the
best of both worlds.
Real-time detection for Big Data systems is also a growing area of interest. One of the
common attributes associated with Big Data is velocity. Velocity is not only the rate at which
data is input to the system, but also the rate at which the data can be processed by the system.
Ensuring algorithms can process data in real-time is not an easy task as many require huge
computational overheads to calculate prediction scores. This is particularly important in fields
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such as data visualization where real-time feedback by the user is important in skewing the
algorithm to presenting appropriate visualizations. Data visualization is also a common method
for determing anomalous values. Therefore, a motivation of this work is to present a framework
that can cope with Big Data in real-time; while not neccessarily for data visualization, but for
identification of real-time anomalies as they are streamed to the framework.
An area that has not been well explored in literature is contextual anomaly detection for
sensor data. Some related works have focused on anomaly detection in data with spatial
relationships[27], while others propose methods to define outliers based on relational class
attributes [36]. A prevalent issue in these works is their scalability to large amounts of data. In
most cases the algorithms have increased their complexity to overcome more naive methods,
but in doing so have limited their application scope to oﬄine detection. This problem is com-
pounded as Big Data requirements are found not only in giant corporations such as Amazon
or Google, but in more and more small companies that require storage, retrieval, and querying
over very large scale systems. As Big Data requirements shift to the general public, it is im-
portant to ensure that the algorithms which worked well on small systems can scale out over
distributed architectures, such as those found in cloud hosting providers. Where an algorithm
may have excelled in its serial elision, it is now necessary to view the algorithm in paral-
lel; using concepts such as divide and conquer, or MapReduce[19]. Many common anomaly
detection algorithms such as k-nearest neighbour, single class support vector machines, and
outlier-based cluster analysis are designed for single machines [45]. A main goal of this re-
search is to leverage existing, well-defined, serial anomaly detection algorithms and redefine
them for use in Big Data analytics.
1.2 Thesis Contribution
There are a number of contributions for the work presented in this thesis; this section pro-
vides a summary of the main contributions. The primary contribution is to present a modular,
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extendible, and scalable framework for contextual anomaly detection in Big sensor Data. We
confine the contribution of this work to Big sensor Data; however, the framework is generalized
such that any application which has contextual attributes and behavioural attributes can utilize
the framework. An additional contribution is the ability to apply the framework to real-time
detection of algorithms for use in Big sensor Data applications. We also stress that the frame-
work presented is modular in its architecture, allowing the content and contextual detection
algorithms be replaced by new research.
The second contribution is to provide a paradigm shift in the way algorithms are structured
for Big Data. As research has progressed in the machine learning domain, and in particular
the anomaly detection domain, algorithms become more and more computationally expensive,
and accurate. Thus, another contribution of this work is to provide a hierarchical approach to
algorithm construction for Big Data; where a computationally inexpensive, inaccurate, model
is used to first determine initial anomalies. From this smaller pool of records, the computation-
ally more expensive model can be used to reduce the number of false positives generated by
the first model. This hierarchical model can be used in many other domains; here we present a
framework for exposing this model specifically for Big sensor Data. The modularity presented
in the first contribution also is tied into this hierarchical structure. Due to the separation of
concerns existing within the framework, the modules can be independently created, merged,
modified, and evaluated without effecting the other modules. This also means additional mod-
ules can be added to the framework, such as semantic detection algorithms, to further enhance
the framework.
In summary, the thesis will describe a technique to detect contextually anomalous values in
streaming sensor systems. This research is based on the notion that anomalies have dimensional
and contextual locality. That is, the dimensional locality will identify those abnormalities
which are found to be structurally different based on the sensor reading. Contextually, however,
the sensors may introduce new information which diminishes or enhances the abnormality of
the anomaly. For example, sensors may produce what appears to be anomalous readings at
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night for electrical sensor data; however, when introduced with context such as time of day,
and building business hours, anomalous readings may be found to be false positives.
To cope with the volume and velocity of Big Data, the technique will leverage a parallel
computing model, MapReduce. Further, the technique will use a two-part detection scheme
to ensure that point anomalies are detected in real-time and then evaluated using contextual
clustering. The latter evaluation will be performed based on sensor profiles which are defined
by identifying sensors that are used in similar contexts. The primary contribution of this tech-
nique is to provide a scalable way to detect, classify, and interpret anomalies in sensor-based
systems. This ensures that real-time anomaly detection can occur. The proposed approach is
novel in its application to very large scale systems, and in particular, its use of contextual in-
formation to reduce the rate of false positives. Further, we posit that our work can be extended
by defining a third step based on the semantic locality of the data, providing a further reduction
in the number of anomalies which are false positive.
The results of the implementation for this research are positive. The framework is able
to identify content anomalies in real-time for a real-world dataset and conditions. Further,
the number of false positives identified by the content detector are reduced when passed to
the context detector. Also, the framework has been compared against the R statistical outliers
package with positive results: the anomalies identified by the framework are equivalent to those
identified by R.
1.3 The Organization of the Thesis
The remainder of this thesis is organized as follows:
• Chapter 2 outlines both the background information associated with contextual anomaly
detection for Big sensor Data, and a ltierature review of the current approaches to contex-
tual anomaly detection for Big sensor Data. This chapter will first provide an introduction
to common terminology that will be used throughout the rest of the thesis. Second, an
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overview of practical approaches for anomaly detection will be explored, including an
introduction to a variety of algorithms with their benefits and drawbacks. Finally, the
chapter will provide a review of state of the art techniques presented in academia for
contextual anomaly detection, and anomaly detection in Big Data.
• Chapter 3 contains the main contribution for this thesis. The chapter will provide a de-
scription of the components for the Contextual Anomaly Detection Framework (CADF).
Included in the description is an overview of each individual components, and how
they interact with one another. The chapter is broken into two components: the con-
tent anomaly detector and the context anomaly detector. The content anomaly detection
section includes information on the algorithm used by the detector, the random positive
detection component, and a complexity discussion to provide insight into the scalability
for Big Data. The context anomaly detection section provides detail on generating the
Sensor Profiles (SPs) using the MapReduce framework, the underlying context detection
algorithm, and a complexity discussion. Finally, a summary of how the components in-
teract with each other, and how their interaction provides modularity and scalability for
Big Data is presented.
• Chapter 4 includes a description of the implementation and evaluation of the CADF.
First, the implementation for each component of the CADF will be shown. In particular,
a look at the types of datasets that can be evaluated by the implementation is presented.
Finally, how the components will interact with each other in a virtualized sensor stream
will be explored. This final discussion is important as the case studies that will be dis-
cussed in the evaluation section are oﬄine datasets that are exported from real-world data
streams. To be consistent with the real-world counterpart, the virtualized sensor stream
was created. The second major section of this chapter is focused on the evaluation of the
CADF implementation. This portion of the chapter involves describing the streaming
sensor datasets for each CADF component and their results. Additionally, a comparison
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with some oﬄine anomaly detection algorithms is shown.
• Chapter 5 provides the conclusion for this work, as well as a discussion on possible
future works for the CADF.
Chapter 2
Background and Literature Review
The goal of this chapter is two-fold: first, the concepts that will be explored in the proposed
work will be discussed; second, an overview of the related research works for contextual
anomaly detection will be presented. The literature review will include works specifically
related to contextual detection in Big Data, but also for contextual detection for standard sized
data.
2.1 Concept Introduction
This section will introduce concepts and terminology related to anomaly detection, MapRe-
duce, Big Data, and context. These concepts will first be defined, and then discussed in the
context of academia and implementation practice. Therefore, this section serves as a primer
for the concepts that will be explored further in the rest of the thesis.
2.1.1 Anomaly Detection and Metrics
Anomaly detection can be categorized by three attributes: input data, availability of data labels
(anomalous versus normal), and domain specific restraints [34]. To begin, Table 2.1 introduces
common terminology that is used to describe the first attribute: input data. One of the major
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considerations in using an anomaly detection algorithm is based on the type of features present
within the set of records, i.e. categorical, continuous, and binary. Further, another considera-
tion are the relationships existing within the data itself. Many applications assume that there
exist no relationships between the records; these are generally considered point anomaly sce-
narios. Other applications assume that relationships may exist; these are generally referreed
to as contextual anomalies. The types of anomalies that may occur are discussed further in
Table 2.2 [15].
Term Definition
Record A data instance; for example: sensor data including the reading,
location, and other information.
Feature The set of attributes to define the record; for example: the reading,
and location are each individual features.
Binary Feature The feature can be of a binary number of possible values.
Categorical Feature The feature can be of a categorical number of possible values; for
example: a direction feature may be categorical with the set of
values north, south, east and west.
Continuous Feature The feature can be of a continuous number of possible values; for
example: the sensor reading may be any floating point number [0,
100].
Univariate The record is composed of a single feature.
Multivariate The record is composed of several features.
Table 2.1: Anomaly Detection Definitions
Algoritms aimed at detecting anomalies can be categorized based on the types of data labels
known apriori. Namely, if the algorithm knows a set of records is anomalous, it is referred to
as a supervised learning algorithm. In contrary, if the algorithm has no notion of the labels of
data, anomalous or otherwise, the algorithm is referred to as a unsupervised learning algorithm.
Further, a third category titled semi-supervised learning algorithms, involves approaches that
assume the training data only has labelled instances for the normal datatype. This is a more
common approach to anomaly detection than supervised learning algorithms as it is norrmally
difficult to wholly identify all the abnormal classes [25]. However, the most common approach
to anomaly detection is unsupervised learning algorithms. The technique involved in these
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(a) Point Anomaly: Indicated by O1, O2, and
O3, these values fall outside the otherwise
dense regions of N1 and N2.
(b) Contextual Anomaly: Indicated by a dras-
tic drop just before June, this value is not in-
dicative of a normal value found during this
time.
(c) Collective Anomaly: Indicated by the hor-
izontal line midway through the graph. These
values are all anomalous when considered
contiguously against the normal pattern of the
rest of the data.
Figure 2.1: Types of Anomalies
types of algorithms relies on the assumption that anomalies are far less frequent than normal
records in the dataset. Further, an underlying assumption in most of these algorithms, regard-
less of category, is that they rely on the assumption that anomalies are dynamic in behavior.
That is, it is very difficult to determine all the labels of anomalies for the entire dataset, and the
future direction the dataset will take. Finally, most anomaly detection applications in practice
have the anomalous and normal labels defined through human effort. As a result, it is much
more common in practice to find datasets which are wholly unlabelled, or partially unlabelled,
requiring the use of an unsupervised or semi-supervised learning algorithm [44].
This chapter will also introduce concepts related to some metrics used in the contribution
and evaluation chapters: Chapter 3, and Chapter 4 respectively. The first concepts to introduce
are related to sensitivity and specificity [31]. These are metrics used within classification tests
to determine how well a classifier performs in classifying the correct versus incorrect errors.
The definitions are presented in Table 2.3. While the subsequent chapters will not explicitly use
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Term Definition
Point Anomalies A single record is considered to be abnormal with respect to the
other records in the dataset. Point anomalies are the most com-
mon application for anomaly detection, and research in anomaly
detection, as will be shown in Section 2.2. A web server identifies
a user as a victim of identity theft based on anomalous web page
visits. A pictorial example is shown in Figure 2.1a.
Contextual Anomalies A record is anomalous within a specific context. For example, a
sensor reading may only be considered anomalous when evalu-
ated in the context of temporal and spatial information. A reading
value of zero may be anomalous during normal working hours for
a business, but non-anomalous during off-work hours. Pictorally
this is shown in Figure 2.1b.
Collective Anomalies A single record is considered collectively anomalous when con-
sidered with respect to the entire dataset, an example is shown in
Figure 2.1c. Concretely, this means that the record may not be
considered as anomalous alone; however, when combined within
a collective of sequential records, it may be anomalous.
Table 2.2: Anomaly Detection Types Definitions
the definitions for specificity and sensitivity, they will make use of the terms that are used to
define these terms; namely, false positives, false negatives, true positives, and true negatives.
The term chart, Table 2.3, can also be explained more clearly through a figure, as shown in
Figure 2.2.
2.1.2 MapReduce
MapReduce is a programming paradigm for processing large datasets in distributed environ-
ments [17] [19]. In the MapReduce paradigm, the Map function performs filtering and sorting
operations, while the Reduce function carries out grouping and aggregation operations. The
classic Hello, World! example for MapReduce is shown in Listing 2.1. In the example, the
Map function splits the document into words, and produces a key-value pair for each word
in the document. The Reduce function is responsible for aggregating the output of the Map
functions. For each key, in this example word, the Reduce function evalutes the list of values,
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Term Definition
Sensitivity or recall rate The proportion of actual positives identified as positive.
Specificity or true negative rate The proportion of actual negatives identified as negative.
True Positive (TP) Positive examples identified as positive.
True Negative (TN) Negative examples identified as negative.
False Positive (FP) Negative examples identified as positive.
False Negative (FN) Positive examples identified as negative.
Table 2.3: Sensitivity and Specificity Definitions
Figure 2.2: Sensitivity and specificity matrix defining the relationships between a test outcome
and the expected condition.
in this example partialCounts. The Reduce function groups by word and sums the values
received in the partialCounts list to calculate the occurrence for each word.
The main contribution of MapReduce paradigm is the scalability as it allows for highly par-
allelized and distributed execution over large number of nodes. In the MapReduce paradigm,
the map or the reduce task is divided into a high number of jobs which are assigned to nodes
in the network. Reliability is achieved by reassigning failed nodes job to another node. A well
known open source MapReduce implementation is Hadoop which implements the MapReduce
programming paradigm on top of the Hadoop Distributed File System (HDFS) [11], which is
similar to the Google File System (GFS) [21]. A primary appeal of applying MapReduce for
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machine learning algorithms, anomaly detection as an example, is to aid in scaling the machine
learning algorithms to Big Data.
.
Listing 2.1: Code Snippet for a Simple Map and Reduce Operation
function map(name, doc) {
for(word : doc)
emit(word, 1);
}
function reduce(word, List partialCounts) {
sum = 0;
for(pc : partialCounts)
sum += pc;
emit(word, sum);
}
While there exists an appeal for MapReduce in scaling machine learning algorithms for
Big Data, there also exist many issues. Specifically, when considering the volume component
of Big Data, additional statistical and computational challenges are revealed [22]. Regardless
of the paradigm used to develop the algorithms, an important determinant of the success of
supervised machine learning techniques is the pre-processing of the data [35]. This step is
often critical in order to obtain reliable and meaningful results. Data cleaning, normalization,
feature extraction and selection are all essential in order to obtain an appropriate training set.
This poses a massive challenge in the light of Big Data as the preprocessing of massive amounts
of tuples is often not possible.
More specifically, in the domain of anomaly detection and predictive modelling, MapRe-
duce has a major constraint which limits its usefulness when predicting highly correlated data.
MapReduce works well in contexts where observations can be processed individually [38]. In
this case the data can be split up, calculated, and then aggregated together. However, if there are
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correlated observations that need to be processed together, MapReduce offers little benefit over
non-distributed architectures. This is because it will be quite common that the observations
that are correlated are found within disparate clusters, leading to large performance overheads
for data communication. Use cases such as this are commonly found in predicting stock market
fluctuations. To allow MapReduce to be used in these types of predictive modeling problems,
there are a few potential solutions based on solutions from predictive modeling on traditional
data sizes: data reduction, data aggregation, and sampling. Therefore, it is important to select
aspects of the machine learning algorithm or framework to implement MapReduce efficiently
and effectively.
2.1.3 Big Data
Big Data can be defined as massive and complex datasets composed of a variety of data struc-
tures, including structured, semi-structured, and unstructured data. Big Data was originally
defined by the Gartner group as the three V’s: volume, velocity, and variety [46]. In recent
years, additional ”V’s” have been added to include: veracity, value, and visualization to cope
with the evolving requirements of organizational benefits for addressing and understanding
Big Data. Currently, businesses are acutely aware that huge volumes of data, which continue
to grow, can be used to generate new valuable business opportunities through Big Data pro-
cessing and analysis [43]. Figure 2.3 illustrates the evolution of the three standard V’s of Big
Data.
Velocity refers to processing Big Data with speeds of real-time or near real-time. Velocity
is also related to the rate of changes within the data; that is, data may be processed in bursts
of entries, rather than at constant rates. This is important in many anomaly detection domains
where the anomalies cause a reactionary effect. For example, in systems with complex event
processing, the anomaly detection component can fire events for the complex event processor
to react to. The reaction may be optimizing a cloud network that the complex event processor
is responsible for, or the reaction may be modifying parameters in a building network to save
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Figure 2.3: Classic 3 V’s of Big Data: Velocity, Volume, and Variety.
energy [23].
Volume refers to the growing amount of data stored, from megabytes to pentabytes and be-
yond. The volume of data is important in the sensoring domain as normal operating parameters
for sensor applications are thousands of sensors per location, each streaming sensor readings
every minute. Within a company’s storage system there may also exist hundreds or thousands
of clients with several locations. This culminates in a huge volume of data being stored.
Variety refers to the component of Big Data that includes the requirement to store disparate
datatypes such as: tables, other databases, photos, web data, audio, video, unstructured data,
social media, and primitive datatypes such as integers, floats, and characters. Within the sen-
soring domain this is also important as sensors exist for a variety of sources, such as lighting,
heating and ventillation, greenhouse gas emissions, hydro, and waste control. Further, sensor-
ing companies also store audio, images, video, and demographic information related to their
clients. Additionally, sensor networks may evolve overtime, resulting in a fluid data schema
for the data storage system.
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2.2 Anomaly Detection Techniques
In this section, various anomaly detection techniques will be presented that are generally used
for detecting anomalies in streaming sensor networks. In particular, this section will describe
the pros and cons of each approach in general. Further, this section will serve as a basis for
why the algorithm for the contribution is selected in Chapter 3. There are some challenges
for anomaly detection in sensor networks, namely, the prescence of noise in the data makes
anomaly detection more challenging, and data is collected from distributed, disparate, sources.
As a result, the approaches that will be discussed are:
• Bayesian Networks.
• Parametric Statistical Modelling.
• Nearest Neighbour-based Techniques.
• Rule-based Techniques.
2.2.1 Bayesian Networks
Bayesian networks are commonly used in multi-class anomaly detection scenarios. Bayesian
networks are a classification-based approach whereby the network estimates the probability of
observing a class label given a test record. The class label with the highest probability is cho-
sen as the predicted class label for the test record. An example of a Bayesian network is shown
in Figure 2.4. There are a few advantages to the classification-based Bayesian network ap-
proach. First, multi-class Bayesian networks use a powerful algorithm to distinguish between
instances belonging to different classes. Second, the testing phase is fast. This is important in
anomaly detection for sensor networks as real-time evaluation for all the sensor readings must
be processed. Without a real-time testing phase, this is impossible.
Bayesian networks also have some disadvantages for anomaly detection that eliminate them
from contextual-based approaches. First, multi-class classification, that is, where there are
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Figure 2.4: Bayesian Network Examples. The subcaptions indicate the formula to calculate
the overall probability for each network.
multiple anomaly class labels or multiple normal class labels, rely on the readily available class
labels for all the normal classes. As was previously discussed, this is generally not possible for
practical purposes. Human intervention is normally required to label training records, which
is not always available. Second, Bayesian approaches assign discrete labels to the test record.
This is not disadvantageous for sensor networks as meaningful anomaly score is not always
required. However, when evaluating the effectiveness of the anomaly detection approach, it is
useful to discriminate between anomaly scores. This is more evident in Big Data contexts as a
continuous anomaly score can aid in reducing the overall number of anomalies needing to be
evaluted.
2.2.2 Nearest Neighbour-based Techniques
Nearest neighbour-based techniques rely on a single underlying assumption: normal data
records occur in dense neighbourhoods, while anomalies occur far from their closest neigh-
bours. The major consideration for nearest neighbour-based approaches is that a distance, or
similarity, metric must be defined for comparing two data records. For some datasets this is
simple; for example, continuous features can be evaluated with Euclidean distance. For cate-
gorical attributes, pairwise comparison of the feature can be used. For multiple features, each
feature is compared individually and then aggregated. One of the main advantages of such an
approach is that they are unsupervised. It was previously mentioned that a major considera-
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tion for anomaly detection in Big sensor Data is that it is difficult to label the training data.
For nearest neighbour-based techniques this is not necessary. Using nearest neighbour-based
techniques is normally straightforward and only requires the definition of a similarity metric.
The definition of the similarity metric is one of the major drawbacks for nearest neighbour-
based approaches. In many cases, including the Big sensor Data scenario, it is very difficult
to determine a suitable similarity metric for the aggregation and variety of unstructured, semi-
structured, and structured data. The performance of nearest neighbour-based approaches relies
heavily on the similarity metric, and thus when it is difficult to determine the distance measure,
the technique performs poorly. Further, as in all unsupervised techniques, if there is not enough
similar normal data, then the nearest neighbour-based technique will miss anomalies. The
biggest problem with nearest neighbour-based approaches is the computational complexity in
evaluating the similarity metric for test records. Namely, the simliarity metric needs to be
computed for the test record to all instances belonging to the training data to compute the
nearest neighbours. This also needs to be done for every test data, an extremely difficult task
for real-time evaluation of thousands of streaming sensor readings.
2.2.3 Statistical Modelling
Statistical modelling approaches rely on the assumption that normal records occur in high
probability regions of a stochastic model, while anomalies occur in the low probability region.
These techniques fit a statistical model to the given training dataset and then apply a statisti-
cal inference model to determine if the test record belongs to the model with high probability.
There are two types of statistical modelling techniques: parametric and non-parametric models.
Parametric techniques assume that normal data is generated by a parametric distribution, such
an example is the Gaussian model and the Regression model. Non-parametric techniques make
few assumptions about the underlying distribution of the data and include techniques such as
histogram-based, and kernel-based approaches. There are several advantages to the statisti-
cal modelling technique to anomaly detection that make it work for Big sensor Data cases.
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First, if assumptions hold true then the approach provides a statistically justified solution to the
problem. Second, the anomaly score output by the statistical model can be associated with a
confidence interval which can be manipulated by the algorithm. This provides additional in-
formation for the algorithm to use to improve the efficiency and performance of the algorithm.
Finally, the Big sensor Data context normally follows a normal, or Gaussian, distribution.
However, there are several disadvantages to the statistical modelling approach. First, if the
underlying assumption of the data being distributed from a particular distribution fails then the
statistical technique will fail. Second, selecting the test hypothesis is not a straightforward task
as there exists several types of test statistics. While these disadvantages certainly effect the
Big sensor Data scenario, there are ways to overcome the disadvantages while retaining the
aforementioned advantages. For example, evaluating the algorithm with respect to a variety of
test statistics can be done apriori. Comparing the results of this step will allow the algorithm
to selec the most appropriate test statistic for the given use case.
2.2.4 Rule-based Techniques
Rule-based techniques are quite similar in their disadvantages and advantages to the Bayesian
network technique. Rule-based techniques focus on learning rules that capture the normal im-
plementation of the system. When testing a new value, if there does not exist a rule to encom-
pass the new value, it is considered anomalous. Rules can have associated confidence intervals
which normalizes the proportion between the number of training cases evaluated correctly by
the rule to the total number of training cases covered by the rule. The most obvious benefit
of taking a rule-based approach is that the rules represent real-world reasonings behind why a
value is anomalous. This is in stark constrast to some of the other approaches, such as statis-
tical modelling, which provide parameters that mean little to a human observer. Further, like
Bayesian networks, a rule-based approach shines since it only needs to compare itself with the
existing rules, resulting in a fast testing time. This is especially true for rule-based approaches
such as decision trees where optimization in traversing the tree can additionally be made. An
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example of a decision-tree approach is shown in Figure 2.5.
However, like Bayesian networks, there exist some major disadvantages to the rule-based
approach. First, rule-based approaches rely heavily on apriori knowledge of training records
that are anomalous versus normal. In slight contrast to Bayesian networks, rule-based networks
especially need a detailed set of training records which are considered as normal to ensure a
sufficient set of rules are determined. Second, while it was previously mentioned that rule-
based approaches are fast to test, this may not always be the case when there exists a large,
complex, set of rules. Determining the number and complexity of the rules in a rule-based sys-
tem is an important consideration. Too complex and the system performs with less efficiency;
not enough complexity and the system provides a large number of false positives and false
negatives.
Figure 2.5: Decision-tree Rule-based Classification
2.2.5 Contextual Anomalies
Contextual anomalies are considered in applications where the dataset has a combination of
contextual attributes and behaviour attributes. These terms are sometimes referred to as envi-
ronmental and indicator attributes, as introduced by Song et al [48]. There are generally four
common ways in which we define contextual attributes, these are defined in Table 2.4.
Contextual anomaly applications are normally handled in one of two ways. First, the con-
text anomaly problem is transformed into a point anomaly problem. That is, the application
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Term Definition
Spatial The records in the dataset include features which identify loca-
tional information for the record. For example, a sensor reading
may have spatial attributes for the city, province, and country the
sensor is located in; it could also include finer-grained informa-
tion about the sensors location within a building, such as floor,
room, and building number.
Graphs The records are related to other records as per some graph struc-
ture. The graph structure then defines a spatial neighbourhood
whereby these relationships can be considered as contextual indi-
cators.
Sequential The records can be considered as a sequence within one another.
That is, there is meaning in defining a set of records that are posi-
tioned one after another. For example, this is extremely prevalent
in time-series data whereby the records are timestamped and can
thus be positioned relative to each other based on time readings.
Profile The records can be clustered within profiles that may not have
explicit temporal or spatial contextualities. This is common in
anomaly detection systems where a company defines profiles for
their users; should a new record violate the existing user profile,
that record is declared anomalous.
Table 2.4: Definitions for Types of Contextual Attributes
attempts to apply separate point anomaly detection techniques to the same dataset, within dif-
ferent contexts. This requires a pre-processing step to determine what the contexts actually are,
what the groupings of anomalies within the contexts are, and classifying new records as falling
within one of these contexts. In the first approach, it is necessary to define the contexts of
normal and anomalous records apriori, which is not always possible within many applications.
This is true for the Big sensor Data use case, where it is difficult to define the entire set of
known anomalous records.
The second approach to handling contextual anomaly applications is to utilize the existing
structure within the records to detect anomalies using all the data concurrently. This is espe-
cially useful when the context of the data cannot be broken into discrete categories, or when
new records cannot easily be placed within one of the given contexts. The second approach
generally requires a higher computational complexity than the first approach as the underlying
2.3. Anomaly Detection for Big Data 23
algebra in calculating a contextual anomaly is computationally expensive. The most common
approach to handling contextual anomalies is to reduce the problem into a point anomaly prob-
lem.
2.2.6 Parallel Machine Learning
When discussing anomaly detection algorithms in the context of Big Data it is important to
note programming paradigms that have been developed to handle Big Data efficiently. Srinivas
et al. [2] and Srirama et al. [49] both illustrate the importance and use of MapReduce as a pro-
gramming paradigm for efficient, parallel, processing of Big Data. Efficient processing of Big
Data is important because real-time predictive models are already well-established for smaller
datasets. Therefore, future predictive models should conserve the ability to build real-time pre-
dictors when moving to larger volumes of data. Programming paradigms to achieve this have
been seen in some popular software products such as Mahout [5], HaLoop [12], Spark [6], and
Pregel [40]. These products attempt to scale machine learning algorithms (including predictive
modeling techniques) to multi-machine architectures. However, there is still a research gap
in addressing novel algorithms that are optimized specifically for predictive modeling in Big
Data.
2.3 Anomaly Detection for Big Data
Anomaly detection algorithms in academia can be broadly categorized as point anomaly de-
tection algorithms and context-aware anomaly detection algorithms[15]. Contextual anomalies
are found in datasets which include both contextual attributes and behavioral attributes. For
example, environmental sensors generally include the sensor reading itself, as well as spatial
and temporal information for the sensor reading. Many previous anomaly detection algorithms
in the sensoring domain focus on using the sequential information of the reading to predict
a possible value and then comparing this value to the actual reading. Hill and Minsker[29]
24 Chapter 2. Background and Literature Review
propose a data-driven modelling approach to identify point anomalies in such a way. In their
work they propose several one-step ahead predictors; i.e. based on a sliding window of pre-
vious data, predict the new output and compare it to the actual output. Hill and Minsker [29]
note that their work does not easily integrate several sensor streams to help detect anomalies.
This is in contrast to the work outlined in this thesis where the proposed technique includes a
contextual detection step that includes historical information for several streams of data, and
their context.
In an earlier work, Hill et al. [30] proposed an approach to use several streams of data
by employing a real-time Bayesian anomaly detector. The Bayesian detector algorithm can
be used for single sensor streams, or multiple sensor streams. However, their approach relies
strictly on the sequential sensor data without including context. Focusing an algorithm purely
on detection point anomalies in the sensoring domain has some drawbacks. First, it is likely
to miss important relationships between similar sensors within the network as point anomaly
detectors work on the global view of the data. Second, it is likely to generate a false positive
anomaly when context such as the time of day, time of year, or type of location is missing.
For example, hydro sensor readings in the winter may fluctuate outside the acceptable anomaly
identification range, but this could be due to varying external temperatures influencing how a
building manages their heating and ventilation.
2.3.1 Predictive Modelling in Big Data
The prevalence and pervasiveness of Big Data offers a promise of building more intelligent de-
cision making systems. This is because a consensus rule-of-thumb for many decision making
algorithms is that more data can better teach the algorithms to produce more accurate outputs.
One of the underlying concepts in these decision making algorithms is predictive modeling, or
predictive analysis. That is, given a set of known inputs and outputs, can we predict an un-
known output with some probability. Being able to construct an accurate prediction model is
important in many disparate domains such as credit card fraud detection, user recommendation
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systems, malicious URL identification, and many others. A common link between all these do-
mains is their existing, and growing, amount of data. For example, companies such as Yahoo
and Netflix collect a large variety of information on their clients to better recommend news or
movies they predict the client will enjoy. The banking and credit industry collect demographic
information as well as spending history to build reliable predictive models to determine loan
valuations and fraudulent buying habits. Additionally, environmental companies collect en-
ergy usage data from sensors to define cost models, predict anomalous behaviour, and provide
insight into reducing their client’s carbon footprint.
One of the more controversial topics surrounding predictive modeling and Big Data is
whether more data is really better for producing an accurate predictive model. Junque de
Fortuny et al. [32] have recently produced some work regarding the usefulness of Big Data
in the domain of sparsely filled datasets to construct accurate predictive models. The main
contribution of their work is empirical proof that more data is indeed better when dealing with
datasets such as Yahoo’s movie database. Even more interesting, they show that collecting
more fine-grained pieces of data provides a significant increase in the predictive model ac-
curacy. An example they use is an online marketing company collecting web page visitation
hits. The authors posit that by gathering even finer-grained information about client page visits,
such as time spent on a page, will provide a better predictive model. Further, they propose that
multiple companies, such as several small banks, should pool their data resources together to
make more information available to the predictive model.
In contrast to the work of Junque de Fortuny et al. are interviews and presentations at the
Predictive Analytics World Conference that warn against some of the promises of Big Data
and their use in predictive modeling [13]. Specifically, Michael Berry, the analytics director
at TripAdvisor, notes that predictive models succeed primarily because of the features chosen
for building the model, not the amount of data delivered to generate the model. Further, Berry
suggests that finding patterns in datasets generally occurs rather quickly, so an increase in the
amount of data is only an increase in the time it takes for the predictive model to converge, not
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in the patterns that are found. Other professionals at the conference, such as Eric Feinberg, se-
nior director of mobile, media and entertainment at ForeSee, offer that the benefits of Big Data
predictive modeling vary depending on the industry in question. For example, determining
outliers or anomalies in data is easier, and in some cases only possible, when there is ”enough”
data. Otherwise, the anomalies may just been seen as noise and ignored. The latter scenario is
useful in recommendation systems as the noise can normally be safely ignored. However, in
an industry such as fraud detection, the anomalies are the target of the predictive model, and
so Big Data is appropriate and necessary to build an accurate model. The ambiguity amongst
researchers as to the benefits of Big Data in predictive modeling leads to questions of its us-
ability and usefulness. One open research area is to conduct a formal analysis on the benefits
that predictive modeling can achieve with Big Data; or at least, to identify the industries that
can benefit from Big Data generated predictive models.
The concept of noise has also provided a paradigm shift in the types of machine learning
algorithm used for predictive modeling in Big Data. Dalessandro [18] illustrate the usefulness
of accepting noise as a given, and then using more efficient, but less accurate, learning models.
Dalessando shows that using algorithms such as stochastic gradient descent, a less complex
optimization technique that provides a higher optimization error, with a large amount of data
actually provides better estimation and approximation error, at a much faster rate than the
more computationally complex algorithms. Concretely, this means that the algorithm defines
a model which performs better in estimating a new output, even though it may underperform
compared to other algorithms during the optimization calculation step. Without Big Data, infe-
rior algorithms such as stochastic gradient descent will not only perform worse in optimization
error but also in prediction and approximation error. However, when used with a large amount
of data that can train the algorithm over millions of iterations, a faster, and more (or equally)
accurate predictive model will be constructed [52]. This shift from more complex to less com-
plex optimization techniques leads to an open problem in predictive modeling: how do we
build a scalable predictive model using dated optimization models, but with new programming
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paradigms such as MapReduce? Due to this, there is also room for novel predictive modeling
algorithms that can exploit this knowledge to achieve better efficiency and accuracy.
The work presented in this thesis is applied to a case study for streaming sensor data.
There are numerous other applications involving Big Data and predictive modelling. Ayhan et
al. [8] present work involving predictive modelling, in general, for Big Data found in aviation.
Their work illustrates an entire predictive modelling system for query processing and analytics
for streams of aviation Big Data in real-time, or as some results show, near real-time. The
work presented by Ayhan et al. involves performing data warehousing-type analytics over
the data. That is, using techniques such as ”slice-and-dice” where dimensions for the data
are pre-selected, and these dimensions can be selected together to provide subsets of useful
information. Their work is specifically tailored to the underlying data structure of the aviation
data their research is applied to and is thus difficult to expand to other domains.
2.3.2 Real-time Analytics in Big Data
Interactive analytics can be defined as a set of approaches to allow data scientists to explore
data in an iterative way, supporting exploration at the rate of human thought [28]. Interactive
analytics on Big Data provides some exciting research areas and unique problems. Most no-
tably, and similar to other data analytic approaches, is the question how can we build scalable
systems that query and visualize data at interactive rates? The important difference to other data
analytic paradigms is the notion of interactive rates. By definition, interactive analysis requires
the user to continually tweak or modify their approach to generate interesting analytics.
A large category of interactive analytics is data visualization. There are two primary prob-
lems associated with Big Data visualization. First, many instances of Big Data involve datasets
with large amount of features, wide datasets, and building a highly multi-dimensional visual-
ization is a difficult task. Second, as data grows larger vertically, tall datasets, uninformative
visualizations are generally produced. For these tall datasets, the resolution of the data must
be limited, i.e. through a process such as binning, to ensure that highly dense data can still be
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deciphered [28]. The generic solution to this problem is that the scalability of data visualiza-
tion should be limited by data resolution, not the number of rows. For highly wide datasets, a
preprocessing step to reduce the dimensionality is needed. Unfortunately this tends to be use-
ful on tens to hundreds of dimensions, for even higher dimensions a mixed-initiative method
to determine subsets of related dimensions is required [28]. This approach generally requires
human input to determine an initial subset of ”interesting” features, which is also a difficult
task and open research area.
One approach to addressing issues associated with Big Data interactive analysis is through
iterative processing. Applications such as Stat! [9] deploy an interactive analytics workbench
to iteratively refine and test queries in short latencies. Applications such as Stat! rely on the
idea that the user can receive partial information and then act, or refine, their query appro-
priately, known as progressive analytics [16]. Concretely, progressive analytics give quicker,
less accurate, feedback on fewer resources, that progressively become more refined. A major
research area for progressive analytics is in the sampling algorithm. As many Big Data case
studies involve sparse datasets, it is normally difficult to sample an appropriate subset of the
data.
A common component in machine learning approaches to Big Data is parallelism. Pro-
gramming paradigms such as MapReduce have been discussed as one such parallelism model
for interactive analytics [10]. Another approach specifically for interactive analysis is Google’s
Dremel system [41], which acts in complement to MapReduce. Dremel builds on a novel
columnar storage format, as well as algorithms that construct the columns and reassemble the
original data. Some highlights of the Dremel system are:
• Real-time interactivity for scan-based queries.
• Near linear scalability in the number of clusters.
• Early termination, similar to progressive analytics, to provide speed tradeoffs for accu-
racy.
2.3. Anomaly Detection for Big Data 29
Other interactive analytics research has been based on the columnar data storage approach [1] [24].
The main benefit of column-based approaches versus row-based, traditional, approaches is that
only a fraction of the data needs to be accessed when processing typical queries [24].
2.3.3 Computational Complexity
Other work has been done in computationally more expensive algorithms, such as support
vector machines (SVMs) and neural networks. In general, these algorithms require a large
amount of training time, and little testing time. In most cases this is acceptable as models can
be trained in an oﬄine manner, and then evaluated in real-time. One disadvantage to using these
classification-based algorithms is that many require accurate labels for normal classes within
the training data [45]. This is difficult in scenarios such as environmental sensor networks
where there is little to no labelling for each sensor value. Shilton et al.[47] propose an SVM
approach to multiclass classification and anomaly detection in wireless sensor networks. Their
work requires data to have known classes to be classified into, and then those data points which
cannot be classified are considered anomalous. This is a drawback to their approach as it is
generally difficult to entirely label values as anomalous apriori. One issue that the authors
present is the difficulty in setting one of the algorithm’s parameters. In particular, changing
the value has a direct impact on the rate in which the algorithm produces false negatives, or in
which the algorithm detects true positives. Parameter selection is a common problem amongst
many machine learning algorithms; it is not specific to predictive modelling.
To reduce the effect of the computational complexity of these algorithms, Lee et al.[37]
have proposed work to detect anomalies by leveraging Hadoop. Hadoop is an open-source
software framework that supports applications to run on distributed machines [4]. Their work
is preliminary in nature and mostly addresses concerns and discussion related to anomaly de-
tection in Big Data. Another online anomaly detection algorithm has been proposed by Xie
et al[51]. Their work uses a histogram-based approach to detect anomalies within hierarchi-
cal wireless sensor networks. A drawback to their approach is their lack of consideration for
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multivariate data. That is, their work focuses strictly on developing histograms for the data
content but not the context of the data. The authors address this as future work, indicating that
inclusion of contextual data would improve the generality and detection performance of their
algorithm.
2.4 Contextual Anomaly Detection
Little work has been performed in providing context-aware anomaly detection algorithms. Sri-
vastava and Srivastava [50], proposed an approach to bias anomaly detectors using functional
and contextual constraints. Their work provides meaningful anomalies in the same way as a
post-processing algorithm would, however, their approach requires an expensive dimensional-
ity reduction step to flatten the semantically relevant data with the content data. With all the
added complexity of their approach, it is difficult to apply their work in a real-time applica-
tion. However, concepts that are applied are somewhat similar to the work presented in this
thesis. That is, combining a computationally expensive step to provide detailed insight into the
detected anomalies with a computationally less expensive step to detect the initial anomalies.
2.4.1 Post-Processing Detection
Mahapatra et al.[39] propose a contextual anomaly detection framework for use in text data.
Their work focuses on exploiting the semantic nature and relationships of words, with case
studies specifically addressing tags and topic keywords. They had some promising results,
including a reduction in the number of false positives identified without using contextual infor-
mation. Their approach was able to use well-defined semantic similarity algorithms specifically
for identifying relationships between words. Mahapatra et al.’s [39] work is in contrast to the
work proposed in this thesis as we are concerned with contextual information such as spatio-
temporal relationships between sensors. Similar to the work proposed in this thesis is their
use of contextual detection as a post-processing step. This allows the algorithm to be com-
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pared and optimized at two distinct steps: point anomaly detection, and contextual anomaly
detection. This is perhaps the major other work that presents a hierarchical approach to con-
textual anomaly detection. However, they present their work in this way to exploit the use of
well-defined semantic libraries that exist independently. The research presented in this thesis
aims at delivering a hierarchical approach to streamline the real-time processing for contex-
tual anomaly detection, allowing extension and use of the proposed framework for Big Data
applications.
Miller et al.[42] discuss anomaly detection in the domain of attributed graphs. Their work
allows for contextual data to be included within a graph structure. One interesting result is that
considering additional metadata forced the algorithm to explore parts of the graph that were
previously less emphasized. A drawback of Miller et al.’s[42] work is that their full algorithm
is difficult for use in real-time analytics. To compensate, they provide an estimation of their
algorithm for use in real-time analytics, however the estimation is not explored in detail and
so it is difficult to determine its usefulness in the real-time detection domain. In contrast to
the work proposed in this thesis, as the thesis will show a simulation of real-world datasets
being processed by the algorithm in real-time using the content anomaly detector. Another
dissimilarity is that Miller et al.’s approach requires the data to reside in some graph structure.
This is generally not the case, especially in a dynamic environment such as a streaming sensor
network. This constraint focuses their work on a small subset of applications where as the
work presented in this thesis can be applied to any Big Data application where context and
content coexist within the application’s schema; that is, through spatial, temporal, or other
meta-informational features.
2.4.2 Hierarchical-based Approaches
The work presented in this thesis relies of deploying a modular, hierarchical, framework to
ensure the algorithm can cope with the velocity and volume of Big Data. Other work by Kit-
tler et al. [33] present a system architecture to detect anomalies in the machine perception
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domain. In particular, they propose a set of definitions and taxonomies to clearly define the
roles and boundaries within their anomaly detection architecture. Their work is underlined
with a Bayesian probabilistic predictor which is enhanced by concepts such as outlier, noise,
distribution drift, novelty detection and rare events. These concepts are used to extend their ap-
plication to other domains that consider similar concepts. This approach is in distinct contrast
to the work proposed by this thesis. Concretely, Kittler et al. [33] present context as more anal-
gous to semantics in that the additional information they add is similar to domain ontologies
rather than contextual information inherently associated within the data.
A different approach for contextual detection is that work of AlEroud et al. [3], who apply
contextual anomaly detection to uncover zero-day cyber attacks. Their work involves two
distinct steps, similar to the modules described in this thesis: contextual misuse module, and
an anomaly detection technique. There are other minor modules, such as data pre-processing,
and profile sampling. The first major component, contextual misuse, utilizes a conditional
entropy-based technique to identify those records that are relevant to specific, useful, contexts.
The second component, anomaly detection, uses a 1-nearest neighbour approach to identify
anomalies based on some distance measure. This component is evaluated over the records
individually to determine whether connections between records indicate anomalous values.
The work presented by AlEroud et al. [3] is similar to the work presented in this thesis in
that the detection is composed of two distinct modules. However, the content component of
their work involves calculating difficult distance measures that are not always easily definable.
For example, when faced with many features that each have different data types or domains,
it is difficult to calculate suitable distance metrics as finding a common method to aggregate
the features is also difficult. Another drawback is that each module is normally evaluated for
all new incoming values. While the authors do say that the first component aims to reduce
the dimensionality required for the second component, they go on to mention that both the
contextual component and anomaly detection component are calculated individually to evaluate
the anomaly detection prowess of the approach.
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2.5 Summary
In this chapter an introduction to the concepts and techniques involved in anomaly detection
for Big sensor Data was presented. Specifically, a discussion on the terminology and back-
ground related to anomaly detection, Big Data, and MapReduce, a common framework for
implementing machine learning algorithms for Big Data, was presented. An overview of the
different common techniques to perform anomaly detection in practice was provided, specif-
ically in the context of Big sensor Data. Finally, a presentation of the academic works in the
domain of anomaly detection, and contextual anomaly detection, in Big sensor Data was pro-
vided. The findings of the academic works were shown in addition to the research gaps that
remain among the existing research. The research gaps that were discussed will be addressed
in the contribution of this work, provided in Chapter 3.
Chapter 3
Contextual Anomaly Detection
Framework
3.1 Contextual Detection for Big Sensor Data
The proposed contextual detection framework for use in Big Sensor Data is based on using a
hierarchical approach to determine the anomalies that exist based on content alone, and then
to determine anomalies that exist based on their contextual meta-information. Therefore, this
chapter will outline how the content anomaly detector determines sensor readings which are
anomalous and how the contextual anomaly detector determines anomalous readings. Further,
this chapter will describe the MapReduce approach to building the clustering parameters which
determine the Sensor Profiles (SPs) used in the contextual detector. Finally, how these separate
detectors interact will be presented.
3.1.1 Hierarchical Approach
One of the major considerations for the contextual anomaly detection framework is scalability
for Big Data. To accomplish this, the framework uses a hierarchical approach in applying
a computationally inexpensive algorithm over every new data point, and a computationally
34
3.1. Contextual Detection for Big Sensor Data 35
expensive algorithm over specific data points labelled as anomalous by the first algorithm. This
dual relationship is outlined in Figure 3.1. In particular, this approach overcomes many of the
drawbacks for traditional approaches in Big Data; namely, scaling computationally expensive
linear algebra, and maintaining prediction accuracy with low prediction error. This approach
holds for the framework proposed in this thesis; further, this thought paradigm can be applied to
many other case studies, allowing new algorithms to exist efficiently in Big Data applications.
Figure 3.1: Contextual Anomaly Detection Framework Hierarchy
3.1.2 Contextual Detection Overview
An overview of the contextual detection framework, henceforth referred to as CADF, is shown
in Figure 3.2. The framework is broken into several components, denoted by boxes: sensors,
content detection, context detection, and build clusters. The components are connected
by unidirectional and bidirectional arrows, indicating the direction of component-component
communication within the framework. For example, the sensors are unidirectional and feed
information directly to the first hierarchy, the content detection. However, the relationship link
between the context detection and build clusters component is bidirectional. The bidirectional
relationship is because the build clusters component learns the SP groupings, but also contin-
ually relearns and updates the SP groupings when an anomaly is detected. More discussion
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on each of these components will occur in the coming subsections. A final important note re-
garding the CADF overview is that the sensors are not only connected to the content detection
component, but also to a centralized database. This database is used by the build clusters
component to train the clustering algorithm for determining the SPs, oﬄine. The database is
also used to train parameters used by both the content detector and context detector.
Figure 3.2: Contextual Anomaly Detection Framework
Algorithm 1 provides a description of the CADF with respect to function calls and is used
to further define the workflow of the CADF. The functions defined in Algorithm 1 map to
those components in Figure 3.2. In particular, UnivariateGaussianPredictor corresponds
to the content detection component; GetSensorProfile corresponds to the build clusters
component; and MultivariateGaussianPredictor corresponds to the context detection
component. Further, the two incarnations of the IsAnomalous function compare the predicted
value within a margin of error to determine if the current reading is anomalous. Section 3.2 and
Section 3.3 will go into further detail for the content detector and context detector respectively.
The CADF is based on two important principles. First, the components within the CADF
are functionally independent from one another. Second, the components witin the CADF in-
crease in computational complexity while dealing with a decreasing amount of data. These
two principles allow for the framework to easily expand for future work in anomaly detection,
providing easy integration for new detection algorithms. The principles also provide scalability
for use in the context of Big Data. Concretely, the separation of concerns between the context
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Algorithm 1: Contextual Anomaly Detection
input : S ensorValue, S lidingWindow, S ensorHistory
output: Anomaly
content← UnivariateGaussianPredictor(S ensorValue, S lidingWindow,
S ensorHistory)
if IsAnomalous (content) ‖ IsRandomContextCheck (content) then
profile← GetSensorProfile (S ensorValue); context←
MultivariateGaussianPredictor (S ensorValue, pro f ile);
if IsAnomalous (context) then
return Anomaly=true;
end
else
return Anomaly=false;
end
end
else
return Anomaly=false;
end
and content detectors reduces the number of computations the more computationally expensive
context detector needs to perform. The relationship between the context and content detectors
is analagous to catching fish in a large lake, or ocean. The content detector uses a wide net that
may capture the target fish, and also a large amount of fish that may be similar, but not match-
ing the target. The context detector uses a much smaller, more accurate, net to sift through the
smaller pool of fish to determine the correct targets.
3.2 Content Anomaly Detection
The component which faces the raw data, i.e. sensors or some other real-time data stream,
is the content detector. As previously mentioned in Section 3.1.2, the content detector is re-
sponsible for detecting anomalies in real-time to pass to the context detector. As a result, the
content detector is computationally inexpensive, as it may need to be evaluated on hundreds, or
thousands, or tens of thousands, of values every second, or minute. Due to this constraint, and
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knowing that any values detected as anomalous are still evaluted using the context detector,
the content detector is much more inaccurate. This was also mentioned in Section 3.1.2 and
outlined in the fish-catching analogy. To reiterate, the content detector sacrifices accuracy for
efficiency, because any inaccuracies will be remediated by the contextual detector.
There are several potential underlying techniques for designing the content detector in a
streaming sensor context: Bayesian networks, rule-based systems, parametric statistics, and
nearest-neighbour. Section 2 describes these techniques in detail, and also describes why the
Univariate Gaussian Predictor is selected. To summarize, the univariate Gaussian predictor
allows for the definition of a confidence interval. The CADF can make use of this confidence
interval to trade-off accuracy for more efficient computation. Univariate Gaussian approaches
also allow for unsupervised learning, which is important when dealing with a sensor network
that may have anomalies which cannot be easily pre-defined. The major disadvantage for uni-
variate Gaussian models is their reliance on the data model being generated from a Gaussian
distribution. This generally holds true for streaming sensor networks, as the distribution as-
sumption normally fails under highly dimensional data. However, we are only interested in a
single dimension: the sensor value itself.
3.2.1 Univariate Gaussian Predictor
The Univariate Gaussian Predictor relies on learning two parameters during the training of the
algorithm: µ and σ. Equation 3.1 and Equation 3.2 show how these two parameters are learned,
where m is the number of training examples, and x(i) is the sensor reading for a training value,
i. From Algorithm 1, the IsAnomalous function determines whether the predicted value from
the univariate Gaussian predictor, p(x), is less than some threshold, , where  is set during im-
plementation. Tweaking  determines the confidence interval for how close the predicted value
needs to be, compared to the Gaussian model. Increasing  allows for more anomalies to be de-
tected, essentially widening the net used in the running analogy for this chapter. Equation 3.3
defines the equation which will be evaluated in real-time for each new sensor reading. Ini-
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tially, this equation begins as a sequence of products for each dimension of the data. However,
the content detector is only considering the sensor value itself, and so only needs to calculate
the product sequence once. Thus, the content detector needs to calculate a single exponential
for each incoming sensor reading. As the number of concurrent sensors increases, so does
the computational complexity of the content detector. However, comparatively this increase is
small against the computational complexity of the context detector.
µ =
1
m
m∑
i=1
x(i) (3.1)
σ2 =
1
m
m∑
i=1
(x(i) − µ)2 (3.2)
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n∏
j=1
1√
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(3.3)
3.2.2 Random Positive Detection
A component that was not previously discussed from Figure 3.2 is the random positive detec-
tion aspect of the content detector; this is shown as IsRandomContextCheck in Algorithm 1.
In Figure 3.2, this is shown by a unidirectional arrow from the content detector component
to the context detector component. One possible scenario is that the content detector may
not be able to detect a sensor which is acting normal within its own sensor context; however,
when evaluated with respect to other contextually similar sensors, the value is anomalous. This
scenario can occur when a sensor is providing readings within the bounds of its maximum
and minimum values, however, it may be producing these values during an off-work day (i.e.
Saturday in a building with working hours of 8:00-19:00 Monday-Friday). This contextual
information is not present for the content detector as it is only concerned with the reading;
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however, the contextual detector will flag this as an anomaly. Therefore, there should be some
mechanism to randomly send values which pass content anomaly detection to the contextual
detector. Concretely, the random positive detection mechanism is used to reduce the number
of false negatives produced by the CADF. From Section 2, a false negative is a test result
that is incorrect because the test failed to recognize a correct finding. In the CADF, the ran-
dom positive detection mechanism is an independent probability calculated for every real-time
sensor reading. The probability, z is determined during implementation and can be modified
depending on the case study.
3.2.3 Complexity Discussion
The major property of the content detector is its computationally efficiency. The algorithm can
be inaccurate in its detection of false positives, as long as it is detecting the majority, or all,
of the true positives. From Section 2, this means we want the algorithm to recognize correct
findings as correct, even if we also detect incorrect results as correct. However, the algorithm
cannot take a lot of wall clock time to do this because the content detector may be evaluated
hundreds, to tens of thousands of times per second. If the detector even requires hundreds
of milliseconds to perform the evaluation, then it cannot be used in the Big Data context.
As mentioned in Section 3.2.1, and shown in Equation 3.3, the content detector requires a
few multiplications, divisions, squares, and one exponential. Concretely, this means that the
computational complexity of the algorithm is O
(
n
1
2 M(n)
)
where n is the number of precision
required by the case study and M(n) is the complexity of the multiplication algorithm. This
assumes the algorithm uses repeated argument reduction and direct summation for evaluating
the Taylor series.
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3.3 Context Anomaly Detection
The context anomaly detector component is used after the content detector determines a sensor
reading is anomalous, or for random sensor readings. The context anomaly detector component
is composed of two sub-components: defining the sensor profiles, SPs, and assigning each
sensor to one of the sensor profiles; and evaluating sensor values against the corresponding
sensor profile detector model. These two components are shown in Figure 3.2 as context
detector and build clusters, corresponding to evaluating the context detector and generating
the sensor profiles respectively. The context anomaly detector is different than the content
anomaly detector in a few major ways: first, it incorporates the contextual meta-information
associated with the sensors. Second, it utilizes a Multivariate Gaussian Predictor to include
the interdependencies between the contextual meta-information in addition to the sensor value.
Finally, the context detector uses sensor profiles to enhance the context information, reducing
the number of false positives generated by the content detector.
Table 3.1 defines meta-information that can potentially be associated with a sensor. Sec-
tion 4.2 will describe an evaluation and implementation scenario in more detail, including a
real-world scenario with real meta-information. Table 3.1 outlines some possible contexts that
can be extracted from common features. For example, a time feature which is represented
by DD/MM/YY HH:MM can have context such as Day of the Week, Time of Day, Holiday,
or Season extracted from it. Additionally, a sensors spatial information can be extracted into
Floor, Sector, Company (when the dataset includes multiple clients for a single provider), and
Room Usage (such as research and development, office, or utility).
3.3.1 Sensor Profiles
The sensor profiles, SPs, in the CADF are contextually similar sensors that are clustered into
groups that share characteristics. For example, when building SPs for a company building
a streaming sensor network, different clusters may form to differentiate between heating and
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Feature Domain Context
Time DD/MM/YYYY HH:MM Day of the Week
Time DD/MM/YYYY HH:MM Time of Day
Time DD/MM/YYYY HH:MM Holiday
Time DD/MM/YYYY HH:MM Season
Sensor Location [a-zA-Z0-9] Floor
Sensor Location [a-zA-Z0-9] Sector
Sensor Location [a-zA-Z0-9] Company
Sensor Location [a-zA-Z0-9] Room Usage
Table 3.1: Context Examples
ventillation sensors, electricity sensors, and hydro sensors. Additionally, clusters may form for
even higher dimensional relationships such as floor levels, building zones, and operating hours.
The SPs are then used by the context detector to build separate multivariate Gaussian predictors
for each profile. Therefore, a new sensor value can determine which cluster it belongs to and
evaluate itself with respect to the sensor profile’s Gaussian predictor.
A two-dimensional representation of the clustering process for a sensor network is shown
in Figure 3.3 where each circle represents a sensor and its meta-information. In the two-
dimensional example, the dimensions may be electricity reading range and operating hours.
The clustering algorithm could then determine three groups of sensors which operate under
similar circumstances, combining them into three SPs. Defining SPs is important because it al-
lows the CADF to scale to Big Data as sensors need to only evaluate themselves within a small
context of similar sensors, instead of in the context of the entire sensor network. In this way,
more sensors can be added to the network and have their sensor profile determined, maintaining
the total number of clusters in the network, thus maintaining the scale of the application.
3.3.2 Clustering with MapReduce
One of the underlying goals of this research is to provide a scalable solution for anomaly de-
tection in Big Data. A major bottleneck in the proposed framework is the clustering algorithm.
While the clustering algorithm will be performed oﬄine, it is still important to attempt to opti-
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Figure 3.3: Sensor Profile Definition
mize the process, such that the clustering algorithm can be re-learned and updated frequently.
In recent years, a common way to migrate existing serial solutions to Big Data is a parallelism
model, such as MapReduce. In this section, we will define such a MapReduce approach to par-
allelizing the clustering algorithm for use in CADF. In particular, we will present a MapReduce
approach for the common k-means clustering algorithm. K-means clustering aims to partition
the dataset into a set of clusters that minimize the sum of squares distance between each data
point. To do this, the k-means clustering algorithm will iterate through the following steps:
1. Randomly initiate K random clusters.
2. Partition the dataset into the K random clusters, based on Equation 3.4; placing items
into each cluster based on the smallest distance to the cluster.
3. Re-calculate the centroids for each cluster.
4. Repeat Step 2 until Step 3 does not modify cluster centroids.
min
s
k∑
i=1
∑
x j
||x j − µi||2 (3.4)
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From Chapter 2, MapReduce programs consist of two procedures Map() and Reduce(). The
Map() procedure filters or sorts the data into manageable pieces, while the Reduce() procedure
summarizes the results of the Map() procedures. In the contextual anomaly detection algorithm,
the Map() procedure generates small clusters for partial sets of the sensor data. The Reduce()
procedure takes the small clusters and aggregates them together to produce the final set of
clusters. Concretely, both the Map() and Reduce() steps in Figure 3.4 use a clustering algorithm
to determine cluster centroids. The Reduce() step, however, only uses the centroids determined
by the Map() procedure, thus reducing the computational complexity exponentially.
Figure 3.4: MapReduce to Determine Global Sensor Labels
The Map() and Reduce() steps in Figure 3.5 do not use a clustering algorithm. Instead,
this MapReduce step is essentially re-mapping the cluster groups from the output of the first
MapReduce step. For example, each initial Map() step will create k*number of Map() calls
labels. The initial Reduce() step determines a set of k labels. It is the job of the second
MapReduce procedure to map those k*number of Map() calls to the k labels.
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Figure 3.5: MapReduce to Re-label Sensors to Global Sensor Profiles
3.3.3 Multivariate Gaussian Predictor
Once the clusters have been formed using k-means clustering, we define a Gaussian predictor
for the subset of sensors which belong to each sensor profile. Then, each sensor profile has a
specific Gaussian predictor which can be used to determine if a new sensor value is anomalous
for that particular sensor profile family. Equations 3.5, 3.6, and 3.7 define the mean, sigma,
and prediction function for the Gaussian predictor, where µ ∈ Rn, Σ ∈ Rnxn. Σ refers to the
covariance matrix of the features used to define the Gaussian predictor. Also, |Σ| refers to
calculating the determinant of the covariance matrix. The new sensor values that are passed
from the content anomaly detector are evaluated with respect to Equation 3.7. The value,
p(x) is compared against some threshold, , and is flagged as anomalous if it is less than .
Utilizing a multivariate Gaussian predictor allows the algorithm to inherently determine any
interdependencies that are not wholly obvious to the observer. The covariance matrix provides
a weighted view for the dimensions of the meta-information associated with each sensor within
the corresponding sensor profile. Then, when a new value is entered, the meta-information of
the new value’s sensor is also included in the prediction calculation.
There are similar arguments for selecting the multivariate Gaussian predictor as the under-
46 Chapter 3. Contextual Anomaly Detection Framework
lying algorithm of choice for the contextual detector as there were for selecting the univariate
Gaussian predictor for the content detector. Most importantly, the multivariate Gaussian predic-
tor has a property which inherently determines inter-relationships within the meta-information
for the sensors. A common difficulty in any machine learning algorithm is feature selection.
This difficulty is compounded for anomaly detection where it is difficult to know which fea-
tures contributes to anomalies, which occur for less than 0.001% of the values. Therefore,
the choice of algorithm comes down to selecting a statistical approach, like the multivariate
Gaussian model, or a neural network approach which learns intermediate relationships with
their hidden layers. There are a few major problems in choosing a neural network, which were
discussed in more detail in Chapter 2. To summarize, a neural network requires a larger pool
of deterministic training samples, whereas a Gaussian predictor performs well under unsuper-
vised case studies.
µ =
1
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m∑
i=1
x(i) (3.5)
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To summarize, the context anomaly detection algorithm proceeds as follows:
1. Oﬄine: generate k clusters for each sensor profile using MapReduce.
2. Oﬄine: generate k Gaussian classifiers for each sensor profile.
3. Online: evaluate corresponding Gaussian classifier when receiving a value by the content
detector.
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3.3.4 Complexity Discussion
One important aspect of any anomaly detection algorithm is its algorithmic complexity. The
reason for selecting a clustering-based technique for the contextual anomaly detector is that
it has a relatively short testing time, and a longer training time. For the contextual anomaly
detector this is acceptable because training will happen oﬄine and testing will happen relatively
infrequently. More important is the content anomaly detector as the content detector test will
run on every new sensor data.
To cope with higher computational complexity, the proposed algorithm also exposes paral-
lelization and data reduction in two ways. First, the MapReduce portion uses a small set of the
data to determine initial clusters. These clusters are then combined based on just the centroid
information to produce a new set of clusters, and their corresponding centroids. This ensures
that while the clustering algorithm may still be computationally expensive, the data is being
reduced to log n number of Maps, thus reducing the number of tuples evaluated by each map
to log n. Similarly, the anomaly detection evaluation uses the notion of data reduction by only
evaluating the computationally more expensive contextual anomaly detector on a very small
subset of the data. This is based on the assumption that an anomaly is a rare occurrence. It
is difficult to concretely define this reduction; however, if one can assume that the percentage
of anomalous readings in a dataset is 0.001%, then the contextual detector need only consider
that fraction of the initial data.
Another important aspect of the proposed algorithms is the selection of some of the pa-
rameters. For example, selection of the k in the k-means clustering algorithm will have a large
impact on the accuracy of the Gaussian predictors. The problem of parameter selection is well-
known in data mining but a work entitled k-means++ by Arthur and Vassilvitskii [7] attempts
to overcome this issue, specifically for k-means clustering. Therefore, the implementation of
this work will utilize the k-means++ algorithm in place of the classic k-means algorithm. This
does not change the sets of equations listed earlier in this section. Another set of parameters
that are subject to discussion are the weights of the content anomaly detection algorithm. In the
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implementation we use a similar approach to k-means++ where the initial seeds are randomly
distributed based on the average values of the sensor data. Additionally, the first few iterations
also randomly reseed some values.
3.4 Summary
The context anomaly detection framework provides a modular, hierarchical, scalable method
to detecting anomalies in Big Data scenarios. In particular, the modular approach allows for
future expansion and reusability of the components by replacing the underlying context or
content detector algorithms with future research. This may prove to be more important as a shift
in the thought paradigm of dealing with Big Data has shifted from developing computationally
expensive algorithms over small amounts of data to developing computationally inexpensive
algorithms for large amounts of data. Even though the computationally inexpensive algorithm
may have a larger intermediate estimation error, this error is slowly reduced as more data is
used.
The hierarchical nature of the proposed CADF provides a way for the framework to scale to
Big Data. The first tier of the hiearchy is evaluated for every new sensor value flowing through
the system, while the second tier computes a computationally expensive anomaly detection
algorithm to determine true anomalies. Concretely, this means that the algorithm’s first tier
identifies a large number of true positives and false positives while the second tier reduces the
number of false positives. Additionally, since the first tier is computationally inexpensive, the
algorithm can scale for Big Data while still maintaining its accuracy. The accuracy is main-
tained since the computationally more expensive, more accurate, algorithm is only evaluated
on a small percentage of the total number of sensors, likely less than 0.001%.
Finally, the CADF incorporates aspects such as the random true detection, and parallelism
such as MapReduce, to ensure the framework can overcome some of its drawbacks. Namely,
the framework’s most expensive aspect: training the clustering algorithm can be minimized by
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utilizing a novel MapReduce algorithm to determine the cluster centroids in parallel. Also, to
reduce the number of false negatives, the random true detection component will pass sensor
values that passed content detection to the context detector. This will help identify sensor
values that are normal with respect to its historical sensor values, but abnormal with respect to
contextually similar sensors, i.e. within the sensor’s sensor profile.
Chapter 4
Contextual Anomaly Detection Evaluation
In this chapter the implementation and evaluation for the contextual anomaly detection frame-
work (CADF) will be presented. Specifically, the chapter will describe the implementation
of the three major components of the CADF: content detection, context detection, and build
clusters. Then, the implementation will be evaluated against several datasets provided by Pow-
ersmiths, a company specializing in environmental sensoring for sustainable buildings. The
provided datasets will have injected anomalies in their test data, as well as existing anomalies
noted by the Powersmiths employees. This chapter will also provide a discussion on how well
the CADF identifies the anomalies, both injected and existing.
This chapter will be organized into three sections. The first section will provide an overview
of the implementation, including a discussion on how the components were implemented. The
second section will discuss the evaluation of the implementation on the sensor datasets, as
well as provide a comparison with other state of the art works. Finally, the last section will
summarize the implementation and evaluation for the CADF. The preliminary results for this
work were presented in a conference paper. [26]
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4.1 Implementation
The primary case study the CADF can be applied is in Big Sensor Data applications. These are
scenarios whereby a large number of independent sensors stream data to a centralized reposi-
tory at short time intervals. For example, a building may possess hundreds of electrical sensors,
each streaming their current usage information every few seconds. Figure 4.1 illustrates a gen-
eral sensor streaming application. Utility companies and companies such as Powersmiths, that
provide sensoring services to buildings, may then have hundreds, thousands, or even tens of
thousands of clients streaming data to their central repository. For such a company, handling
this Big Data efficiently and effectively in real-time becomes a difficult task. Additionally, there
is generally meta-information associated with the sensors, or the buildings they are installed in,
which further enhances the computational complexity of handling the data, but also enhances
the contextual information associated with the sensors. Due to this, the implementation and
evaluation of the CADF will focus on the streaming sensor case study. This section will be
broken down into three sub-sections. First, an introduction to the streaming sensor scenario
will be provided. Second, the implementation for the components will be outlined. Finally, the
implementation for the oﬄine, MapReduce, implementation will be presented.
4.1.1 Big Sensor Data
The coming sections of this chapter will make use of the term Big Sensor Data. Here we define
Big Sensor Data as having the following attributes:
1. The data is streamed constantly at an average rate of 1 write/second to a central data
storage location. Depending on the sensor service provider this rate can vary widly from
frequencies less than one second, to upwards of 15 minutes.
2. The data storage holds data from a large number of sensors, with each sensor sharing
attribute 1.
52 Chapter 4. Contextual Anomaly Detection Evaluation
Figure 4.1: Big Sensor Data Case Study
3. The data storage holds data from a wide variety of sensors, with each sensor sharing
attribute 1. That is, the sensoring provider may have sensoring devices for electricity,
hydro, gas, emissions, and waste. These disparate sensoring devices are stored together
in the data storage location.
4. Meta-information is associated with the sensors, or buildings the sensors are located in.
More importantly, the meta-information is fluid, i.e. the data storage schema can be
updated at any time.
The definition provided for Big Sensor Data is in-line with standard definitions for Big
Data itself, as provided in Section 2. The definition provided here describes a more specific
view over the standard Big Data definition; however, the major attributes associated with Big
Data are retained: volume, variety, and velocity. Volume is included as there can be up to
tens of thousands of sensors streaming data to the central repository at any given time interval.
Variety is included as the central repository may include sensor devices for a wide range of
uses. Velocity is included as the data is streamed constantly at short intervals. Additionally,
the requirement of velocity exists to respond to the sensor data in real-time.
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Sensoring has become a prominent feature in many businesses that strive to be more eco-
friendly. As a result, a number of companies have emerged to provide environmental sensoring
networks for buildings that track information including: electricity, hydro, gas, and other emis-
sions. One such company is Powersmiths, located in Brampton, Ontario, Canada and specializ-
ing in providing energy metering and monitoring services through their proprietary application
Windows on the World. Currently, Powersmiths has thousands of customers across the globe,
each harboring tens to hundreds of sensors, all feeding back to a central repository at intervals
ranging from seconds to tens of minutes. The goal of these sensoring companies, including
Powersmiths, is to provide their clients with a system that can reduce energy waste, thus im-
proving the environment for future generations. To do this, Powersmiths provides analytical
features for their clients, normally in a post-processing implementation, to inform them of op-
timizations or problems within their building. A possible future work is to include real-time
analytics, thus enhancing their toolbox they provide to their customers. As a result, Power-
smiths has provided access to some historical sensoring data for use in evaluating the CADF.
Table 4.1 illustrates an overview of a common schema in their database.
Feature Domain
Time DD/MM/YYYY HH:MM:ss
Sensor 1 0.00 - 100.00
Sensor 1 Location [a-zA-Z0-9]
Sensor 2 0.00 - 100.00
Sensor 2 Location [a-zA-Z0-9]
Sensor 3 0.00 - 100.00
Sensor 3 Location [a-zA-Z0-9]
Sensor 4 0.00 - 100.00
Sensor 4 Location [a-zA-Z0-9]
Table 4.1: Sensor Dataset and Corresponding Domains
Powersmiths also stores meta-information associated specifically with the locations of sen-
sors. Table 4.2 illustrates a breakdown of some of the meta-information that is stored with
different sensors; each row represnts a single sensor. The evaluation section will concretely
define the dataset, the features, and the domains, used in evaluation a particular component of
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the CADF. Table 4.2 illustrates some important attributes that can be used as contextual infor-
mation by the CADF. For example, the build clusters component may cluster sensors based
on their associated meta-information, as this is a good indication of the type of sensor it is.
However, including the unit meta-information with the associated meta-information may be
important in differentiating between sensors that both read electricity usage, but for different
reasons, i.e. lighting versus heating, ventilation and air-conditioning (HVAC). Further, when
the context detector evaluates the sensor value, the room information itself may become an
important characteristic. For example, the research and development office may have a much
higher average energy usage than the executive office room. The relationships described here
are simple; however, the context detector will learn more complex relationships within the
different context, thus deploying a more accurate model for handling these contexts.
Location Sensor Location Associated Room Information Unit
Main Total Usage HVAC Total kWh
Main 1st Floor HVAC Administrative Office kWh
Main 1st Floor Lighting Administrative Office kWh
Main 1st Floor HVAC Research and Development kWh
Main 2nd Floor Lighting Forge kWh
Main 2nd Floor HVAC Forge kWh
Main 2nd Floor GHG Emissions Forge kWh
Table 4.2: Sensor Associated Meta-Information
4.1.2 Components
Chapter 3 introduced the three components that are part of the CADF: content detection, con-
text detection, and build clusters. The first two components were implemented using the
object-oriented paradigm in Java as interfaces that can be implemented independently by the
application depending on the required underlying algorithm. For this research, classes were
created for the univariate and multivariate Gaussian predictors implementing this interface.
Future work can implement new classes using the same interface to have different components.
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It is worth mentioning that the choice of univariate Gaussian and multivariate Gaussian predic-
tors for the two predictor components is due to the underlying Gaussian distribution seen in the
Big sensor Data datasets used in this evaluation. A histogram for the frequency of values seen
for one of the datasets is shown in Figure 4.2. The data storage itself was extracted manually
to separate .csv files for use by the Java application.
Figure 4.2: Frequency Histogram for Evaluation Data
The implementation for the Univariate Gaussian Predictor is based on two primary
functions: building the real-time model, and evaluating the real-time model. A code snippet
for building the real-time model can be found in Listing 4.1, and a code snippet for evaluating
the real-time model can be found in Listing 4.2. These two implementations are based on the
equations defined in Section 3.2. These functions are called as part of the main Java applica-
tion. Therefore, to update the model used by the content detector, one only needs to define two
functions: one to build the model, and one to evaluate the model. Due to the modularity of
the application, these new functions just replace the existing two functions, without effecting
the rest of the implementation. These functions directly correlate to the equations found in
Chapter 3: Equation 3.1, Equation 3.2, and Equation 3.3.
.
Listing 4.1: Code Snippet to Build the Real-Time Model
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double intermediate = 0;
for (int i = 0; i < m; i++) {
intermediate += singleDataTrain.get(i);
}
mu = (1 / (double) m) * intermediate;
intermediate = 0;
for (int i = 0; i < m; i++) {
intermediate += Math.pow((singleDataTrain.get(i) - mu), 2);
}
sigma = (1 / (double) m) * intermediate;
.
Listing 4.2: Code Snippet to Evaluate the Real-Time Model
double predictedValue = 0.0;
predictedValue = (1 / (Math.sqrt(2 * Math.PI * sigma)))* Math.exp(-1 *
(Math.pow((value - sigma), 2) / (2 * sigma)));
if (predictedValue < epsilon)
return true;
return false;
The Multivariate Gaussian Predictor was developed in a similar way to its Uni-
variate counterpart. Listing 4.3 defines the function to build the multivariate predictor. This
function is partly based on the results from building the clusters using MapReduce. Therefore,
the code shown in Listing 4.3 is called n number of times, where n is the number of clusters
determined by the k-means clustering algorithm. Again, the implementation is based on the
equations defined in Section 3.3. The separation of concerns between all modules of the appli-
cation is retained. When a different model is required for the context detector, one only needs
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to define a function to build the new model, and evaluate the new model. Like the univariate
model, the multivariate gaussian implementation directly correlates to the equations defined in
Chapter 3: Equation 3.5, Equation 3.6, and Equation 3.7.
.
Listing 4.3: Code Snippet to Build the Multivariate Gaussian Model
//Grab the clusters from the kMeans clustering algorithm
int[] assignments = kMeans.getAssignments();
//Get the subset of the data associated with that cluster
int z = 0;
for (int clusterNum : assignments) {
dataIn.get(clusterNum).add(data.get(z));
z++;
}
//Determine the parameters for the model for this cluster
for (int a = 0; a < k; a++) {
double intermediate = 0;
for (int j = 1; j < numberOfFeatures; j++) {
intermediate = 0;
for (int i = 0; i < dataIn.get(a).size(); i++) {
intermediate +=
Double.parseDouble(dataIn.get(a).get(i)[j]);
}
mu_array[a][j] = (1 / (double) dataIn.get(a).size()) *
intermediate;
}
for (int j = 1; j < numberOfFeatures; j++) {
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intermediate = 0;
for (int i = 0; i < dataIn.get(a).size(); i++) {
intermediate +=
Math.pow((Double.parseDouble(dataIn.get(a).get(i)[j])
- mu_array[a][j]),2);
}
sigma_array[a][j] = (1 / (double) dataIn.get(a).size()) *
intermediate;
}
}
.
Listing 4.4: Code Snippet to Evaluate the Multivariate Gaussian Model
double predictedValue = 1.0;
for (int j = 1; j < numberOfFeatures; j++) {
predictedValue *= (1 / (Math.sqrt(2 * Math.PI*
sigma_array[cluster][j])))* Math.exp(-1*
(Math.pow((Double.parseDouble(value[j]) -
sigma_array[cluster][j]),2) / (2 * sigma_array[cluster][j])));
}
if (predictedValue < epsilon) {
return true;
}
return false;
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4.1.3 Virtualized Sensor Stream
The implementation for the CADF was completed using a virtualized sensor stream. That is,
the application was built around an old view of the Big Sensor Data dataset, and not done over
the real, live, data. To ensure the data was still tested as though it was real-time, a virtualized
sensor stream was created. This was accomplished by extracting the different sensors from
the entire dataset into their own individual datasets. From there, each sensors dataset was
independent, with its own defined set of write frequency rules. When a new sensor wanted
to write to the content detector, the value would be written into a Queue data structure. The
queue would then be incrementally evaluated and removed. A code listing for this process can
be found in Listing 4.5.
.
Listing 4.5: Code Snippet for Virtualized Sensor Stream
//Instantiate Queue
Queue virtualQueue = new LinkedList();
...
//Concurrently write new sensor values to the queue
synchronized(virtualQueue) { virtualQueue.add(sensorValue); }
...
//Evaluate the top-most queue against the real-time model
while(true) {
if(virtualQueue.poll() != null) {
String val[] = virtualQueue.remove();
boolean isAnomalous =
checkValueWithRealTime(Double.parseDouble(val[1]));
if (isAnomalous) anomalyArray.add(value);
}
}
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4.2 Evaluation
The CADF evaluation is based on the implementation described in Section 4.1. The evaluation
will be described in the context of several scenarios. Specifically, this section will describe
the content and context detection for two streaming sensor datasets: the first corresponds to
an HVAC system in a building, and the second corresponds to the lightning electrical usage
in a building. Additionally, a comparison of the results of the initial findings without random
positive detection, to running the algorithm with random positive detection will be shown.
Finally, a comparison between the proposed CADF with an existing, oﬄine, anomaly detection
algorithm will be shown.
4.2.1 Dataset 1: Content Detection
The first Big Sensor Data dataset to be evaluated is one storing HVAC sensors readings. The
dataset consists of four sensors; their meta-information is shown in Table 4.3. The dataset
consists of four sensors that are recording HVAC readings, in kilowatt-hours (kWh). The
sensors are distributed across the building on two floors, and four locations. An example of the
readings at a few time intervals is shown in Table 4.4. Table 4.4 also illustrates some context
that can be extracted from the Time attribute. Specifically, two additional features are included
in the meta-information for each sensor reading: Day and TimeOfDay. The first dataset consists
of 101,384 tuples. The dataset was split into two components: 85% of the dataset was used in
training the detection models, and 15% of the dataset was used in building the simulation, test,
environment.
Location Sensor Location Associated Room Information Unit
Main 1st Floor HVAC Administrative Office kWh
Main 1st Floor HVAC Research and Development kWh
Main 2nd Floor HVAC Executive Office kWh
Main 2nd Floor HVAC Forge kWh
Table 4.3: Sensor Dataset 1: HVAC
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DateTime Sensor 1 Sensor 2 Sensor 3 Sensor 4 Day TimeofDay
04/06/2010 12:00 37.9 4.9 1.1 3.9 1 2
04/06/2010 13:00 36.8 2.8 1.9 2.4 1 2
04/06/2010 14:00 36.7 3 2 3 1 2
Table 4.4: Dataset Example
The first component to be evaluated is the content detection. A successful content detection
implementation should allow anomalies to be detected in real-time, and still successfully detect
anomalies. In testing the application’s content detection using the test data, the content detector
was able to find 23 anomalies. These 23 anomalies are considered to be point anomalous, in
other words, they are anomalous based on their sensor reading alone. This is consistent with
an average number of anomalies for such a streaming system, as it identified 0.0015% of the
values as anomalous. The results of the content detection are shown in Figure 4.3.
Figure 4.3: Content Detection for Dataset 1: the black diamonds represent a sensor reading
instance, and the grey lines connect continuous reading instances. The highlighted portion at
the top represents those reading instances identified as anomalous with respect to content.
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4.2.2 Dataset 1: Context Detection
The second component to be evaluated for the CADF is the context detection. The first com-
ponent to test is building the clusters, sensor profiles for the dataset. For dataset 1, there were
two clusters that emerged for the set of five sensors. The first cluster included sensor 1 and 5.
The second cluster included sensors 2, 3 and 4. After determining the clusters, two multivari-
ate gaussian predictors were trained, one for each cluster. The context detector determined that
two of the content anomalies were false positives. One immediate conclusion is that the context
detection provided additional insight to the values determined to be anomalous by including
information such as Day of the Week and Time of Day into the prediction calculation.
4.2.3 Dataset 1: Discussion
The results of the CADF on dataset 1 are promising. The framework efficiently determined con-
tent based anomalies in real-time using the Univariate Gaussian Predictor, while reduc-
ing the number of false positives generated using the Multivariate Gaussian Predictor.
Details on the running time for these algorithms are shown in Table 4.5. To give context to
these numbers: the dataset was evaluated on a quad-core laptop (2.1 GHz), running Windows
7 with 8 GB of ram and 8 virtual threads. As shown in the table, the CADF can successfully
manage to detect anomalies in real-time, using an average of 933ns per content evaluation. The
longest running components were: initially reading in the bulk data from the dataset (in this
case, a csv file), and training the two models oﬄine.
Component Time
readCSV 3.491 sec
buildContextModel 0.136 sec
buildRealtimeModel 0.021 sec
checkRealTime (average) 933 ns
Table 4.5: Dataset 1 Running Time Results
The CADF was able to identify all the anomalous values that were injected by the author
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into the dataset. Table 4.6 portrays the anomalous entries entered by the author. In addition
to successfully detect the anomalous values injected by the author, the algorithm also identi-
fied anomalies that were already known to Powersmiths. Table 4.6 also shows the contextual
anomalies that were cleared, below the double horizontal line. In particular, the context pre-
dictor found the two values listed in the table as non-anomalous when considered with the
TimeOfDay and Day contextual attributes. Looking deeper, it can be extrapolated that these
values were considered non-anomalous as though the fourth sensor had extremely low readings
(0 and 0.1 kWh respectively), this occurred on a weekend during the morning hours. This par-
ticular sensor is for the Forge location at Powersmiths which is normally oﬄine at this period
during the week.
Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Day TimeofDay
1.3 0.5 0 0 3 3 1
21.9 22.5 21.5 22 6 2 1
0 0 -1.4 2.3 7 1 3
1.3 0.7 0.8 0 6 3 2
1.1 0.4 0.6 0.1 6 3 0
Table 4.6: Anomalous Examples for Dataset 1
4.2.4 Dataset 2: Content Detection
The second Big Sensor Data dataset to be evaluated is the Temperature sensors, located in
an office building; a subset of the data is shown in Appendix A. The dataset consists of five
sensors; their meta-information is shown in Table 4.7. The dataset consists of five sensors
that are recording temperature readings, in degrees Celsius. The sensors are again distributed
across the building’s main office; both recording values of rooms themselves, as well as latent
temperatures of the walls. Like dataset 1, there is additional contextual information that can
be extracted from the Time attribute, as shown in Table 4.8. The second dataset is marginally
smaller, consisting of 26,943 readings. For testing and evaluation purposes, the dataset was
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split into a training dataset consisting of 85% of the data, and a test dataset used the build the
simulation with the remaining 15%.
Location Sensor Location Associated Unit
Main Head Office Forge Hallway Celsius
Main Head Office Forge Room Celsius
Main Head Office IT Closet Celsius
Main Head Office South Wall Celsius
Main Head Office North Wall Celsius
Table 4.7: Sensor Dataset 2: Temperature
DateTime Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Day TimeofDay
03/01/2011 09:00 20.86 22.32 26.69 2.27 1.78 2 0
03/01/2011 10:00 20.32 21.63 26.05 0.88 -2.14 2 0
03/01/2011 11:00 20.11 21.62 25.87 -2.44 -3.24 2 0
Table 4.8: Dataset Example
Synonymous to dataset 1, the first component to evaluate is the content detection. In test-
ing the CAFD’s content detection using the test data, the content detector was able to find 243
anomalies. These anomalies are considered to be point anomalous. This is strictly larger than
the previous dataset results; however, when taking a closer look at those values labelled as
anomalous, the readings are consistent with a failed sensor. These results are shown in Fig-
ure 4.4. More discussion on this will occur after addressing the context detection component.
4.2.5 Dataset 2: Context Detection
The second major component to be evaluated for the CADF is the context detection. To perform
context detection, the CADF first needs to determine the sensor profiles for the temperature
sensors. For dataset 2, the CADF determined that two sensor profiles existed within the dataset;
adding more clusters did not increase the effectiveness of the context detector. Further, the two
sensor profiles that were revealed included one group for the two temperature sensors that
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Figure 4.4: Content Detection for Dataset 2: the black diamonds represent reading instances.
The top and bottom highlighted portions in grey identify reading instances that were considered
anomalous with respect to their content.
record latent temperatures, and three sensors that record room temperature. Once determining
the two sensor profile groups, two multivariate Gaussian predictors were trained, one for each
cluster. The results of the contextual detector determined that 11 of the 254 point anomalies
could be cleared as being non-anomalous with respect to their context. It was also found that
when training the context detector with one sensor profile, i.e. not including the initial context
of the data, there were no contextual anomalies cleared. Additionally, when removing the Day
and TimeOfDay attributes, no contextual anomalies were found. This further shows that the
addition of the context detector has a positive impact of determining anomalous readings. The
results of running the simulation using the contextual detection with the content detection for
both datasets are shown in Figure 4.5. The figure shows the distribution of context anomalies
found within the content anomalies.
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4.2.6 Dataset 2: Discussion
The results for dataset 2 were also promising. The CADF efficiently determined content based
anomalies in real-time using the virtualized sensor streaming implementation. Details on the
running times for the components is shown in Table 4.9. From the table: the CADF can suc-
cessfully manage to detect anomalies in real-time, only using an average of 933ns per content
evaluation.
Component Time
readCSV 1.145 sec
buildContextModel 2.343 sec
buildRealtimeModel 0.021 sec
checkRealTime (average) 933 ns
Table 4.9: Dataset 2 Running Time Results
When given this dataset, Powersmiths mentioned that there were lengths of time when
various temperature sensors failed at their headquarters. The CADF was able to successfully
identify these anomalous readings, as shown below the double-line break in Table 4.10. This
is promising as it validates the approach for the real-world data, knowing a set of values that
were previously considered anomalous by Powersmiths. The detector additionally determined
a set of anomalies that were not purely based on a totally failed sensor; these are shown above
the double-line in Table 4.10.
Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Day TimeofDay
15.12 15.25 18.71 5.35 3.71 7 1
17.42 19.09 24.53 1.05 3.56 3 0
17.22 18.18 23.18 4.08 6.88 1 0
0 0 0 0 -1.26 4 2
0 0 0 0 -1.43 7 0
0 0 0 0 -1.47 7 0
Table 4.10: Anomalous Examples for Dataset 2
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Figure 4.5: Context Detection for Datasets 1 and 2
4.2.7 Random Positive Detection
The previous CADF components did not include the random positive detection component,
as presented in Chapter 3. The random positive detection component was introduced to ad-
dress the issue of the content detection predictor not identifying contextual anomalies that are
not also content anomalies. That is, the random positive detection is included to reduce the
number of false negatives. Listing 4.6 shows what needs to be modified in the codebase to
include randomized positive detection. Note that this is a basic approach to introducing ran-
domized positive detection: it would be more appropriate, and a potential future work, to skew
the randomness for values that are close to the threshold of being considered point anomalous.
Unfortunately, the results for the preliminiary random positive detection component did not
change the outcome. For dataset 2, there were still 11 contextual anomalies detected.
.
Listing 4.6: Code Snippet for Including Randomized Positive Detection
while(true) {
if(virtualQueue.poll() != null) {
String val[] = virtualQueue.remove();
boolean isAnomalous = checkValueWithRealTime(Double
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.parseDouble(val[1]));
if (isAnomalous || randomGen()==1) {
anomalyArray.add(value);
}
}
}
4.2.8 Comparison With Other Algorithms
The previous evaluation sections attempted to provide insight into the validity of the proposed
CADF with respect to real-world data. This section will further compare the results of the
CADF to results from the popular R project for statistical computing. In particular, the CADF
will be compared with the outliers toolbox provided by the R project. Figure 4.6 shows the first
step in computing anomalies with R. The figure outlines the density distribution of the values
for dataset 2, with which the CADF results will be compared. Figure 4.7 shows the results
of running the outliers package on dataset 2. The largest section indicates the highest density
statistical probability for dataset 2, while the other two dense sections indicate lesser populated
areas. The anomalies are noted by black numbers; as seen in Figure 4.7, there are anomalous
values in both sections. A summary of the comparison between the CADF and the R outliers
package is shown in Table 4.11.
4.3 Summary
In this chapter the implementation and evaluation for the CADF was presented. The CADF was
evaluated against several real-world sensor datasets, including datasets for HVAC electricity
systems and building temperature systems. The chapter also presented important implementa-
tion details and considerations used when deploying the CADF; in particular, a discussion on
the virtualized sensor stream to emulate real-world streaming sensor applications was shown.
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Concept Discussion
Running time The biggest difference between the CADF and the R outliers
package is in the running time of both algorithms. One of the
major design considerations for the CADF was the ability to run
in real-time. The R outliers package runs in batch over the en-
tire set of data and runs on the order of minutes to completion,
whereas the CADF runs and parses the data in less than seconds.
Anomalies found Both the CADF and R outliers package detected a number of
equivalent anomalies. In particular, the huge list of anomalies
pertaining to the failed sensors identified apriori by Powersmiths
were found by both detectors. Further, the CADF detected all of
the anomalies detected by the R outliers package, including those
that were contextually cleared.
Table 4.11: Results Comparison between the CADF and R Outliers Package
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Figure 4.7: R Results: Graphical Rep-
resentation
Finally, a set of discussions on the validity of the proposed CADF occurred for each of the
datasets, and when comparing the results fo the CADF against a statistical package provided
by the R suite of statistical tools.
Chapter 5
Conclusion and Future Work
This chapter provides a summary of the conclusions made based on the implementation and
evaluation of the Contextual Anomaly Detection Framework (CADF) presented in this thesis.
Additionally, a description of possible future works for the CADF will be outlined.
5.1 Conclusion
The work in this thesis presents a novel approach to anomaly detection in Big Sensor Data. In
particular, a contextual anomaly detection algorithm is proposed to enhance a point anomaly
detection algorithm. To cope with the velocity and volume of Big Data, the anomaly detec-
tion algorithm relies on a fast, albeit less accurate, point anomaly detection algorithm to find
anomalies in real-time from sensor streams. These anomalies can then be processed by a con-
textually aware, more computationally expensive, anomaly detection algorithm to determine
whether the anomaly was contextually anomalous. This approach allows the algorithm to scale
to Big Data requirements as the computationally more expensive algorithm is only needed on
a very small set of the data, i.e. the already determined anomalies.
The thesis also contributes a MapReduce approach to determine the clusters needed in the
contextual anomaly detector. The MapReduce approach uses an iterative k-means clustering
algorithm to first determine k-clusters on a small subset of the data, and then combine these
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k*number of Maps clusters into just k-clusters, based on just the centroids from the initial
Map() operations. This approach uses a similar thought paradigm as the anomaly detection
algorithm: try to reduce the data for computationally expensive operations. In this case, the
Reduce() operation only needs to consider the centroids of the initial Map() operations, rather
than the thousands of tuples used to build those centroids.
This thesis also provided implementation and evaluation for a proof of concept of the
CADF. Specifically, the thesis introduced implementation-level details regarding:
• Development and deployment of the virtualized streaming sensor network. This also in-
cluded considerations for handling multiple sensors streaming new values into the con-
tent detector simultaneously.
• Development of the three major components of the CADF: the content detector, the con-
text detector, and the clustering component. A discussion on the loose coupling between
components was also presented, with further dialogue on the merits of the modularity of
each component.
• A brief overview of the MapReduce component was also presented. This was used in
speeding up the training of the clustering algorithm for use in the context detector.
The evaluation of the CADF was also discussed based on the implementation details pro-
vided in this thesis. The evaluation of the CADF was performed using two sets of Big sensor
Data; one for a set of typical HVAC electricity sensors in a building, and one for a set of temper-
ature sensors throughout rooms within a building. The evaluation provided some conclusions
of the work:
• The CADF was able to positively detect, in real-time, content based anomalies for both
datasets. Further, the context detector was able to determine some anomalies that should
not be considered anomalous when evaluated with respect to context in addition to con-
tent.
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• The CADF was able to positively detect anomalies that were determined apriori by Pow-
ersmiths, the provider of the datasets. In particular, the CADF determined a large set
of anomalous readings which occurred when Powersmiths indicated a massive sensor
failure in their system.
• The CADF performed competitively with the R outlier statistical package. In fact, the
CADF performed in real-time, in comparison with the batch approach provided by the
R outlier package. Additionally, the CADF determined the same values to be anomalous
as the R statistical package.
Anomaly detection is an important aspect of many real-time, and oﬄine systems. Busi-
nesses rely on their systems to perform efficiently and effectively without failures. Anomaly
detection algorithms and frameworks exist to ensure that these systems continue to perform
by identifying anomalies so the business or system can react effectively. As data continues to
grow, there is a need for anomaly detection algorithms, and machine learning algorithms in
general, to be able to scale and still provide usefulness to their system. The CADF proposed in
this work provides one such framework to cope with the difficulties of Big Data in the domain
of streaming sensors, using a hierarchical, modular, approach that ensure the computationally
expensive, accurate, models are only evaluated on a small subset of the overall data. This
paradigm shift in the way algorithms are developed for Big Data serves as a starting point to
address Big Data challenges for computationally expensive algorithms.
5.2 Future Work
As previously described, one of the major goals of the CADF was to remain modular and scal-
able for future works. This was not only to ensure the framework could scale to Big sensor Data
applications, but also to ensure that the work remain viable as newer research is completed. As
a result, there are several areas of future work that would be interesting to explore:
5.2. Future Work 73
• The dataset considered in the evaluation section is only one type of Big Data; that is,
a tall dataset. It is important to consider the other common type of application, wide
datasets. These are attributed by a large number of features horizontally, with a smaller
number of records. Extending the CADF to this area of future work is interesting as the
CADF should perform even better for a horizontal Big Data application. One of the major
benefits of this work is that the hierarchy of content to contextual detection ensures that
a computationally inexpensive algorithm reduces the number of records evaluated by the
contextual detector. However, the contextual detector thrives on the number of features
associated with each record; these features give more context to the data. While it is true
that adding features which contribute little to the context is a concern, there is still a good
probability that these new features will contribute positively to the CADF. Additionally,
adding new features will not effect the content detector; therefore, the real-time attribute
of the CADF will be preserved.
• More dicussion and exploration related to the random positive detection component of
the CADF should be explored. While there were some promising results, the random
positive detection did not contribute as prevalently as expected. For most cases, the addi-
tion of the random positive detection did little to reducing the number of false positives.
A future work here is to provide a more intelligent random positive detection mechanism.
For example, in addition to truly randomly sending values to the contextual detection al-
gorithm, one can also send values which were on the cusp of being anomalous based on
the content.
• The CADF has been tested in the simulated, virtualized, sensor streaming environment.
While the implementation closely mimics the real-world scenario of many sensors at-
temping to write to a central repository concurrently, it is certainly not the same as
evaluating the work in a fully streaming environment. Thus, a future work would be
to implement the CADF within a working business environment that is streaming live
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data to the central repository. The addition of such an evaluation would provide further
strength into the framework’s ability to detect anomalies in real-time.
• In addition to implementing the framework in a real business environment, the frame-
work could also be integrated with decision making systems within such an environment.
The output of the framework is an indication that a sensor is acting anomalous. This in-
formation can be exploited by a decision making algorithm, such as a complex event
processing framework, to coordinate changes within the business environment. For ex-
ample, should it be determined that an electrical outlet is being consistently active over a
holiday period, the event processing framework can remotely, and dynamically, shut off
the electrical outlet until the holiday period ends. On a smaller scale, the decision mak-
ing framework could simply send out notifications to decision makers when the CADF
provides it with anomaly information.
• The modularity of the CADF allows further components to be added, or updated, in the
framework. This introduces two such avenues of future work: first, the modules that are
existing can be modifed and updated with other types of algorithms. The CADF cur-
rently uses univariate and multivariate Gaussian predictors for the content and context
detectors. However, perhaps research will be presented that shows a Bayesian predictor
performs better in parallel implementations. The univariate module can then be replaced
by the one-step predictor, while keeping the rest of the framework intact. A second ex-
tension would be to implement additional modules to the framework itself. For example,
a semantic detection algorithm module can be included as a third tier in the frameworks
hierarchy. Perhaps this will reduce the number of false positives even further than the
contextual detector. The drawback of the semantic detection module is that it would
need to be used in an application where a semantic ontology can be defined. Some appli-
cations inherently have these, specifically many Web-based applications, and so adding
this module may further enhance the performance of the CADF.
5.2. Future Work 75
While there is room for many possible future works for the CADF, this thesis serves as a
starting point and proof of concept for one method to bring anomaly detection from traditional
datasets to Big Data. The future extensions for this work are possible because of the under-
lying modular, scalable architecture presented to handle Big Data, especially in domains such
as streaming sensors where a high velocity of new values are written frequently. The future
works also stresses the importance of changing the method in which we deploy algorithms
from traditional datasets to Big Data.
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Appendix A
Big Sensor Data Examples
Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7
3 18.49167 20.025 24.79167 6.96667 8.70833 1
3 18.50833 20.01667 24.78333 7.06667 8.96667 1
3 18.55833 20.03333 24.8 7.10833 9.04167 1
3 18.64167 20.05 24.79167 7 8.95 1
3 18.69167 20.03333 24.8 6.01667 6.1 2
3 18.96667 20.01667 24.76667 5.04167 3.50833 2
3 18.76667 19.96667 24.76667 4.55833 2.875 2
3 18.64167 19.80833 24.61667 4.65833 2.40833 2
3 18.525 19.63333 24.53333 4.98333 1.75 2
3 18.08333 19.40833 24.35 4.54167 0.68333 2
3 18.50833 20.26667 24.475 3.85 -0.49167 2
6 18.38333 20.14167 24.45833 3.6 -1.54167 0
6 18.225 20.09167 24.45833 3.13333 -2.66667 0
6 18.21667 19.84167 24.49167 2.8 -3.41667 0
6 18.38333 20.34167 24.475 2.475 -4.1 0
6 18.38333 20.30833 24.43333 2.21667 -5.03333 0
6 18.45833 20.225 24.35833 1.66667 -5.33333 0
6 18.29167 19.325 24.23333 0.64167 -5.69167 0
6 18.575 20.25833 24.36667 0.70833 -5.68333 0
6 18.125 19.70833 24.30833 -0.00833 -5.24167 0
6 18.81667 20.55 24.43333 1.53333 -4.7 1
6 0 0 0 3.05 -4.36667 1
6 0 0 0 4.88333 -3.65833 1
6 0 0 0 5.55 -3.3 0
6 0 0 0 5.91667 -2.18333 1
6 0 0 0 6.25 -1.925 1
6 0 0 0 5.44167 -1.84167 1
6 0 0 0 3.84167 -1.875 1
6 0 0 0 2.54167 -2.04167 2
6 0 0 0 0.10833 -3.46667 2
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