Abstract-Many routing protocols exist for mobile ad hoc networks. To select the most appropriate protocol, evaluation of candidate protocols must be performed with respect to a specific operating environment, which is not an easy task. However, selecting the best protocol can be a key factor in system behavior, determining whether the system successfully satisfies application requirements. Most of the relevant research in this area relies on simulation studies or empirical analysis to select a routing protocol, requiring an infeasible amount of time and resources for the approaches to be used in real-time decision making. In this paper we describe work toward analytically expressing protocol performance metrics in terms of environment-, protocol-, and application-dependent parameters. This work provides a foundation for adaptive protocol suites that will eventually enable an integrated context-aware communication paradigm.
I. INTRODUCTION
Mobile ad hoc networks, often comprised of unreliable or mobile nodes, are critical for enabling applications in environments where there is no existing infrastructure.
In an ad hoc network, each node creates a network link in a self-organizing manner, forwarding data packets for other nodes in the network. Developing efficient routing protocols for such self-organizing networks continues to be a primary research challenge. As a result there are a plethora of available protocols with performance characteristics that vary widely as the operating environment changes.
Existing routing protocols are generally divided into two categories: proactive routing protocols, which maintain routes from every potential source to every potential destination [17] , and reactive routing protocols, where routes between a source and a destination are set up on-demand [11] [18] . Several routing protocols have been proposed in each category, each with different properties [3] , [6] , [10] . Our previous work [12] demonstrated that an optimal routing protocol can be selected for a particular application given specifications of physical characteristics of the network and application properties, the combination of which we refer to as a network deployment. Selecting the most appropriate routing protocol for a particular network deployment facilitates meeting application requirements for performance metrics such as average end-to-end delay and average throughput.
Making an informed decision on the appropriate underlying communication protocol to be deployed in this environment requires cost metrics that succinctly and effectively represent the cost incurred in utilizing that protocol. Previous work has almost exclusively used simulations to evaluate protocol performance, though some approaches have attempted realworld measurements [15] . Our previous work created a predesign time model using extensive simulation results [12] . While these approaches can all be reasonably accurate, they require prohibitively long times and excessive resources in order to accurately estimate protocol performance and are therefore difficult to incorporate into the type of instantfeedback system application developers really demand.
The work described herein continues our efforts toward analytically expressing protocol performance metrics in terms of environment-, protocol-, and application-dependent parameters. Specifically, we derive detailed models for two common and important protocol performance metrics: end-to-end delay and throughput. Both metrics are heavily influenced by both changing network connectivity and by characteristics of the communication protocol in use. Topological changes such as how long paths remain valid fall into the first category, while specific routing mechanisms such as how efficiently a protocol handles a failure fall into the second. By combining these two classes of characteristics, we are able to express how application-level performance metrics depend upon various aspects of the operating environment. This work is a first step in enabling a recommendation framework that takes as input specifications of applications' requirements and potential operating environments. The framework will ultimately select the communication protocol or protocols most suitable to a particular network deployment and potentially adjust the selected protocol at run-time as conditions change.
The remainder of the paper is organized as follows. Section II provides related work on analytical models in mobile ad hoc networks. In Section III, we present a detailed analytical model of the aforementioned routing protocol performance metrics and provide simulation results to validate our modeling approach in Section IV. Section V discusses issues and implications of our model and outlines future research directions. Finally, we summarize our conclusions in Section VI.
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II. RELATED WORK
Most of the previous related work has presented simulation results to show routing protocols' behavior with varying parameters for either mobility or traffic [3] , [6] , [10] , [13] . Interestingly, the results showed a consistent pattern of protocols' performance metrics over the parameters. Drawing on the noted consistency of protocol behaviors, we propose a framework to build analytical models of protocol behavior using probability theory. Although simulation based approaches may be more closely matched to a real world situation, they cannot quickly provide information about protocols' potential behavior in arbitrary environments. This is due to the complexity of running the simulations or empirical evaluations on-demand and the large number of parameters that can be tweaked between any two evaluations. Therefore, a tool that provides instantaneous feedback to developers with regard to the impact of their implementation decisions on overall deployment performance requires expressive analytical models.
Comprehensive analytical modeling of mobile ad hoc networks that entail mobile nodes has been limited due to intrinsic difficulties arising from node mobility. However, some research has been performed towards a theoretical analysis of mobility [5] , [19] , [20] . Each model starts by identifying specific assumptions for the mobility pattern, leading to a link availability analysis using the mobility model. Although it is not likely that a mobility pattern exactly matches a real-world movement scenario, it is meaningful to acquire statistical results from nodes' mobility in predicting an overall effect. In addition, some research tackled defining link availability with an assumption on a probability distribution [1] , [9] , [16] . The link availability analysis resulted in meaningful statistical parameters: link duration time and path duration time. Some of this work even showed applications using the parameters, such as a route cache expiration timer. We do not try to construct new mobility and link connectivity models and instead rely on this body of existing models as a foundation to construct models of application-level protocol performance. Moreover, in our framework, more realistic mobility and link availability models can be substituted, or the existing model can be updated to estimate a protocol's behavior more accurately.
While most previous analytical studies have focused on the quality of communication links of a node in a mobile ad hoc network, some work has gone a step further in deriving routing overhead analytically [7] , introducing a stochastic model for message delay of a routing protocol [8] or an analytical framework for routing delay, given an optimized route cache [14] . Our work builds on these approaches to create a framework for estimating a routing protocol's behavior, specifically the average end-to-end delay and average throughput, by making use of an analytical mobility model and parameters that affect the routing protocols' behaviors.
III. ANALYTICAL MODEL Network connectivity and changes in network connectivity have a significant impact on the performance of communication protocols in mobile ad hoc networks since communication relies on the formation and maintenance of paths through the network. In this section, we first create a generic system model that applies to wireless networks deployed in an ad hoc fashion. Because changes in the network topology can have such an important impact on protocol performance, we then show how a mobility model can be stated in terms of parameters that will impact the performance model we will derive. This latter model of behavior with respect to traditional performance metrics is the subject of the final subsection.
A. System Model
Before presenting our modeling approach, we state some assumptions and system descriptions that guide our derivation.
1) All links are bi-directional. All nodes can send and receive data. If a node can send data to another node, it also receives any messages that node sends. 2) A node create links with all neighbor nodes that are within the radio range R, and a link breaks when a node is separated from another node by a distance greater than the radio range. This is the unit disk model of connectivity and can be reasonably well provided by an omni-directional antenna. We assume that all nodes have an equal transmission power and that when a transmission reaches distance R from the transmitter, the signal abruptly attenuates. 3) A node can move in any direction uniformly distributed over [0, 2π). 4) A node's speed, its direction of movement, and its location are mutually independent. Together with the previous assumption, this implies that node mobility is completely random. As a general case, it is reasonable to use a random model of mobility because all nodes are mutually independent. Although some nodes can move together for some purpose in a specific scenario, a random pattern can give a statistical intuition of mobility effects in an ad hoc network. 5) Nodes' initial positions are uniformly distributed over an area. This states that, with the effect of a wrap-around border behavior, nodes are distributed uniformly in the simulation space at any given time [2] .
connectivity characteristics using the aforementioned radio range (R) and a mobility model. Several mobility models have been proposed for evaluating the performance of MANET routing protocols [4] . Simulation shows that the mobility model profoundly effects a routing protocol's performance. It is, however, a challenging task to compose an analytical model of mobility patterns. In several instances, researchers make additional simplifying assumptions. Although some mobility patterns are assumed in our system model, the assumptions are not sufficient to completely describe the nodes' mobility. In this paper, we provide an example use of our analytical framework assuming a particular mobility model.
The contribution of this paper is not the elucidation of new mobility models or even the formalization of existing models. For this reason, to develop and demonstrate our behavior model, we use an existing mobility model and relations previously derived for that model. We are able to do so because our behavior models are not dependent on a particular mobility model, and the model we have currently selected could be exchanged, depending on the network deployment. As we will demonstrate, instead of relying on specifics of the style of mobility, our behavior models rely on parameters that can be derived for any number of different mobility models.
We use the straight line mobility model [20] as an example. In addition to the assumptions stated in the previous section, the mobility model assumes that a node's velocity is uniformly distributed over [0, v max ], and the area where the nodes move is torus-shaped. From the description of the mobility pattern, a probability density function (PDF) of relative velocity, f vr (v; v max ), can be acquired, where v max is the maximum possible velocity of each node. This PDF of relative velocity provides statistical information about how long it takes a node to escape the communication range R of another node.
Using this PDF of relative velocity and radio range, a PDF of link duration time, a measure of the longevity of a single link in the straight line mobility model, can be derived. We refer to this distribution as f T ld (t; R, v max ), though detailed coverage of the distribution's derivation is beyond the scope of this paper; the interested reader is referred to the original derivation [20] . Given this link duration time and considering the fact that a path duration time should be the minimum of the duration times of the links in the path, one can derive the following relation:
From the definition of a cumulative probability function (CDF), we can express the CDF of a k-hop path duration time F pd (t; k) as:
where 
Finally, the average path duration time for a path of length k hops can be expressed as:
This path duration time expression is the component necessary to describe the impact of a mobility model on the protocol performance metrics characterized in the next section. This section has briefly summarized a path duration time derivation done previously for the straight-line mobility model [20] ; to use the approach in the next section to characterize protocol behavior under a different mobility model requires a similar derivation of path duration time for that particular mobility model. Figure 1 shows the extracted parameters for a connectivity model; using the basic parameters an application deployer provides (e.g., a node's maximum velocity, v max ), useful statistical parameters (e.g., an expression of the link duration time, f T ld (t)) can be derived.
C. Modeling Performance
In the remainder of this section, we derive analytical expressions for protocol performance in terms of two applicationlevel metrics: delay and throughput. These metrics are expressed in terms of parameters influenced by both the mobility model as derived in the previous section and by characteristics of the communication protocol as discussed in this section.
1) Communication Sessions:
We rely on the notion of a "communication session," or the sequence of exchanges between a source and destination node in the network. This models the high-level fact that, to support real applications, nodes do not often exchange single messages but instead engage in conversations of a longer duration. Specifically, a communication between a source and destination node follows a sequence consisting of a protocol to initiate the network path used for communication and a protocol to maintain that path in
where T rs represents the time to set up a route, T pd is the path duration time derived in the previous section, and T pf is the path failure time due to a broken route. Equation 5 states that a communication starts with a route setup (T rs ) followed by a time equivalent to a path duration time (T pd ).
If the necessary communication completes in this time period, this is followed by an optional path cleanup time (T f ), omitted by many protocols. If the path fails before the necessary communication completes, the initial T pd is followed by one or more pairs of path failure times (T pf ) and path duration times (T pd ) until the path has been alive long enough for the communication to complete. When a route break happens after T pd , the routing protocol recovers a route during T pf . Both T rs and T pf are dependent on the nature of the routing protocol. T f captures the fact that most likely the source finishes the communication task before a new route repair is required. In the remainder of this section, we ignore this communication tail, as we assume that communication sessions are relatively lengthy and entail a significant number of (T pd T pf ) pairs to complete the transmission. This concept of communication session relies on the notion that the only time useful communication can occur is after the path has been created, while it remains valid (i.e., T pd ). If the path breaks, useful work can only be resumed once the path has been repaired (which may or may not require as much time as the initial setup of the route). As such, the time line for a communication session consists of a single route setup followed by repeated, alternating path durations and path repairs. Figure 2 depicts such a communication session.
2) End-to-end Delay: Having established the notion of a communication session, we build models of two applicationlevel performance metrics: the end-to-end delay experienced by a data packet in the communication session, and the overall throughput of the session. We start with the derivation for an expression of the end-to-end delay.
Depending on the mobility model and the rate of change within that model, a data packet sent by a source node may encounter link failures along its delivery path. These failures may be due to mobility or to the intrinsic unreliability of mobile nodes on the route. The end-to-end delay between a source and destination, T DLY can be abstractly characterized as:
T DLY = (Time spent performing route repairs) + (Time spent delivering a data packet to a destination).
The average time required for route repairs can be derived using the average number of route failures and the mean time to repair a single route. Since a packet is likely to encounter more route failures as the route length grows, the mean count of route failures is proportional to the length of the route. The time to repair a single route is a protocol-dependent parameter that depends on the path length and the amount of the path that has been traversed; a route failure happening near the source may be fixed more quickly in some protocols because the source can be more quickly notified, allowing the source to more quickly find an alternative path to the destination. The route repair mechanism for each routing protocol is unique. In some routing protocols, a route failure near a destination node may also be recovered in a short amount of time using a caching strategy. The implications of these protocol differences are revisited in more detail in Section V.
Based on the above, we can express the expected end-to-end delay for a route with k hops as:
where N is the most straightforward; it can be calculated given the size of a data packet and the data rate of the radio. The other two values, N k rf and T k rr , depend on the mobility model and routing protocol, respectively. As a packet traverses a multihop path to a destination, it may encounter a broken link. Once the path is repaired, the packet resumes its journey, but it may encounter additional broken links in the process. Given the average length of a path (k), one can therefore express the average number of such route failures a packet will encounter. This is N k rf . We can express N k rf by first defining the probability, p s,k , that a packet arrives at its final destination without encountering a link failure. N k rf is then:
Again, a packet can be successfully delivered over a k hop path when the packet is relayed successfully over each link in the path. Therefore, p s,k can be calculated based on the probability of successful delivery over a one hop link 2 , p l :
In fact, p l depends on the mobility model in question; it expresses the possibility that a data packet of a given size can be transferred during the expected link duration time. Hence, p l can be acquired from a conditional probability, P (S | T ld = t), that a packet can be delivered successfully over a link when the link duration time is t. This expression also requires a statement of the PDF of link duration time:
In our expression of the total delay a packet experiences, the average number of route failures is multiplied by the average amount of time it takes for a protocol to recover from a route failure. This route repair time, T k rr , depends largely on the nature of the particular routing protocol in use. Different routing protocols handle route failures in different ways; for example, some protocols give up and require a new route discovery to be initiated, while others cache network topology information and attempt to reconstruct a route on the spot. Figure 3 depicts the delay model with parameters we derived. In the model we present here, we leave these expressions in terms of such protocol dependent parameters; Section V discusses our next steps to provide instantiations of the model for specific routing protocols.
3) Throughput: From an application's perspective, throughput is a measure of how much useful (application-level) data is sent over a connection in a unit of time. We measure throughput as a ratio of a given total amount of data to the amount of time it takes to transfer that data; this expresses a particular network deployment's maximum achievable throughput.
Let the total data to be transferred be D total and the time duration needed to deliver that data be T total . We assume that the application layer pushes data to the network layer and that there is no loss in the buffer of the network layer (e.g., data loss due to buffer overflow). In addition, it is assumed that each link can provide the same bandwidth and that there is no queuing delay at the intermediate nodes. In this situation, once the application generates D total , data is always ready to be sent by the source node until all of the data has been sent. Once the path from a source to a destination is available, the data starts to be transferred during the path duration time at the best throughput the wireless links can support, expressed as U max . On average, the amount of data that can be transmitted in a time interval (T pd T pf ) is U max · T pd . Therefore, to send all of the data (D total ), we require D total /(U max · T pd ) such time intervals. Hence, the time needed to completely transmit D total can be expressed as:
where, T rs is the average route setup time. Therefore, the expected throughput, U , can be derived as:
During a long enough communication with a large enough D total , the throughput ceases to be affected by the initial route setup. Referring back to the communication time line, this means the total time spent for delivering the data is much greater than the average route setup time, dampening the effect of the latter (i.e., T rs T total ). In this case, since we assume long-lived conversations, we can assume Trs T total is close to 0, and the throughput expression can then be approximated as: Figure 4 shows the extracted parameters for a throughput estimation using our model. Equation 12 essentially states that we can achieve a high throughput when a broken path is repaired in a short time or when there is a very long path duration time. Interestingly, our result for throughput is similar to the result in [1] .
IV. SIMULATION RESULTS
In this section, we compare results of our analytical model to simulation results to determine the quality of our model. The simulations were performed in ns-2.29 using IEEE 802.11 as MAC protocol and AODV [18] as the routing protocol 3 . While utilizing a straight line mobility model for simplicity in Section III, we applied the random waypoint mobility model, which is well-known and widely used for MANET simulations. We performed simulations for 100 randomly generated scenarios, 10 for each value of mobile host's maximum speed, and we took an overall average of each measured value. Detailed simulation parameters are described in Table I . Varying the possible maximum speed of mobile hosts, we observed several of our analytical model's parameters directly to enable evaluation of Equations 6 and 12. Specifically, for our delay model, we measured four parameters: the average number of route failures per a packet (N k rf ), the average route repair time (T k rr ), the average hop count (k), and the average data packet transmission time for one hop (T data 1h ). The average end-to-end delay was calculated using Equation 6 and was compared with an average end-to-end delay measured directly from simulation. Future work will focus on how to generate the model's parameters given specifications of an applications' intended operating environment. Figure 5 depicts a comparison between the results for our analytical evaluations and simulation for the average end-to-end delay. Although the analytical model gives an approximately 20% smaller value than the simulation study, the trends between the two match exactly, which verifies that Equation 6 is a valid model except some additional delays. The reason for lower values from the analytical model is because our model does not consider nodal delays such as queueing delays. In addition, the trends show a similar pattern due to queueing delays from different causes; a node relays more packets from the other nodes at low velocity, and packets encounter more link failures at high velocity.
In our model of throughput, Equation 12 requires both an average path duration time and an average path fail time as inputs. However, it is difficult to identify when a path is broken and is recovered for a particular source and destination pair. Instead, we measured the time during which packets with the same itinerary arrive at the destination and the interval between their arrivals. A packet should arrive at the destination with a different itinerary only after a path recovery has succeeded. We therefore consider the duration described above to be an approximation of the path duration and the measured interval between packets with different itineraries to be an approximation of the route recovery time. In Fig. 6 , we demonstrate the validity of our analytical model of throughput. The throughput is lower in the analytical model because the model is conservative in that it considers an entire path to be either connected or disconnected. This does not allow the model to capture the optimistic buffering that occurs at intermediate nodes in the actual protocol implementation.
V. DISCUSSION AND FUTURE WORK
The model derived in Section III gives expressions for application-level performance metrics in terms of characteristics of the operating environment and of the communication protocols themselves. For a protocol recommendation framework to effectively use the expressions we have derived, the operating environment characteristics must be provided by the application deployer. In our model, these are currently expressed at a relatively low level (e.g., T pd represents path duration time). While a developer will not directly provide these low-level parameters, they can be derived from specifications of the mobility model or the topological properties of the network in which the application will be deployed. Other work investigates the relationship between these topological and mobility models and these low-level parameters [5] , [19] , [20] ; we build on these successful efforts. Therefore, to input information about the environment, the developer must provide as input a model of the network topology and the potential mobility within that topology.
Our model also relies on specifications of protocols' behaviors. Different protocols incur different amounts of overhead or take different amounts of time to accomplish similar tasks. We currently express the unique protocol characteristics in terms of variables such as T rs , the time to initialize a route, or T rr , the time to completely repair a broken route. In fact, T rr could be affected by route caching schemes (e.g., aggressive caching), route recovery strategies (e.g., expanded ring search), the degree of mobility, etc. In addition, the nodes' initial distribution and the distance between a given source and destination impacts T rs . Using these high-level expressions of protocol behavior simplifies the presentation of the preceding model. Future work will look at specific routing protocols such as DSR [11] , AODV [18] , and others and demonstrate how to generically derive these parameters for the different protocols.
The next major step in this effort is to incorporate the performance models described in this paper into a recommendation framework for application deployers. Given good expressions for the two types of parameters (network configuration parameters and protocol parameters), our performance models will be able to communicate to an application deployer the impact that changing both the intended network topology and the underlying communication protocol will have on the application's overall performance. Future work will include building out this framework. Further efforts will also include developing similar models for other application performance metrics in addition to delay and throughput.
VI. CONCLUSION
We have introduced the underpinnings of a software design, development, and deployment tool enabling specifications of operating environments to influence the way in which interactive behaviors are implemented. We separate the implementation of an application's interactive portions from that of the communication infrastructure required to support interactions, automatically generating a set of potential concrete implementations and their associated costs.
The primary contributions we presented in this paper are derivations of detailed models for two important protocol performance metrics: end-to-end delay and throughput. These models address the challenge of generating expressive cost metrics allowing fast analytical evaluation of the expense incorporating competing communication protocols. Prior efforts at evaluating protocol performance for network deployments have been unacceptably burdensome, requiring excessive computing time and resources to produce useful results.
Our performance metric models are expressed in terms of environment-, protocol-, and application-dependent parameters. Our framework can then use these models to inform a software designer of potential impact on overall application performance when implementing various possible routing protocols under specified environmental conditions. The eventual goal for the models presented herein is that of enabling realtime protocol adaptation to continually provide the best possible performance, even under changing environmental conditions. We are currently engaged in work to generically derive parameters for specific routing protocols, and the realization of a deployment framework as a useful, effective design tool.
