Maxwell's system. Particular attention is paid to the equations that change type: Tricomi's equation and variants. The H-measure is not supported in the elliptic region; it moves along the characteristics in the hyperbolic region, and bounces of the parabolic boundary, which separates the hyperbolic region from the elliptic region.
Introduction H-measures
In the study of continuum physics, the equations governing the behaviour of continuous media can be divided into two classes: balance relations and constitutive assumptions.
While the Young measures were good for the study of oscillation effects, they proved inappropriate for the study of concentration effects. In a way, as a measure depending on the variable x only, Young measures were not well suited to describe any effect that depends on a particular direction in space.
The H-measure is a Radon measure on the spherical bundle over the domain Q in consideration (in general, the base space of the fibre bundle is a manifold £2, while the fibre is, of course, the unit sphere 5 n~1 ). For a single parametrisation (suppose 17 C R n is an open domain) it is a measure on the product £1 x 5' n " 1 . In order to apply Fourier transform, functions defined on the whole of R n should be considered and this can be achieved by extending them by zero outside the domain. After such adjustment, the following theorem can be stated (for details see [Thmo] 
Rn xS n-l
The Fourier transform used above is defined in the following way:
while its inverse is: v(x) := :Fv(x) := / e 2 ** In a certain sense the H-measure measures how far is the given weakly convergent sequence from a strongly convergent one: for strongly convergent sequences the H-measure is zero.
One difference between H-measures and Young measures is readily seen: H-measures depend on the dual variable £, so if the equation under consideration describes a physical phenomenon that propagates, there is a priori hope that the H-measure can see the direction of propagation.
A class of symbols and associated operators
The H-measure theory shares some ideas with the linear theory of partial differential equations; namely the theory of pseudodiSerential operators (see [Hlpd] or [Tipf] ). That theory was motivated by the study of differential operators of the form: Lu = P(x, D)u (of course, the goal is to solve the equation Lu = /, and to study the regularity properties of its solutions), where P is given by:
while Dj is defined to be Dj = ^ dj. This study was extended to the case where P is not a polynomial in £.
If we apply such an operator L on the function u expressed via Fourier inversion formula:
ti(x) = /
we obtain the expression that makes sense even if P is not a polynomial in £.:
/ Considering the form of the function P, we can rewrite the above expression in the following form:
P(X,JD)U(X) = |a|<m So, the operators just considered can be written as a sum of the terms of the form: Lu(x) = () () More generally, a classical pseudodifferential operator is a linear operator A : £'(H) -> such that there is a function a, an amplitude, in the space C°°(fi x R n ), with additional boundedness properties on the derivatives, such that:
(for details, see [Tipf] ).
The above approach is suited for the equations written in the form :
H-measures applied to symmetric systems But, the equations of continuum mechanics are usually written in the conservative form:
ft(a f u) + bu = / , so a slightly different approach seems more natural.
If a is a function in £, while b is a function in x, we consider the following linear operators on functions defined in x:
Bu(x) := 6(x)u(x) . 
, We axe now ready to define the symbols and corresponding operators. An admissible symbol is a function P G C(R n x S n " 1 ) that can be written in the form:
with a k € C(5 n " 1 ),6jk € Co(R n ) and such that the following boundedness condition is satisfied: J2 k \\ a* ||oo || fyfc ||oo< oo.
We say that an operator L € £(L 2 (R n )) has an admissible symbol P if that operator can be written as a sum: L = J^ A*i?fc(mod/C(L 2 (R n ))); where the operators Ak and Bk are defined as above. Let us denote the space of such operators L by H.
Among all the operators corresponding to a given symbol P we can choose the standard one:
Thus, Lo is well defined-it does not depend on the choice of the representation for P. The above definitions lead to correspondence between multiplication in Ti/K, and the multiplication of symbols.
Remark.
If we consider the operator L := ^k BkAk, where Ak and Bk are as in the decomposition of the standard operator Lo, we have for u € L 2 (R n ) D.
Lu(x) =
and this is exactly the operator with the symbol P in the framework of the linear theory (note an additional assumption in that theory that the symbols have to be smooth). Let us note that L and Lo differ only by a compact operator on [Bk,Ak] , because by the first commutation lemma each of the commutators is compact, with the norm less then 2 || ak ||oo II h ||oo (we use the fact that a uniform limit of compact operators is compact).
Nenad Antonic

Symmetric systems Localisation property for symmetric systems
We consider the following system of partial differential equations for a vector function u : f2 -+ RP (ft C R n ):
(2) A^ibU + Bu=f .
For each k € {1,..., n}, A* is a continuously differentiate hermitian (p x p) matrix function (additional properties that we need will be specified below), while f is a function from fi into R*\ B is a continuous matrix function.
In order to apply the theory of H-measures, we consider two sequences of functions (u € ) and (f e ) such that for each e (2) is satisfied. Let us first assume the following convergences:
For simplicity, we assume that all the functions u e ,f e have their supports* in a compact subset of Q. Now we can easily extend these functions by 0 to the functions defined on the whole R n . (In order not to unnecessarily complicate the notation, we shall still denote these extensions by u c ,f e .) Having their supports in a compact subset of Q, the extensions of the functions u c ,f c converge as above. The equation (2) (for u e ,f e ) can be rewritten in divergence form: (This result implies that the support of the H-measure /x is contained in the set {(x, £) Q x 5 n-1 : detP(x, £) = 0} of points where P is a singular matrix.)
Dem. For any ip G Cj(H) we have:
If this is not the case, one can multiply the equation (2) by a cutoff function <p € V(Q). 
the compactness of the last operator is a consequence of the first commutation lemma).
Thus we have got the equality (here we use the first commutation lemma, this time for the term with B, and include the compact part in the operator K):
Multiplying it by u e from the right (using complex scalar product), and adding the result to the equation (2) Using the fact that (A*)* = A*, the left hand side can be written in the form:
We would like to write these two terms as a derivative of a product; clearly, that product cannot be a scalar, but should be a matrix (tensor), so that contraction with A k (for each k) gives a scalar. A natural candidate is the tensor product of two vectors, whose action on an arbitrary vector v is given by (a ® b)v := (v • b)a. If the scalar product of the two matrices is defined to be: A • A := tr(A*A) (where tr is the unique linear extension of the map tr: a ® b i-• a • b), then the following identity* is valid: a • Ab = (a ® b) • A. Now we can rewrite the left hand side of (4) as:
We should do the same with the right hand side; it is the sum of traces of the tensor products (here we use a simple identity a • b = (a ® b) • I, with I being the identity matrix). The right hand side of (4) thus becomes:
Multiplying the equation (4) transformed in this way by a scalar test function w € and integrating, we* get: After integrating the left hand side by parts, we can pass to the limit e \ 0, because of the L 2 assumption that f e » 0. We shall denote the H-measure (it is an (2 x 2) block matrix measure, with (p x p) blocks) associated to the sequence (u c ,f e ) by:
Clearly, fin is the already defined H-measure associated to the sequence (u c ). In the limit (due to the compactness of K, the last term on the right hand side converges to 0) we obtain:
where the symbols of the operators A and M appear.
Let us take ^(x,£) := a(Z)w(x). Then the Poisson bracket of P and rf> is:
We can now write (5) in the form:
. Thus the equation (6) has a meaning for any rnf31 V 7 € CQ J (R n x 5 n-1 ). By density, the formula can be understood even for ifr of class Cj on R n and X 1 on S* 1 " 1 (and homogeneously extended outside S n " 1 ).
Remark. In a similar way, starting from the equation:
instead of (2), one could obtain a formula similar to (6):
Remark.
As a notational convenience we decompose H-measure $x into blocks. In the examples, while discussing the localisation property, $in might be denoted by $i for simplicity. After obtaining additional relations among the components of the H-measure, we shall return to the notation described above.
We shall denote duality product with the same symbol (.,.), regardless of the type (scalar or matrix) of the functions. In any case the result is a scalar. If the functions appearing are matrix functions, we assume that their scalar product has been taken before integration.
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Hyperbolic equations
The wave equation
Let us consider the wave equation in n-dimensionaJ space:
We assume that p : R n x Rjf -> R+ and A : R n x Rj -• Psym (the values of A are symmetric positive definite matrices). We would like to rewrite the wave equation as a symmetric hyperbolic system. Denoting the time t = x° and do := Jj, the wave equation can be written in the following form:
In order to reduce the second order equation to a first order system we must introduce new variables: VJ := dju, for j = 0,..., n. The previous transformation gives us only one equation. In order to make the system with n + 2 unknowns formally deterministic, we have to provide n + 1 more equations. Clearly, adding the definition equations for v* would lead to a formally deterministic system, which, unfortunately, is not symmetric. Besides these, we have, by the Schwarz's theorem, the following (n + l)(n + 2)/2 symmetry relations d%Vj = djVi, for i, j = 0,... ,n as well. One choice* of (n + 2) equations, that will lead to a symmetric hyperbolic system, requires taking the derivatives of the product in (7) (summation over z, j = 1,... ,n):
This will be the second equation of the system. For the first, we shall just take the definition of VQ. The remaining n equations will be the symmetry relations, with one index being 0, but multiplied by the matrix A T = A. So, the system we shall consider is (summation over
.. ,n. This system can be written in the required form.
Before writing it down, let us note that the first equation in (8) is the only one where u appears explicitly. Thus, we can solve the system for Vi first, and later use the solution in order to obtain u. This reduces the system to n + 1 unknowns v = (VQ, .
•., v n ) and n + 1
The only one I know of.
H-measures applied to symmetric systems equations:
It is clear that A 1 are all symmetric, A 0 is even positive definite (because p > 0 and A is positive definite). Thus, we have written the wave equation in the form of a symmetric hyperbolic system.
Remark.
Such a system is symmetric hyperbolic (see [Fshl] ) if there is a vector | such that £* A* is a positive definite matrix. Clearly, £ := (1,0,..., 0) gives P 0 0 A , which is positive definite.
In particular, the system to which we reduced the wave equation is hyperbolic in the sense ofPetrovski: for every vector £ the matrices: A(£, A) := £* A*-A£* A* have simple elementary divisors, and detA(£, A) = 0 has real eigenvalues A.
B
If we assume that the initial data were given for the wave equation by u(0,.) = ,.) = ui, we can take: i; 0 (0,.) = ui and i; t (0,.) = diuo ,for i = 1,... ,n as the initial data for the system (9). The relation u(0,.) = uo determines the initial condition for the time derivative of u.
Due to the fact that uo is defined on R n , we can compute its derivatives in the spatial directions. We should still check whether the identities defining v n (and therefore the symmetry relations) are valid.
For any i = l,...,nwe have:
(The first equality follows from the regularity of A T , because A T (#ov -V x /vo) = 0 implies dovi = divo.) Now, we have the fact that do(vi -diu) = 0, and v% -d{u = 0 at t = 0, and we conclude that the last identity holds for any t > 0.
Let us now apply the general result for H-measures to the system (9) (note that for notational convenience we denote x = (z°,x') = (x°,xV ..,z n ) and£ = (&,£') = (&,6>--->£n)). The symbol of the differential operator is:
We assume that v e ->• 0 weakly in the space L 2 (Rj x R n ), satisfy the system (9) and define the H-measure: [ 
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(where //oo is a 1 x 1 block, while fin is a, n x n block).
The localisation property gives us:
This gives us the following relations between the components of the H-measure
The first identity is between scalaxs, the last between matrices, while the remaining two are between vectors. The second equality gives us (after taking the hermitian conjugate of the matrices, and using the hermitian property of H-measures) />£o/*io = MiiA£'. If we multiply the last equality by ^opA" 1 and use the relation obtained from the second inequality, we obtain:
Taking into account the hermitian character of the H-measure /in, as well as the (real) symmetry of A, we finally obtain: so /in is supported on the set where det(A£' ® £' -P£QT) = 0. Similarly, from the first and third equality we obtain: (A£' • £' -pCfyfioo = 0. From the third equality, due to the invertibility of A, we get: /xoo£ ; = foMio-If we introduce a (scalar nonnegative) measure v such that /zoo = £0^ (^ & == 0> then //oo = 0, because £ ^ 0), we can express jiio = ^o^ (again, if £0 = 0, then /^oo = 0, and because of the nonnegative hermitian property of H-measures, /iio = 0).
From the last equality we get: £oMn = £' ® A*oi = £o£' ® £v (we use the algebraic identity A£' ® /iio = A(^' ® /iio))-This gives us the simple expression fi = £ ® ^1/ (at least when ^0 7^ 0).
From the first equality we finally get: £O(£QP -A£' • £ f )v = 0, which in the case when £o^O gives us that the support of v is contained in the light cone in the dual space.
Remark.
At this point we have lost some information contained in the wave equation, because we discarded a number of symmetry relations. Using them all, there would be no preference given to £o, and we would be able to conclude that /i = £ In order to write down the propagation property, we first need to compute the Poisson bracket: , we have:
Let us now take into account the right hand side as well. Assume that g e -»• 0 in L 2 (R n ). So, the sequence (v c ,(? c ,0) converges weakly to zero, and defines a H-measure, that is a (2 x 2) block matrix measure, with (n + 1) x (n + 1) blocks. The upper left block is just discussed £ ® £i/, while the right upper block has all but the first column zero, so its trace is equal to its upper left element:
After placing the derivatives on v, the propagation property takes the form: Remark. The result we obtained is a generalisation of the result in Tartar [Thmo, 3.3] . Under a stronger assumption that p and A do not depend on t = x°, the term ipdkA* -2^S is zero, and the two results coincide (up to a factor £<>)• 
Maxwell's system
We shall now present a more complicated example-the system of Maxwell's equations in a material with electric permeability e, conductivity tr and magnetic susceptibility ft. If we assume the uniform boundedness and symmetry of the permeability and susceptibility tensors, the above system is even symmetric hyperbolic. In order to apply the H-measure theory we should consider a sequence u e -»> 0 weakly in the space L 2 (Q) (i. e. E 5 , H ek 0). The right hand side term f is allowed to oscillate as well; so take f e -» 0 weakly in the space L 2 (fi). The H-measure corresponding to (a subsequence of) the sequence (u c ) will be denoted by: me The Radon measure fin is a 2 x 2 block matrix measure, with each block of size 3x3.
In order to express the localisation property we should compute the symbol P( In doing that, we shall use the following simple fact from linear algebra: Thus, all the columns of the matrix A are parallel to the vector £', so we can write: a, = aj£', and by arranging these numbers a, as components of the vector a we obtain the claim.
Q.E.D. In the case £o 7^ 0, we can try to simplify the calculations by dividing £ by £o-By this transformation £0 is replaced by 1, while £' takes arbitrary values in R 3 .
H-measures applied to symmetric systems
The matrix equations can be rewritten as:
Using the fact that 6 and p are invertible, we can express v t using i/ mc , v m using i/ cm ; and vice versa. Substituting, we can obtain the following relations that have to be satisfied: In order for this system to have a nontrivial solution, it is necessary that matrices multiplying the unknowns are singular. Thus, the support of the H-measure is contained in the set of solutions of the equations: det(e + SiT l S) = 0 det(/i + Se~lS) = 0 . Let us try to rewrite the Tricomi's equation as an equivalent first order system. Certainly, we have to introduce two unknown functions:
Equations of mixed type
With this notation, the equation can be rewritten in the form: yd x v -d y w = 0. These three equations form a formally deterministic system. Unfortunately, it is not symmetric (so it is not in the framework for the application of H-measures).
As in other examples, we can make use of the Schwarz symmetry for second derivatives: The unknown u appears only in the first equation; so we can take this equation as its definition (assuming that the initial condition for u is given), and try to solve the system of two remaining equations, with unknows v and w.
We introduce the vector notation in the following way for the unknowns: ui := v,U2 := w. For variables, we occasionally write x for (z, y) and £ for (£, rj). Now, any solution of the equation satisfies the symmetric hyperbolic system:
where the matrices are given by:
Clearly, A 1 and A 2 are symmetric, and for y < 0 the matrix A 1 is positive definite (its (simple) eigenvalues are 1 and -y). Thus, a symmetric hyperbolic system corresponds to the Tricomi's equation in the lower half plane.
Let us try to see what we can learn about it by using H-measures. In order to apply the H-measure theory, let us consider a sequence of solutions, such that u e -^ 0 in the space L 2 (fi) (weakly). The H-measure corresponding to a subsequence of (u\,u\) is a 2 x 2 Radon matrix measure; denote it by:
Let us next write down the symbol, 2x2 matrix function P := £A* + 77A 2 defined on the spherical bundle (product) ft x S 1 :
Lemma 4. The H-measure /i corresponding to a subsequence of a L 2 weakly convergent sequence of solutions of the symmetric system (12), associated to the Tricomi's equation (11), can be written as:
where v is a nonnegative (scalar) Radon measure on the spherical bundle Six S 1 , supported inside the set N = {(x,y,£,rj) e ft x S 1 : t] 2 + y£ 2 = 0}.
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Dem. The localisation property for H-measures, in the case of a symmetric system, can be expressed in the form: Pf/ = 0. Let us first note that fx is supported inside the set where detP = 0, and this reduces to the set N. Writing out all the terms of the product explicitly we get: l This gives us the following equations for the components of the measure fi:
03)
Besides these relations given by the localisation property of H-measures, we know that fi is hermitian, so that diagonal components are real, while /x 21 = /x 12 . From the second and the fourth equation we can get: £ 2 /x 22 = T/ 2 // 11 . Thus, it is natural to express the matrix measure ft using only one scalar measure v. As £ ^ 0 on the set JV, we define v by: /x 11 = £ 2 i/, and then follows that /x 22 = rfv. On the other hand, from the first two equations we directly conclude that the measures /x 21 and /x 12 are real (because /x 11 is) and absolutely continuous (on any compact set) with respect to the measure /x 11 . Clearly, they can be expressed using v as stated above.
Q.E.D.
The lemma gives us the simple form of the localisation principle (for v):
( V e + r, 2 )u = 0 .
Clearly, for y > 0 (upper half plane, elliptic region), v = 0. At the coordinate line x (parabolic region), v is supported on two opposite points on the circle 5 1 , namely for rj = 0 (and thus £ = ±1). For y < 0 (lower half plane, hyperbolic region) v is supported at the null set of TJ 2 -(-y)£ 2 or, for given y, on the intersection of the circle S 1 with the lines V ~~ y/-y£ == 0 an< * V + yf-yt = 0. Notice that these two lines have the same slope as the normals to the characteristics at the same point. Clearly, other entries of the original matrix measure are supported for y < 0 only, and there they are different from zero wherever v is not zero.
Furthermore, we know that £ and r\ are just the coordinates of a point on the unit circle S 1 . This means that there exists an angle t? such that: £ = cost? and rj = sintf. But, tgtf = | = i^^y, so ti is naturally restricted to the interval (- §, f) (at the boundary of that interval v is zero).
More precisely, we have established that the measure v (and then the rest of /x as well) is supported on a three dimensional manifold R 2 x S 1 . We can choose a parametrisation of the circle by the angle tf, so that the measure v will be zero outside two open submanifolds: R 2 x U\ and R 2 x {/ 2 ; where U\ corresponds to t? € (-f, f) (while t/ 2 means t? G (f ,^f)). Thus, we have reduced our study of the problem on the manifold to two charts, that are diffeomorphic to (open) layers in three dimensional space.
After simplifying our problem using the localisation property, let us apply the propagation property.
in the plane R 2 . Proceeding in the same way as before, using the standard method for classification of the second order equations, we see that ac -b 2 = xy, so the equation is elliptic for x and y of the same sign (thus, in the I. and the III. quadrant), hyperbolic for x and y of different sign (in the II. and IV. quadrant); while it is parabolic on both coordinate axes.
In the hyperbolic regions the characteristics satisfy the following ordinary differential equation:
xy ( 
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Clearly, for xy > 0 (I. and III. quadrant), v = 0. At the coordinate lines v has the support contained in the set where r\ = 0 (thus £ = ±1). For xy < 0 (II. and IV. quadrant), v is supported on the null set of the polynomial rj 2 -(-xy)£ 2 or, for a given point (x,y), on the intersection of the circle^1 with the lines rj -y/-xy£ = 0 and rj + y/-xy£ = 0. As before, these lines have the same slope as the normals to the characteristics at the same point. Clearly, other components of the H-measure axe supported for xy < 0 only, and are different than zero wherever v is.
Again, we can parametrise the circle by the angle t?; then tgt? = ? = ±\/-xy; thus reducing the problem from the manifold to two charts.
Let us now apply the propagation property (given by the general formula): and they are real for a < 0. Introducing the same two unknown functions (first partial derivatives of u) as before, this equation can be reduced to the following symmetric system: Obviously, this system is symmetric, and for a < 0 it is even symmetric hyperbolic.
We consider a sequence of solutions u c -* 0 in L 2 , and the associated H-measure ft. Using the same notation as before, we obtain the expression for the symbol:
Lemma 6. The H-measure ft corresponding to a subsequence of L 2 weakly convergent sequence of solutions of the symmetric system (21), associated to the equation (17), can be written as:
wiere v is a noimegaiive (scalar) Radon measure on the spherical bundle il x S 1 , supported inside the set N = {(s,y,£,i?) € ft x S 1 : r? 2 + a£ 2 = 0}. Dem. The H-measure ft is supported inside the set where detP = 0, and this is exactly the set N. Writing out all the terms of the product explicitly we get:
-v t
Besides these relations given by the localisation property of H-measures, we know that /x is hermitian, so that diagonal components are real, while fi 21 = /z 12 . From the second row we get: £ 2 // 22 = f/V 11 . Thus, it is natural to express the matrix measure /x using only one scalar measure v. As £ ^ 0 on the set iV, we define v by: /x 11 = £ 2 */, and then follows that /x 22 = r^v. On the other hand, from the first column we directly conclude that the measures fi 21 and /x 12 axe real (because /x 11 is) and absolutely continuous (on any compact set) with respect to the measure fi n . Clearly, they can be expressed using v as stated above. Q.E.D.
The lemma gives us a simple form of the localisation principle (for v)\ From the lemma we can conclude that in the elliptic region (a > 0) v = 0. In the parabolic region (a = 0) the support of v is contained in the set where r\ = 0 (and thus In the hyperbolic region (a < 0) we have, as before, that v is possibly supported on the null set of the function rj 2 + a(x, y)£ 2 . For the given point (re, y), this turns out to be at the (17) is zero) gives us:
Placing the derivatives on the measure v we get:
which, after taking into account the localisation property (a£ 2 + TJ 2 )I/ = 0, becomes:
The characteristics satisfy the system: Q.E.D.
