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Abstract
In this paper, we continue a long line of research which shows that many generating function
identities for various permutation statistics arise from well known symmetric function identities by
applying certain ring homomorphisms on the ring of symmetric functions. This idea was first intro-
duced in a 1993 paper of Brenti who used it to show that the generating functions of permutations
of the symmetric group Sn by descents and excedances could be derived in such a manner. In this
paper, we define certain (q, t)-analogues of Brenti’s homomorphism that lead to generating functions
for statistics on m-tuples of permutations. Our results generalize previous work of generating func-
tions for permutations statistics due to Carlitz, Stanley, and Fedou and Rawlings. We also introduce
some new bases of symmetric functions which are necessary to extend Brenti’s results on generating
functions for permutations by excedances to m-tuples of permutations. Finally, we study the image
of our homomorphisms on analogues of the q-basis of symmetric functions studied by Ram and King
and Wybourne to describe the irreducible characters of the Hecke algebras of type A.
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This paper continues a long line of research [2–5,11,14,18] that uses certain homo-
morphisms from the ring of symmetric functions Λ to obtain generating functions for
permutation statistics from well-known symmetric function identities. This line of research
started with the work of Brenti [4]. Let ek , hk and pk denote the kth elementary symmet-
ric function, the kth homogeneous symmetric function and kth power symmetric function
respectively. Then Brenti defined a ring homomorphism ξ :Λ → Q[x], where Q[x] is the
polynomial ring over the rationals Q, by setting
ξ(ek) = (x − 1)
k−1
k! if k  1, (1)
and ξ(e0) = 1. Let des(σ ) and exc(σ ) denote the number of descents and excedances of a
permutation σ in the symmetric group Sn. Then Brenti proved
n!ξ(hn) =
∑
σ∈Sn
xdes(σ ) (2)
and
n!
zλ
ξ(pλ) =
∑
σ∈Sn(λ)
xexc(σ ) (3)
where if λ = (1m1,2m2, . . . , nmn) is a partition of n, then Sn(λ) is the set of permutations
in Sn with cycle type λ and zλ = ∏ni=1 imimi !. One can then use well known symmet-
ric functions identities between the homogeneous symmetric functions and the elementary
symmetric functions or the power symmetric functions and the elementary symmetric func-
tion to derive generating functions for permutations by descents or excedances.
Brenti’s proofs were mainly algebraic. However in [2], Beck and Remmel gave combi-
natorial proofs of Brenti’s results that used the combinatorial interpretations of the entries
of the connection matrices between various bases of symmetric function introduced by
Eg˘eciog˘lu and Remmel [8]. These combinatorial proofs suggested natural modifications
of Brenti’s original homomorphism ξ that could be used to obtain q-analogues of Brenti’s
results [6] or to obtain similar permutation enumeration results for other groups such as
the hyperoctahedral group Bn [1] or wreath products, Ck§Sn, of cyclic groups Ck with the
symmetric group Sn [18,19].
In this paper, we shall define certain (q, t)-analogues of Brenti’s homomorphism ξ (m)q,t
which are appropriate to generalize Brenti’s results for m-tuples of permutations. We shall
then show that the basic combinatorial methods of Beck and Remmel [2] can be easily
modified to give (q, t)-analogues of (2) for m-tuples of permutations according to statis-
tics involving inversions, coinversions and common descents. Our methods allow us to
derive a number of previous results on such statistics due to Carlitz, Stanley, and Fedou
and Rawlings as special cases.
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lead to define a modified version of the power symmetric functions, p(m)λ (x¯) for each m.
For each m, the set of p(m)λ (x¯) is a basis of symmetric functions which is interesting in
its own right and we shall study the expansion of p(m)λ in terms of other classical bases of
symmetric functions. For example, we shall show how to expand p(m)λ in terms of Schur
functions by giving an analogue of the Murnaghan–Nakayama rule. We shall show how to
use these new bases to derive generating functions for analogues of the excedance statistic
for m-tuples of permutations.
Finally, we note that Ram et al. [14] showed how permutation statistics involving cycles
could be derived by applying ring homomorphisms to the basis qλ(X: q, t), introduced by
Ram [13] and King and Wybourne [10] to describe the characters of the Hecke algebras
of type A. We show how the work of [14] can be extended to m-tuples of permutations by
defining new bases q(m)λ (X: q, t) for each m 1.
The outline of this paper is as follows. In Section 2, we shall define various permuta-
tion statistics and give some basic facts about symmetric functions and certain transition
matrices between basis of symmetric functions that we will use throughout the paper.
In Section 3 we define shall define our set of ring homomorphisms ξ (m)q,t for each m 1.
We show how the combinatorial methods of Beck and Remmel [2] can be used to compute
ξ
(m)
q,t (hn) and show how this calculation can be used to derive various generating func-
tions for statistics on m-tuples of permutations. Our generating functions contain results of
Carlitz, Stanley, and Fedou and Rawlings as special cases.
In Section 4, we define our new collection of bases {p(m)λ }λ for the symmetric functions
for each m  1. We then compute ξ (m)1,1 (p
(m)
λ ) and show how this calculation can be used
to derive various generating functions for excedance type statistics on m-tuples of permu-
tations. We also show how we can generalize a q-analogue of (3) developed by Beck and
Remmel [2] by computing ξ (m)q,t (p(m)n ).
We investigate connections between p(m)λ and other bases in Section 5. We show that
p
(m)
n is a sum of hook Schur functions and give a combinatorial rule for multiplying p(m)n sμ
that can be used to determine the Schur function expansion of p(m)λ . We also give the
expansion of the elementary symmetric functions in terms of our new bases.
Finally, in Section 6 we extend the work of Ram et al. [14] who found the image of a q-
analogue of Brenti’s homomorphism due to Beck and Remmel [2] on the basis qλ(X;q, t)
introduced in the work of Ram and King and Wybourne [10,13]. This basis generalizes
the power basis as qλ(X;1,1) = pλ(X). We define a new class of bases q(m)λ (X;q, t) in
much the same way as we define p(m)λ and use this basis to extend the work of Ram et al.
to m-tuples of permutations. These new functions are a natural extension of p(m)λ since
q
(m)
λ (X;1,1) = p(m)λ (X).
2. Notation and definitions
In this section we introduce the necessary notation and definitions.
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Given a permutation σ = σ1, . . . , σn in the symmetric group Sn, we shall consider the
following statistics:
Des(σ ) = {i: σi > σi+1}, Rise(σ ) = {i: σi < σi+1},
des(σ ) = ∣∣Des(σ )∣∣, rise(σ ) = ∣∣Rise(σ )∣∣,
inv(σ ) =
∑
1i<jn
χ(σi > σj ), coinv(σ ) =
∑
1i<jn
χ(σi < σj ),
exc(σ ) = ∣∣{i: σi > i}∣∣, dec(σ ) = ∣∣{i: σi < i}∣∣,
where for any statement A, we let χ(A) = 1 if A is true and let χ(A) = 0 if A is false.
If τ = (τ1, . . . , τm) is an m-tuple of permutations in Sn, we define the common descent
set of τ to be Comdes(τ) =⋂mi=1 Des(τi) and we let comdes(τ ) = |Comdes(τ)|. Simi-
larly we define the common rise set of τ to be Comrise(τ ) =⋂mi=1 Rise(τi) and we let
comrise(τ) = |Comrise(τ)|. We note that all these definition make sense for any sequence
σ = σ1 . . . σn on natural numbers. Thus in particular, they apply to the setR(1b1 2b2 · · ·kbk )
of permutations of the multiset {1b1 ,2b2, . . . , kbk }.
We let [k]q = 1 + q + · · · + qk−1, [k]q ! = [k]q [k − 1]q · · · [1]q , and
[
n
α
]
q
= [n]q ![α1]q ! · · · [αk]q !
if α = (α1, . . . , αk) is a composition of n. It is a well known theorem of Carlitz [7] that
[
n
α
]
q
=
∑
r∈R(1α1 2α2 ···kαk )
q inv(r). (4)
We let [k]q,t = tk−1 + tk−2q + · · · + qk−1, [k]q,t ! = [k]q [k − 1]q,t · · · [1]q,t ,
[
n
α
]
q,t
= [n]q,t ![α1]q,t ! · · · [αk]q,t !
if α = (α1, . . . , αk) is a composition of n. Using the fact that [k]q,t = tk−1[k]q/t , one can
easily derive from (4) that
[
n
α
]
q,t
=
∑
r∈R(1b1 2b2 ···lbl )
q inv(r)tcoinv(r). (5)
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A partition λ of a positive integer n, denoted λ  n, is a sequence of positive integers
λ = (λ1, λ2, . . . , λl) with λ1  λ2  · · ·  λl and λ1 + λ2 + · · · + λl = n. We will often
write a partition in the following way:
(1,1,1,2,3,3,5) = (13,2,32,5)
with the exponent on an entry denoting the number of times that entry appears in the
partition. Each integer in a partition λ is called a part of λ and the number of parts is the
length of λ, denoted l(λ). So l(1,1,1,2,3,3,5) = 7. If λ  n, we will also write |λ| = n.
A partition λ can be represented as a Ferrers diagram which is a partial array of squares
such that the ith row from the top contains λi squares. For example, the Ferrers diagram
corresponding to the partition (1,1,3,4) is
We let λ′ denote the conjugate of λ.
We follow Macdonald [12] and let Λ = Λ(x1, x2, . . .) denote the space of symmetric
functions over the variables x1, x2, . . . . We let Λn denote the space of homogeneous sym-
metric functions of degree n. Given a partition λ, we let sλ denote the Schur function
associated to λ, hλ denote the homogeneous symmetric function associated to λ, eλ denote
the elementary symmetric function associated to λ, and pλ denote the power symmetric
function associated to λ.
We let H(u) and E(u) be the generating functions of {hn}n0 and {en}n0 respectively,
that is, we let
H(u) =
∞∑
n=0
hnu
n =
∞∏
i=1
1
1 − xiu (6)
and
E(u) =
∞∑
n=0
enu
n =
∞∏
i=1
(1 + xiu). (7)
Clearly
H(u) = 1/E(−u). (8)
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of the elementary symmetric function en as
∞∑
n=1
pnu
n =
∑∞
n=1(−1)n−1nenun∑∞
n=0(−1)nenun
. (9)
2.3. Brick tabloids
For each partition λ of n, we shall also need the expansions of hλ and pλ in terms of the
basis {eμ}μn. A combinatorial interpretation of the coefficients of such expansions were
found by Eg˘eciog˘lu and Remmel [8] in terms of object called brick tabloids. We will use
various types of brick tabloids in our proofs so that we shall formally define these objects
here.
• μ-brick tabloids of shape λ. For μ  n, create a set of bricks that have lengths equal to
the parts of μ. Place these bricks in the Ferrers diagram of λ in such a way that each
brick lies in a single row and no two bricks overlap. We call each such filling a μ-brick
tabloid of shape λ. For example, Fig. 1 shows the three (1,1,1,3)-brick tabloids of
shape (2,3). Let Bμ,λ be the set of μ-brick tabloids of shape λ and set Bμ,λ = |Bμ,λ|.
• m-weighted μ-brick tabloids of shape λ. Given a μ-brick tabloid T of shape λ, call the
bricks b1, . . . , bl(μ) where bi has length μi . Then define the m-weight of bi , denoted
w(m)(bi), by
w(m)(bi) =
{
μmi if bi is at the end of a row in T ,
1 otherwise.
Next define the m-weight of T , w(m)(T ), by
w(m)(T ) =
l(μ)∏
i=1
w(m)(bi).
Finally, analogous to Bμ,λ, define
w(m)(Bμ,λ) =
∑
T ∈Bμ,λ
w(m)(T ).
Fig. 1. The three (1,1,1,3)-brick tabloids of shape (2,3).
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then w(2)(T1) = 12 · 12 = 2, w(2)(T2) = 12 · 22 = 4, and w(2)(T3) = 22 · 12 = 4. So
w(2)(B(1,1,1,2),(2,3)) = 1 + 4 + 4 = 9.
We note that the m = 1 case of m-weighted brick tabloids gives the standard definition
of weighted brick tabloids in [8]. In the m = 1 case, we will just write w(Bμ,λ) instead
of w(1)(Bμ,λ).
Then Eg˘eciog˘lu and Remmel [8] proved the following:
hλ =
∑
μn
(−1)n−l(μ)Bμ,λeμ and
pλ =
∑
μn
(−1)n−l(μ)w(Bμ,λ)eμ.
3. (q, t)-analogues and enumeration of m-tuples of partitions
In this section, we shall define our (q, t)-analogue of Brenti’s homomorphism, ξ (m)q,t ,
that will play a key role in producing generating functions for statistics on m-tuples of
permutations of Sn.
First, a q-analogue of Brenti’s homomorphism ξ , see (1), was defined by Beck and
Remmel [2] by setting
ξq(ek) = (1 − x)
k−1q(
k
2)
[k]q ! .
Beck and Remmel [2] gave completely combinatorial proofs of the following.
[n]q !ξq(hn) =
∑
σ∈Sn
xdes(σ )q inv(σ ) (10)
and
[n]q !ξq(pn) =
∑
σ∈Sn
xrise(σ )−f (σ )+1qcoinv(σ )
(
xf (σ) − (x − 1)f (σ )) (11)
where f (σ ) is the longest increasing sequence at the end of σ .
We define the following generalization of Beck and Remmel’s homomorphism. Let
q = (q1, . . . , qm) and t = (t1, . . . , tm).
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Q(q1, . . . , qm, t1, . . . , tm)[x] by
ξ
(m)
q,t (ek) =
(1 − x)k−1∏mi=1 q(k2)i∏m
i=1[k]qi ,ti !
and ξ (m)q,t (e0) = 1.
We can then modify Beck and Remmel combinatorial proof of (10) to prove the follow-
ing.
Theorem 3.2. For a positive integer m,
m∏
i=1
[n]qi ,ti !ξ (m)q,t (hn) =
∑
(σ1,σ2,...,σm)∈Smn
xcomdes(σ1,σ2,...,σm)
m∏
i=1
q
inv(σi )
i t
coinv(σi )
i .
Proof of Theorem 3.2. We will prove the result for m = 2 as the general result follows
analogously. So we wish to show that
[n]q1,t1 ![n]q2,t2 !ξ (2)q,t (hn) =
∑
(σ1,σ2)∈Smn
xcomdes(σ1,σ2)q inv(σ1)1 t
coinv(σ1)
1 q
inv(σ2)
2 t
coinv(σ2)
2 .
Start by expanding hn in terms of the elementary symmetric functions and applying ξ (2)q,t :
[n]q1,t1 ![n]q2,t2 !ξ (2)q,t (hn)
= [n]q1,t1 ![n]q2,t2 !ξ (2)q,t
(∑
μn
(−1)n−l(μ)Bμ,(n)eμ
)
= [n]q1,t1 ![n]q2,t2 !
∑
μn
(−1)n−l(μ)Bμ,(n)ξ (2)q,t (eμ1 · · · eμl(μ))
= [n]q1,t1 ![n]q2,t2 !
∑
μn
(−1)n−l(μ)Bμ,(n)
l(μ)∏
k=1
(1 − x)μk−1q(
μk
2 )
1 q
(
μk
2 )
2
[μk]q1,t1 ![μk]q2,t2 !
=
∑
μn
∑
T ∈Bμ,(n)
[
n
μ(T )
]
q1,t1
q
∑
k (
μk
2 )
1 ·
[
n
μ(T )
]
q2,t2
q
∑
k (
μk
2 )
2 (x − 1)n−l(μ), (12)
where μ(T ) = (b1, . . . , bl(u)) is the sequence of the sizes of the bricks in T read from left
to right.
First we need a combinatorial interpretation of the terms
[ n
μ(T )
]
qi ,ti
q
∑
k (
μk
2 )
i for i = 1,2.
Suppose that l(μ) = k and r is a permutation of the multiset {1b1, . . . , kbk }. We then form a
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the 2’s from right to left with b1 + 1, b1 + 2, . . . , b1 + b2, and so on. For example, with
b1 = 4, b2 = 2, b3 = 3 and
r = 1 3 2 1 3 3 1 2 1 3 3
we get
σ(r) = 4 11 6 3 10 9 2 5 1 8 7.
This process is reversible as long as b1 through bk are known. Note that the number of
inversions of σ(r) is equal to the number of inversions of r plus the number of inversions
introduced by changing the 1’s in r to 1,2, . . . , b1, the 2’s to b1 + 1, b1 + 2, . . . , b1 + b2,
and so on. By construction, the number of inversions introduced by changing the 1’s to
1,2, . . . , b1 is (b1 − 1)+ (b1 − 2)+ · · ·+ 1 =
(
b1
2
)
. It follows that the total number of extra
inversions caused by our labeling process is
∑
i
(
bi
2
)
. Also, changing from r to σ(r) does
not add any coinversions. So we have
inv
(
σ(r)
)= inv(r) +∑
j
(
bj
2
)
and
coinv
(
σ(r)
)= coinv(r).
Now, by construction, σ(r)−1 read from left to right consists of decreasing sequences of
integers in blocks of size b1, b2, . . . , bk . Continuing with the above example, we have
σ(r)−1 = 9 7 4 1 8 3 11 10 6 5 2
which consists of decreasing sequences of size b1 = 4, b2 = 2, b3 = 3. Since inv(σ (r)−1) =
inv(σ (r)) and coinv(σ (r)−1) = coinv(σ (r)), we have the following.
Lemma 3.3. If μ(T ) = (b1, . . . , bk) is composition of n, then
[
n
μ(T )
]
q,t
q
∑
i (
bi
2 ) =
∑
τ∈decn(b1,...,bl )
q inv(τ )tcoinv(τ )
where decn(b1, . . . , bk) is the set of permutations in Sn that when read from left to right in
one-line notation consist of decreasing sequences in blocks of size b1, b2, . . . , bk , that is,
τ ∈ decn(b1, . . . , bk) ⇐⇒ Rise(τ ) ⊆ {b1, b1 + b2, . . . , b1 + b2 + · · · + bk−1}.
Using Lemma 3.3, we can rewrite the last expression in (12) as
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∑
μn
∑
T ∈Bμ,(n)
( ∑
σ∈decn(μ(T ))
q
inv(σ )
1 t
coinv(σ )
1
)
×
( ∑
τ∈decn(μ(T ))
q
inv(τ )
2 t
coinv(τ )
2
)
(x − 1)n−l(μ).
Next we interpret this expression as a sum over signed, weighted, combinatorial objects.
Given the summations, the objects are μ-brick tabloids of shape (n). Label each cell of
a tabloid with x or −1, except for the last cell of each brick, which is labeled with 1.
This accounts for the (x − 1)n−l(μ) term. Then label each tabloid with an ordered pair of
permutations (σ, τ ), with the entries decreasing within bricks, as illustrated in Fig. 2. Next
assign the weight q inv(σ )1 t
coinv(σ )
1 q
inv(τ )
2 t
coinv(τ )
2 to such a filled brick tabloid. This accounts
for the factors
[ n
μ(T )
]
qi ,ti
q
∑
i (
bi
2 )
i for i = 1,2. If we assign the total weight of a tabloid to
be the product of the x labels in the cells and the qi and ti weights, and the sign to be the
product of the −1’s, we have a signed, weighted sum over the set of these labeled tabloids.
Now that we have our signed, weighted objects, we can define a weight-preserving,
sign-reversing involution. Reading from left to right in a given tabloid, look for the first
occurrence of one of the following:
(1) An decrease in both permutations between the last cell of one brick and the first cell
of the next brick.
(2) A weight of −1 on a cell.
In the first case, join the two bricks and change the sign on the last cell of the first brick
to −1. This preserves the x weight and reverses the sign. The order of the integers does
not change, so the qi and ti weights are preserved as well. In the second case, split the
brick after the −1 and change the −1 to 1. This again preserves the x, qi , and ti weights
and reverses the sign. These two operations are inverses of each other so that we have an
involution I on our collection of signed weighed objects. An example of the involution I
is given in Fig. 3.
It follows that our signed, weighted sum reduces to the signed, weighted sum over fixed
points of I . By construction, a fixed point of I must have the following properties.
(1) All weights on the cells must be x’s (except for the 1’s on the last cell of each brick).
(2) For tabloids with more than one brick, there must be an increase between the integer
label on the last cell in each brick and the first cell in the next brick in one or both of
the permutations.
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Fig. 4. A fixed point of the involution in the proof of Theorem 3.2.
Such a fixed point is shown in Fig. 4. So each common descent of the two permutations
is labeled with an x. Also, by construction, every possible ordered pair of permutations
appears once and has the correct counters for inversions and coinversions. 
We note that Beck and Remmel [2] extended their result to ξq(hλ) based on the follow-
ing statistic. For λ = (λ1, λ2, . . . , λl)  n and σ = σ1σ2 · · ·σn ∈ Sn, divide σ into pieces of
length λ1, λ2, . . . , λl . Define desλ(σ ) to be the number of descents σi > σi+1 where i and
i + 1 both occur in the same piece. For example, if σ = 4 3 5 2 1 6 7 and λ = (3,4), split σ
into [4 3 5] and [2 1 6 7] and do not count the descent from 5 to 2. So desλ(σ ) = 2. Then
Beck and Remmel proved that
[n]!ξq(hλ) =
∑
σ∈Sn
xdesλ(σ )q inv(σ ).
Be defining comdesλ in the analogous way, we can replace hn with hλ and comdes with
comdesλ in Theorem 3.2, with the proof requiring only a slight modification.
Now that we know how ξ (m)q,t acts on hn, we can use the simple symmetric function
identity (8) to derive the following.
Theorem 3.4. For a positive integer m,
∞∑
n=0
un∏m
i=1[n]qi ,ti !
∑
(σ1,...,σm)∈Smn
xcomdes(σ1,...,σm)
m∏
i=1
q
inv(σi )
i t
coinv(σi )
i
= 1 − x
−x + J (m)(u(x − 1))
,q,t
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J
(m)
q,t (z) =
∞∑
n=0
zn∏m
i=1[n]qi ,ti !
m∏
i=1
q
(n2)
i .
Proof. Simply apply ξ (m)q,t to both sides of
∞∑
n=0
hnu
n = 1∑∞
n=0 en(−u)n
. (13)
For the left-hand side, we obtain
ξ
(m)
q,t
( ∞∑
n=0
unhn
)
=
∞∑
n=0
unξ
(m)
q,t (hn)
=
∞∑
n=0
un∏m
i=1[n]qi ,ti !
∑
(σ1,...,σm)∈Smn
xcomdes(σ1,...,σm)
×
m∏
i=1
q
inv(σi )
i t
coinv(σi )
i .
For the denominator of the right-hand side, we have
ξ
(m)
q,t
( ∞∑
n=0
(−u)nen
)
=
∞∑
n=0
(−u)nξ (m)q,t (en)
= 1 +
∞∑
n=1
(−u)n (1 − x)
n−1∏m
i=1 q
(n2)
i∏m
i=1[n]qi ,ti !
= 1
1 − x
(
1 − x +
∞∑
n=1
(−u)n(1 − x)n∏m
i=1[n]qi ,ti !
m∏
i=1
q
(n2)
i
)
= 1
1 − x
(
−x +
∞∑
n=0
un(x − 1)n∏m
i=1[n]qi ,ti !
m∏
i=1
q
(n2)
i
)
. 
As a corollary, we obtain the following classical results.
Corollary 3.5.
(1)
∞∑ un
n!
∑
xdes(σ ) = 1 − x−x + eu(x−1) .
n=0 σ∈Sn
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∞∑
n=0
un
(n!)2
∑
(σ,τ )∈Sn×Sn
xcomdes(σ,τ ) = 1 − x−x +∑∞n=0 un(x−1)n(n!)2 .
(3) (Stanley [16])
∞∑
n=0
un
[n]!
∑
σ∈Sn
xdes(σ )q inv(σ ) = 1 − x−x +∑∞n=0 un(x−1)n[n]! q(n2) .
(4) (Stanley [17])
∞∑
n=0
un
[n]!
∑
σ∈Sn
xdes(σ )qcoinv(σ ) = 1 − x−x +∑∞n=0 un(x−1)n[n]! .
(5) (Fedou and Rawlings [9])
∞∑
n=0
un
[n]q ![n]p!
∑
(σ,τ )∈Sn×Sn
xcomdes(σ,τ )q inv(σ )pinv(τ ) = 1 − x−x +∑∞n=0 un(x−1)n[n]q ![n]p !q(n2)p(n2) .
4. The definition of p(m)λ
In this section, we shall give analogue’s of Brenti’s result (3) for the evaluation of ξ(pλ)
and Beck and Remmel’s evaluation (11) of ξq(pn) to m-tuples of permutations.
To find an analogue of (3) for m-tuples of permutations, we need to define a new family
of bases p(m)λ for each m 1.
Definition 4.1. For a positive integer m and λ  n, define p(m)λ by
p
(m)
λ =
∑
μn
(−1)n−l(μ)w(m)(Bμ,λ)eμ (14)
where w(m)(Bμ,λ) is the m-weighted sum over all μ-brick tabloids of shape λ as defined
in Section 2.
With m = 1 this is Eg˘eciog˘lu and Remmel’s expansion of pλ in terms of the ele-
mentary symmetric functions. We note that this combinatorial definition implies that if
λ = (λ1, λ2, . . . , λl), then
p
(m) = p(m)p(m) · · ·p(m).λ λ1 λ2 λl
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expanding the elementary symmetric functions in terms of the p(m)λ ’s.
We start with the case q = t = 1. For notational convenience, set ξ (m)1,1 = ξ (m) so that
ξ (m)(ek) = (1 − x)
k−1
(k!)m .
With our definition in hand, we can apply ξ (m) to p(m)λ . First though, we need to define a
new statistic. For an m-tuple of permutations (σ1, σ2, . . . , σm) with the same cycle type,
define common excedances, comexc(σ1, σ2, . . . , σm), as follows. Write σ1, . . . , σm in a list
in cycle notation with σ1 on the first line, σ2 on the second line, and so on, so that the
largest element in any cycle is at the end of a cycle and so that cycles of the same size
are lined up in columns. Do this in all possible ways to group cycles. For example, if
σ1 = (1,4)(3,2,7,8)(5,6,9,10) and σ2 = (2,8)(1,4,9,10)(6,5,3,7), we have the two
arrangements
(1, 4) (3, 2, 7, 8) (5, 6, 9, 10)
(2, 8) (1, 4, 9, 10) (6, 5, 3, 7)
and
(1, 4) (3, 2, 7, 8) (5, 6, 9, 10)
(2, 8) (6, 5, 3, 7) (1, 4, 9, 10).
Count a common excedance at each point there is an excedance in each permutation, as
they are lined up. The common excedances for this example are underlined above. Sum the
common excedances over all possible arrangements to get comexc(σ1, σ2, . . . , σm). Here
comexc(σ1, σ2) = 4 + 5 = 9. With this definition we can state the following theorem.
Theorem 4.2. For λ = (1m1, . . . , nmn) a partition of n,
(n!)m
(1m1 · · ·nmn)mm1! · · ·mn!ξ
(m)
(
p
(m)
λ
)= ∑
(σ1,σ2,...,σm)∈Smn (λ)
xcomexc(σ1,σ2,...,σm)
where Smn (λ) is the subset of Smn where each σi has cycle type λ.
Proof. We will prove the m = 2 case as the general case can easily be proved by analogous
methods. We must show that
(n!)2
(1m1 · · ·nmn)2 m1! · · ·mn!ξ
(2)(p(2)λ )= ∑
(σ,τ )∈Sn×Sn
xcomexc(σ,τ ).
We begin by applying ξ (2) to the expansion of p(2)λ in terms of the elementary symmetric
functions to obtain
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(1m1 · · ·nmn)2 m1! · · ·mn!ξ
(2)(p(2)λ )
= (n!)
2
(1m1 · · ·nmn)2 m1! · · ·mn!
∑
μn
(−1)n−l(μ)w(2)(Bμ,λ)
l(μ)∏
k=1
(1 − x)μk−1
(μk!)2
= 1
(1m1 · · ·nmn)2 m1! · · ·mn!
∑
μn
∑
T ∈Bμ,λ
w(2)(T )
(
n
μ1, . . . ,μl(μ)
)2
(x − 1)n−l(μ).
We again wish to express this sum as a sum over signed, weighted combinatorial objects.
Start with a μ-brick tabloid of shape λ. We use the square of the binomial coefficients(
n
μ1,...,μl(μ)
)2 to label the brick tabloid with two permutations from Sn, σ1 on the top and
σ2 on the bottom, so that each permutation is increasing within each brick. As before, we
weight the last cell in each brick with 1 and the others with x or −1, to account for the
(x − 1)n−l(μ). We still need to account for w(T )2. Since w(T ) is the product of the sizes
of the last bricks in each row, then for each row, we place an ∗ on one of the numbers in σ1
in the last brick and one of the numbers in σ2 in the last brick. An example of such a filled
brick tabloid for two permutations is given in Fig. 5. Next for both the top and bottom
permutations, we would like to consider each row of a labeled tabloid as a cycle. As such,
we will now rearrange the numerical labels for both the top and bottom permutations so
that the largest integer in each row is in the last cell of the row. For example, for the top
permutation, if the largest integer in a row is in the last brick (and therefore the last cell),
do nothing. Otherwise, move the integer in the starred cell of the last brick into the brick
containing the largest integer and move the largest integer to the last brick. If necessary,
rearrange the integers in the two affected bricks so that they are increasing, and keep the ∗
with the integer it was originally on. This process is illustrated in Fig. 6. If we perform the
swapping procedure for the labeled brick tabloid pictured in Fig. 5, we would get the brick
tabloid pictured in Fig. 7.
We note that after performing this swapping procedure in every labeled tabloid, a given
labeled row in a tabloid will appear once with each cell starred. This is pictured in Fig. 6
for a single permutation. It follows that dividing by (1m1 · · ·nmn)2 removes the ∗’s and
dividing by m1! · · ·mn! unorders the rows of the same size. Thus if we ignore the ∗’s in
Fig. 5. An example of a filled starred brick tabloid with 2 permutations.
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Fig. 7. A weighted object in the proof of Theorem 4.2.
Fig. 7, we can regard the filled brick tabloid as the following pair of permutations of cycle
type (4,6),
(2,3,5,10) (1,7,6,4,8,9)
(7,2,6,9) (4,5,8,1,3,10).
We then proceed with an involution similar to that in the proof of Theorem 3.2. Reading
from left to right in rows starting at the top row and working down, look for the first
occurrence of the following:
(1) An increase in both sequences from the last cell of a brick to the first cell of the next
brick in the same row.
(2) A weight of −1 on a cell.
In the first case, join the two bricks and change the sign on the last cell of the first brick
to −1. This preserves the x weight and reverses the sign. In the second case, split the brick
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Fig. 9. A fixed point of the involution in the proof of Theorem 4.2.
after the −1 and change the −1 to a 1. This again preserves the x weight and reverses the
sign. See Fig. 8 for an example. By construction, a fixed point of this involution has the
following properties.
(1) All cells are labeled with x’s (except for the 1’s on the last cell of each brick).
(2) There is a decrease between the integer label on the last cell in each brick and the first
cell in the next brick in either the top or bottom sequence, or both.
Such a fixed point is shown in Fig. 9. Now consider the top and bottom sequences of
integers to be a permutations in cycle notation, with each row corresponding to a cycle.
Then each x counts a common excedance in one ordering of the cycles. Since we are
summing over all possible orderings, we count all common excedances. 
We now show how to extend Beck and Remmel’s result (11) to m-tuples.
Theorem 4.3. For a positive integer m,
m∏
i=1
[n]qi ,ti !ξ (m)q,t
(
p(m)n
)= ∑
−→σ ∈Smn
xcomrise(
−→σ )+1−f (−→σ )
m∏
i=1
q
coinv(σi )
i t
inv(σi )
i
× (xf (−→σ )Am,f (σ )(x) − (x − 1)f (−→σ )Bm,f (σ )(x)),
T.M. Langley, J.B. Remmel / Advances in Applied Mathematics 36 (2006) 30–66 47where
(1) For −→σ = (σ1, . . . , σm) ∈ Smn , if the entries in each σi , written in one-line notation, are
increasing in the last k positions but at least one σi is not increasing in the last k + 1
positions, then f (σ1, . . . , σm) = k.
(2) Am,f (x) and Bm,f (x) are polynomials in x determined by
xf Am,f (x) − (x − 1)f Bm,f (x)
= xf−1
m∑
r=1
m−r∑
j=0
(
m − r
j
)
Γ
r−1+j
x
(
x − x(1 − 1/x)f )
where Γx is the operator Γx = (x2 − x) ddx .
Table 1 lists Am,f (x) and Bm,f (x) for m 5.
Thus when m = 1, Theorem 4.3 becomes
[n]q,t !ξ (1)q,t (pn) =
∑
−→σ ∈Smn
xrise(σ )+1−f (σ )qcoinv(σ )t inv(σ )
(
xf (
−→σ ) − (x − 1)f (σ ))
which is just a (q, t)-analogue of Beck and Remmel’s result (11). When m = 2, we get
2∏
i=1
[n]qi ,ti !ξ (2)q,t
(
p(m)n
)= ∑
−→σ ∈S2n
xcomrise(
−→σ )+1−f (−→σ )
m∏
i=1
q
coinv(σi )
i t
inv(σi )
i
× (xf (−→σ )(2x − 1) − (x − 1)f (−→σ )(2x − 1 + 2f (−→σ ))).
Table 1
m Am,f (x) Bm,f (x)
1 1 1
2 2x − 1 2x − 1 + 2f
3 6x2 − 6x + 1 6x2 + (6f − 6)x + 3f 2 − 3f + 1
4 24x3 − 36x2 + 14x − 1 24x3 + (24f − 36)x2
+ (12f 2 − 24f + 14)x
+ 4f 3 − 6f 2 + 4f − 1
5 120x4 − 240x3 + 150x2 − 30x + 1 120x4 + (120f − 240)x3
+ (60f 2 − 180f + 150)x2
+ (20f 3 − 60f 2 + 70f − 30)x
+ 5f 4 − 10f 3 + 10f 2 − 5f + 1
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functions and applying ξ (m)q,t :
m∏
i=1
[n]qi ,ti !ξ (m)q,t
(
p(m)n
)
=
m∏
i=1
[n]qi ,ti !
∑
μn
(−1)n−l(μ)w(m)(Bμ,(n))
l(μ)∏
k=1
(1 − x)μk−1∏m
j=1[μk]qj ,tj !
m∏
i=1
q
(
μk
2 )
i
=
∑
μn
∑
T ∈Bμ,λ
w(m)(T )
m∏
j=1
[
n
μ(T )
]
qi ,ti
m∏
i=1
q
∑l(μ)
k=1 (
μk
2 )
i (x − 1)n−l(μ).
Now suppose that μ(T ) = (b1, . . . , bk). Let incn(b1, . . . , bk) be the set of permutations
in Sn that when read from left to right in one-line notation consist of increasing se-
quences in blocks of size b1, b2, . . . , bk , i.e. τ ∈ incn(b1, . . . , bk) ⇐⇒ Des(τ ) ⊆ {b1, b1 +
b2, . . . , b1 + b2 + · · · + bk−1}. Clearly, we can get a permutation σ ∈ incn(b1, . . . , bk) by
starting with an element of σ¯ ∈ decn(b1, . . . , bk) and replacing each i by n+ 1 − i. It then
easily follows from Lemma 3.3 that
[
n
μ(T )
]
q,t
q
∑
i (
bi
2 ) =
∑
τ∈incn(b1,...,bl )
qcoinv(τ )t inv(τ ). (15)
Thus, the right-hand side becomes
∑
μn
∑
T ∈Bμ,(n)
w(m)(T )
m∏
i=1
( ∑
σ∈incn(μ(T ))
q
inv(σ )
i t
coinv(σ )
i
)
(x − 1)n−l(μ).
Again we wish to express this sum as a sum over signed, weighted combinatorial objects.
Start with a μ-brick tabloid of shape (n), and again label each cell with x or −1, except
for the last cell of each brick, which is labeled with 1. This takes care of the (x − 1)n−l(μ)
term. Now, selecting one permutation σi from each sum in the product gives an m-tuple
of permutations, where each permutation increases within bricks. Label the tabloid with
these permutations in a list from top to bottom, generalizing our construction in the proof
of Theorem 4.2. Give the tabloid a qi weight equal to the number of coinversions of σi
and a ti weight equal to the number of inversions of σi , for each i = 1 to m. Finally, we
need to account for the w(m)(T ). For this, label one entry in each permutation in the last
brick with an ∗. We can now perform our usual involution on this set of objects, with the
constraint that we can only split the last brick before the leftmost ∗ (splitting it later would
result in ∗’s on the last two bricks). So given a labeled tableau T , work from left to right.
If you encounter an increase between the last cell of a brick and the first cell of the next
brick in the same row in all m permutations, join the two bricks and change the sign on the
last cell of the first brick to −1. If you encounter a cell labeled with −1 in a cell to the left
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Fig. 11. A fixed point of the involution in the proof of Theorem 4.3. The last brick can not be split after the −1
since an ∗ would be in the second to last brick.
of the leftmost ∗, split the brick after that cell and change its label to 1. This involution is
illustrated in Fig. 10 for m = 2. So fixed points will have the following properties:
(1) There is a decrease in at least one permutation between the last cell of every brick and
the first cell of the next brick.
(2) Each cell not in the last brick is labeled with x, except for the last cell in each brick,
which is labeled with 1.
(3) Each cell in the last brick before the leftmost ∗ is labeled with x, the remaining cells
are labeled with x or −1, except for the last cell, which is labeled with 1.
Such a fixed point is shown in Fig. 11.
The x’s on all but the last brick count common rises up to that point. Let f (−→σ ) be as in
the statement of the theorem. Then the last brick has length f (−→σ ). What is its x weight? Let
s be the location of the leftmost ∗ in the last brick, where s = 1 corresponds to the leftmost
cell in the last brick. Then the first s − 1 cells of the last brick are labeled with x, and the
remaining cells are labeled with x or −1 (except the last cell which is labeled with 1). This
gives a factor of xs−1(x−1)f (−→σ )−s . Now we need to count the number of objects with an ∗
in position s. Let r be the location of the first permutation with an ∗ in position s, reading
from top to bottom. So r = 1 corresponds to the top permutation having an ∗ in position s.
The r − 1 permutations above position r can have their ∗ in positions s + 1 through f (−→σ )
and the m− r permutations below position r can have their ∗ in positions s through f (−→σ ).
This gives a factor of (f (−→σ )− s +1)m−r (f (−→σ )− s)r−1 for each r . So the weight assigned
to the last brick is
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s=1
xs−1(x − 1)f
(−→σ )−s
(
m∑
r=1
(
f
(−→σ )− s + 1)m−r(f (−→σ )− s)r−1
)
.
Now, there are f (−→σ ) − 1 common rises in the last brick. So putting everything together,
we have
∑
−→σ ∈Smn
xcomrise(
−→σ )
m∏
i=1
q
coinv(σi )
i t
inv(σi )
i
1
xf (
−→σ )−1
f (−→σ )∑
s=1
xs−1(x − 1)f (−→σ )−s
×
(
m∑
r=1
(
f
(−→σ )− s + 1)m−r(f (−→σ )− s)r−1
)
.
Now consider the second two summations. Setting f = f (−→σ ), we can rewrite this as
1
xf−1
f∑
s=1
xs−1(x − 1)f−s
(
m∑
r=1
(f − s + 1)m−r (f − s)r−1
)
=
f∑
s=1
(
x − 1
x
)f−s m∑
r=1
(f − s)r−1
m−r∑
j=0
(f − s)j
(
m − r
j
)
=
f∑
s=1
(
1 − 1
x
)f−s m∑
r=1
m−r∑
j=0
(f − s)r−1+j
(
m − r
j
)
=
m∑
r=1
m−r∑
j=0
(
m − r
j
) f∑
s=1
(
1 − 1
x
)f−s
(f − s)r−1+j . (16)
Thus to evaluate (16), we need to evaluate terms like
Ra,f (x) =
f∑
s=1
(
1 − 1
x
)f−s
(f − s)a. (17)
We have the following lemma.
Lemma 4.4. For each f  1, {Ra,f (x)}a0 satisfy the following properties.
(i) For all a  0, Ra+1,f (x) = Γx(Ra,f (x)) where Γx is the operator Γx = (x2 − x) ddx .(ii) For all a  0, there exist polynomials Pa,f (x) and Qa,f (x) such that Ra,f (x) =
Pa,f (x) − Qa,f (x)(1 − 1x )f where(1) Pa,f (x) and Qa,f (x) are polynomials with integer coefficients of degree a + 1
with no constant terms,
(2) P0,f (x) = Q0,f (x) = x, and
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fQa,f (x).
Proof. For (i), observe that
Γx
(
Ra,f (x)
)= (x2 − x) d
dx
f∑
s=1
(
1 − 1
x
)f−s
(f − s)a
= (x2 − x) f∑
s=1
(f − s)
(
1 − 1
x
)f−s−1 1
x2
(f − s)a
=
f∑
s=1
(
1 − 1
x
)f−s
(f − s)a+1 = Ra+1,f (x).
For (ii), note that
R0,f (x) =
f∑
s=1
(
1 − 1
x
)f−s
= 1 − (1 −
1
x
)f
1 − (1 − 1
x
)
= x − x
(
1 − 1
x
)f
so that P0,f (x) = Q0,f (x) = x. Moreover by (i),
Ra+1,f (x) = Pa+1,f (x) − Qa,f (x)
(
1 − 1
x
)f
= Γx
(
Ra,f (x)
)
= Γx
(
Pa,f (x)
)− Γx(Qa,f (x))
(
1 − 1
x
)f
− Qa,f (x)
(
x2 − x)f(1 − 1
x
)f−1 1
x2
= Γx
(
Pa,f (x)
)− (Γx(Qa,f (x))+ fQa,f (x))
(
1 − 1
x
)f
so that Pa+1,f (x) = Γx(Pa,f (x)) and Qa+1,f (x) = Γx(Qa,f (x)) + fQa,f (x). 
Table 2 lists Pa,f (x) and Qa,f (x) for a  5.
Returning to the full expression, we have
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a Pa,f (x) Qa,f (x)
0 x x
1 x2 − x x2 + (f − 1)x
2 2x3 − 3x2 + x 2x3 + (2f − 3)x2 + (f − 1)2x
3 6x4 − 12x3 + 7x2 − x 6x4 + (6f − 12)x3 + (3f 2 − 9f − 7)x2 + (f − 1)3x
4 24x5 − 60x4 + 50x3 24x5 + 12(2f − 5)x4 + 2(6f 2 − 24f + 25)x3
− 15x2 + x + (2f 2 − 6f + 5)(2f − 3)x2 + (f − 1)4x
5 120x6 − 360x5 + 390x4 120x6 + 120(f − 3)x5 + 30(2f 2 − 10f + 13)x4
− 180x3 + 31x2 − x + 10((2f 2 − 8f + 9)(f − 2)x3
+ (5f 4 − 30f 3 + 20f 2 − 75f + 31)x2 + (f − 1)5x
m∏
i=1
[n]qi ,ti !ξ (m)q,t
(
p(m)n
)= ∑
−→σ ∈Smn
xcomrise(
−→σ )
m∏
i=1
q
coinv(σi )
i t
inv(σi )
i
×
m∑
r=1
m−r∑
j=0
(
m − r
j
)
Rr−1+j,f (σ¯ )(x).
It easily follows from our previous lemma that
m∑
r=1
m−r∑
j=0
(
m − r
j
)
Rr−1+j,f (x) = 1
xf−1
(
xf AM,f (x) − (x − 1)f Bm,f (x)
)
where Am,f (x) and Bm,f (x) are polynomials of degree m with integer coefficients. 
Beck and Remmel [2] extend their result to ξq(pλ) by defining the following statistic,
analogous to desλ. For λ = (λ1, λ2, . . . , λl)  n and σ = σ1σ2 · · ·σn ∈ Sn, divide σ into
pieces of length λ1, λ2, . . . , λl . Define riseλ(σ ) to be the number of rises σi < σi+1 where
i and i + 1 both occur in the same piece. For example, if σ = 3 2 4 5 1 6 7 and λ = (3,4),
split σ into [3 2 4] and [5 1 6 7] and do not count the rise from 4 to 5. So riseλ(σ ) = 3. Also
define fi(σ ) to be the length of the last increasing sequence in the piece of σ associated
with λi . Beck and Remmel show that
[n]!ξq(pλ) =
∑
σ∈Sn
xriseλ(σ )+l(λ)−
∑l(λ)
i=1 fi (σ )qcoinv(σ )
l(λ)∏
i=1
(
xfi(σ ) − (x − 1)fi (σ )).
We can extend Theorem 4.3 in the same manner by defining comriseλ in the obvious way.
Next we want to develop a generating function for the p(m)n ’s so that we can apply the
results of Theorems 4.2 and 4.3 to obtain generating functions for permutation statistics of
m-tuples. Our next result is the key to finding such a generating function.
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nmen =
n∑
k=1
(−1)k−1p(m)k en−k. (18)
Proof. Using the definition of p(m)k , we have
n∑
k=1
(−1)k−1p(m)k en−k =
n∑
k=1
(−1)k−1
(∑
μk
(−1)k−l(μ)w(m)(Bμ,(k))eμ
)
en−k
=
n−1∑
k=1
(−1)k−1
(∑
μk
(−1)k−l(μ)w(m)(Bμ,(k))eμen−k
)
+ (−1)n−1
∑
μn
(−1)n−l(μ)w(m)(Bμ,(n))eμ.
Now, the first sum in this last expression can be rewritten as a sum over all partitions of n
with at least two parts, since k varies from 1 to n − 1. Let μ + (n − k) be the partition
obtained from μ by adding a part of size n − k. We identify the term wm(Bμ,(k))eμen−k
with wm(Bμ+(n−k),(n))eμ+(n−k), as follows. For a μ-brick tabloid T of shape (k), append
a brick of size n − k at the beginning of the tabloid, thus creating a (μ + (n − k))-brick
tabloid of shape (n) with the same weight as T . So we have
n∑
k=1
(−1)k−1p(m)k en−k
=
∑
μn,l(μ)2
(−1)l(μ)w(m)(Bμ,(n))eμ +
∑
μn
(−1)l(μ)−1w(m)(Bμ,(n))eμ.
Since the terms in the sums on the right-hand side have opposite signs, the terms corre-
sponding to partitions with at least two parts cancel. So we are left with
n∑
k=1
(−1)k−1p(m)k en−k = w(m)(B(n),(n))en = nmen.  (19)
Lemma 4.5 implies that for each positive integer m
∞∑
n=1
(−1)n−1nmentn =
∞∑
n=1
(−1)n−1
(
n∑
k=1
(−1)k−1p(m)k en−k
)
tn
=
( ∞∑
(−1)nentn
)( ∞∑
p
(m)
k t
k
)
n=0 k=1
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∞∑
n=1
p(m)n u
n =
∑∞
n=1(−1)n−1nmenun∑∞
n=0(−1)nenun
. (20)
This given, it easily follows from Theorem 4.2 that if we apply ξ (m) to both sides of (20)
we obtain the generating function
∞∑
n=1
un
(n − 1)!m
∑
(σ1,...,σm)∈Smn ((n))
xcomexc(σ1,...,σm) = −
∑∞
n=1
un(x−1)n
(n−1)!m
−x +∑∞n=0 un(x−1)n(n!)m . (21)
When m = 1, we obtain
∞∑
n=1
un
(n − 1)!
∑
σ∈Sn((n))
xexc(σ ) = u(1 − x)e
u(x−1)
−x + eu(x−1) , (22)
which is equivalent to a result of Brenti [4].
Similarly, it easily follows from Theorem 4.3 that if we apply ξ (m)q,t to both sides of (20)
we obtain the following generating function for each positive integer m:
∞∑
n=0
un∏m
i=1[n]qi ,ti !
∑
(σ1,...,σm)∈Smn
xcomrise(σ1,...,σm)
m∏
i=1
q
coinv(σi )
i t
inv(σi )
i
×
m∑
r=1
m−r∑
j=0
(
m − r
j
)
Γ
r−1+j
x
(
x − x(1 − 1/x)f (σ1,...,σm))
=
−∑n1 nmun (x−1)n∏m
i=1[n]qi ,ti !
∏m
i=1 q
(n2)
i
−x +∑∞n=0 un (x−1)n∏m
i=1[n]qi ,ti !
∏m
i=1 q
(n2)
i
where f (σ1, . . . , σm) and Γx are as defined in Theorem 4.3.
5. The expansions of p(m)λ in terms of Schur functions
In this section, we shall give combinatorial interpretations to the expansions of p(m)λ in
terms of Schur functions. We will also show that {p(m)λ }λ forms a basis of Λ for each m
by giving the expansion of the elementary symmetric functions in terms of the p(m)λ ’s. We
start by expanding p(m)n in terms of Schur functions.
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p(m)n =
n−1∑
k=0
(−1)k((k + 1)m − km)s(1k,n−k). (23)
Proof. We note that for all partitions μ, eμ =∑λn Kλ,μsλ′ where λ′ denotes the conju-
gate of λ and Kλ,μ is the Kostka number indexed by the ordered pair of partitions (λ,μ).
A column-strict tableau is a filling of a Ferrers diagram with positive integers so that the
entries weakly increase from left to right in rows and strictly increase from bottom to
top in columns. It is well known that Kλ,μ is the number of column-strict tableaux of
shape λ containing m1 1’s, m2 2’s, . . . , ml l’s where m1,m2, . . . ,ml is a rearrangement of
μ1,μ2, . . . ,μl . If we substitute this into our expression for p(m)n , we obtain
p(m)n =
∑
μn
(−1)n−l(μ)w(m)(Bμ,(n))eμ
=
∑
μn
(−1)n−l(μ)w(m)(Bμ,(n))
∑
λn
Kλ,μsλ′
=
∑
λn
sλ′
∑
μn
(−1)n−l(μ)w(m)(Bμ,(n))Kλ,μ.
So we can consider the coefficient of sλ′ to be a weighted sum over pairs (S,T ) where S is
an m-weighted μ-brick tabloid of shape (n) and T is a column-strict tableaux of shape λ
and content μ(S). We can then define a weight-preserving, sign-reversing involution on
these pairs of objects as follows. Let bi denote the ith brick in S reading from left to right.
For any pair (S,T ), work from left to right in S and look for the first occurrence of one of
the following:
(1) a brick bi , other than the last brick, that has size at least 2, or
(2) a brick bi of size 1, which is not one of the last two bricks, such that there is no
occurrence of an i + 1 in T that lies weakly to the left of an occurrence of an i in T .
In the first case, form a new pair (S′, T ′) by splitting bi after its first cell to create S′.
To create T ′, find the leftmost occurrence of i in T . Say that occurrence of i is in cell c.
Then replace each occurrence of a j > i in T by j + 1 and each occurrence of an i in T
to the right of cell c in T by i + 1. See Fig. 12 for an example. By construction, T ′ is a
column-strict tableau and content μ(S′).
In the second case, do the reverse. Obtain S′ from S by joining bricks bi and bi+1 and
obtain T ′ from T by replacing each occurrence of a j  i + 1 by j − 1. Since all the
occurrences of i + 1 in T are strictly to the right of the occurrence of i in T , changing the
(i + 1)’s into i’s still results in a column strict tableau.
These two processes are inverses of each other so we have defined an involution I on
the set of all pairs (S,T ) for a given λ. Note that in each case the length of μ changes by 1,
so the sign flips. Since we never change the last brick in the row, the weight is unchanged.
The fixed points of I will be pairs (S,T ) such that all bricks in S, except possibly the last
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Fig. 13. Two fixed points of the involution in the proof of Theorem 5.1.
one, have size 1 (note that we allow the case where there is a single brick of length n), and
i + 1 occurs strictly above and weakly to the left of i in T for 1 i  l(μ) − 2. It follows
that if (S,T ) is a fixed point then, S starts with n − k bricks of size 1 followed by a brick
of size k for some 1 k  n. Moreover, the entries 1, . . . , n − k must all occur in the first
column of T . It follows that there are only two possibilities for T . Namely, either there is an
n−k+1 in the first column of T and the rest of the (n−k+1)’s are in the first row of T , or
there is no n−k+1 in the first column and hence all occurrences of n−k+1 in T lie in the
first row. See Fig. 13 for an example. It follows that the shape λ of T must be a hook shape,
i.e., either λ = (1n−k, k) or λ = (1n−k−1, k + 1). If k = n there is the single possibility
λ = (n). Each of the corresponding S’s has weight km. Taking conjugates to find the index
of the Schur function, for each k < n we get (−1)n−(n−k+1)km(s(1k,n−k) + s(1k−1,n−k+1)).
If k = n we have (−1)n−1nms(1n). Summing k from 1 to n, we obtain
p(m)n = (−1)n−1nms(1n) +
n−1∑
k=1
(−1)k−1km(s(1k,n−k) + s(1k−1,n−k+1))
=
n−1∑
(−1)k((k + 1)m − km)s(1k,n−k). 
k=0
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We can now use the expansion of p(m)n in terms of Schur functions to find the Schur
function expansion of p(m)λ . Since p
(m)
λ = p(m)λ1 · · ·p
(m)
λl
, we need only find a rule for mul-
tiplying p(m)n · sλ. First we need some terminology. For a partition λ, a rim-hook of λ is a
connected strip of cells r on the north-east border of the Ferrers diagram of λ containing no
2 × 2 block such that removing r from λ results in another partition. A broken rim-hook is
a union of rim-hooks. See Fig. 14 for an illustration. We then have the following theorem.
Theorem 5.2. For a positive integer m,
p(m)n sλ =
∑
μ(|λ|+n)
amμ sμ
where
(1) amμ = 0 if μ/λ is not a broken rim-hook of μ and
(2)
amμ =
b+c∑
k=b
(−1)k((k + 1)m − km)( c
k − b
)
(24)
= (−1)b−1
∑
j=0
(−1)j
(
c + 1
j
)
(b + j)m (25)
if μ/λ is a broken rim-hook of μ where b is the number of cells in μ/λ with cells below
them and c is the number of cells in μ/λ that are the rightmost cell in a rim-hook above
the lowest rim-hook.
Proof. Since p(m)n is a sum of hook Schur functions, first consider s(1n−k,k) · sλ. By the
Littlewood–Richardson rule (see [15]),
s(1n−k,k) · sλ =
∑
μ
bμsμ
where the sum is over all μ formed in the following way. Label the k cells in the bottom of
the hook (1n−k, k) with h (for horizontal) and the n− k vertical cells with v. Add a broken
rim-hook to the Ferrers diagram of λ by first adding the h cells with the restriction that no h
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Then add the v cells in vertical strips with the restriction that the rightmost v cell must be
weakly to the left of the rightmost h cell. The resulting Ferrers diagram is the partition μ,
and bμ is the number ways of constructing μ in this manner.
Now, the cells in the added broken rim-hook must satisfy the following conditions:
(1) The rightmost cell is labeled with h.
(2) Any cell with a cell to its right is labeled with h.
(3) Any cell with a cell below it is labeled with v.
(4) The rightmost cell in any rim-hook except the rightmost rim-hook can be labeled
with h or v.
Figure 15 demonstrates one such configuration μ for n = 17 and λ = (4,5,5,5,9,9). We
now determine how many times a given μ will appear in the product p(m)n · sλ. Given the
configuration of rim-hooks, the cells marked with ∗ can be labeled with either h or v, the
others are forced. So for the example in Fig. 15, there are 10 cells that must be labeled
with h, 5 that must be labeled with v, and 2 that can be labeled with either h or v. The
Schur functions in the expansion
p(m)n =
n−1∑
k=0
(−1)k((k + 1)m − km)s(1k,n−k)
that can produce this shape when multiplied by sλ are s(15,12), s(16,11), and s(17,10). For
each of these, we need to choose which of the two ∗ cells are labeled with v, and we need
to weight s(1k,n−k) by (−1)k((k + 1)m − km). So this configuration will appear
7∑
k=5
(−1)k((k + 1)m − km)( 2
k − 5
)
Fig. 15. One configuration of broken rim-hooks added to λ. The ∗ cells can be labeled with h or v.
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the rightmost cell of any rim-hook except the lowest one, sμ will appear
b+c∑
k=b
(−1)k((k + 1)m − km)( c
k − b
)
(26)
times, as asserted. Finally, we can rewrite amμ as follows:
amμ =
b+c∑
k=b
(−1)k((k + 1)m − km)( c
k − b
)
= (−1)b−1bm +
c∑
j=1
(b + j)m(−1)b+j−1
[(
c
j
)
+
(
c
j − 1
)]
+ (−1)b+c(b + c + 1)m
= (−1)b−1bm +
c∑
j=1
(b + j)m(−1)b+j−1
(
c + 1
j
)
+ (−1)b+c(b + c + 1)m
= (−1)b−1
c+1∑
j=0
(−1)j
(
c + 1
j
)
(b + j)m. 
We can actually give more precise information about the amμ which appear in The-
orem 5.2. That is, we know that amμ = 0 if μ/λ is not broken rim-hook. Our next theorem
will show that amμ = 0 if μ/λ is a broken rim-hook which consists of more than m + 1
rim-hooks and that if μ/λ is a broken rim-hook which consists of exactly m rim-hooks,
then |amμ | = m!. That is, we have the following theorem.
Theorem 5.3. For a positive integer m, let
p(m)n sλ =
∑
μ(|λ|+n)
amμ sμ.
Let μ/λ be a broken rim-hook where b is the number of cells in μ/λ with cells below them
and c is the number of cells in μ/λ that are the rightmost cell in a rim-hook above the
lowest rim-hook. Then
(1) amμ = 0 if cm,
(2) amμ = (1)b+m−1m! if c = m − 1, and
(3) amμ is a polynomial in b of degree m − 1 − c if c < m − 1.
Proof. We start by observing the following two identities which are easily proved by in-
duction.
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k=0
kj (−1)k
(
n
k
)
= 0 if n j + 1. (27)
n∑
k=0
kn(−1)k
(
n
k
)
= (−1)nn! if n 1. (28)
Now setting a = k − b in the expression for amμ in Theorem 5.2, we have that
amμ =
b+c∑
k=b
(−1)k((k + 1)m − km)( c
k − b
)
=
c∑
a=0
(−1)b+a((b + a + 1)m − (b + a)m)(c
a
)
.
Expanding (b + a + 1)m by the binomial theorem and simplifying, we have
amμ =
c∑
a=0
(−1)b+a
(
m−1∑
j=0
(
m
j
)
(b + a)j
)(
c
a
)
= (−1)b
m−1∑
j=0
(
m
j
) c∑
a=0
(−1)a(b + a)j
(
c
a
)
= (−1)b
m−1∑
j=0
(
m
j
) c∑
a=0
(−1)a
(
j∑
s=0
(
j
s
)
bj−sas
)(
c
a
)
= (−1)b
m−1∑
j=0
(
m
j
) j∑
s=0
(
j
s
)
bj−s
(
c∑
a=0
(−1)aas
(
c
a
))
. (29)
Note if c  m, then each of the summands
(∑c
a=0(−1)aas
(
c
a
))
that appear in our final
expression of amμ is equal to 0 by (27) and, hence, amμ = 0 if cm.
If c = m − 1, then
amμ = (−1)b
m−1∑
j=0
(
m
j
) j∑
s=0
(
j
s
)
bj−s
(
m−1∑
a=0
(−1)aas
(
m − 1
a
))
.
However the only non-zero element among the summands
∑m−1
a=0 (−1)b+aas
(
m−1
a
)
in this
expression is when s = m − 1 by (27). So in this case,
amμ = (−1)b
(
m
m − 1
)(
m − 1
m − 1
)(m−1∑
(−1)aam−1
(
m − 1
a
))
a=0
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m c = 0 c = 1 c = 2 c = 3 c 4
1 (−1)b 0 0 0 0
2 (−1)b−1(2b + 1) (−1)b+1 2 0 0 0
3 (−1)b−1(3b2 + 3b + 1) (−1)b−1(6b + 6) (−1)b+26 0 0
4 (−1)b−1(4b3 + 6b2 + 4b + 1) (−1)b−1(12b2 + 24b + 14) (−1)b(24b + 36) (−1)b+324 0
= (−1)bm((−1)m−1(m − 1)!)
= (−1)b+m−1m!
where we have used (28) to evaluate (∑m−1a=0 (−1)aam−1(m−1a )).
Finally we note if c < m1, then the only non-zero summands
(∑c
a=0(−1)aas
(
c
a
))
in
(29) must have s < c by (27). It then easily follows from (29) that amμ is a polynomial in b
of degree at most m − 1 − c. 
Table 3 gives amμ where b is given and c varies.
We now turn to expanding the elementary symmetric functions in terms of p(m)μ ’s. We
start with en.
Theorem 5.4. For a positive integer m,
en =
∑
μn
(−1)n−l(μ)Wm(Bμ,(n))p(m)μ (30)
where for a μ-brick tabloid T of shape (n),
(i) the weight of a brick bi in T is 1(n−left(bi ))m where left(bi) is the number of cells in T
strictly to the left of bi ,
(ii) the weight of T , Wm(T ), is the product of the weights of the bricks in T , and
(iii) Wm(Bμ,(n)) =∑T ∈Bμ,(n) Wm(T ).
Proof. We proceed by induction on n. Fix a positive integer m. It is easy to see that
our definitions ensure that e1 = p(m)1 . Since the unique brick tabloid T ∈ B(1),(1) satisfies
Wm(T ) = 1/((1 − 0)m) = 1, (30) holds for n = 1.
Now assume (30) holds for n′ < n. Note there is a single brick tabloid Tn ∈ B(n),(n) and
Wm(Tn) = 1nm . If T is a brick tabloid, with bricks of length b1, . . . , bk reading from left to
right, where k > 1, then let T ′ be the brick tabloid which results from T by removing the
first brick from T . Note that
Wm(T ) = 1
nm
k∏ 1
(n − (b1 + · · · + bi−1))m =
1
nm
Wm(T
′). (31)i=2
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⋃
λn Bλ,(n) by the first brick, we get
that
∑
μn
(−1)n−l(μ)Wm(Bμ,(n))p(m)μ
= (−1)n−1 pn
nm
+
n−1∑
k=1
(−1)k−1pk 1
nm
( ∑
αn−k
(−1)(n−k)−l(α)Wm(Bα,(n−k))p(m)α
)
= (−1)n−1 pn
nm
+
n−1∑
k=1
(−1)k−1pk 1
nm
en−k
= 1
nm
(
n∑
k=1
(−1)k−1p(m)k en−k
)
= en
where the last equality follows from Theorem 4.5. 
Since eλ = eλ1eλ2 · · · eλl(λ) , this result extends to eλ.
Theorem 5.5. For a positive integer m,
eλ =
∑
μn
(−1)n−l(μ)Wm(Bμ,λ)p(m)μ (32)
where for a μ-brick tabloid T of shape (μ),
(i) the weight of a brick bi in T is 1(n−left(bi ))m where left(bi) is the number of cells in T
strictly to the left of bi in the same row,
(ii) the weight of T , Wm(T ), is the product of the weights of the bricks, and
(iii) Wm(Bμ,λ) =∑T ∈Bμ,λ Wm(T ).
6. ξ (m)q,t applied to the q-basis
A new symmetric function basis was introduced in the work of Ram [13] and King and
Wybourne [10] to describe the irreducible characters of the Hecke algebras of type A. This
basis, denoted qλ(X;q, t), is defined by the generating function
(q − t)
∞∑
r=0
qr(X;q, t)zr =
∞∏
i=1
1 − txiz
1 − qxiz
where we set
qλ(X;q, t) = qλ (X;q, t)qλ (X;q, t) · · ·qλ (X;q, t).1 2 l(λ)
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tary symmetric functions:
qλ(X;q, t) =
∑
μn
(−1)n−l(μ)wq,t (Bμ,λ)eμ
where wq,t (Bμ,λ) is defined as follows. For T ∈ Bμ,λ, let b1, . . . , bl(λ) be the sizes of the
last brick in each row. Define
wq,t (T ) = (−1)n−l(μ)qn−
∑
i bi
l(λ)∏
i=1
[bi]q,t .
Then set wq,t (Bμ,λ) =∑T ∈Bμ,λ wq,t (T ). We note that with q = t = 1 this reduces to the
expansion of the power sum symmetric functions, so that qλ(X;1,1) = pλ(X). Ram et al.
also proved that
[n − 1]q !ξ (1)q,1
(
qn(X;q,1)
)= ∑
σ∈Sn((n))
xexc(σ )qcoinvcyc(σ ). (33)
Here coinvcyc(σ ) is the number of coinversions that occur within cycles of σ when the
cycles are written with the largest element in the cycle in the last position. That is, if
(c1, c2, . . . , ck) is a cycle of σ where ck is the largest element, then we count a cycle inver-
sion (coinversion) when i < j and ci > cj (ci < cj ). For example, if σ = (1,3)(2,5,4,6),
then invcyc(σ ) = 1 and coinvcyc(σ ) = 6.
We define a generalization of qλ(X;q, t) analogous to p(m)λ that will allow us to extend
this result to m-tuples of permutations. First, define a generalization of wq,t by setting
w
(m)
q,t (T ) = (−1)n−l(μ)
m∏
i=1
(
q
n−∑j bj
i
l(λ)∏
j=1
[bj ]qi ,ti
)
for T ∈ Bμ,λ. Then define
w
(m)
q,t (Bμ,λ) =
∑
T ∈Bμ,λ
w
(m)
q,t (T ).
This leads us to our definition.
Definition 6.1. For a positive integer m and λ  n, define q(m)λ (X;q, t) by the expansion
q
(m)
λ (X;q, t) =
∑
μn
(−1)n−l(μ)w(m)q,t (Bμ,λ)eμ.
We can now apply ξ (m) to q(m)(X;q, t) to obtain the following.q,t λ
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m∏
i=1
[n − 1]qi ,ti ! ξ (m)q,t
(
q(m)n (X;q, t)
)
=
∑
(σ1,...,σm)∈Smn ((n))
xcomexc(σ1,...,σm)
m∏
i=1
q
coinvcyc(σi )
i t
invcyc(σi )
i .
Proof. We will again prove the case when m = 2 as the general case follows analogously.
So we need to show
[n − 1]q1,t1 ![n − 1]q2,t2 ! ξ (2)q,t
(
q(2)n (X;q, t)
)
=
∑
(σ,τ )∈S2n((n))
xcomexc(σ,τ )q
coinvcyc(σ )
1 t
invcyc(σ )
1 q
coinvcyc(τ )
2 t
invcyc(τ )
2 .
We start by applying ξ (2)q,t to both sides of (33):
[n − 1]q1,t1 ![n − 1]q2,t2 !ξ (2)q,t
(
q(2)n (X;q, t)
)
= [n − 1]q1,t1 ![n − 1]q2,t2 !
∑
μn
(−1)n−l(μ)w(2)q,t(Bμ,(n))ξ (2)q,t (eμ)
= [n − 1]q1,t1 ![n − 1]q2,t2 !
∑
μn
(−1)n−l(μ)w(2)q,t(Bμ,(n))
×
l(μ)∏
k=1
(1 − x)μk−1q(
μk
2 )
1 q
(
μk
2 )
2
[μk]q1,t1 ![μk]q2,t2 !
=
∑
μn
∑
T ∈Bμ,(n)
w
(2)
q,t(T )
[n − 1]q1,t1 !∏l(μ)
k=1[μk]q1,t1 !
q
∑
k (
μk
2 )
1
[n − 1]q2,t2 !∏l(μ)
k=1[μk]q2,t2 !
q
∑
k (
μk
2 )
2
× (x − 1)n−l(μ).
For T ∈ Bμ,(n), let b1, . . . , bl be the size of the bricks from left to right. Then the right-hand
side becomes
∑
μn
∑
T ∈Bμ,(n)
[bl]q1,t1 !qn−bl1 [bl]q2,t2 !qn−bl2
[n − 1]q1,t1 !∏l
k=1[bk]q1,t1 !
q
∑
k (
bk
2 )
1
× [n − 1]q2,t2 !∏l
k=1[bk]q2,t2 !
q
∑
k (
bk
2 )
2 (x − 1)n−l(μ)
which we can rewrite as
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μn
∑
T ∈Bμ,(n)
[
n − 1
b1, . . . , bl−1, bl − 1
]
q1,t1
q
(
b1
2 )+···+(
bl−1
2 )+(
bl
2 )+n−bl
1
×
[
n − 1
b1, . . . , bl−1, bl − 1
]
q2,t2
q
(
b1
2 )+···+(
bl−1
2 )+(
bl
2 )+n−bl
2 (x − 1)n−l(μ).
Using (15) and the fact that (bl2 )+ n − bl = (bl−12 )+ n − 1, this sum becomes
∑
μn
∑
T ∈Bμ,(n)
( ∑
σ∈incn−1(b1,...,bl )
q
coinv(σ )
1 t
inv(σ )
1 q
n−1
1
)
×
( ∑
τ∈incn−1(b1,...,bl )
q
coinv(τ )
2 t
inv(τ )
2 q
n−1
2
)
(x − 1)n−l(μ).
We can now express this last sum as a signed, weighted sum of combinatorial objects in the
usual way. For a tabloid T ∈ Bμ,(n), label the cells with x or −1, except for the last cell in
each brick, labeled with 1. For the first sum, choose a permutation σ ∈ incn−1(b1, . . . , bl).
Since σ is in Sn−1, label the first n − 1 cells with σ , and label the last cell with n. This
results in increasing sequences in bricks. We now consider this labeling as an n-cycle σ ′ ∈
Sn. The number of cycle coinversions of σ ′ is the number of coinversions of σ plus the n−1
coinversions introduced by placing n at the end of the cycle. This is exactly the q1 term we
have in the sum. So we weight T with qcoinvcyc(σ
′)
1 . Since invcyc(σ ) = invcyc(σ ′), we also
weight T with t invcyc(σ
′)
1 . Similarly, for the second sum, we select τ ∈ incn−1(b1, . . . , bl)
and form τ ′ by placing n at the end. We then weight T with qcoinvcyc(τ
′)
2 t
invcyc(τ ′)
2 . We
now perform the same weight-preserving, sign-reversing involution as in the proof of The-
orem 4.3. The fixed points will then count common excedances with x, as required. 
Finally, we conclude with the following corollary which generalizes a similar result of
Ram et al. [14].
Corollary 6.3. For a positive integer m and λ = (λ1, . . . , λl) = (1m1, . . . , nmn) a partition
of n,
(
n
λ1, . . . , λl
)
1
m1! · · ·mn!
l∏
i=1
(
m∏
j=1
[λi − 1]qj ,tj
)
ξ
(m)
q,t
(
q
(m)
λ (X;q, t)
)
=
∑
(σ1,...,σm)∈Smn ((λ))
xcomexc(σ1,...,σm)
m∏
i=1
q
coinvcyc(σi )
i t
invcyc(σi )
i .
66 T.M. Langley, J.B. Remmel / Advances in Applied Mathematics 36 (2006) 30–66References
[1] D. Beck, The combinatorics of symmetric functions and permutation enumeration of the hyperoctahedral
group, Discrete Math. 163 (1997) 13–45.
[2] D. Beck, J.B. Remmel, Permutation enumeration of the symmetric group and the combinatorics of symmet-
ric functions, J. Combin. Theory Ser. A 72 (1995) 1–49.
[3] D. Beck, J.B. Remmel, T. Whitehead, The combinatorics of transition matrices between the bases of the
symmetric functions and the Bn analogues, Discrete Math. 153 (1996) 3–27.
[4] F. Brenti, Permutation enumeration, symmetric functions, and unimodality, Pacific J. Math. 157 (1993) 1–
28.
[5] F. Brenti, A class of q-symmetric functions arising from plethysm, J. Combin. Theory Ser. A 91 (1–2) (2000)
137–170.
[6] F. Brenti, Unimodal polynomials arising from symmetric functions, Proc. Amer. Math. Soc. 108 (1990)
1133–1141.
[7] L. Carlitz, Sequences and inversions, Duke Math. J. 37 (1970) 193–198.
[8] O. Eg˘eciog˘lu, J.B. Remmel, Brick tabloids and the connection matrices between bases of symmetric func-
tions, Discrete Appl. Math. 34 (1991) 107–120.
[9] J.-M. Fedou, D. Rawlings, More statistics on permutation pairs, Electron. J. Combin. 1 (1994) R11.
[10] R.C. King, B.G. Wybourne, Representations and traces of the Hecke algebras Hn(q) of type An−1, J. Math.
Phys. 33 (1992) 4–14.
[11] T.M. Langley, Alternate transition matrices for Brenti’s q-symmetric functions and a class of (q, t)-
symmetric functions on the hyperoctahedral group, submitted for FPSAC’02 Special Issue of Discrete Math.
(2005).
[12] I.G. Macdonald, Symmetric Functions and Hall Polynomials, second ed., Oxford Univ. Press, Oxford, 1995.
[13] A. Ram, A Frobenius formula for the characters of the Hecke algebras, Invent. Math. 106 (1991) 461–468.
[14] A. Ram, J.B. Remmel, T. Whitehead, Combinatorics of the q-basis of symmetric functions, J. Combin.
Theory Ser. A 76 (2) (1996) 231–271.
[15] J.B. Remmel, R. Whitney, Multiplying Schur functions, J. Algorithms 5 (1984) 471–487.
[16] R. Stanley, Enumerative Combinatorics, vol. 1, Wadsworth-Brooks/Cole, 1986.
[17] R. Stanley, Enumerative Combinatorics, vol. 2, Cambridge Univ. Press, 1999.
[18] J. Wagner, The permutation enumeration of wreath products of cyclic and symmetric groups, Adv. Appl.
Math. 30 (2003) 343–368.
[19] J. Wagner, The combinatorics of the permutation enumeration of wreath products between cyclic and sym-
metric groups, PhD dissertation, University of California, San Diego, 2000.
