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Abstract
The present paper deals with the investigation of the stability of the zero solution of impulsive functional di'erential
equations. By means of piecewise continuous functions coupled with the Razumikhin technique su7cient conditions for
stability, uniform stability and asymptotic stability of the zero solution of such equations are found. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
A natural generalization of the impulsive ordinary di'erential equations are the impulsive functional
di'erential equations. In spite of the great possibilities for application, the theory of these equations
is developing rather slowly due to a number of technical and theoretical di7culties related to the
phenomena of “beating” of the solutions, bifurcation, loss of the property of autonomy, etc. [1–5].
The e7cient applications of these equations to mathematical simulation requires the ?nding of
criteria for stability of their solutions.
The present paper deals with the investigation of the stability of the zero solution of a system of
impulsive functional di'erential equations by employing of a class of piecewise continuous functions
which are generalization of the clasical Lyapunov’s functions [11] coupled with the Razumikhin
technique [9,10].
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2. Preliminary notes and denitions
Let Rn be the n-dimensional Euclidean space with norm |:|;  by a domain in Rn containing the
origin; R+ = [0;∞); R= (−∞;∞).
Let t0 ∈ R, ¿ 0.
Consider the system of impulsive functional di'erential equations
x˙(t) = f(t; xt); t ¿ t0; t = tk ;
Hx(tk) = x(tk + 0)− x(tk − 0) = Ik(x(tk − 0)); tk ¿ t0; k = 1; 2; : : : ; (1)
where f : (t0;∞)× D → Rn; D = { : [− ; 0]→ ;(t) is continuous everywhere except at ?nite
number of points t˜ at which (t˜ − 0) and (t˜ + 0) exist and (t˜ − 0) = (t˜)}; Ik :  → Rn; k =
1; 2; : : : ; t0 ¡t1 ¡t2 ¡: : : ; limk→∞tk =∞ and for t ¿ t0, xt ∈ D is de?ned by xt = x(t+ s);−6s60.
Let ’0 ∈ D. Denote by x(t) = x(t; t0; ’0); x ∈  the solution of system (1) satisfying the initial
conditions:
x(t; t0; ’0) = ’0(t − t0); t0 − 6t6t0;
x(t0 + 0; t0; ’0) = ’0(0) (2)
and by J+(t0; ’0)-the maximal interval of type [t0; ) in which the solution x(t; t0; ’0) is de?ned.
The solution x(t)=x(t; t0; ’0) of the initial value problem (1), (2) is characterized by the following:
(a) For t0 − 6t6t0 the solution x(t) satis?ed the initial conditions (2).
(b) For t0 ¡t6t1, x(t) coincides with the solution of the problem
x˙(t) = f(t; xt); t ¿ t0;
xt0 = ’0(s); −6s60:
At the moment t = t1 the mapping point (t; x(t; t0; ’0)) of the extended phase space jumps mo-
mentarily from the position (t1; x(t1; t0; ’0)) to the position (t1; x(t1; t0; ’0) + I1(x(t1; t0; ’0)).
(c) For t1 ¡t6t2 the solution x(t) coincides with the solution of
y˙(t) = f(t; yt); t ¿ t1;
yt1 = ’1; ’1 ∈ D;
where
’1(t − t1) =


’0(t − t1); t ∈ [t0 − ; t0] ∩ [t1 − ; t1];
x(t; t0; ’0); t ∈ (t0; t1) ∩ [t1 − ; t1];
x(t; t0; ’0) + I1(t; t0; ’0); t = t1:
At the moment t = t2 the mapping point (t; x(t)) jumps momentarily, etc.
Thus, in interval J+(t0; ’0) the solution x(t; t0; ’0) of problem (1), (2) is a piecewise continuous
function with points of discontinuity of the ?rst kind t = tk ; k = 1; 2; : : : at which it is continuous
from the left.
Introduce the following notations:
I0 = [t0;∞); Gk = {(t; x) ∈ I0 × : tk−1 ¡t¡ tk} ; k = 1; 2; : : : ; G =
∞⋃
k=1
Gk ;
‖  ‖ = sup
s∈[−;0]
|(s)| is the norm of the function  ∈ D:
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Introduce the following conditions:
H1. f ∈ C[(t0;∞)× D;Rn].
H2. f(t; 0) = 0; t ∈ I0.
H3. The function f(t; ) is Lipschitzian with respect to  in (t0;∞)× D uniformly on t ∈ (t0;∞).
H4. Ik ∈ C[;Rn]; k = 1; 2; : : :.
H5. Ik(0) = 0; k = 1; 2; : : :
H6. The functions (I + Ik) :  → ; k = 1; 2; : : : where I is the identity in .
H7. t0 ¡t1 ¡t2 ¡ · · ·
H8. limk→∞tk =∞.
Let J ⊂R. De?ne the following classes of functions:
PC[J;Rn] = { : J → Rn: (t) is piecewise continuous function with points of discontinuity tk at
which (tk − 0) and (tk + 0) exist and (tk − 0) = (tk); k = 1; 2; : : :};
PC1[J;Rn] = { ∈ PC[J;Rn]: (t) is continuously di'erentiable everywhere except some points tk
at which ˙(tk − 0) and ˙(tk + 0) exist and ˙(tk − 0) = ˙(tk); k = 1; 2; : : :};
K = {a ∈ C[R+;R+]: a(u) is strictly increasing and such that a(0) = 0};
V0 = {V : I0 × Rn → R+ : V ∈ C[G;R+]; V (t; 0) = 0; t ∈ I0; V is locally
Lipschitzian in x ∈ Rn on each of the sets Gk;
V (tk − 0; x) = V (tk ; x) and V (tk + 0; x) = limt→tk
t¿tk
V (t; x) exists};
1 = {x ∈ PC[I0; ]: V (s; x(s))6V (t; x(t)); t − 6s6t; t ∈ I0; V ∈ V0}:
Let V ∈ V0. For x ∈ PC[I0; ] and t ∈ I0; t = tk , k = 1; 2; : : : we de?ne the function
D−V (t; x(t)) = lim inf
h→0−
h−1[V (t + h; x(t) + hf(t; xt))− V (t; x(t))]:
Denition 1. The zero solution x(t) ≡ 0 of system (1) is said to be:
(a) stable if
(∀t0 ∈ R)(∀j¿ 0)(∃= (t0; j)¿ 0)(∀’0 ∈ D: ‖ ’0 ‖ ¡)
(∀t ¿ t0): |x(t; t0; ’0)|¡;
(b) uniformly stable if the number  from (a) does not depend on t0 ∈ R;
(c) uniformly attractive if
(∃¿ 0)(∀¿ 0)(∃T = T ()¿ 0)(∀t0 ∈ R);
(∀’0 ∈ D: ‖ ’0 ‖ ¡)(∀t¿t0 + T ): |x(t; t0; ’0)|¡;
(d) uniformly asymptotically stable if it is uniformly stable and uniformly attractive.
In the proof of the main results we shall use the following lemmas:
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Lemma 1. Let the conditions H1;H3;H4;H6–H8 hold. Then J+(t0; ’0) = [t0;∞).
Proof. Since the conditions H1, H3, H4 and H6 hold then from the existence theorem for the
equation without impulses x˙=f(t; xt) [6, Theorem 2:2:1] it follows that the solution x(t)=x(t; t0; ’0)
of problem (1) and (2) is de?ned on each of the intervals (tk−1; tk], k = 1; 2; : : : . From conditions
H7 and H8 we conclude that it is continuable for t¿t0.
Let us note that the problems of existence, uniqueness, and continuability of the solutions of
functional di'erential equations without impulses has been investigated in the monographs [7,8].
Lemma 2. Let the following conditions hold:
1. Conditions H1;H3;H4;H6–H8 are met.
2. The function g : (t0;∞) × R+ → R is continuous in each of the sets (tk−1; tk] × R+; k = 1; 2; : : :
and g(t; 0) = 0 for t ∈ (t0;∞).
3. Bk ∈ C[R+;R+]; Bk(0) = 0 and  k(u) = u+ Bk(u); k = 1; 2; : : : are nondecreasing with respect to
u.
4. The maximal solution r(t; t0; u0) of the problem
u˙= g(t; u); t ¿ t0; t = tk ;
u(t0 + 0) = u0¿0;
Hu(tk) = Bk(u(tk)); tk ¿ t0; k = 1; 2; : : :
(3)
is de5ned in the interval [t0;∞).
5. The solution x=x(t; t0; ’0) of problem (1); (2) is such that x ∈ PC[(t0−;∞); ]∩PC1[[t0;∞); ]:
6. The function V ∈ V0 is such that V (t0 + 0; ’0(0))6u0 and the inequalities
D−V (t; x(t))6g(t; V (t; x(t))); t = tk ; k = 1; 2; : : :
V (t + 0; x(t) + Ik(x(t)))6 k(V (t; x(t))); t = tk ; k = 1; 2; : : :
are valid for each t ∈ [t0;∞) and x ∈ 1.
Then
V (t; x(t; t0; ’0))6r(t; t0; u0); t ∈ [t0;∞): (4)
Proof. From Lemma 1 it follows that J+(t0; ’0) = [t0;∞).
The maximal solution r(t; t0; u0) of problem (3) is de?ned by the equality
r(t; t0; u0) =


r(t; t0; u+0 ); t0 ¡t6t1;
r1(t; t1; u+1 ); t1 ¡t6t2;
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : ;
rk(t; tk ; u+k ); tk ¡ t6tk+1;
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : ;
where rk(t; tk ; u+k ) is the maximal solution of the equation without impulses u˙=g(t; u) in the interval
(tk ; tk+1]; k = 0; 1; 2; : : :, for which u+k =  k(rk−1(tk ; tk−1; u
+
k−1)); k = 1; 2; : : : and u
+
0 = u0.
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Let t ∈ (t0; t1]. Then from corresponding comparison lemma for the continuous case [9, Theorem
1:4:1], it follows that
V (t; x(t; t0; ’0))6r(t; t0; u0);
i.e., inequality (4) is valid for t ∈ (t0; t1].
Suppose that (4) is satis?ed for t ∈ (tk−1; tk]; k ¿ 1. Then, using condition 6 of Lemma 2 and the
fact that the function  k is nondecreasing, we obtain
V (tk + 0; x(tk + 0; t0; ’0))6  k(V (tk ; x(tk ; t0; ’0)))
6  k(r(tk ; t0; ’0)) =  k(rk−1(tk ; tk−1; u+k−1)) = u
+
k :
We apply again the comparison lemma for the continuous case in the interval (tk ; tk+1] and obtain
V (t; x(t; t0; ’0))6rk(t; tk ; u+k ) = r(t; t0; u0);
i.e., inequality (4) is valid for t ∈ (tk ; tk+1].
The proof is completed by induction.
In the case when g(t; u) = 0 for (t; u) ∈ (t0;∞) × R+ and  k(u) = u for u ∈ R+; k = 1; 2; : : : we
deduce the following corollary from Lemma 2.
Corollary 1. Let the following conditions hold:
1. Conditions H1;H3;H4;H6–H8 are met.
2. Condition 5 of Lemma 2 is satis5ed.
3. The function V ∈ V0 is such that the inequalities
D−V (t; x(t))60; t = tk ; k = 1; 2; : : : ;
V (t + 0; x(t) + Ik(x(t)))6V (t; x(t)); k = 1; 2; : : :
are valid for t ∈ [t0;∞) and x ∈ 1.
Then
V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0)); t ∈ [t0;∞):
3. Main results
Theorem 1. Let the following conditions hold:
1. Conditions H1–H8 are met.
2. The functions V ∈ V0 and a ∈ K are such that
a(|x|)6V (t; x); (t; x) ∈ I0 × : (5)
3. The inequalities
D−V (t; x(t))60; t = tk ; k = 1; 2; : : : ;
V (t + 0; x(t) + Ik(x(t)))6V (t; x(t)); t = tk ; k = 1; 2; : : :
are valid for t ∈ I0; x ∈ 1; V ∈ V0.
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Then the zero solution of system (1) is stable.
Proof. Let ¿ 0. From the condition V (t0; 0)=0 and the properties of the function V (t0; x) it follows
that there exists a constant =(t0; )¿ 0 such that if x ∈ : |x|¡, then sup|x|¡V (t0+0; x)¡a().
Let ’0 ∈ D: ||’0||¡. Then |’0(0)|6||’0||¡, hence
V (t0 + 0; ’0(0))¡a(): (6)
Let x(t)=x(t; t0; ’0) be the solution of problem (1), (2). By Lemma 1 we have J+(t0; ’0)=[t0;∞).
Since the conditions of Corollary 1 are met, then
V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0)); t ∈ I0: (7)
From (5)–(7) there follow the inequalities
a(|x(t; t0; ’0)|)6V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0))¡a();
which imply that |x(t; t0; ’0)|¡ for t¿t0. This implies that the zero solution of system (1) is
stable.
Theorem 2. Let the conditions of Theorem 1 hold and a function b ∈ K exist such that
V (t; x)6b(|x|); (t; x) ∈ I0 × : (8)
Then the zero solution of system (1) is uniformly stable.
Proof. Let ¿ 0 be chosen. Choose = ()¿ 0 so that b()¡a().
Let ’0 ∈ D: ||’0||¡ and x(t) = x(t; t0; ’0) be the solution of problem (1), (2).
As in Theorem 1 we prove that
a(|x(t; t0; ’0)|)6V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0)):
From the above inequalities and (8) we get to the inequalities
a(|x(t; t0; ’0)|)6V (t0 + 0; ’0(0))6b(|’0(0)|)6b(||’0||)¡b()¡a();
from which it follows that |x(t; t0; ’0)|¡ for t ∈ I0. This proves the uniform stability of the zero
solution of system (1).
Theorem 3. Let the following conditions hold:
1. Conditions H1–H8 are met.
2. The functions V ∈ V0; a; b ∈ K are such that
a(|x|)6V (t; x)6b(|x|); (t; x) ∈ I0 × : (9)
3. The inequalities
D−V (t; x(t))6− c(|(x(t)|); t = tk ; k = 1; 2; : : : ; (10)
V (t + 0; x(t) + Ik(x(t)))6V (t; x(t)); t = tk ; k = 1; 2; : : : (11)
are valid for V ∈ V0; c ∈ K; t0 ∈ I0 and x ∈ 1.
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Then the zero solution of system (1) is uniformly asymptotically stable.
Proof. 1. Let &= const¿ 0 be such small, that {x ∈ : |x|6&}⊂. For any t ∈ I0 denote
V−1t; & = {x ∈ : V (t + 0; x)6a(&)}:
From (9) we deduce
V−1t; & ⊂{x ∈ : |x|6&}⊂:
From conditions 2 and 3 of Theorem 3 it follows that for any function ’0 ∈ D: ’0(0) ∈ V−1t; & we
have x(t; t0; ’0) ∈ V−1t; & ; t ¿ t0.
Let ¿ 0 be chosen. Choose '= '() so that b(')¡a() and let T ¿b(&)=c(').
If we assume that for each t ∈ [t0; t0 + T ] the inequality |x(t; t0; ’0)|¿' is valid, then from (10)
and (11) we deduce the inequalities
V (t0 + T; x(t0 + T ; t0; ’0))6V (t0 + 0; ’0(0))
−
∫ t0+T
t0
c(|x(s; t0; ’0)|) ds6b(&)− c(')T ¡ 0;
which contradicts (9).
The contradiction obtained shows that there exists t∗ ∈ [t0; t0 + T ] such that |x(t∗; t0; ’0)|¿'.
Then for t¿t∗ (hence for any t¿t0 + T ) the following inequalities hold:
a(|x(t; t0; ’0)|)6V (t; x(t; t0; ’0))6V (t∗; x(t∗; t0; ’0))
6 b(|x(t∗; t0; ’0)|)6b(')¡a():
Therefore |x(t; t0; ’0)|¡ for t¿t0 + T .
2. Let = const¿ 0 be such that b()6a(&). Then if ’0 ∈ D: ||’0||¡, (9) implies
V (t0 + 0; ’0(0))6b(|’0(0)|)6b(||’0||)¡b()6a(&);
which shows that for ’0 ∈ D: ’0(0) ∈ V−1t0 ;& . From what we proved in item 1 it follows that the
zero solution of system (1) is uniformly attractive and since Theorem 2 implies that it is uniformly
stable, then the solution x ≡ 0 is uniformly asymptotically stable.
Corollary 2. If in Theorem 3; condition (10) is replaced by the condition
D−V (t; x(t))6− cV (t; x(t)); t ∈ I0; t = tk ; k = 1; 2; : : : ; (12)
where x ∈ 1; c = const¿ 0; then the zero solution of system (1) is uniformly asymptotically
stable.
This follows immediately from Theorem 3. However, the proof can be carried out using the fact
that
V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0)) exp[− c(t − t0)]
for t ¿ t0 which is obtained from (12) and (11).
In fact, let &= const¿ 0: {x ∈ Rn: |x|6&}⊂.
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Choose ¿ 0 so that b()¡a(&). Let ¿ 0 and T¿(1=c)ln a(&)=a(). Then for ’0 ∈ D: ||’0||¡
and t¿t0 + T the following inequalities hold:
V (t; x(t; t0; ’0))6V (t0 + 0; ’0(0)) exp[− c(t − t0)]¡a();
whence, in view of (9), we deduce that the solution x ≡ 0 is uniformly attractive.
4. Applications
In this section we consider stability of the trivial solution of equation of the form
u˙= r(t)u(t)
(
1− u(t − (t))
K
)
; t = tk ; t ¿ 0;
Hu(tk) = KIk
(
u(tk)
K
− 1
)
; k = 1; 2; : : : ; (13)
where r;  are continuous functions de?ned on [0;∞) such that r(t)¿ 0, 06(t)60, Ik ∈ R; k =
1; 2; : : : ; K = const¿ 0, 0¡t1 ¡t2 ¡ · · · :
Eq. (13) has been of some interest in mathematical ecology for the simulation of the dynamics
of the population number u, where K ¿ 0 is the capacity of the enviroment. Ik are functions which
characterize the magnitude of the impulse e'ect at the moments tk .
Eq. (13), where Ik(u) = 0; u¿0; k = 1; 2; : : : has been studied by Zhang and Gopalsamy [12,13].
We substitute
N (t) =
u(t)
K
− 1
and obtain the equation
N˙ (t) =−r(t)(1 + N (t))N (t − (t)); t = tk ;
HN (tk) = Ik(N (tk)); k = 1; 2; : : : : (14)
Under the standard type of initial conditions (i.e., 1+N (0)¿ 0; 1+N (s)¿0 for s ∈ [−supt¿0 (t); 0]
it is easy to see that solutions of (14) satisfy 1 + N (t)¿ 0 for t¿0.
Theorem 4. Let the following conditions hold:
1. 0¡t1 ¡t2 ¡ · · · and limk→∞ tk =∞.
2.
∫ t
t−(t) r(s) ds → 0 as t →∞.
3. Ik ∈ C[(−1;∞);R]; k = 1; 2; : : : :
4. Ik(0) = 0; k = 1; 2; : : : :
5. The inequalities
N (t − (t))(1 + N (t))¿N (t); t = tk ; k = 1; 2; : : : ;
2N (t)Ik(N (t)) + I 2k (N (t))60; t = tk ; k = 1; 2; : : :
are valid for t¿0 and N ∈ 2; where 2 = {N ∈ PC[[0;∞); (−1;∞)]: N 2(s)6N 2(t), s ∈ [t −
sup (t); t]; t¿0}.
Then the trivial solution of (14) is uniformly stable.
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Proof. Let V (t; N ) = N 2. Then the set 1 ≡ 2.
For t¿0 and N ∈ 2 from conditions 2, 3 and 5 of Theorem 4 it follows that
D−V (t; N (t)) = 2N (t)[− r(t)](1 + N (t))N (t − (t))
6−2r(t)V (t; N (t))60; t = tk ; k = 1; 2; : : : (15)
and
V (tk + 0; N (tk) + Ik(N (tk))) = [N (tk) + Ik(N (tk))]
2
6V (tk ; N (tk)); k = 1; 2; : : : :
Thus, all conditions of Theorem 2 are satis?ed and the conclusion of Theorem 4 follows.
Theorem 5. Let the conditions of Theorem 4 hold and∫ ∞
0
r(s) ds=∞: (16)
Then the trivial solution of (14) is uniformly asymptotically stable.
Proof. From (15) and (16) condition (12) of Corollary 2 follows. This implies that the trivial
solution of (14) is uniformly asymptotically stable.
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