Abstract. For Young systems, i. e. for hyperbolic systems without/with singularities satisfying Young's axioms [You 98] (which imply exponential decay of correlation and the CLT) a local CLT is proven. In fact, a unified version of the local CLT is found, covering among others the absolutely contionuous and the arithmetic cases. 
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general form of LCLT's for functions of a Markov chain. Independently, variants of this method got later rediscovered and/or applied A) by Krámli and Szász [KSz 83] to prove a LCLT for random walks with internal states, B) by Guivarch and Hardy [GH 88] used to prove probabilistic statements (e. g. to a large deviation result we return in a forthcoming paper).
Probabilistic ideas: What is a local CLT and what is its relation to
recurrence? For illustrating the probabilistic ideas, take a simple symmetric random walk (SSRW) on Z d . So let W n = X 1 + . . . X n , where X 1 , . . . , X n , . . . are independent, identically distributed random variables with the common distribution P (X i = ±e j ) = 1 2d ; 1 ≤ j ≤ d for all i ∈ Z + (here the e j s are the standard unit vectors of Z d ). To investigate whether the SSRW is recurrent or not one turns to the Borel-Cantelli lemma: if n P (W n = 0) = ∞, then Prepared using etds.cls
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P (∃n k → ∞ such that ∀k W n k = 0) = 1. If the sum is convergent, then P (∃N such that ∀n > N W n = 0) = 1. To apply the lemma we need to calculate the asymptotics of the probability P (W n = 0).
The CLT says that P (W n ∈ √ nA) → Φ(A) as n → ∞, where Φ(A) = A φ(s)ds and φ(s) = exp (− consequently it is, indeed, local! As an application we get P (W n = 0) ∼ 2n −d/2 , consequently for the line and the plane SSRW is recurrent, for higher dimension it is transient. This paper is organized as follows. Primarily, in section 2, we will formulate the abstract setting, define the notion of Young-systems and recall our basic spectral tool: the Doeblin-Fortet (in the theory of dynamical systems also known as Lasota-Yorke) inequality. Section 3 is devoted to important spectral properties of the Fourier transform: quasicompactness, arithmeticity and a useful Nagaevtype theorem on a one-dimsnional approximation of the Fourier transform in a neighbourhood of the origin. In section 4 we establish our local limit theorem for Young systems and, in addition, a certain asymptotic independence statement necessary to prove the recurrence. In the fifth section we turn our attention to billiards and to the Lorentz-process (with prerequisites in subsection 5.1) to get 
Prerequisites
Since local central limit theorems are refined versions of (global) central limit theorems, it is not surprising that our approach relies heavily on Young's work
, where -among others -an exponential decay of correlations and a central limit theorem were proved for 2-D dispersing billiards with a finite horizon.
Here we present a concise summary of the main points of Young's paper, which are necessary for our consideration.
2.1. Young systems Let T be a C 1+ǫ diffeomorphism with singularities of a compact Riemannian manifold X with boundary. More precisely, there exists a finite or countably infinite number of pairwise disjoint open regions {X i } whose boundaries are C 1 submanifolds of codimension 1, and finite volume such that ∪X i = X, T ∪Xi is 1 − 1 and T Xi can be extended to a C 1+ǫ -diffeomorphism of X i onto its image. ThenS = X \ ∪X i is the singularity set. Later, for billiards, we will also use the notation S =S ∪ T −1S . The Riemannian measure will be denoted by µ, and if W ⊂ X is a submanifold, then µ W will denote the induced measure.
The invariant Borel probability measure will be denoted by ν.
Definition An embedded disk γ ⊂ X is called an unstable manifold or an unstable disk if ∀x, y ∈ γ, d(T −n x, T −n y) → 0 exponentially fast as n → ∞; it is called a stable manifold or a stable disk if ∀x, y ∈ γ, d(T n x, T n y) → 0 exponentially fast as n → ∞. We say that Γ u = {γ u } is a continuous family of C 1 unstable disks if the following hold:
• K s is an arbitrary compact set; D u is the unit disk of some R n ;
Continuous families of C 1 stable disks are defined similarly.
Definition We say that Λ ⊂ X has a hyperbolic product structure if there exist a continuous family of unstable disks Γ u = {γ u } and a continuous family of stable
(ii) the γ u -disks are transversal to the γ s -disks with the angles between them bounded away from 0;
Definition Suppose Λ has a hyperbolic product structure. In general a measurable bijection M : (X 1 , m 1 ) → (X 2 , m 2 ) between two finite measure spaces is called nonsingular if it maps sets of m 1 -measure 0 to sets of m 2 -measure 0. If M is nonsingular, we define the Jacobian of M wrt m 1 and m 2 , written J m1,m2 (M ) or simply J(M ), to be the Radon-Nikodym derivative
.
To denote J(T ) wrt µ γ u we will use det DT u .
Definition We call (X, T, ν) a Young system, if the following Properties (P1)-(P8)
are true:
(P1) There exists a Λ ⊂ X with a hyperbolic product structure and with
(P2) There is a countable number of disjoint s-subsets Λ 1 , Λ 2 , · · · ⊂ Λ such that
• for each n there are at most finitely many i's with R i = n;
• min R i ≥ some R 0 depending only on T (P3) For every pair x, y ∈ Λ, we have a notion of separation time denoted by s 0 (x, y). If s 0 (x, y) = n, then the orbits of x and y are thought of as being "indistinguishable" or "together" through their n th iterates, while T n+1 x and T n+1 y are thought of as having been "separated." (This could mean that the points have moved a certain distance apart, or have landed on opposite sides of a discontinuity manifold, or that their derivatives have ceased to be comparable.) We assume: (i) s 0 ≥ 0 and depends only on the γ s -disks containing the two points;
(ii) the number of "distinguishable" n-orbits starting from Λ is finite for each n;
(P4) Contraction along γ s disks. There exist C > 0 and α < 1 such that for
Θ is absolutely continuous and
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(P7) ∃C 0 > 0 and θ 0 < 1 such that for some γ ∈ Γ u ,
Now we will define the Markov extension. Let R : Λ → Z + be the function which is R i on Λ i , and let
and define
We will refer to ∆ l as the l th level of the tower ∆. Young also has a construction for ν, the SRB-measure of the extension, for which the pushforward is ν, and
On the tower a Markov partition D can be defined, with the following properties:
has only a finite number of elements and each one is the union of a collection
(e) if R i = R j for some i = j, then Λ i and Λ j belong to different elements of
while ∆ * l,j returns to the base.
Prepared using etds.cls
It is natural to redefine the separation time to be s(x, y) def = the largest n such that for all i ≤ n, F i x and F i y lie in the same element of {∆ l,j }. We claim that (P5) is valid for x, y ∈ γ u ∩ ∆ l,j with s in the place of s 0 . To verify this, first consider x, y ∈ Λ. We claim that s(x, y) ≤ s 0 (x, y). If x, y do not belong to the same Λ i , then this follows from rule (d) in the construction of D l ; if x, y ∈ Λ i , but
is ≤ s 0 (x, y) by property (P3),(iii) of s 0 , and so on. In general, for x, y ∈ ∆ l,j , 
From here on s 0 is replaced by s and (P5) is modified accordingly.
Now we recall an important distorsion property of the so called sliding map. Fix an arbitraryγ ∈ Γ u . For x ∈ Λ, letx denote the point in γ s (x) ∩γ, and define
where ϕ = log |det DT u |. From (P6)(a) it follows that u n converges uniformly to some function u. On each γ ∈ Γ u , we let m γ be the measure, whose density wrt µ γ
is nonsingular wrt these reference measures. If
14
D. Szász and T. Varjú
Next Young uses a factorised dynamics with a factorisation along stable manifolds of ∆. The advantage is that this dynamics will behave as an expanding map, a simpler object to study. Let∆ := ∆/ ∼ where x ∼ y iff y ∈ γ s (x). Since F takes γ s -leaves to γ s -leaves, the quotient dynamical systemF :∆ →∆ is clearly well defined.
Let us definem in the following way: letm|∆ l be the measure induced from the natural identification of∆ l with a subset of∆ 0 , so that J(F ) ≡ 1 except on
We now definem onΛ following the ideas that have been used for Axiom A.
Lemma 2.1 (1) allows us to definem onΛ to be the measure whose representative on each γ ∈ Γ u is m γ . Statement (2) says that J(T R ) is well defined wrtm, and (3) says that log J(T R ) has a dynamically defined Hölder type property, in the sense that α s(T R x,T R y) could be viewed as a notion of distance between T R x and T R y (see (P5)). By using this lemma Young obtains a distorsion property of the factorised map with a weaker constant β. Let β be such that α 1 2 ≤ β < 1, and let C 1 be as in Lemma 2.1 (3).
(I) Height of tower.
(II) Regularity of the Jacobian.
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Young proves [You 98] , that there exists an invariant probability measureν, absolutely continuous wrtm, such that ρ = dν dm is bounded away from zero and infinity, and is Lipschitz-continuous wrt the distance β s .
The Doeblin-Fortet inequality and spectral properties Definition
Definition Let (C, L) be an adapted pair. We call an A : C → C bounded linear
This latter is called the Doeblin-Fortet inequality.
Now we will define the function spaces. Let ǫ > 0 be such that
D. Szász and T. Varjú
Now we are ready to define the function spaces. The elements will be functions ϕ :∆ → C and the C norm is
where . ∞ is the essential supremum wrtm. By (ǫi) it is clear that constant multiple of this norm dominates the L 1 -norm wrtm. Let us introduce
where the inner sup is again essential supremum wrtm ×m and L-norm is
C resp. L consist of functions for which the C-norm resp. L-norm is finite. The adaptedness is an easy consequence of the Arzela-Ascoli theorem. The PerronFrobenius operator acting on these spaces is defined as follows:
This is the adjungate operator ofφ →φ •F on L 2 (m). By (ǫi) both C and L is contained in L 2 (m). The fact, that P is a bounded operator on C follows from (ǫii).
The similar statement for L is proved in [You 98], where Young deduces that
(ii) it satisfies the D-F inequality, (iii) by Theorem 2.1 it has a spectral gap, (iv) and by (P8) its only eigenvalue on the unit circle is 1 and it is simple. (The eigenfunction is the invariant density ρ.)
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Later we will need the adjungate ofφ →φ •F on L 2 (ν), this is P ρ (φ)
Note that the spectrum of P and P ρ is the same, just the eigenfunctions are divided by ρ.
Spectral properties of the Fourier-transform
In this section we are working with Young systems throughout. Let f :
x, y ∈ X i . We are going to associate a functionf :∆ → R d of the symbolic space. First we pull back f along the projection map π : ∆ → ∪T n Λ to a functionf : ∆ → R d . This is clearly bounded and by 
This can be rewritten as h − h • F =f −f , wheref is defined by the expression in square brackets. Evidentlyf is constant when restrticted to any stable manifold, so it can be regarded as a function defined on∆. 
3.1. Quasicompactness The purpose of this subsection is to prove the DoeblinFortet inequality for the Fourier transform of the Perron-Frobenius operator:
where f : X → R d measurable, and t ∈ R d . Simpifying the notations for a fixed t denote ω = e i t,f , so P t (φ) = P (ωφ). For to prove the inequality we need the assumption of Hölder continuity for the measurable f . 
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By (ǫii) P n t C ≤ 2, so we only have to bound the continuity modulus.
It follows that
Ifx andȳ lie in the same element∆ l,j , then the inverse images can be coupled: 
The right hand side can be written as |I + II| where
The first quantity can be estimated as follows: 
By lemma 3.1 this latter is
Then the continuity modulus of ω N : 
LLT for the Lorentz Process and Its Recurrence in the Plane
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will investigate Young's symbolic system (∆,F ,ν) to get a characterisation of the abovementioned t-values. Finally, we will prove that the definitions for a Young system (X, T, ν), and for the associated symbolic system (∆,F ,ν) provide the same answer. Thus we can characterise the "bad" t-values, by concentrating on the minimality of our function on the original system.
Definition We say that f is cohomologous to g (notation:
Under the minimal support of a function f (notation:
S(f )) we mean the minimal translated closed subgroup of R d , which supports its values. We call a translated closed subgroup the minimal lattice of f if it is the intersection of minimal supports in the cohomology class of f (M (f ) = ∩ g:g∼f S(g)).
We call
Lemma 3.3. Fix the function f . Then P ρ tḡ = λḡ with |λ| = 1 ⇐⇒ e itfḡ = λḡ •F .
Moreoverḡ can be supposed to take values on the unit circle.
Proof
, and alsoḡ ∈ L 2 (ν) we can take:
From Cauchy-Schwartz inequality it follows that e itfḡ = λḡ •F . By ergodicity we can suppose |ḡ| ≡ 1.
22
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Since |ḡ| = 1 =⇒ḡ ∈ C, then it follows thatḡ ∈ L [I-TM 50].
2
This lemma shows that the t values for which the abovementioned property holds form a closed subgroup of R d , moreover the eigenvalues and -functions preserve the group structure. If P ρ t1ḡ1 = λ 1ḡ1 •F and P ρ t2ḡ2 = λ 2ḡ2 •F , then
Also, for t ∈ G, t →ḡ t and t → λ t are uniquely determined by ergodicity. (Here G denotes the subgroup of R d formed by these t values.) This uniqueness can be easily derived from the multiplicative structure, and the already known spectral picture for P = P 0 . Since λ t is a multiplicative functional of t, so the logarithm is a linear one, and therefore −i log λ t = tr for some r real vector. (Taking the adequate branch of the logarithm.)
There exist minimal functions in each cohomology class. The minimal function is unique iff it is constant.
Proof ⊂ We are going to prove that ∀t ∈ G, ∀x ∈ M (f ) one has e itx = e itr . Since t ∈ G we have e itfḡ = λḡ •F . Taking the logarithm
Remember that the first term on the right hand side is tr. By denoting ∀x ∈ H e itx = e itr this is true for ∀x ∈ M (f ).
⊃ We are going to prove that if for t ∈ R d and ∀x ∈ M (f ) we have e itx = e itr , then t ∈ G. The condition means that ∃Z,
Combining the condition with the cohomological equation we get e itZ = e itr = e it(f −h+h•F ) . After rearranging one obtains e itf e −ith = e itr e −ith•F , and by the previous lemma t ∈ G.
∃ Let us revisit the congruence (1). Observe that i logḡ is also a linear functional of t, so i logḡ = ts for some s :∆ → R d . The function Z derived from this congruence is also linear in t, so Z = tz. Denote by H the orthocomplement of the linear subspace generated by G. Recalling the definition of r, s and z we can see, that r H , s H and z H can be arbitrary, so let the latter one agree withf H , and the others be 0. We getf − (z + r) = s − s •F . Consider now S(z + r). In the definition of Z we said that it takes values in 2πZ, but Z = tz gives ∀t ∈ G e it(z+r) = e itr , so from the already proven part of the theorem it follows that S(z + r) = M (f ). Uniqueness is obvious: if M (f ) is not a single point, then taking any h :
is also a minimal function, and by ergodicity is not equal tof . 
3.3.
A Nagaev type theorem Expand now P t in a Taylor series around t = 0!
. From lemma 3.1 it follows that the norm exists, so the second order Taylor-expansion at zero makes sense. Let us denote the operatorφ → P (fφ) by M (mean) andφ → P (f 2φ ) Prepared using etds.cls by Σ (covariance).
Denote by λ t the leading -also simple-eigenvalue of P t , (we know that λ 0 = 1) and by τ t the projection operator corresponding to λ t . The invariant density ρ is known to be bounded away from zero and infinity, and is Hölder. We know that τ 0 = ρm, since ρ is the invariant density. Consider the second order Taylor polynomial of these two objects:
By definition τ t P t = λ t τ t . Expressing the terms by the above equations and considering the coefficients of t and t 2 we get the following:
evaluating these on ρ we get from the first that a =mM (ρ). We are allowed to suppose that M (ρ) is a constant. This is because if we changef to a cohomologous f ′ the maximal eigenvalue does not change. Just like in the case of P ρ t we will study a conjugated operator with the same spectrum. Let us solve the equation:
This is solvable since the left hand side ∈ kerm. Let us considerf
! This is clearly cohomologous tof . Let us consider
. This latter term is 
Proof of the Main Theorem
In this section we are still going to consider Young systems, in general. Without loss of generality (by adding a scalar) we can suppose, that r = 0, which means,
the t values are actually taken from M (f ) = R d /G. Later we will concentrate on compact parts of this group. 
For to apply this lemma we have to cut out a neighborhood of zero. In it, however, theorem 3.3 holds. Now we are able to prove our main theorem.
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uniform limits for the triples are equivalent. We have successfully changed the last variable in the triple. What remained to change are the twoν distributed variables to theirν distributed versions. The σ-algebraS, generated by factorised functions, is the multiplication of the σ-algebra generated by the rectangles in ∆ in the stable direction, and the Borel-algebra in the unstable direction (mod 0). The forthcoming limit theorem forῩ n proves the same for FS, because the application of F means the application of (x, y, ξ) → (F x, F y, ξ −f (x) +f (y)), and the limit is invariant under this action. Since n>0 F nS = S (mod 0) it is enough to prove the limit theorem forῩ n .
For to do this we are going to integrate test functions: w(x,ȳ, ξ). We will restrict ourselves to functions which are in L as functions of x and y and are integrable (with respect to the prospective limit) as functions of ξ, moreover their Fourier transform is compactly supported. By Breiman [Bre 68] checking convergence for these functions proves weak convergence of measures. For simplicity we are going to use the inverse transform: w(x,ȳ, ξ) = ŵ(x,ȳ, t)e itξ dt.
Using lemma 4.1 and theorem 3.3 we can substitute P n t ρŵ by λ n t ρ t ∆ ρŵdm in the domain |t| < δ and we get an error term O(n d 2 θ n ) inside the integration wrtν.
This involves the error terms of lemma 4.1 and theorem 3.3. Since ŵdν depends only on t we will use the shorterŵ(t) form.
In the above limit the order of the error term is meant in L-norm (cf. lemma 4.1 and theorem 3.3), this implies that limiting makes the error term vanish (cf. definition of L-norm). The same applies for thex dependence of ρ t
Remark The case of nonminimal functions is obvious from the first argument of the proof. If f − g = h − h • T then the limit measure for f differs from the limit measure for g by convolving the distribution of h and of −h.
Proof Again as in the previous proof if we consider the joint distribution Υ n,m of the 5-tuple (x, T n x, T m x, S n (x) − k n , S m (x) − κ m ), then it is enough to prove, that lim n,m,n−m→∞
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To prove convergence we are going to integrate test functions: w(x,ȳ,z, ξ, ζ). Again as in the previous proof we restrict ourselves to the same class of functions. We are going to use the inverse transform: w(x,ȳ,z, ξ, ζ) = ŵ(x,ȳ,z, t, u)e i(tξ+uζ) dt du.
Again the inner integration is invariant under P , so A billiard is a dynamical system describing the motion of a point particle in a connected, compact domain Q ⊂ T d . The boundary of the domain in assumed to be piecewise C 3 -smooth. Inside Q the motion is uniform while the reflection at the boundary ∂Q is elastic. As the absolute value of the velocity is a first integral of Prepared using etds.cls motion, the phase space of the billiard flow is fixed as M = Q × S d−1 -in other words, every phase point x is of the form x = (q, v) with q ∈ Q and v ∈ R d , |v| = 1.
The Liouville probability measure µ on M is essentially the product of the Lebesgue measures, i. e. dµ = const. dqdv. The resulting dynamical system (M, S R , µ) is the (toric) billiard flow.
Let n(q) denote the unit normal vector of a smooth component of the boundary ∂Q at the point q, directed inwards Q. Throughout the paper we restrict our attention to semi-dispersing billiards: we require for every q ∈ ∂Q the second fundamental form K(q) of the boundary component to be non-negative.
The boundary ∂Q defines a natural cross-section for the billiard flow. Namely
This set actually has a natural bundle structure (cf. [BChSzT] ). The Poincaré section map T , also called the billiard map is defined as the first return map on ∂M . The invariant measure for the map is denoted by µ 1 , and we have
Throughout the paper we work with this discrete time dynamical system (∂M, T, µ 1 ). Recall the usual notation: for (q, v) ∈ M one denotes π(q, v) = q the natural projection.
The Lorentz process is the natural Z d cover of a toric billiard. More precisely:
Birkhoff sum S p (κ f )x = 0. The proof of the theorem is based on our forthcoming lemma 5.2. It is a variant of a statement which was originally applied in [BChS 91] to establish the non-singularity of the limiting covariance in the CLT. To contradict the non-minimality we are going to find a periodic point for each sublattice of finite index, not satisfying the above equation. T n ix * = x * and, moreover, the claim of the lemma is also evident. 2
To conclude the proof it is sufficient to observe that the relation κ ∼ κ ′ and the periodicity of x also imply that 
the denominator is of order log 2 n, the numerator will be decomposed as follows:
The first sum can be estimated by 2 log n n k=1 m(A k ) which is of order log 2 n. The same is true for the second term as well. Concerning the third one, by theorem 4.2 we know that the asymptotics of the summand is proportional to 1 jk , so the sum is of order log 2 n. Consequently, by Lamperti's lemma
Since this event is invariant under the ergodic dynamics, it happens almost surely.
2
Finally it is interesting to note that, as observed by Simányi [Sim 89] the recurrence of the planar Lorentz process is equivalent to saying that the corresponding billiard in the whole plane (with an infinite invariant measure) is ergodic (see also [Pen 00]).
Appendix: Proof of sublemma
The only aim of this appendix to provide the proof of Sublemma. Proof In order that our ideas be clear with a minimal knowledge of sections 7 and 8 of [You 98] we summarize some facts from this reference. First, let us note that often it is convenient to use the semi-metric p determined by the density cos φdr.
We will write p(.) for the p-length of a curve, while l(.) denotes its Euclidean length.
Finally, as before, d(., .) denotes Euclidean distance. In particular, γ u δ (x) will denote that piece of a γ u loc -curve whose endpoints have p-distance δ from its 'center' x.
Facts:
(i) δ 1 > 0 is a suitably small number, δ = δ (ii) The product set Λ has a sort of center x 0 ∈ A δ0 = {x ∈ M | γ u 3δ0 (x)exists} = ∅.
Denote Ω = γ u 3δ0 (x 0 ). Moreover, let us fix a small, rectangular shaped neighbourhood U of x 0 such that Λ∩U itself is a product set with µ 1 (Λ∩U ) > 0.
(iii) For the product set Λ one has a simply connected, rectangular-shaped region Q(x 0 ) such that ∂Q(x 0 ) is made up of two u-curves and two s-curves. The two u-curves are roughly 2δ 0 in length and they are either from Γ u (x 0 ) or do not meet any element of Γ u (x 0 ). The two s-curves are approximately 2δ long and have the same properties wrt Γ s (x 0 ).Q(x 0 ) is a proper u-subrectangle of Q(x 0 ), i. e. it shares the s-boundaries of Q(x 0 ) and its u-boundaries, which must have the same properties as those of Q(x 0 ), are strictly inside Q(x 0 ).
(iv) Denote Ω ∞ = {y ∈ Ω| for ∀ n ≥ 0 d(T n y, S) > δ 1 α n }. There are unions
