Abstract-This brief proposes a parallel implementation, with fixed point, of the particle swarm optimization (PSO) algorithm on field-programmable gate array (FPGA). Results associated with the processing time and area occupancy on FPGA for several numbers of particles and dimensions were analyzed. Studies concerning the accuracy of the PSO response for the optimization problem using the Rastrigin function were also analyzed for the hardware implementation. The project was developed on the Virtex-6 xc6vcx240t 1ff1156 FPGA.
I. INTRODUCTION
P ROBLEM solving using metaheuristics has been the object of study in literature and industry research. One of the most important aspects associated with metaheuristic algorithms is their capacity of providing a good approximate solution (sometimes the best solution) to a complex problem within a reasonable time [1] , [2] . This characteristic ensured the widespread use of metaheuristics for solving real-time problems [3] , [4] . The Particle Swarm Optimization (PSO) is a nature-inspired metaheuristic related to both Swarm Intelligence and Evolutionary Computation. It requires only primitive mathematical operators and is computationally inexpensive regarding both memory requirements and speed [5] . Although initially designed for solving nonlinear continuous functions, PSO is currently used to solve several other types of problems.
Parallel to the demands associated with metaheuristics, there are also the demands associated with processing large volumes of data, creating the novel lines of knowledge such as Big Data and Mining of Massive Datasets. This new demand shows that even simple algorithms may require a high computational effort when the volume of data grows exponentially [6] . One way to minimize this problem is the parallelization of algorithms. Parallelism comes naturally not only to reduce the search time but also to improve the quality of the solutions provided by [7] . The performance improvement provided by parallelization techniques can be intensified with an implementation of high-performance hardware platforms such as High-Performance Processors, Applicationspecific Integrated Circuits (ASIC) and Field-programmable Gate Arrays (FPGA). Among these platforms, FPGAs have been noteworthy as an alternative that combines high processing, low consumption and low cost when compared to other ones. FPGAs presents good rates when analyzing the power consumption and the silicon area efficiency [8] . In addition, as stated in [9] and [10] .
Thus, this brief aims to present a parallel implementation of the PSO algorithm in FPGA. It is important to note that the architecture proposed in this brief seeks to optimize the performance of the PSO by reducing its processing time, making possible its use in real-time systems with large volume of data and severe processing time restrictions. All the details associated to the implementation, as well as the performance analyzes of the proposed system for different dimensions and number of particles are presented in the following sections.
II. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization is a stochastic populationbased metaheuristic algorithm that mimics the social behavior of natural creatures like bird flocking and fish schooling. In these swarms, the coordinated behavior using local movements emerges without central control. A swarm consists of a population of N particles flying through a d-dimensional search space. Each particle is a candidate solution to the optimization problem.
The PSO operation starts by generating an initial population of particles, and iteratively moving these particles over the search space, so the swarm reaches the optimal (or quasi-optimal) solution or any other stop criterion is met. Each particle's movement is guided toward its best position found (local best position) and toward the best position ever found by the swarm (global best position), which are updated as better positions are found. The success of a particle, i.e., the particle being in a better position than the other ones is measured by the fitness function, which often corresponds to the objective function of the addressed problem. Simple mathematical equations over the particle's position 
III. PARALLEL METAHEURISTICS
Although the use of metaheuristic algorithms significantly allows reducing the processing time of a complex problem, for nontrivial problems, executing the reproductive cycle of a simple population-based method on long particles and/or large populations usually requires high computational resources. In general, evaluating a fitness function for every particle is frequently the most costly operation of this algorithm [7] , [11] .
In this context, parallelization techniques can be used for an even greater processing time reduction. Among the several techniques of parallelization, the data decomposition arises intuitively for population-based metaheuristics. The most common data decomposition strategies for this class of metaheuristics are the parallelization of the fitness computation; and the concurrent execution of metaheuristics over multiple subpopulations. Indeed, the performance of population-based algorithms is often improved when running in parallel [7] .
In the first case, the parallelization strategy does not modify the characteristics of convergence of the algorithm, since only the computation of fitness values of the particles is performed concurrently. In the second strategy, the population is split into different parts where several processes concurrently execute iterations of the corresponding metaheuristics, including the fitness evaluation computation, on different subpopulations. According to the modeling, every process either can exploit distinct search subspaces, or can use the entire search space. Although the first alternative may be more interesting from an optimization point of view, the second one is more often used for simpler and more comprehensive modeling. Thus, the convergence behavior could be different in sequential and parallel versions of the algorithms as the different subpopulations usually evolve concurrently and only exchange some information about their particles after completing some iterations [12] . In this brief, a fine-grained concurrent execution of a Particle Swarm Optimization over a number of particles searching the entire search space is performed. This approach is particularly suitable for algorithms like PSO since the evaluation of the fitness function and the application of movement operators to the particles can be independently done. Figure 1 presents a general architecture of the hardware implementation of a parallel PSO algorithm. As discussed in Section III, the whole algorithm was developed using a parallel architecture in order to accelerate the processing speed, taking advantage of the resources available in hardware. The structure shown allows the visualization of four main blocks: the particles module (PM), the comparison module of gBest (CM_gBest), the register bank of gBest (RB_gBest) and, the register of the gBest fitness value (R_gBestF). In this implementation, a set of N particles of dimension d is optimized for K generations. The R_gBestF register is used to store the fitness value of the gBest coordinates, gBestF [m] . This value is updated with each generation, in case there is a better fitness value from PM,gBestF[m] (Lines 19-24 of Algorithm 1). The modules previously mentioned and depicted in Figure 1 are going to be detailed in the following subsections.
IV. PARALLEL PSO HARDWARE IMPLEMENTATION

A. Particles Module (PM)
The particles module is shown in Figure 2 and it is composed of N PM_Pj, and N − 1 CM_Pjv submodules. The PM module input are the coordinates of gBest[m](k) with depth d. In Figure 2 the coordinates are shown by the bus size d, which is the input of the module and then it is distributed to all PM_Pj. The set of N PM_Pj implements the Lines 4-11 and Lines 26-31 of Algorithm 1, in parallel. Each j-th PM_Pj is shown in details in Figure 3 .
The CM_Pjv implementation is shown in detail in Figure 4 . They are used to compare which of the particles in the swarm has obtained the best fitness value, and thus pass the information on this particle forward. The CM_Pjv compares the j-th with the v-th particle and pass to forward the best one. In each CM_Pjv, d + 1 two-input multiplexers are responsible for forwarding information about the particle with the lowest fitness value (see Figure 4) . This includes the fitness value itself and the d components of the particle coordinates. The outputs of the multiplexers (CM_MUX0jv and CM_MUX1jv to CM_MUXdjv) are selected by the CM_COMPjv comparator that selects the lowest fitness value. This notation will be adopted throughout the whole work. After the N − 1 CM_Pjv submodules processing (parallel implementation of the Lines 12-17 of the Algorithm 1) is generated the best particle of the k-th iteration,gBest[m](k), and it is passed to the CM_gBest module.
B. Comparison Module of gBest (CM_gBest) and Register Bank of gBest (RB_gBest)
This module is similar to the comparator module, CM_Pjv, showed in Figure 4 . Therefore, in this case the inputs are thegBestF and gBestF) plus d pairs of coordinates (a set of coordinates for each particle to be compared) where d is the particle dimension. The objective of this module, it is updated the gBest particle if necessary. This module implements the Lines 19-24, in parallel.
The RB_gBest module is designed entirely with registers only. Each one of the d registers holds one of the dimensions of the best particle position in the swarm, called gBest. The values stored in these registers, in turn, will be forwarded to the CM_gBest in order to be compared with the new position found in the swarm, and thus, to detect if gBest has been exceeded or not.
V. RESULTS AND DISCUSSION
In order to validate the PSO implementation proposal on FPGA, the algorithm was analyzed by optimizing the Rastrigin function [13] , [14] , defined by the expression
, where A = 10 is a constant and d is the number of dimensions of the function. This function is widely used to validate optimization techniques due to its high complexity which is a result of its numerous local minimums. The presented work used the Rastrigin function with d = 3, d = 6, and d = 10 dimensions. For each dimension, different implementations of the PSO were tested, whose swarms were composed of n = 5, n = 10 or n = 15 particles. In addition, the m size (in bits) of the particles had also undergone variations. The target FPGA was the Virtex 6 xc6vcx240t 1ff1156. This Virtex 6 FPGA has 301440 registers, 150720 logical cells (LUT) that can be used to implement logical functions or memories and 768 DSP cells with multipliers and accumulators.
In all tests carried out, the PSO operations were performed at a sampling rate (or throughput) R s = 1 T s (Sample per second -Sps), where T s is the time for each k-th iteration. Thus, R s also can represent iterations per second (Ips). How the design uses the full parallel technique, it spends one clock cycle per iteration, in other words, T s is the length of the one clock cycle.
The Tables I, II and III present the synthesis results in the target FPGA for PSO implementations with swarms of n = 5, n = 10, and n = 15 particles, respectively. It was observed that, in general, the sampling rate R s and the occupation of logic cells were very sensitive both to the increase in the number of particles in the swarm and to the increase in the number of bits of the particles that make up the particles. The columns RN, LN and MN show the number of registers, number of LUTs and number of multipliers already embedded in hardware, respectively. The columns RF show the occupation rate (in percent) of the fitness function (PM_FitnessEvalPj blocks) with regard to the total of logic cells occupation, columns LN. The estimate of the dynamic power consumption in watts is presented in the columns called of DP.
The logical cells (LUTs) occupation, LN columns, was crescent and approximately linear according to the increase of the number of particles, as for the increase of the size of the particles and as to the increase of the size of the optimization function. In the most critical implementations (n = 15 particles, d = 10 dimensions and m = 20 bits, and n = 15 particles, d = 6 dimensions and m = 32 bits), the LUTs occupancy rate did not even reach 30%. This fact is important for implementations that demand larger populations or particles carrying more information, that is, more bits to represent them. The most critical situation regarding occupation was observed in the use of the FPGA embedded multipliers (DSP blocks), column MN. It was used 79% of these resources to a configuration of n = 15 particles with d = 10 dimensions. Alternatively, this problem can be solved by implementing part of the multipliers with logical cells.
The results showed significant gains in comparison to the studies in the literature presented in [15] - [19] where, for the Rastrigin function with n = 10 particles and d = 6 dimensions, the throughput obtained was between 44 MSps (or 44 mega iterations per second) and 32 MSps (or 32 mega iterations per second) for 12 and 32 bits, respectively. These values are equivalent to a speedup of ≈ 212× ( [18] . The architecture proposed in [15] and [19] used a semiparallel approach where there is a general purpose processor to for computing the velocity and position of all particle (Lines 26-31 of Algorithm 1), and this creates a serialization process (a bottleneck). In the scheme proposed in this brief, each particle has a specific processor for computing their velocity and position avoiding the bottleneck. The works [15] , [19] need N × d clocks for computing the velocity and position of all particle, and in this brief, the Lines 26-31 of Algorithm 1 were parallelized, and all information is computed in one clock. Similar to works presented in [15] and [19] , the papers [16] - [18] shared five specific processor for computing the velocity and position of all particles. Another bottleneck found in [16] - [18] is about the information storage. The velocity, position, and best position are store on, and this way creates serial access. The architecture proposed in this brief, each particle has specific registers for storage the velocity, position, and best position, in other words, there is parallel access for all information.
Regarding the hardware occupation, it was observed that the implementation proposed in this brief also obtained gains when compared to other similar works from the literature. In [15] , ≈ 145000 LUTs were used from a Virtex FPGA 6 for n = 10 particles and d = 6, by contrast, in the proposal here presented only ≈ 30000 were used, that represents, a reduction of 4.8×. For the same PSO configurations, In order to compare with multi-core platform the PSO, based on Algorithm 1, was implemented on Intel Core i7-7820HQ CPU 2.90 GHz 16 GB 2133 MHz LPDDR3 500 GB SSD. For the same PSO parameter used to FPGA, the multi-core platform had a throughput about the 9. It is important to note that in none of the observed works a hardware with n = 15 particles and dimension d = 10 was mentioned. These results show that this proposed implementation can be used as a reference for several other associated works.
VI. CONCLUSION
This brief presented a proposal for a parallel implementation of the Particle Swarm Optimization algorithm (PSO) at fixed point on FPGA. All details regarding the proposal implementation were presented and analyzed in terms of occupation area and processing time. The proposed architecture was submitted to tests with the Rastrigin function obtaining the expected results. The results obtained were quite significant and point to new possibilities of using embedded PSO in hardware for real time applications with large data volume.
