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A grade computacional e´ muito utilizada quando se deseja alto desempe-
nho para resoluc¸a˜o de problemas que requerem alto poder de processamento.
As grades oportunistas, um tipo de grade computacional, possuem o dife-
rencial de utilizar recursos computacionais ociosos de ma´quinas pessoais
para a resoluc¸a˜o destes problemas, o que torna esse ambiente mais barato
e, consequentemente, mais interessante, principalmente para a comunidade
acadeˆmica. No entanto, nos ambientes oportunistas a disputa por recursos
torna-se maior devido a` instabilidade e constante uso de seus recursos. Pro-
blemas como o excesso de solicitac¸o˜es de alocac¸a˜o de recursos em um mesmo
perı´odo podem ser recorrentes, o que pode tanto prejudicar o desempenho do
sistema quanto tornar o processo de solicitac¸a˜o de recursos trabalhoso para
o usua´rio, uma vez que este tera´ que repetir o processo ate´ que haja recursos
disponı´veis para a sua execuc¸a˜o. Uma maneira eficiente de resolver tal pro-
blema e´ com a utilizac¸a˜o da reserva antecipada de recursos. Este mecanismo
permite que o usua´rio selecione um conjunto de recursos para que sejam utili-
zados em um perı´odo no futuro, considerando oportunisticamente os recursos
disponı´veis. Diante disso, esta dissertac¸a˜o propoˆs a utilizac¸a˜o do mecanismo
de reserva antecipada em um ambiente de grade oportunista. O objetivo foi
melhorar a vaza˜o do uso de recursos oportunistas, de modo a oferecer a pos-
sibilidade de alocac¸a˜o dos recursos durante um longo perı´odo de tempo, e
na˜o apenas no momento da solicitac¸a˜o. Estudos de caso foram realizados
para ilustrar o comportamento de um ambiente oportunista com a abordagem
proposta, bem como para comparar os ambientes que utilizam e na˜o utili-
zam reserva antecipada. Os resultados mostraram a eficieˆncia e validade da
utilizac¸a˜o de tal abordagem em um ambiente distribuı´do.
Palavras-chave: Grade Oportunista; Reserva Antecipada de Recursos;
Alocac¸a˜o de Recursos; Escalonamento Distribuı´do.

ABSTRACT
Grid computing is widely used when high performance is desired to resolve
problems that require high processing power. Opportunistic grids, a type of
grid computing system, have the differential to use idle computing resources
of personal machines to solving these problems, making the solution cheaper
and consequently more interesting, specially for the academic community.
However, opportunistic environments have more competition for resources
due to instability and constant use of their resources. Problems such as exces-
sive requests of resources allocation can be recurrent and can both degrade the
performance of the system and make the process of resource requests harder
to user, once the user will have to repeat this process until there are available
resources to the execution. An efficient way to solve this problem is through
the use of advanced reservation of resources. This mechanism allows user
to select a set of resources to be used in the future opportunistically conside-
ring available resources. Therefore, this dissertation proposed the use of the
advanced reservation mechanism in an opportunistic grid environment. The
goal was to improve the use flow of the opportunistic resources in order to of-
fer the resources allocation possibility for a long period of time and not only
at the time of request. Case studies were carried out to illustrate the behavi-
our of an opportunistic environment with the proposed approach, as well as
to compare environments that use with others that do not use advanced re-
servation. The results show the efficiency and validity of the approach in a
distributed environment.
Keywords: Opportunistic Grid; Advanced Reservation of Resource; Re-
source Allocation; Distributed Scheduling.
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1 INTRODUC¸A˜O
Neste capı´tulo e´ apresentada a contextualizac¸a˜o e o problema do tema
de pesquisa. Na sec¸a˜o de pergunta de pesquisa e´ apresentada a hipo´tese para
resoluc¸a˜o do problema, bem como sua justificativa. A partir da pergunta de
pesquisa e da hipo´tese sa˜o determinados os objetivos desta pesquisa. Por fim,
sa˜o apresentados os me´todos utilizados para a realizac¸a˜o desta dissertac¸a˜o.
1.1 CONTEXTUALIZAC¸A˜O
Grade computacional pode ser entendida como um ambiente de
alto desempenho que compartilha servic¸os e recursos geograficamente dis-
tribuı´dos para solucionar problemas que exigem alto poder computacional
(DANTAS, 2005). Com o amadurecimento desse ambiente, tem-se criado
diferentes tipos de infraestrutura de grade, dentre essas a grade oportunista.
Grade oportunista, por sua vez, pode ser conceituada como uma in-
fraestrutura de grade que utiliza recursos computacionais de ma´quinas na˜o
dedicadas, geralmente de ma´quinas pessoais. A motivac¸a˜o de se utilizar esse
tipo de infraestrutura, segundo Foster e Kesselman (2011), e´ que ciclos com-
putacionais na˜o utilizados representam grande quantidade de computac¸a˜o.
A grade oportunista pode ser subdividida em duas categorias (PONCIANO;
BRASILEIRO, 2012): Grade Desktop e Grade Peer-to-Peer. Na primeira
categoria os recursos sa˜o doados e seus donos na˜o esperam nenhum re-
torno. Como exemplo para esse tipo de grade pode-se citar: SETI@home
(SETI@HOME, 2013), BOINC (BOINC, 2013) e InteGrade (INTEGRADE,
2012). Ja´ a grade Peer-to-Peer possui o diferencial que os provedores de re-
cursos esperam que seus favores (disponibilizac¸a˜o de seus recursos computa-
cionais) sejam retribuı´dos, como por exemplo, maior prioridade na execuc¸a˜o
de sua aplicac¸a˜o. Um exemplo desse tipo de grade e´ o middleware OurGrid
(OURGRID, 2013).
O sistema de gerenciamento de recursos (RMS - Resource Manage-
ment System) tem o papel importante no gerenciamento das tarefas e recursos
geograficamente distribuı´dos (DANTAS, 2005). Assim, o usua´rio submete
uma aplicac¸a˜o ao software gerenciador de recursos e esse, por sua vez, a es-
calona da melhor maneira na configurac¸a˜o disponı´vel. No entanto, sistemas
de grade oportunista que permitem que o usua´rio solicite a execuc¸a˜o de sua
aplicac¸a˜o podem sofrer sobrecarga e degradac¸a˜o, uma vez que podera´ haver,
por um lado, perı´odos com grandes quantidades de requisic¸o˜es e, por ou-
tro, longos perı´odos de ociosidade, ou seja, sem requisic¸o˜es. Ale´m disso, o
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processo de solicitac¸a˜o de execuc¸a˜o pode se tornar trabalhoso para o usua´rio,
uma vez que esse, em um perı´odo de sobrecarga do sistema, podera´ ter que re-
alizar repetidas requisic¸o˜es, ate´ que ache a quantidade de recursos necessa´rios
disponı´veis para executar sua aplicac¸a˜o.
Diante disso, e´ proposto neste trabalho de pesquisa estudar um modelo
que contemple uma melhor alocac¸a˜o de recursos, de maneira oportunista.
Por se tratar de uma grade oportunista, deve-se considerar a dinamicidade do
ambiente. Assim, propo˜e-se implementar um proto´tipo que possa indicar a
adequac¸a˜o do modelo no ambiente experimental.
1.2 PERGUNTA DE PESQUISA
Este trabalho de pesquisa busca responder a seguinte pergunta: Como
melhorar a vaza˜o de uso de recursos computacionais ociosos em um am-
biente distribuı´do?
Para responder a essa pergunta e´ sugerido a utilizac¸a˜o da reserva ante-
cipada de recursos para ambientes distribuı´dos. O conceito de vaza˜o, no con-
texto desta dissertac¸a˜o, pode ser entendido como a distribuic¸a˜o da utilizac¸a˜o
dos recursos computacionais no decorrer do tempo. Diante disso, a reserva
antecipada pode melhorar a vaza˜o de uso de recursos pois esse mecanismo
possibilita que usua´rios reservem recursos computacionais para que sejam
utilizados no futuro. Com isso, as execuc¸o˜es podem iniciar em um determi-
nado perı´odo de tempo no futuro e na˜o apenas no momento da solicitac¸a˜o de
execuc¸a˜o. Ale´m disso, as execuc¸o˜es estariam organizados em fila esperando
a hora de se iniciarem. Desta forma, aumentaria a organizac¸a˜o e a previsibi-
lidade do sistema, uma vez que e´ possı´vel saber antecipadamente quando e
onde a aplicac¸a˜o sera´ executada.
1.3 OBJETIVOS
De acordo com a pergunta de pesquisa descrita acima, esta pesquisa
apresenta os objetivos geral e especı´ficos descritos nas pro´ximas subsec¸o˜es.
1.3.1 Objetivo Geral
O objetivo geral desta dissertac¸a˜o e´ investigar uma abordagem que
possibilite uma melhor utilizac¸a˜o dos recursos computacionais de forma
oportunista para a execuc¸a˜o de aplicac¸o˜es paralelas e distribuı´das.
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1.3.2 Objetivos Especı´ficos
Dentre os principais objetivos especı´ficos pode-se citar:
• Identificar um modelo capaz de melhorar a vaza˜o de uso de recursos
em ambientes distribuı´dos;
• Propor uma arquitetura de que melhore a distribuic¸a˜o da utilizac¸a˜o dos
recursos computacionais em ambientes oportunistas;
• Desenvolver um mecanismo de busca por intervalos livres capaz de
realocar os pedidos de reserva para o perı´odo de tempo mais pro´ximo
do escolhido pelo usua´rio;
• Propor um servic¸o que auxilie o usua´rio na escolha do melhor perı´odo
para solicitar a reserva;
• Avaliar o funcionamento da arquitetura proposta por meio do desenvol-
vimento de um proto´tipo;
• Demonstrar a aplicabilidade do proto´tipo em estudos de caso;
1.4 ME´TODO DE PESQUISA
As etapas realizadas para alcanc¸ar os objetivos desta dissertac¸a˜o fo-
ram:
• Pesquisa do estado da arte nas a´reas de reserva antecipada de recursos
e grades oportunistas;
• Estudo da arquitetura e funcionamento do middleware utilizado como
ambiente para desenvolvimento do proto´tipo;
• Implementac¸a˜o do proto´tipo baseado no modelo proposto;
• Aplicac¸a˜o do proto´tipo em um ambiente de cluster para a realizac¸a˜o de
estudos de caso;
• Ana´lise dos resultados gerados a partir dos estudos de caso.
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1.5 ORGANIZAC¸A˜O DO TRABALHO
Esta dissertac¸a˜o esta´ subdividida em 6 capı´tulos. No capı´tulo 2 - Sis-
temas Distribuı´dos e´ realizado um estudo geral sobre sistemas distribuı´dos,
apresentado os diferentes tipos de arquiteturas e softwares utilizados nesse
tipo de ambiente.
O capı´tulo 3 - Escalonamento em Ambientes Oportunistas apresenta
conceitos fundamentais de reserva antecipada, meta-escalonamento, grades
oportunistas e o ambiente utilizado para o desenvolvimento da arquitetura
proposta. Ale´m disso, sa˜o destacados alguns trabalhos relacionados a` a´rea de
pesquisa.
O capı´tulo 4 - Reserva Antecipada Oportunista apresenta o modelo e
a arquitetura propostos, bem como os detalhes da implementac¸a˜o do modelo
e os algoritmos desenvolvidos.
O capı´tulo 5 - Ambiente e Resultados Experimentais descreve o am-
biente utilizado para a obtenc¸a˜o dos resultados experimentais, bem como os
estudos de casos realizados como prova do funcionamento do proto´tipo pro-
posto.
O capı´tulo 6 - Concluso˜es e Trabalhos Futuros apresenta as con-




Na de´cada de 90, verificou-se a disponibilizac¸a˜o de conexo˜es de rede
mais ra´pidas, e computadores pessoais tornaram-se configurac¸o˜es mais po-
tentes. Diante desse quadro, a interconexa˜o de computadores, local ou geo-
graficamente distribuı´dos, torna-se uma forma a maximizar o poder compu-
tacional. A partir de enta˜o, popularizam-se as chamadas configurac¸o˜es dos
sistemas distribuı´dos.
Para Coulouris, Dollimore e Kindberg (2007), sistema distribuı´do e´
o sistema no qual os componentes de hardware ou software, localizados em
computadores interconectados por uma rede, comunicam-se e coordenam-se
atrave´s da troca de mensagens.
No conceito de Tanenbaum e Steen (2002), um sistema distribuı´do e´
uma colec¸a˜o de computadores independentes que se apresenta como um u´nico
sistema aos seus usua´rios. Para esses autores, a construc¸a˜o de um ambiente
distribuı´do deve atender aos seguintes requisitos:
• Tornar os recursos acessı´veis: facilitar para o usua´rio o acesso a re-
cursos remotos e possibilitar o compartilhamento de forma controlada
e eficiente;
• Transpareˆncia na distribuic¸a˜o: esconder do usua´rio o fato de que os
processos e recursos esta˜o fisicamente distribuı´dos em va´rios computa-
dores;
• Abertura: oferecer para o usua´rio servic¸os de acordo com as regras
padra˜o que descrevem sua sintaxe e semaˆntica;
• Escalabilidade: para atender a esse requisito o ambiente distribuı´do
deve adicionar facilmente usua´rios e recursos no sistema, permitir que
usua´rios e recursos estejam distantes e ser de fa´cil gerenciamento,
mesmo que se estenda por organizac¸o˜es administrativamente indepen-
dentes.
Diante disso, este capı´tulo tem como objetivo o detalhamento da
arquitetura e dos componentes de hardware e software necessa´rios para a
construc¸a˜o de uma infraestrutura distribuı´da.
2.1 ARQUITETURAS COMPUTACIONAIS
A classificac¸a˜o da arquitetura de computadores mais aceita e´ co-
nhecida como taxonomia de Flynn. Proposta por Michael J. Flynn em
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1966 (FLYNN, 1972), esta taxonomia leva em considerac¸a˜o a quantidade de
instruc¸o˜es executadas em paralelo pelo conjunto de dados para os quais as
instruc¸o˜es sa˜o submetidas. A Figura 1 apresenta as classificac¸o˜es de compu-
tadores, que sa˜o subdivididas em: SISD, SIMD, MISD e MIMD (FLYNN,
1972).
Figura 1 – Taxonomia de Flynn
• SISD (Single Intruction Single Data): executa uma instruc¸a˜o de um
programa por vez, ou seja, sa˜o computadores que apresentam apenas
um processador. Este modelo pode ser representado pelo computador
pessoal, onde as instruc¸o˜es sa˜o executadas sequencialmente.
• SIMD (Single Intruction Multiple Data): executa uma u´nica instruc¸a˜o,
pore´m esta instruc¸a˜o e´ processada sob diferentes itens de dados. Isso
ocorre devido a` existeˆncia de facilidades de hardware para armazena-
mento de dados, como vetores e array.
• MISD (Multiple Intruction Single Data): neste tipo de arquitetura sa˜o
executadas mu´ltiplas instruc¸o˜es sob um u´nico conjunto de dados. No
entanto, na˜o se tem conhecimento da existeˆncia de computadores com
essa classificac¸a˜o.
• MIMD (Multiple Intruction Multiple Data): executa mu´ltiplas
instruc¸o˜es sob mu´ltiplos dados. Computadores com esta arquite-
tura possuem mu´ltiplos processadores em que cada um pode executar
instruc¸o˜es independentemente dos demais.
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As arquiteturas MIMD sa˜o classificadas, de modo geral, como multi-
processadores e multicomputadores, nas quais se diferenciam pelo comparti-
lhamento ou na˜o de memo´rias (MEFFE; MUSSI; MELLO, 2006).
• Multiprocessadores: arquitetura conhecida como fortemente aco-
plada, uma vez que processadores e memo´rias sa˜o interligados atrave´s
de um sistema local de interconexa˜o. Estas arquiteturas sa˜o caracte-
rizadas por possuı´rem diversos processadores compartilhando uma ou
um conjunto de memo´rias. A escalabilidade de uma arquitetura multi-
processada chega a milhares de processadores.
• Multicomputadores: nesta configurac¸a˜o cada processador possui suas
pro´prias memo´rias locais. Diante disto, e´ conhecida como fracamente
acoplada, uma vez que na˜o ha´ um compartilhamento forte, ou seja, a
comunicac¸a˜o entre processos e´ efetuada atrave´s de troca de mensagens
entre os processos que esta˜o executando nos processadores.
2.2 CLUSTERS
A ideia inicial de cluster computacional foi desenvolvida nos anos
1960 pela IBM como uma forma de conectar grandes mainframes para prover
um paralelismo comercial de baixo custo (BUYYA, 1999).
Diante disso, os clusters, conhecidos tambe´m em portugueˆs como
agregados computacionais, sa˜o definidos por Buyya (1999) como um sis-
tema de processamento paralelo ou distribuı´do formado por uma colec¸a˜o de
computadores interconectados que trabalham juntos como um u´nico recurso
computacional integrado.
Por outro lado, Dantas (2005) entende que as configurac¸o˜es de clusters
podem ser como uma agregac¸a˜o de computadores de forma dedicada, ou na˜o,
para a execuc¸a˜o de aplicac¸o˜es especı´ficas de uma organizac¸a˜o.
Um cluster e´ composto por dois ou mais computadores (tambe´m cha-
mados de no´s) com um u´nico processador ou por sistemas multi-processados,
interconectados por uma rede. Seu principal objetivo e´ realizar o processa-
mento da aplicac¸a˜o de forma distribuı´da e transparente. Em outras palavras, e´
compartilhar o processamento das aplicac¸o˜es entre os no´s, mas de forma que
parec¸a estar sendo processado em um u´nico computador.
Segundo Buyya (1999) e Dantas (2005) os clusters podem ser classifi-
cados de acordo com limite geogra´fico, utilizac¸a˜o dos no´s, tipo de hardware,
aplicac¸a˜o alvo, sistema operacional dos no´s e tipos de no´s.
• Limite Geogra´fico: baseado em sua localizac¸a˜o e quantidade, os clus-
ters podem ser classificados como: pequenos, constituı´dos em sa-
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las e laborato´rios; me´dios, em nı´vel de departamento; grande, para
organizac¸o˜es.
• Aplicac¸a˜o Alvo: existem dois alvos principais a`s aplicac¸o˜es comuns:
as aplicac¸o˜es que necessitam de um alto desempenho para sua execuc¸a˜o
e as aplicac¸o˜es que precisam de alta disponibilidade. Aplicac¸o˜es que
procuram o primeiro alvo se preocupam com o nu´mero de processa-
dores, quantidade de memo´ria e espac¸o em disco. Por outro lado, as
que tem foco no segundo alvo sa˜o caracterizadas por na˜o tolerarem
interrupc¸o˜es. Entretanto, e´ possı´vel observar que existem aplicac¸o˜es
que exigem os dois tipos de requisitos.
• Utilizac¸a˜o dos No´s: pode ser estabelecida atrave´s da participac¸a˜o na˜o
dedicada ou dedicada dos no´s que ira˜o compor o cluster. Nos clusters
na˜o dedicados as aplicac¸o˜es sa˜o executadas por meio da utilizac¸a˜o dos
ciclos de CPU ociosos de ma´quinas pertencentes ao cluster. Por ou-
tro lado, os dedicados sa˜o projetados para executarem exclusivamente
aplicac¸o˜es submetidas ao cluster. A Figura 2 apresenta um exemplo
das configurac¸o˜es de cluster na˜o dedicada e dedicada. Como pode ser
visto, na configurac¸a˜o na˜o dedicada convencional inu´meros computa-
dores compartilham um u´nico meio de comunicac¸a˜o, que e´ a rede local.
Ale´m disso, cada computador possui um conjunto de aplicativos locais
e perife´ricos necessa´rios para a execuc¸a˜o das tarefas de seu usua´rio lo-
cal. Ja´ na configurac¸a˜o dedicada pode-se ver que os nodos sa˜o interli-
gados por um dispositivo de rede do tipo switch e nenhum computador
dispo˜e de monitor, teclado ou mouse, mostrando assim sua dedicac¸a˜o
a` execuc¸a˜o de aplicac¸o˜es.
• Tipo de Hardware: os tipos de hardware empregados nos clusters sa˜o
classificados como: Nows, CoPs ou PoPs, Cows e Clumps.
As Nows (Network of Workstations) sa˜o caracterizadas pelo uso de
estac¸o˜es de trabalho distribuı´das em uma rede local para compor um
ambiente de cluster. De forma similar a`s Nows, os CoPs (Cluster of
PCs) ou PoPs (Pile of PCs) utilizam computadores pessoais do tipo
PCs para formar o cluster.
Configurac¸o˜es Cows (Cluster of Workstations) sa˜o geralmente cons-
tituı´das por ma´quinas dedicadas e homogeˆneas a` execuc¸a˜o de
aplicac¸o˜es especı´ficas. Ale´m disso, estas dispo˜em de uma rede es-
pecı´fica para interconexa˜o das ma´quinas.
Os Clumps (Cluster of SMPs) sa˜o compostos de ma´quinas com arqui-
teturas SMP (Symmetric Multiprocessors) , que usam memo´ria com-
partilhada.
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• Tipos de No´s: os clusters podem ser classificados quanto a` similari-
dade de software e hardware dos no´s que compo˜em o ambiente, ou
seja, podem ser homogeˆneos ou heterogeˆneos.
Figura 2 – Exemplo de ambiente de cluster na˜o dedicado e dedicado
Nos clusters homogeˆneos todos os no´s possuem arquiteturas semelhan-
tes e executam o mesmo sistema operacional. Por outro lado, os hete-
rogeˆneos possuem no´s com arquiteturas diferentes e executam sistemas
operacionais diferentes.
Entretanto, muitas vezes, um u´nico cluster na˜o possui capacidade de
resolver problemas computacionais que demandam grande poder computaci-
onal. Neste caso, mu´ltiplos clusters interconectados, formam um ambiente
multi-cluster e, consequentemente, podem aumentar o poder computacional
para a resoluc¸a˜o desses problemas. A sec¸a˜o seguinte apresenta uma descric¸a˜o
mais detalhada desses ambientes.
2.3 MULTI-CLUSTER
Conforme visto na sec¸a˜o anterior, os clusters possuem a localizac¸a˜o
restrita a um u´nico domı´nio. No entanto, e´ possı´vel, e muitas vezes ne-
cessa´rio, que clusters de mu´ltiplos domı´nios se interconectem para formar
um sistema distribuı´do u´nico de larga escala. Estes sistemas sa˜o conhecidos
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como multi-cluster (FERREIRA, 2010).
Diferentemente dos clusters, que sa˜o formados por um conjunto inde-
pendente de estac¸o˜es de trabalho interconectadas por uma rede local (LAN),
os multi-clusters sa˜o formados por um conjunto de clusters interconectados
por uma rede WAN (World-Area Network).
Os sistemas multi-cluster podem ser classificados como super-cluster
e cluster-de-cluster (JAVADI; AKBARI; ABAWAJY, 2006). O primeiro
pode ser caracterizado por possuir um grande nu´mero de processadores ho-
mogeˆneos e heterogeneidade nas redes de comunicac¸a˜o. Por outro lado,
o cluster-de-cluster e´ construı´do pela interconexa˜o de mu´ltiplos clusters,
pore´m com heterogeneidade tanto nas redes de comunicac¸a˜o quanto nos pro-
cessadores.
Existe um alto grau de complexidade nos ambientes multi-cluster
quanto aos problemas de escalonamento de tarefas, pois seus recursos sa˜o:
heterogeˆneos, distribuı´dos e altamente compartilhados no tempo e no espac¸o.
Diante disso, o recebimento contı´nuo de tarefas e as mudanc¸as dinaˆmicas da
disponibilidade da capacidade de CPU dificultam a utilizac¸a˜o de algoritmos
tradicionalmente utilizados em sistemas de cluster (ABAWAJY; DANDA-
MUDI, 2003).
A configurac¸a˜o de sistemas multi-cluster forma um sistema de ima-
gem u´nica (SSI - Single System Image), ou seja, fornece ao usua´rio uma visa˜o
unificada do compartilhamento de recursos e servic¸os do ambiente (DAN-
TAS, 2005).
A Figura 3 apresenta um exemplo de ambientes multi-cluster.
2.4 GRADES COMPUTACIONAIS
Na de´cada de 90, com a maior disponibilidade de conexo˜es mais
ra´pidas e com aplicac¸o˜es necessitando cada vez mais de poder computacional,
pesquisadores comec¸aram a imaginar uma infraestrutura computacional que
conectasse computadores e clusters geograficamente distribuı´dos para aten-
der essa demanda. Diante disso, surgiu a proposta da chamada grade com-
putacional, do ingleˆs computational grid (FOSTER; KESSELMAN, 2011).
Essa nomenclatura e´ uma analogia a` rede ele´trica (power grid) que disponibi-
liza a energia sem se preocupar em explicar onde esta foi gerada e como esta´
sendo destinada. A ideia de uma grade computacional e´ criar um ambiente
computacional distribuı´do que possua mecanismos que permitam o proces-
samento, armazenamento e uso dos recursos de forma transparente para o
usua´rio (DANTAS, 2005).
De acordo com Foster e Kesselman (2004) grade computacional e´
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Figura 3 – Exemplo de ambiente multi-cluster
uma infraestrutura de hardware e software que proveˆ acesso confia´vel, abran-
gente e barato a capacidades computacionais. Por outro lado, segundo Dantas
(2005) grade computacional pode ser entendida como uma plataforma hete-
rogeˆnea de computadores geograficamente distribuı´dos, onde usua´rios aces-
sam seus recursos atrave´s de uma interface u´nica.
Krauter, Buyya e Maheswaran (2002) propo˜em uma taxonomia para
identificar os tipos de sistemas de grades existentes. Para tanto, os sistemas
podem ser divididos nas seguintes categorias:
• Grade Computacional (Computacional Grid): sa˜o sistemas que unem
recursos geograficamente distribuı´dos para obter alta capacidade de
processamento. Dependendo de como esta capacidade e´ utilizada, esse
sistema pode ser subdividido em: supercomputac¸a˜o distribuı´da e grade
de alta taxa de transfereˆncia.
Uma grade de supercomputac¸a˜o distribuı´da executa a aplicac¸a˜o para-
lelamente entre mu´ltiplas ma´quinas para reduzir o tempo de conclusa˜o
da tarefa. Ja´ uma grade de alta taxa de transfereˆncia aumenta a taxa de
conclusa˜o de um fluxo de tarefas.
• Grade de Dado (Data Grid): consiste de uma infraestrutura para
acesso, pesquisa e processamento de informac¸o˜es a partir de repo-
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sito´rios de dados, que esta˜o geograficamente distribuı´dos.
• Grade de Servic¸o (Service Grid): sa˜o sistemas que proveem servic¸os
que na˜o sa˜o oferecidos por ma´quinas simples. Normalmente esse
tipo de infraestrutura e´ administrada por grandes instituic¸o˜es e reu´ne
alta performance, recursos computacionais dedicados, como clusters,
supercomputadores e grandes sistemas de armazenamento de dados
(BRASILEIRO et al., 2008). Como exemplo desse tipo de grade pode-
se citar: SINAPAD no Brasil (SINAPAD, 2013) e NGS no Reino
Unido (NGS, 2013).
Uma configurac¸a˜o de grade e´ composta por organizac¸o˜es virtuais (OV)
(do ingleˆs Virtual Organizations), que podem ser indivı´duos ou entidades
que compartilham seus recursos, pore´m apresentam determinadas polı´ticas
quanto ao acesso e uso e algumas restric¸o˜es quanto a` disponibilidade destes.
Diante disso, tem-se proposto arquiteturas que permitam a interoperabilidade
entre diferentes organizac¸o˜es virtuais. Camargo et al. (2006) apresentam uma
arquitetura gene´rica implementada pela maioria dos sistemas de grades. Essa
arquitetura e´ ilustrada na Fig. 4 e possui cinco servic¸os, que sera˜o descritos a
seguir.
• Agente de Acesso: e´ a primeira ponte de acesso para os usua´rios, per-
mitindo a interac¸a˜o entre usua´rio e grade. Esta´ presente em cada no´
que solicite a execuc¸a˜o de aplicac¸o˜es.
• Servic¸o Local de Oferta de Recursos: executado em cada ma´quina
que disponibiliza seus recursos para a grade. E´ responsa´vel por iniciar
a execuc¸a˜o da aplicac¸a˜o, reportar erros e retornar resultados.
• Servic¸o Global de Gerenciamento de Recursos: e´ responsa´vel por
monitorar o estado dos recursos compartilhados e por responder a
solicitac¸o˜es de uso destes recursos, a fim de combinar as requisic¸o˜es
com os recursos oferecidos.
• Servic¸o de Escalonamento: e´ responsa´vel por escalonar as aplicac¸o˜es
para recursos disponı´veis. Para isso, recebe as solicitac¸o˜es de execuc¸a˜o
da aplicac¸a˜o, obte´m informac¸o˜es quanto a` disponibilidade dos recursos
junto ao Servic¸o Global de Gerenciamento de Recursos e determina
onde cada aplicac¸a˜o sera´ executada.
• Servic¸o de Seguranc¸a: e´ responsa´vel por proteger os recursos compar-
tilhados para que o no´ que compartilha seus recursos na˜o sofra ataques
de aplicac¸o˜es maliciosas. Ale´m disso, e´ responsa´vel por autenticar os
usua´rios de modo que se saiba quem e´ o responsa´vel pelas aplicac¸o˜es
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Figura 4 – Arquitetura Gene´rica de um sistema de grade (KON; GOLDMAN,
2008)
submetidas, bem como a seguranc¸a das comunicac¸o˜es da grade, man-
tendo assim, a confiabilidade e integridade dos dados.
2.5 NUVEM COMPUTACIONAL
Nuvem computacional, do ingleˆs cloud computing, tem sido muito uti-
lizada quando deseja-se obter recursos computacionais sob demanda. Apesar
da ascensa˜o de seu uso nos dias de hoje, a ideia ba´sica de nuvens computacio-
nais na˜o e´ nova, tendo sido prevista nos anos 60 pelo cientista da computac¸a˜o
John McCarthy, quando mencionou que a computac¸a˜o podia um dia ser or-
ganizada como de utilidade pu´blica exatamente como o sistema de telefonia
que e´ de utilidade pu´blica (GARFINKEL, 1999).
O conceito de nuvem computacional pode ter diferentes percepc¸o˜es,
ja´ que na˜o e´ uma tecnologia nova e sim uma junc¸a˜o de tecnologias existentes
executadas de forma diferenciada.
Segundo Foster et al. (2008) nuvem computacional e´ um paradigma
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de computac¸a˜o distribuı´da de larga escala que e´ impulsionado pela economia,
na qual um conjunto de recursos abstratos, virtualizados, dinamicamente es-
cala´veis, com poder computacional gerencia´vel e armazena´vel, ale´m de pla-
taformas e servic¸os, sa˜o proporcionados para usua´rios externos atrave´s da
Internet. Por outro lado, segundo a NIST (MELL; GRANCE, 2011), res-
ponsa´vel por desenvolver padro˜es e diretrizes, nuvem computacional e´ um
modelo para permitir acesso a` rede sob demanda de forma ubı´qua e conveni-
ente para o compartilhamento de recursos computacionais configura´veis (por
exemplo, rede, servidores, armazenamento, aplicac¸o˜es e servic¸os) que pode
ser rapidamente fornecido e liberado com o mı´nimo de esforc¸o de gerencia-
mento ou de interac¸a˜o com o provedor de servic¸o.
O objetivo da nuvem computacional e´ fazer melhor uso dos recursos
distribuı´dos, juntando-os, de modo a aumentar a taxa de transfereˆncia, ale´m
de ser capaz de resolver problemas computacionais de larga escala (RIMAL;
CHOI; LUMB, 2009).
Existem muitas definic¸o˜es para o modelo de arquitetura de nuvem
computacional, no entanto, de acordo com Zhang, Cheng e Boutaba (2010)
a arquitetura esta´ dividida em modelo de nı´veis, modelo de servic¸os e tipos
de nuvens. A seguir sera´ detalhada cada uma das diviso˜es da arquitetura pro-
posta.
Figura 5 – Modelo de nı´veis da nuvem computacional
• Modelo de Nı´veis: a arquitetura de nuvem computacional pode, de
modo geral, ser subdividida em quatro nı´veis, conforme apresentados
na Fig. 5: nı´vel de hardware, nı´vel de infraestrutura, nı´vel de plata-
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forma e nı´vel de aplicac¸a˜o.
– Nı´vel de Hardware: este nı´vel e´ responsa´vel por gerenciar recur-
sos fı´sicos como: servidores, roteadores e switches.
– Nı´vel de Infraestrutura: tambe´m conhecido como nı´vel de
virtualizac¸a˜o, e´ um componente essencial da nuvem, pois cria um
pool de armazenamento e recursos computacionais atrave´s do par-
ticionamento lo´gico de recursos fı´sicos utilizando tecnologias de
virtualizac¸a˜o.
– Nı´vel de Plataforma: adiciona uma colec¸a˜o de ferramentas, mid-
dleware e servic¸os especializados para proporcionar uma plata-
forma de desenvolvimento (FOSTER et al., 2008).
– Nı´vel de Aplicac¸a˜o: conte´m a aplicac¸a˜o que sera´ executada na
nuvem.
Cada nı´vel da arquitetura e´ fracamente acoplado com os nı´veis acima
e abaixo, permitindo que cada um se desenvolva separadamente. A ar-
quitetura modular possibilita que a nuvem computacional suporte gran-
des quantidades de requisic¸o˜es das aplicac¸o˜es, reduzindo a sobrecarga
de gerenciamento e manutenc¸a˜o.
• Modelo de Servic¸os: nesse modelo, todos os nı´veis da arquitetura
da nuvem computacional podem ser implementados como um servic¸o
para o nı´vel acima. Consequentemente, todos os nı´veis podem ser
percebidos como clientes do nı´vel abaixo (ZHANG; CHENG; BOU-
TABA, 2010). Entretanto, em geral, as nuvens computacionais ofere-
cem servic¸os que podem ser agrupados em treˆs categorias, conforme
apresenta a Fig. 5: software como servic¸o (SaaS - Software as a Ser-
vice), plataforma como servic¸o (PaaS - Platform as a Service) e infra-
estrutura como servic¸o (IaaS - Infrastructure as a Service).
– Infraestrutura como Servic¸o (IaaS): refere-se ao fornecimento de
processamento, armazenamento, rede e outros servic¸os compu-
tacionais fundamentais capazes de desenvolver e executar soft-
ware, incluindo sistemas operacionais e aplicativos. No entanto, o
usua´rio na˜o gerencia ou controla a infraestrutura da nuvem, o que
lhe impede de controlar os sistemas operacionais, armazenamento
e desenvolvimento de aplicac¸o˜es (MELL; GRANCE, 2011).
– Plataforma como Servic¸o (PaaS): oferece ao usua´rio um ambiente
para desenvolvimento de aplicac¸o˜es personalizadas. Geralmente
os desenvolvedores precisam respeitar algumas restric¸o˜es como
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o tipo de software que eles podem utilizar. Nessa categoria, o
usua´rio na˜o gerencia ou controla a infraestrutura da nuvem, o que
inclui rede, servidores, sistemas operacionais e armazenamento.
– Software como Servic¸o (SaaS): refere-se ao fornecimento de
aplicac¸o˜es acessadas remotamente pelos usua´rios atrave´s da In-
ternet.
• Tipos de Nuvens: de acordo com a NIST (MELL; GRANCE, 2011),
existem quatro tipos de nuvens computacionais:
– Nuvens Pu´blicas: uma nuvem na qual provedores de servic¸o ofe-
recem, baseado em um modelo de prec¸o, seus recursos computa-
cionais para o pu´blico em geral.
– Nuvens Privadas: sa˜o projetadas para uso exclusivo de uma
u´nica organizac¸a˜o, podendo ser construı´das e gerenciadas pela
organizac¸a˜o ou por provedores externos.
– Nuvens de Comunidades: a infraestrutura da nuvem e´ compar-
tilhada por va´rias organizac¸o˜es e suporta uma comunidade es-
pecı´fica que possui as mesmas preocupac¸o˜es, tais como: missa˜o,
requisic¸o˜es seguras, polı´ticas.
– Nuvens Hı´bridas: a infraestrutura da nuvem e´ composta por duas
ou mais nuvens (pu´blica, privada e de comunidade) unidas por
tecnologia padronizada ou proprieta´ria que permite a portabili-
dade de dados e aplicac¸o˜es.
2.6 COMPUTAC¸A˜O OPORTUNISTA
O conceito de oportunismo tem sido utilizado em diversas a´reas, tais
como as a´reas de redes e ambientes computacionais distribuı´dos.
Em redes oportunistas, como em redes mo´veis ad hoc (MANET), os
dispositivos distribuı´dos pelo ambiente formam a rede (CONTI et al., 2010).
Os no´s teˆm escasso ou nenhum conhecimento quanto a` topologia da rede. As
rotas sa˜o construı´das de forma dinaˆmica, ou seja, quando as mensagens sa˜o
enviadas entre o remetente e o destinata´rio qualquer no´ pode ser utilizado de
forma oportunista para que leve a mensagem para mais perto do destinata´rio.
As estruturas sociais humanas sa˜o a esseˆncia de soluc¸o˜es das redes oportunis-
tas. Os seres humanos carregam dispositivos mo´veis e a mobilidade humana
gera oportunidades de comunicac¸a˜o quando dois dispositivos, ou mais, en-
tram em contato.
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Entretanto, quando os dispositivos entram em contato, ainda que
de forma oportunista, torna-se possı´vel, na˜o somente o uso oportunista da
rede, mas tambe´m o compartilhamento de seus recursos para, por exem-
plo, executar tarefas remotamente. Com isso, se desenvolve um novo con-
ceito de computac¸a˜o, a computac¸a˜o oportunista. Esta, por sua vez, explora
a comunicac¸a˜o oportunista entre pares de dispositivos para compartilhar o
conteu´do, os recursos e os servic¸os de cada um. A computac¸a˜o oportunista
generaliza o conceito de rede oportunista, considerando o uso oportunista de
qualquer recurso disponı´vel na rede.
Para Conti e Kumar (2010) a computac¸a˜o oportunista explora os re-
cursos disponı´veis em um ambiente oportunista para fornecer uma plataforma
de computac¸a˜o distribuı´da para a execuc¸a˜o de tarefas. Entretanto, faz-se ne-
cessa´rio o uso de servic¸os de middleware para mascarar desconexo˜es e atra-
sos, gerenciar recursos de computac¸a˜o heterogeˆneos, servic¸os e dados, bem
como para fornecer uma visa˜o uniforme do sistema para as aplicac¸o˜es e para
o usua´rio.
Devido a` instabilidade apresentada por ambientes de computac¸a˜o
oportunista, sua criac¸a˜o pode oferecer alguns desafios. Um deles e´ a
interrupc¸a˜o da conectividade, causada pela falta de conhecimento pre´vio so-
bre a localizac¸a˜o, tempo e largura de banda de cada contato. Implementac¸o˜es
bem sucedidas de aplicac¸o˜es em redes tolerantes a atrasos, DTN (Delay-
Tolerance Network) , teˆm demonstrado a utilidade das redes oportunistas. A
toleraˆncia a atraso e´ outro desafio importante e a chave da computac¸a˜o opor-
tunista. Por fim, a heterogeneidade tem se mostrado um desafio importante
para a computac¸a˜o oportunista, tendo em vista a diversidade de dispositivos
que entram em contato oportunisticamente, dentre eles, os telefones celulares,
os computadores de ma˜o e notebooks, os sensores, as caˆmeras e os objetos
com identificac¸a˜o por radiofrequeˆncia, RFID (Radio-Frequency Identifica-
tion) . Estes dispositivos podem ser suportados por diversas frequeˆncias de
ra´dio nas quais se comunicam.
Por fim, a computac¸a˜o oportunista faz uso de recursos de dispositivos
mo´veis e da rede sem fio de modo a utiliza´-los, oportunisticamente, para troca
de informac¸o˜es e execuc¸a˜o de tarefas remotamente.
2.7 MIDDLEWARE PARA AMBIENTES DISTRIBUI´DOS
A interconexa˜o de ma´quinas com diferentes caracterı´sticas de hard-
ware ou de software, para a construc¸a˜o de um ambiente distribuı´do, pode pre-
judicar a utilizac¸a˜o integrada de seus recursos para execuc¸a˜o de aplicac¸o˜es.
Diante disto, teˆm se desenvolvido nos u´ltimos anos sistemas conhecidos como
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middlewares, que sa˜o responsa´veis pela ocultac¸a˜o das particularidades apre-
sentadas pelas ma´quinas as quais opera.
Para Dantas (2005), um middleware pode ser entendido como um
pacote de software com interface de programac¸a˜o pro´pria responsa´vel por
permitir que desenvolvedores de aplicac¸a˜o na˜o se preocupem com as carac-
terı´sticas intrı´nsecas do sistema operacional.
Existem va´rios middlewares para clusters e grades computacionais,
dentre eles pode-se citar: HTCondor (HTCONDOR, 2013), XtremWeb
(XTREMWEB, 2013) e BOINC (BOINC, 2013). A seguir uma breve
descric¸a˜o de cada um deles.
2.7.1 HTCondor
O HTCondor, conhecido anteriormente como Condor, e´ um software
que cria um ambiente de computac¸a˜o de alta taxa de transfereˆncia (High-
Throughput Computing - HTC). HTC, por sua vez, pode ser entendido como
um ambiente que proporciona uma grande quantidade de poder computacio-
nal por um longo perı´odo de tempo.
Desenvolvido pela Universidade de Wisconsin-Madison, o HTCondor
e´ um sistema de lote especializado em gerenciar tarefas que requeiram uso
computacional intensivo. O sistema possui um mecanismo de enfileiramento,
polı´ticas de escalonamento, esquema de prioridade e classificac¸a˜o de recur-
sos.
Diferentemente dos demais sistemas de lote, o HTCondor pode utilizar
tanto ma´quinas dedicadas quanto na˜o dedicadas para executar as tarefas. Uma
de suas principais caracterı´sticas e´ a capacidade de detectar que a ma´quina
que esta´ executando a tarefa na˜o esta´ mais disponı´vel, fazer checkpoint da
tarefa e migrar esta tarefa para que uma ma´quina ociosa continue a execuc¸a˜o
exatamente de onde parou. Esse processo maximiza o nu´mero de ma´quinas
que podem executar uma tarefa.
2.7.2 XtremWeb
XtremWeb e´ uma plataforma de co´digo aberto, desenvolvida pelo La-
boratoire de Recherche en Informatique da Universite´ Paris-Sud, na Franc¸a.
O principal objetivo esse projeto e´ a formac¸a˜o de ambientes distribuı´dos, tais
como grades computacionais (sec¸a˜o 2.4), computac¸a˜o global, computac¸a˜o
volunta´ria e sistemas Peer-to-Peer.
Assim como em outros sistemas distribuı´dos de larga escala, o
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XtremWeb utiliza recursos ociosos (CPU, armazenamento e rede) de com-
putadores remotos, conectados a` Internet, ou de computadores pertencentes a
uma LAN.
A arquitetura do XtremWeb e´ composta pelo Cliente, Coordenador e
Workers. Durante a execuc¸a˜o, os workers contactam o servidor para obter
os jobs. Em resposta, o servidor envia um conjunto de paraˆmetros e uma
aplicac¸a˜o, caso o worker ainda na˜o a tenha armazenado. Quando o worker
finaliza a execuc¸a˜o de seu job, ele contacta o coordenador para enviar seus
resultados. Nesta arquitetura o cliente e o servidor sa˜o o mesmo computador.
O XtremWeb tambe´m pode ser utilizado para construir sistemas Peer-
to-Peer centralizados. Neste caso, os jobs submetidos pelo cliente sa˜o regis-
trados no servidor e escalonados para os workers.
2.7.3 BOINC
BOINC (Berkeley Open Infrastructure for Network Computing) e´ uma
plataforma de software para grades Desktop. Em outras palavras, e´ um mid-
dleware que utiliza recursos computacionais ociosos de ma´quinas que dispo-
nibilizam voluntariamente seus recursos para executar aplicac¸o˜es que exigem
alto poder computacional.
Desenvolvido pela Universidade da Califo´rnia em Berkeley, o BOINC
foi projetado para suportar aplicac¸o˜es que necessitam de grandes exigeˆncias
computacionais e de armazenamento. Dentre suas principais caracterı´sticas
pode-se citar a autonomia dos projetos pois cada um opera com o seu pro´prio
servidor e base de dados; a flexibilidade oferecida para os volunta´rios, que po-
dem controlar para quais projetos va˜o disponibilizar seus recursos e como es-
ses sera˜o divididos entre os projetos escolhidos; e o suporte dado a` aplicac¸o˜es
que produzem ou consomem grandes quantidades de dados ou que utilizam
grandes quantidades de memo´ria.
2.8 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Nesse capı´tulo foram abordados conceitos sobre as infraestruturas de
sistemas distribuı´dos existentes. Cluster e´ um conjunto de ma´quinas dedica-
das ou na˜o, geralmente homogeˆneas, de um u´nico domı´nio e, normalmente,
interligadas por redes de alta performance. Ja´ o Multi-Cluster e´ um con-
junto de va´rios clusters interligados por rede WAN. Com isso, possui va´rios
domı´nios. A grade computacional e´ composta por ma´quinas heterogeˆneas
geograficamente distribuı´das e, normalmente, na˜o dedicadas. A nuvem com-
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putacional pode ser considerada uma junc¸a˜o de tecnologias existentes, pore´m
utilizadas de maneira diferenciada. Permite o acesso sob demanda a` recursos
e servic¸os atrave´s da Internet. Por fim, a computac¸a˜o oportunista explora os
recursos computacionais e de rede ociosos para execuc¸a˜o de tarefas.
Cada ambiente descrito acima, possui o escalonamento distribuı´do di-
ferenciado, de acordo com sua caracterı´stica.
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3 ESCALONAMENTO EM AMBIENTES OPORTUNISTAS
Neste capı´tulo e´ apresentado primeiramente o conceito de escalona-
mento e mostra o processo de execuc¸a˜o de uma aplicac¸a˜o em ambientes dis-
tribuı´dos. Em seguida, sa˜o apresentados os conceitos relativos a` reserva ante-
cipada de recursos, meta-escalonamento, grade oportunista e detalhado o am-
biente utilizado para a implementac¸a˜o da proposta deste trabalho de pesquisa.
Por fim, sa˜o apresentados trabalhos correlatos a` proposta desta dissertac¸a˜o,
bem como uma ana´lise comparativa entre eles.
3.1 INTRODUC¸A˜O
Em um ambiente tı´pico de grade uma aplicac¸a˜o pode gerar va´rios jobs,
que, por sua vez, podem ser compostos por tarefas. O sistema de grade e´ res-
ponsa´vel por enviar cada tarefa para um recurso para ser executada (XHAFA;
ABRAHAM, 2010). Em um cena´rio de grade simples, o usua´rio e´ quem se-
leciona a ma´quina mais adequada para executar sua aplicac¸a˜o ou tarefa. Con-
tudo, em geral, sistemas de grade dispo˜em de escalonadores que procuram de
maneira automa´tica e eficiente as ma´quinas mais adequadas para executar os
jobs.
Escalonadores sa˜o componentes de software que destinam as tarefas
para recursos da grade sob va´rios crite´rios e de acordo com a configurac¸a˜o do
ambiente.
O processo de escalonamento de um escalonador consiste em deter-
minar quando e onde os jobs sera˜o executados e quantos recursos sera˜o alo-
cados. O processo de alocac¸a˜o, por sua vez, destina recursos para os jobs de
acordo com seus requisitos e com o estado do sistema. O escalonamento em
um ambiente de grade possui quatro etapas, que sera˜o descrita a seguir.
1. Descoberta de recursos: o escalonador tem acesso a`s informac¸o˜es so-
bre os recursos disponı´veis e as tarefas a serem executadas atrave´s do
GIS (Grid Information Service);
2. Selec¸a˜o de Recursos: nem todos os recursos sa˜o candidatos para a
alocac¸a˜o da tarefa. Por isso, nessa fase os recursos sa˜o selecionados
com base nos requisitos do job e nas caracterı´sticas do recurso;
3. Alocac¸a˜o da Tarefa: nessa fase a tarefa e´ alocada no recurso selecio-
nado;
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4. Monitoramento da Execuc¸a˜o da Tarefa: essa fase consiste em in-
formar sobre o andamento da execuc¸a˜o, bem como as possı´veis fa-
lhas do job, o que, dependendo da polı´tica de escalonamento sera´ re-
escalonado para outro recurso.
3.2 RESERVA ANTECIPADA DE RECURSOS
Reserva antecipada pode ser definida como a cessa˜o da capacidade de
recursos de particulares de forma restrita ou limitada por intervalo de tempo
previamente definido (MACLAREN, 2003). Em outras palavras, e´ o processo
onde os usua´rios podem reservar recursos computacionais para serem utiliza-
dos em um determinado perı´odo de tempo. Conforme definido em TeraGrid
(2013), reserva antecipada dedica um conjunto de recursos para um usua´rio
ou um grupo de usua´rios para que sejam utilizados durante um intervalo de
tempo especı´fico no futuro. Comumente, sa˜o reservados recursos como quan-
tidade de CPU e memo´ria, espac¸o em disco e largura de banda.
Um dos principais objetivos da reserva antecipada, conforme abor-
dado nos trabalhos de Sulistio e Buyya (2004), Castillo, Rouskas e Harfoush
(2011) e Toma´s et al. (2011), e´ proporcionar qualidade de servic¸o atrave´s
da garantia da disponibilidade dos recursos computacionais no tempo reser-
vado pelo usua´rio. Ale´m disso, o uso da reserva antecipada permite que os
usua´rios tenham acesso simultaˆneo e concorrente a recursos adequados para
a execuc¸a˜o de aplicac¸o˜es paralelas, bem como o aumento da previsibilidade
do sistema.
Entretanto, ambientes distribuı´dos altamente dinaˆmicos e insta´veis
como ambientes de grade, ambientes oportunistas e ambientes de cluster na˜o
dedicados, tornam, muitas vezes, os objetivos da reserva antecipada, descri-
tos acima, inalcanc¸a´veis. Diante disto, Foster et al. (1999) menciona que o
mecanismo de reserva antecipada proporciona um aumento na expectativa de
que os recursos podem ser alocados quando solicitado. Fazendo uma ana-
logia exemplificativa, pode-se comparar a definic¸a˜o de Foster et al. (1999)
de reserva antecipada com o servic¸o oferecido pelo Correio Ae´reo Nacional
(CAN) a`s pessoas comuns. Neste servic¸o qualquer pessoa pode se inscrever
para viajar gratuitamente nas aeronaves da Forc¸a Ae´rea Brasileira (FAB), no
entanto, as viagens esta˜o condicionadas a` disponibilidade de voos, e do tipo
de missa˜o da FAB para o destino desejado, bem como o nu´mero de vagas
disponibilizadas pelo CAN (CAN, 2013). Em outras palavras, e´ realizada a
reserva antecipada, pore´m na˜o ha´ garantias de que a pessoa realize a viagem.
A reserva antecipada de recursos apresenta como paraˆmetro princi-
pal dois tempos, o tempo inicial (start time) e o tempo final (end time) da
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reserva. O primeiro tempo representa o tempo escolhido pelo usua´rio para
que a execuc¸a˜o da aplicac¸a˜o inicie. Por se tratar de reserva antecipada, este
tempo e´ diferente do tempo corrente. Por outro lado, o segundo tempo de-
termina o tempo de te´rmino da execuc¸a˜o ou de liberac¸a˜o dos recursos. Este
tempo tambe´m pode ser representado pela durac¸a˜o da execuc¸a˜o. Neste caso,
o tempo final e´ calculado atrave´s da soma do tempo inicial com a durac¸a˜o.
Apesar da praticidade e usabilidade gerada pela reserva antecipada de
recursos aos usua´rios finais, este mecanismo apresenta diversos desafios. Um
dos desafios e´ lidar com o pouco ou nenhum conhecimento do usua´rio em
relac¸a˜o ao ambiente e a`s caracterı´sticas de sua aplicac¸a˜o. Ale´m disso, e´ com-
plexo lidar com a dinamicidade dos ambientes distribuı´dos que apresentam
diferentes domı´nios e polı´ticas de controle. Um terceiro desafio e´ lidar com
a complexidade das solicitac¸o˜es por recursos realizadas pelos usua´rios, que
pode acarretar sucessivas negac¸o˜es por parte do gerenciador, o que pode cau-
sar a degradac¸a˜o no desempenho do sistema.
Para se obter uma reserva antecipada de maneira eficiente, o gerencia-
dor deve ter competeˆncia para coordenar a descoberta e a selec¸a˜o de recursos,
bem como a alocac¸a˜o e reserva de va´rios recursos simultaneamente. Estas
func¸o˜es sa˜o desenvolvidas pelo meta-escalonador, que sera´ visto na pro´xima
sec¸a˜o.
3.3 META-ESCALONAMENTO
Meta-escalonamento, do ingleˆs meta-scheduling, proveˆ uma interface
de acesso a recursos virtualizados para os usua´rios finais, aplicando polı´ticas
globais tanto para provedores de recursos quanto para consumidores (XIA-
OHUI et al., 2006). Seu objetivo principal e´ controlar e facilitar o acesso e
manter o gerenciamento das tarefas entre os diversos gerenciadores de recur-
sos.
Meta-escalonadores (do ingleˆs meta-scheduler) e sistemas de escalo-
namento local implementam as funcionalidades de gerenciamento dos recur-
sos (ADZIGOGOV; SOLDATOS; POLYMENAKOS, 2005). No entanto, sis-
temas de escalonamento local teˆm uma visa˜o apenas local dos recursos que
controlam, na˜o tendo acesso a toda gama de recursos da grade. Por outro lado,
meta-escalonadores possuem uma visa˜o mais ampla dos recursos da grade, o
que lhes permite coordenar os recursos em maior escala. A Figura 6 apresenta
um exemplo de um ambiente com meta-escalonador.
Os meta-escalonadores sa˜o componentes de middleware que se com-
promete a distribuir automaticamente os jobs atrave´s dos recursos hete-
rogeˆneos dispersos em uma grade (ADZIGOGOV; SOLDATOS; POLYME-
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Figura 6 – Exemplo de ambiente com meta-escalonador
NAKOS, 2005). Seu principal componente e´ um algoritmo que seleciona o
sistema que executara´ o job. Apo´s esta selec¸a˜o, o meta-escalonador torna-se
responsa´vel pelos processos de submissa˜o, execuc¸a˜o do job no sistema des-
tino e monitoramento da execuc¸a˜o.
Segundo Qin, Dantas e Bauer (2013) meta-escalonadores sa˜o carac-
terizados por receberem requisic¸o˜es dos usua´rios e enta˜o escalonar uma
aplicac¸a˜o para um cluster local ou sistemas de escalonamento local, podendo
ainda orquestrar configurac¸o˜es multi-clusters. A funcionalidade de reserva
de recursos em um meta-escalonador requer mecanismos eficientes de co-
escalonamento, co-reserva e co-alocac¸a˜o. Estes conceitos sa˜o descritos nas
subsec¸o˜es seguintes.
3.3.1 Co-Alocac¸a˜o
Co-alocac¸a˜o pode ser definida como a alocac¸a˜o simultaˆnea de
mu´ltiplos recursos em diferentes clusters (SINAGA, 2004). Segundo Qin
e Bauer (2009) este procedimento oferece a possibilidade de um uso mais
eficiente dos recursos do computador e reduc¸a˜o no tempo de resposta.
Em um ambiente de grade a co-alocac¸a˜o oferece maiores problemas
e desafios tais como independeˆncia de localizac¸a˜o de acesso e gerencia-
mento de recursos, heterogeneidade de recursos no sentido de capacidade
e de polı´ticas e localizac¸a˜o de recursos geograficamente distribuı´dos.
A co-alocac¸a˜o pode ser alcanc¸ada fazendo um conjunto de reservas
dos recursos necessa´rios com os respectivos provedores de recursos (MA-
CLAREN; KEOWN; PICKLES, 2006).
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3.3.2 Co-Escalonamento
Co-escalonamento, do ingleˆs Co-Scheduling, pode ser entendido
como a habilidade de escalonar jobs para serem executados ao mesmo tempo,
pore´m em diferentes no´s de processamento. O co-escalonamento pode ser de
dois tipos, confirme descritos na pesquisa de Sodan (2005):
• Gang: este tipo de escalonamento significa escalonar todas as tarefas
de um job ao mesmo tempo, ou seja, escalonar simultaneamente em di-
ferentes no´s ou processadores alocados para este job. Fatias de tempo
sa˜o globalmente coordenadas e todas as tarefas do job sa˜o interrompi-
dos caso outro job tente executar. Escalonamento Gang pode ser su-
portado por hardware podendo tambe´m ser executado inteiramente por
software. Na˜o e´ muito flexı´vel, sendo as deciso˜es de escalonamento
estritamente executadas.
• Loosely Coordinated: origina´rio dos ambientes NOW (Network of
Workstation) e do problema de escalonar juntamente cargas de tra-
balho serial e paralela. E´ baseado no escalonamento local e na
organizac¸a˜o de comunicac¸a˜o dos no´s envolvidos. O objetivo e´ con-
tinuar a comunicac¸a˜o de tarefas de um mesmo job no mesmo espac¸o
de tempo. E´ mais flexı´vel pois permite alterac¸o˜es dinaˆmicas de acordo
com as necessidades no momento da alocac¸a˜o.
3.3.3 Co-Reserva
Segundo Manteescu (MATEESCU, 2003) co-reserva pode ser enten-
dida como a reserva simultaˆnea de mu´ltiplos recursos em mu´ltiplos gerencia-
dores de recursos locais. Na co-reserva duas relac¸o˜es sa˜o utilizadas, a relac¸a˜o
espacial e temporal (ROBLITZ; REINEFELD, 2005).
• Relac¸a˜o Espacial: refere-se a localizac¸a˜o dos recursos reservados. Em
outras palavras, reserva-se o recurso tendo como base o hora´rio de uso
de um determinado recurso;
• Relac¸a˜o Temporal: ocorre quando o hora´rio de uso de um recurso
coincide ou tem relac¸a˜o com o hora´rio de uso de outro recurso. Na˜o sig-
nifica que as reservas sera˜o executadas simultaneamente, pois o hora´rio
de uso do recurso pode iniciar quando terminar o uso de outro recurso.
Em outras palavras, reserva-se o recurso tendo como base o hora´rio de
uma outra reserva.
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Usualmente sa˜o utilizadas tabelas de alocac¸a˜o (timeslot) que represen-
tam a porcentagem de recursos disponı´veis e alocados durante um determi-
nado perı´odo de tempo (FOSTER et al., 1999). A Figura 7 apresenta um
modelo de tabela de alocac¸a˜o com alocac¸o˜es imediatas e reservas de recursos
para execuc¸o˜es futuras, representados pelos ”As” e pelos ”Rs”, respectiva-
mente.
Figura 7 – Exemplo de tabela timeslot
3.3.4 Balanceamento de Carga
Escalonamento dinaˆmico baseia-se na redistribuic¸a˜o de processos en-
tre os processadores durante o tempo de execuc¸a˜o. Essa redistribuic¸a˜o e´ reali-
zada com a transfereˆncia das tarefas dos processadores muito carregados para
os processadores com pouca carga de trabalho, este procedimento e´ nomeado
como balanceamento de carga (SHIRAZI; KAVI; HURSON, 1995). Um al-
goritmo de balanceamento de carga, do ingleˆs load balancing, e´ definido sob
treˆs polı´ticas:
1. Polı´tica de Informac¸a˜o: especifica a quantidade de informac¸o˜es de
carga disponı´vel para alocac¸a˜o do job;
2. Polı´tica de Transfereˆncia: determina as condic¸o˜es sob as quais um
job deve ser transferido, ou seja, a carga atual da ma´quina e o tamanho
do job em questa˜o;
3. Polı´tica de Colocac¸a˜o: identifica o elemento de processamento no qual
um job que deve ser transferido.
As te´cnicas de balanceamento e compartilhamento de carga possuem
pouco ou nenhum conhecimento do tempo de compilac¸a˜o com base nos
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paraˆmetros de execuc¸a˜o de uma aplicac¸a˜o. Diante disto, estas te´cnicas de-
pendem da redistribuic¸a˜o do tempo de execuc¸a˜o dos processos entre os no´s
para atingir os objetivos de desempenho definidos.
O compartilhamento de carga, do ingleˆs Load-sharing, tem como ob-
jetivo maximizar a taxa com que os sistemas distribuı´dos realizam seus tra-
balhos, quando estes trabalhos esta˜o disponı´veis. Ale´m disso, se esforc¸a para
evitar estados na˜o compartilhados, ou seja, estados em que ha´ computadores
ociosos enquanto tarefas disputam servic¸os com outro computador (SHIVA-
RATRI; KRUEGER; SINGHAL, 1992). Por outro lado, balanceamento de
carga, tambe´m tem o objetivo de evitar estados na˜o compartilhados, pore´m
com um diferencial que tenta equalizar as cargas em todos os computadores.
Ale´m disso, o balanceamento de carga pode potencialmente reduzir a me´dia
e o desvio padra˜o do tempo de resposta das tarefas.
3.4 GRADE OPORTUNISTA
Partindo do mesmo conceito da computac¸a˜o oportunista, apresentado
no capı´tulo 2, de utilizar recursos ociosos, pore´m em ambiente diferente, tem-
se a grade oportunista.
Grade oportunista, segundo Goldchleger (2004), pode ser entendida
como um subtipo de grades computacionais que utilizam recursos computa-
cionais ociosos de ma´quinas na˜o dedicadas e geograficamente distribuı´das,
para formarem dinamicamente uma grade.
Com a ra´pida difusa˜o de seu uso, devido a sua economicidade e pra-
ticidade, pesquisadores teˆm estudado a estrutura das grades oportunistas de
modo a sugerir taxonomias e classificac¸o˜es aceita´veis para o desenvolvimento
destas grades. Esta dissertac¸a˜o assume que as grades oportunistas esta˜o di-
vididas e classificadas em duas categorias, conforme apresentadas nos traba-
lhos de Choi et al. (2007) e de Ponciano e Brasileiro (2012): Grades Desktop
e Peer-to-Peer Oportunista.
As subsec¸o˜es a seguir apresentam mais detalhadamente cadas uma de-
las.
3.4.1 Grades Desktop
As grades Desktop sa˜o caracterizadas de acordo com a organizac¸a˜o,
a plataforma, a escala e o provedor de recursos, conforme pode ser visto na
Fig. 8.
• Organizac¸a˜o: quanto a` organizac¸a˜o de seus componentes, as grades
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Figura 8 – Taxonomia das grades Desktop
Desktop podem ser caracterizadas como centralizada ou distribuı´da.
A organizac¸a˜o centralizada consiste de no´s clientes que sa˜o res-
ponsa´veis pela submissa˜o de tarefas a serem executadas, de no´s pro-
vedores de recursos que disponibilizam seus recursos computacionais
ociosos para a execuc¸a˜o de aplicac¸o˜es e de um no´ servidor responsa´vel
pelo gerenciamento de toda a grade. Em outras palavras, o servidor
controla a submissa˜o das aplicac¸o˜es, gerencia o escalonamento des-
tas aplicac¸o˜es para os provedores de recursos ale´m disso, verifica o
resultado da execuc¸a˜o e retorna-o para o cliente. Ja´ a organizac¸a˜o dis-
tribuı´da consiste de no´s clientes e no´s provedores de recursos, onde os
no´s provedores de recursos obteˆm informac¸o˜es parciais de outros pro-
vedores. Diante disso, os no´s provedores de recursos sa˜o responsa´veis
tambe´m pela construc¸a˜o dinaˆmica da rede, bem como o escalonamento
distribuı´do das tarefas.
• Plataforma: quanto a` plataforma, as grades Desktop podem ser subdi-
vididas em: plataforma baseada na Web e baseada em middleware.
Na plataforma baseada na Web os clientes escrevem suas aplicac¸o˜es e
as postam na Web. Os provedores volunta´rios, por sua vez, realizam
o download das aplicac¸o˜es e as executam. Em contrapartida, nas pla-
taformas baseadas em middleware, os volunta´rios precisam instalar e
executar um middleware especı´fico para que a execuc¸a˜o da aplicac¸a˜o
ocorra.
• Escala: de acordo com a escala, estas grades podem ser categorizadas
como baseada na Internet e baseada na LAN .
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Na categoria baseada na Internet, a grade Desktop e´ formada por pro-
vedores de recursos anoˆnimos, podendo ter a presenc¸a de Firewall,
NAT, enderec¸amento dinaˆmico, baixa largura de banda e conexa˜o na˜o
confia´vel. Por outro lado, na categoria baseada em LAN, os provedo-
res de recursos esta˜o dentro de um mesmo domı´nio, ou seja, de uma
mesma corporac¸a˜o ou instituic¸a˜o.
• Provedor de Recursos: quanto ao provimento dos recursos, as grades
Desktop podem ser classificadas como volunta´rias e na˜o volunta´rias.
No sistema volunta´rio, os usua´rios disponibilizam seus recursos com-
putacionais ociosos para contribuir com a resoluc¸a˜o de problemas de
pesquisas avanc¸adas, frequentemente de amplo interesse social (FOS-
TER; KESSELMAN, 2011). Este tipo de sistema tem que ser capaz
de lidar com problemas como a na˜o confiabilidade dos computado-
res e com a baixa conectividade. Ja´ no sistema na˜o volunta´rio, as
implementac¸o˜es sa˜o realizadas em um ambiente mais controlado no
qual participantes formam parte de uma u´nica organizac¸a˜o real ou de
uma organizac¸a˜o virtual.
A Tabela 1 apresenta algumas caracterı´sticas ba´sicas que permitem a
diferenciac¸a˜o entre grades computacionais e grades Desktop.
Tabela 1 – Comparac¸a˜o entre grades computacionais e grades Desktop (CHOI
et al., 2007)
Item Grades Desktop Grades ComputacionaisBaseada na Internet Baseada na LAN
Recurso Desktop Desktop Supercomputadores, clusterprovedores de recursos anoˆnimos provedores de recursos de OV base de dados, armazenamento
Conexa˜o
Largura de banda pobre Largura de banda intermedia´ria
Dedicada de alta velocidadeNa˜o dedicada Na˜o dedicadaConectividade imediata Conexa˜o mais constante
Considera Firewall, NAT e enderec¸amento dinaˆmico
Heterogeneidade Altamente heterogeˆneo Heterogeneidade intermedia´ria Baixa heterogeneidade
Dedicac¸a˜o Na˜o dedicado Na˜o dedicado DedicadoAltamente vola´til Volatilidade baixa
Confiabilidade Pode apresentar provedores maliciosos Baixa confiabilidade Alta confiabilidade
Falta Insta´vel Insta´vel Mais esta´vel
Gerenciabilidade Administrac¸a˜o individual Administrac¸a˜o individual Administrado por profissionaltotalmente distribuı´do e de difı´cil gerenciamento mais controla´vel
Aplicac¸a˜o
Independente Independente Independente ou dependente
Computac¸a˜o intensiva Computac¸a˜o intensiva Computac¸a˜o ou dados intensivos
Alta vaza˜o Possibilidade de dados intensivos Alta performance
Alta vaza˜o
3.4.2 Grade Peer-to-Peer
Nas grades Peer-to-Peer os recursos computacionais sa˜o disponibi-
lizados pelos usua´rios, pore´m com o diferencial de que estes esperam um
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retorno de favores, como por exemplo, maior prioridade quando requisita re-
cursos (PONCIANO; BRASILEIRO, 2012).
Outro ponto importante que permite a diferenciac¸a˜o destas grades em
relac¸a˜o as grades Desktop e´ que a conexa˜o das ma´quinas por meio de uma
rede local abrange recursos que sa˜o gerenciados pelos pro´prios Peers da grade
e a demanda por recursos e´ tipicamente por rajadas. Demanda por rajadas
pode ser entendido como breves perı´odos de alta demanda por recursos, se-
guido por perı´odos de inatividade possivelmente longos. Pode-se citar como
exemplo de grades Peer-to-Peer oportunista o projeto OurGrid (OURGRID,
2013).
A seguir sera´ detalhada a arquitetura do ambiente de grade oportunista
utilizado para o desenvolvimento do proto´tipo.
3.5 INTEGRADE
InteGrade e´ um projeto de middleware para computac¸a˜o oportunista
desenvolvido em parceria entre universidades brasileiras (GOLDCHLEGER
et al., 2004). Seu principal objetivo e´ utilizar recursos computacionais ocio-
sos (CPU e memo´ria) de computadores pessoais, estac¸o˜es de trabalho, para
executar aplicac¸o˜es que requerem alto poder computacional.
A unidade estrutural ba´sica do InteGrade e´ de um cluster, ou seja, uma
colec¸a˜o de ma´quinas conectadas, tipicamente, por uma rede local (SILVA et
al., 2010). Os clusters InteGrade podem ser interligados eficientemente, de
maneira a permitir a criac¸a˜o de um sistema de grade altamente escala´vel com
ate´ milhares de ma´quinas (GOLDCHLEGER, 2004). Cada cluster possui os
seguintes componentes:
• Gerenciador do Cluster: responsa´vel pelo gerenciamento do cluster.
Dentre suas func¸o˜es, pode-se citar o escalonamento das aplicac¸o˜es,
o registro dos provedores de recursos no cluster, bem como a
comunicac¸a˜o com gerenciadores pertencentes a outros clusters.
• Provedores de Recursos: responsa´veis por disponibilizar seus recur-
sos ociosos para o cluster, a fim de executar aplicac¸o˜es a eles submeti-
das.
• No´ Usua´rio: conte´m a interface do usua´rio. Responsa´vel por submeter
aplicac¸o˜es a serem executadas pelos Provedores de Recursos.
Atualmente, o InteGrade executa treˆs tipos de aplicac¸o˜es:
• Aplicac¸o˜es Sequenciais: sa˜o aplicac¸o˜es simples, com apenas um
bina´rio executa´vel, que requerem apenas um no´ para execuc¸a˜o;
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• Aplicac¸o˜es Parame´tricas ou Bag-og-Tasks: va´rias co´pias de uma
mesma aplicac¸a˜o sa˜o distribuı´das para diferentes no´s. Cada uma de-
las processa diferentes conjuntos de paraˆmetros ou arquivos de entrada
de maneira independente, ou seja, na˜o ha´ comunicac¸a˜o entre os no´s;
• Aplicac¸o˜es Paralelas: aplicac¸o˜es paralelas do tipo u´nico programa
com mu´ltiplos dados (SPMD - Simple Program, Multiple Data), com
comunicac¸a˜o entre os no´s. Estas aplicac¸o˜es sa˜o baseadas nos modelos
BSP (Bulk Synchronous Parallelism) e MPI (Message Passing Inter-
face) .
A arquitetura do InteGrade, apresentada na Fig. 9, e´ composta por
mo´dulos responsa´veis pelo funcionamento do cluster. A comunicac¸a˜o entre
esses mo´dulos e´ realizada por meio de chamadas remotas. O InteGrade uti-
liza o CORBA (CORBA, 2013) para a realizac¸a˜o da comunicac¸a˜o remota.
CORBA e´ um projeto de middleware que permite que os mo´dulos se comu-
niquem independente de linguagens de programac¸a˜o, plataforma de software
e hardware e rede de comunicac¸a˜o (COULOURIS; DOLLIMORE; KIND-
BERG, 2007).
Figura 9 – Arquitetura do InteGrade
O LRM (Local Resource Manager) esta´ presente em todos os no´s
Provedores de Recursos. E´ responsa´vel por coletar e distribuir informac¸o˜es
sobre a disponibilidade dos recursos do no´, ale´m de instanciar e executar
aplicac¸o˜es a ele submetidas.
O GRM (Global Resource Manager) atua como gerenciador do clus-
ter. Recebe as informac¸o˜es coletadas pelos LRMs sobre a quantidade e dis-
ponibilidade dos recursos pertencentes ao cluster, e as utiliza para o escalona-
mento das aplicac¸o˜es. Tambe´m e´ responsa´vel pela comunicac¸a˜o inter-cluster.
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O ASCT (Application Submission and Control Tool) e´ uma interface
gra´fica amiga´vel que permite que o usua´rio submeta aplicac¸o˜es para serem
executadas no cluster. Atrave´s dela, o usua´rio pode estabelecer requisitos
como, plataforma de software, quantidade ma´xima de CPU em uso e quan-
tidade mı´nima de memo´ria disponı´vel, quantidade de no´s necessa´rios para
a execuc¸a˜o da aplicac¸a˜o e fornec¸a os arquivos de entrada, se houver. Ale´m
disso, o usua´rio pode monitorar a execuc¸a˜o da aplicac¸a˜o, bem como recuperar
arquivos de saı´da e de eventuais erros da aplicac¸a˜o.
O AR (Application Repository) armazena as aplicac¸o˜es que sera˜o exe-
cutadas no cluster. Atrave´s do ASCT o usua´rio registra a aplicac¸a˜o no repo-
sito´rio para posteriormente ser executada.
O EM (Execution Manager) mante´m informac¸o˜es sobre a execuc¸a˜o de
cada aplicac¸a˜o no cluster, como o estado da execuc¸a˜o, em que no´ a aplicac¸a˜o
esta´ executando e os nomes dos arquivos de entrada e saı´da. Tambe´m e´ res-
ponsa´vel por reiniciar o processo de execuc¸a˜o de aplicac¸o˜es de ma´quinas que
se tornaram indisponı´veis.
O LUPA (Local Usage Pattern Analyzer) estabelece padro˜es de uso
a partir da ana´lise do uso dos recursos das ma´quinas (CONDE, 2008). Estes
padro˜es sa˜o utilizados para prever a disponibilidade dos recursos pertencentes
ao cluster, e assim melhorar o escalonamento das aplicac¸o˜es.
Fazendo uma ana´lise comparativa entre as caracterı´sticas do InteGrade
e a taxonomia das grades oportunistas apresentada anteriormente, pode-se
classifica´-lo como uma grade oportunista do tipo grade Desktop. O In-
teGrade possui organizac¸a˜o centralizada, plataforma de middleware (com
implementac¸a˜o da plataforma Web em andamento), escala de Internet para
InteGrade inter-cluster e de LAN para intra-cluster e provedores de recursos
volunta´rios.
A pro´xima subsec¸a˜o apresenta maiores detalhes quanto ao funciona-
mento do LUPA pois, tal mo´dulo possui um papel importante na proposta
desta dissertac¸a˜o.
3.5.1 Local Usage Pattern Analyzer - LUPA
O LUPA e´ um mo´dulo do InteGrade responsa´vel por monitorar o uso
do computador do usua´rio, de modo a estabelecer padro˜es de uso e gerar
predic¸o˜es de uso e de disponibilidade dos recursos (CONDE, 2008). Atual-
mente, o LUPA monitora o uso de CPU, medido em porcentagem utilizada
(calculada de acordo com a me´dia de utilizac¸a˜o desde a u´ltima coleta dos
dados) e a disponibilidade de memo´ria RAM, medida em kilobytes.
A arquitetura do LUPA e´ divida em treˆs mo´dulos: mo´dulo de coleta,
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mo´dulo de ca´lculo dos padro˜es e mo´dulo de predic¸a˜o.
O mo´dulo de coleta e´ responsa´vel por coletar informac¸o˜es sobre o
uso dos recursos a cada 5 minutos e armazenar em arquivos de log. O LUPA
obte´m esses dados atrave´s de sua interac¸a˜o com o sistema operacional e, dessa
forma, se torna dependente do sistema operacional do no´ ao qual pertence. Os
arquivos de log sa˜o arquivos de texto com colunas separadas por tabulac¸a˜o,
onde a primeira e´ um nu´mero inteiro que corresponde ao instante em que os
dados foram coletados e as demais a` utilizac¸a˜o dos recursos. Quando, por
algum motivo, na˜o for possı´vel coletar os dados de utilizac¸a˜o dos recursos,
sa˜o utilizadas estimativas para o preenchimento da lacuna. E´ considerado
que a estimativa da utilizac¸a˜o em um instante que na˜o houve coleta e´ igual a`
utilizac¸a˜o da u´ltima coleta realizada.
O mo´dulo de ca´lculo dos padro˜es identifica os padro˜es de uso dos
recursos computacionais compartilhados na grade. Para isso, os dados co-
letados durante um perı´odo de 48 horas sa˜o utilizados como entrada para o
algoritmo de ana´lise de agrupamento, que e´ executado uma vez ao dia. Esse
algoritmo tem a func¸a˜o de separar em grupos os recursos com comportamen-
tos semelhantes. Cada grupo possui uma lista dos recursos pertencentes a
ele e um elemento representativo que e´ a me´dia dos comportamentos de seus
recursos. E´ com esse elemento que a utilizac¸a˜o das u´ltimas horas sera´ com-
parado.
O mo´dulo de predic¸a˜o e´ responsa´vel por prever a utilizac¸a˜o dos re-
cursos. Para isso, sa˜o comparados os dados das u´ltimas 24 horas de moni-
toramento com os elementos representativos de cada grupo. Ao encontrar
o elemento representativo mais pro´ximo, assume-se que o uso futuro sera˜o
os valores contidos no grupo do elemento representativo selecionado. Caso
o LUPA esteja executando ha´ pouco tempo e na˜o tenha todos os dados das
u´ltimas 24 horas monitoradas, o algoritmo faz a me´dia do uso das u´ltimas
horas e assume que os valores ira˜o se manter.
3.5.2 Implementac¸a˜o do InteGrade
Conforme mencionado anteriormente, o InteGrade utiliza a
especificac¸a˜o CORBA para a comunicac¸a˜o remota entre os mo´dulos a
ele pertencentes.
Os mo´dulos do servidor (GRM, EM, AR), bem como o ASCT foram
implementados utilizando a linguagem Java e o ORB JacORB. Ja´ os mo´dulos
dos provedores de recursos (LRM e LUPA) foram implementados utilizando
a linguagem C++. A escolha da linguagem C++ para a implementac¸a˜o desses
mo´dulos se deu pois pode-se aliar essa linguagem a` orientac¸a˜o a objetos e ao
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baixo consumo de recursos. Para a comunicac¸a˜o remota do LRM foi utili-
zado o ORB OiL (ORB in Lua) (OIL, 2013). O OiL e´ um ORB compacto
desenvolvido na linguagem Lua (LUA, 2013), uma linguagem de script que
combina programac¸a˜o procedural com poderosas construc¸o˜es para descric¸a˜o
de dados baseadas em tabelas associativas e semaˆntica extensı´vel. Por outro
lado, o LUPA na˜o realiza comunicac¸a˜o remota, ou seja, suas informac¸o˜es sa˜o
acessadas diretamente pelo LRM.
3.6 TRABALHOS CORRELATOS
Esta sec¸a˜o tem como objetivo apresentar algumas abordagens e pes-
quisas relacionadas a` ambientes oportunistas e a` reserva antecipada em am-
bientes distribuı´dos. Por fim e´ apresentada uma ana´lise comparativa entre os
trabalhos.
3.6.1 GarQ
Para Sulistio et al. (2009) a escolha de uma estrutura de dados pode
minimizar significativamente o tempo gasto para procurar no´s disponı´veis,
adicionar novas requisic¸o˜es e excluir reservas existentes.
Diante disso, este trabalho apresenta treˆs contribuic¸o˜es. Primeira-
mente foram modificadas as estruturas da dados Lista Encadeada e A´rvore
de Segmentos para suportar operac¸o˜es como adicionar, excluir, pesquisar e
buscar por intervalos capazes de lidar com reservas antecipadas em grades
computacionais. Para isso foi desenvolvido um algoritmo para a estrutura de
dados A´rvore Segmentada que procura por intervalos pro´ximos do solicitado
para reserva caso tenha sido inicialmente rejeitado.
Na segunda contribuic¸a˜o foi introduzida e adaptada a estrutura de da-
dos Calendar Queue para o gerenciamento das reserva. Esta estrutura de
dados e´ uma fila de prioridade para futuro conjunto de eventos problemas na
simulac¸a˜o de eventos discretos. O futuro conjunto de eventos partilha de ca-
racterı´sticas similares a` reserva antecipada em grades, onde sa˜o registrados
eventos futuros, e hora´rios em ordem cronolo´gica.
Por fim, os autores propo˜em uma nova estrutura de dados, chamada
de Grid advanced reservation Queue (GarQ), que e´ a combinac¸a˜o das estru-
turas de dados Calendar Queue e A´rvore de Segmentos, para que as reservas
tenham o gerenciamento eficiente das operac¸o˜es de adicionar, excluir, pes-
quisar e buscar por intervalos livres igualmente implementado na A´rvore de
Segmentos. A estrutura de dados proposta tem baldes, do ingleˆs buckets, (δ )
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com valor fixo, que representa um slot de pequena durac¸a˜o, assim como na
estrutura de dados Calendar Queue. Cada balde conte´m o nu´mero de no´s ja´
reservados (rv) e uma lista encadeada (ordenada ou na˜o) contendo as reservas
que iniciam no tempo deste balde. A Tabela 2 apresenta as reservas antecipa-
das ja´ realizadas e o pedido de reserva do User5. Ja´ a Figura 10 apresenta um
exemplo de como as reservas sa˜o armazenadas no GarQ com lista encadeada
ordenada, com o intervalo de tempo δ = 1. Nesse exemplo, o ma´ximo de no´s
disponı´veis e´ treˆs.
Tabela 2 – Exemplos de alocac¸a˜o das reservas antecipadas
User1 reserva 2 no´s no perı´odo entre 10 e 11
User2 reserva 1 no´ no perı´odo entre 10 e 13
User3 reserva 1 no´ no perı´odo entre 11 e 14
User4 reserva 1 no´ no perı´odo entre 14 e 15
User5 solicita reserva de 2 no´s no perı´odo entre 11 e 13
Figura 10 – Armazenamento de reservas no GarQ com fila ordenada e δ = 1
(SULISTIO et al., 2009)
Como resultado experimental, o GarQ obteve melhor performance em
cargas de trabalho se comparado com a Lista Encadeada, A´rvore Segmentada
e Calendar Queue. Entretanto, para pequenos jobs, a A´rvore Segmentada ob-
teve melhor performance no tempo de execuc¸a˜o. Ale´m disso, o GarQ obteve
melhor taxa em relac¸a˜o ao baixo consumo de memo´ria e em relac¸a˜o a alta
performance, se comparada com as outras estruturas de dados.
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3.6.2 Proposta de Ferreira, Dantas e Bauer
Neste trabalho e´ proposto um me´todo de reserva antecipada dinaˆmica
que possibilita que usua´rios reservem recursos de diferentes clusters (FER-
REIRA; DANTAS; BAUER, 2010). Este me´todo permite que tarefas com-
postas por um nu´mero de processos, que na˜o poderiam ser executados em
um u´nico cluster, tenham suas reservas distribuı´das entre diferentes clusters.
Isso e´ possı´vel uma vez que os autores assumem que uma tarefa e´ composta
por processos e cada processo conte´m diferentes sub-tarefas. Ale´m disso, a
proposta faz uso de lo´gica fuzzy para controlar a distribuic¸a˜o das reservas e
de ontologias para combinar as requisic¸o˜es descritas pelos usua´rios com as
configurac¸o˜es do sistema.
A Figura 11 apresenta os principais componentes da proposta. Do
lado do cliente ha´ uma interface interativa (Interative Interface) que recebe
do usua´rio restric¸o˜es quanto ao tipo e quantidade de recursos necessa´rios para
executar a aplicac¸a˜o. Estas restric¸o˜es sa˜o enviadas para o servidor, que possui
informac¸o˜es esta´ticas dos recursos de cada cluster do ambiente. O Selector
compara a requisic¸a˜o feita pelo usua´rio com as informac¸o˜es esta´ticas arma-
zenadas, procura todos os possı´veis cena´rios para responder a requisic¸a˜o do
usua´rio e as envia para o Advance Reservation Manager.
O Advance Reservation Manager acessa as informac¸o˜es das reservas
ja´ realizadas e as compara com as recebidas pelo Selector, procurando elimi-
nar resultados conflituosos. Enta˜o, e´ determinado o ambiente que sera´ reser-
vado para a execuc¸a˜o da aplicac¸a˜o. No entanto, dependendo da quantidade de
processadores solicitados pelo usua´rio, pode na˜o haver um cluster que atenda
a` requisic¸a˜o do usua´rio. Nesse caso, a reserva e´ distribuı´da entre os clusters
do ambiente e esta distribuic¸a˜o e´ controlada por um algoritmo baseado na
lo´gica fuzzy.
Para que na˜o haja conflitos, o Advance Reservation Manager requisita
dinamicamente a confirmac¸a˜o da disponibilidade do recurso com o gerencia-
dor de recursos de cada cluster local.
Para validar a proposta, o proto´tipo foi testado atrave´s de simulac¸o˜es
realizadas com o simulador GridSim onde poˆde-se atingir os objetivos de
selecionar e reservar clusters para atender grandes tarefas de maneira eficaz.
3.6.3 SA-layer
Toma´s et al. (2011) propo˜em um framework para melhorar o meta-
escalonamento antecipado e um sistema autoˆnomo capaz de prever o tempo
de execuc¸a˜o de uma tarefa para melhorar a qualidade de servic¸o oferecida aos
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Figura 11 – Principais componentes da proposta de Ferreira, Dantas e Bauer
(2010)
usua´rios da grade.
No meta-escalonamento antecipado proposto sa˜o selecionados os re-
cursos para execuc¸a˜o das tarefas e o perı´odo de tempo que a execuc¸a˜o sera´
realizada, pore´m na˜o ha´ reserva fı´sica, uma vez que, segundo os autores, na˜o e´
possı´vel a reserva antecipada de recursos em ambientes reais de grade compu-
tacional. O processo de escalonamento antecipado segue os seguintes passos:
1. O usua´rio envia um pedido de execuc¸a˜o para o meta-escalonador do
domı´nio local. Cada pedido conte´m informac¸o˜es como arquivos de
entrada, aplicac¸a˜o, tempo de inı´cio e tempo que a execuc¸a˜o devera´ ter-
minar. Os dois u´ltimos paraˆmetros consistem nos paraˆmetros de QoS;
2. O meta-escalonador se comunica com o Gap Management que veri-
fica a disponibilidade de recursos que atendam aos paraˆmetros de QoS
especificados pelo usua´rio;
3. Se na˜o houver recursos que atendam aos requisitos de QoS exigidos
pelo usua´rio, o meta-escalonador verifica com meta-escalonadores de
outros domı´nios a disponibilidade destes recursos;
4. Se ainda assim na˜o for possı´vel atender aos requisitos de QoS especifi-
cados pelo usua´rio, se inicia um processo de negociac¸a˜o entre o usua´rio
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e o meta-escalonador para que se redefina novos requisitos de QoS.
Para a implementac¸a˜o deste framework foi desenvolvida uma extensa˜o
do meta-escalonador GridWay, chamado de Scheduler in Advance Layer (SA-
layer). O SA-layer e´ um componente modular que utiliza func¸o˜es proveni-
entes do GridWay, tais como descoberta e monitoramento de recursos, sub-
missa˜o de tarefas e monitoramento de execuc¸a˜o, ale´m disso, permite o reco-
nhecimento da rede em meta-escalonamento antecipado. Por ser modular, o
SA-layer e´ composto pelos seguintes componentes, conforme apresentado na
Fig. 12.
Figura 12 – Principais componentes da SA-layer (TOMA´S et al., 2011)
• JOB Information: este novo paraˆmetro adicionado ao GridWay possi-
bilita que o usua´rio indique algumas informac¸o˜es sobre a tarefa, como
por exemplo, o tamanho do arquivo a ser transferido, inı´cio e fim da
execuc¸a˜o.
• DB Executions: armazena informac¸o˜es sobre aplicac¸o˜es previamente
executadas.
• DB Resources: armazena informac¸o˜es sobre o estado dos recursos e da
rede ao longo do tempo.
• Data Structure: estrutura de dados responsa´vel pelo registro de slots de
tempo livres. A estrutura utilizada neste trabalho e´ a Red-Black Trees,
cujo objetivo e´ desenvolver te´cnicas eficientes para identificar perı´odos
ociosos de tempo para cada tarefa submetida sem a necessidade de ana-
lisar todos os perı´odos ociosos.
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• Gap Management: responsa´vel pelo gerenciamento da estrutura de da-
dos, de forma a manter atualizadas as informac¸o˜es armazenadas.
• Resource Trust: responsa´vel por calcular a confiabilidade das pre-
viso˜es a fim de ajusta´-las conforme a precisa˜o da u´ltima estimativa de
execuc¸a˜o.
• Predictor: responsa´vel por estimar o tempo de execuc¸a˜o da tarefa, le-
vando em conta as caracterı´sticas desta tarefa, o poder de processa-
mento dos recursos e o estado futuro da rede. Para isso, os autores
implementaram treˆs algoritmos: o primeiro, chamado de Tempo Total
de Completude (TCT - Total Completion Time), calcula o tempo total
de completude das tarefas em cada recurso computacional baseado em
arquivos de log de execuc¸o˜es passadas. O segundo algoritmo, chamado
de Tempos de Transfereˆncia e Execuc¸a˜o Separadamente (ETTS - Exe-
cution and Transfer Times Separately), estima o tempo necessa´rio para
execuc¸a˜o desta tarefa e o tempo de transfereˆncia de arquivos separa-
damente. Por fim, o terceiro algoritmo, chamado de RT, e´ baseado no
algoritmo ETTS, pore´m utilizando o Resource Trust para complemen-
tar a predic¸a˜o.
• Job Rescheduler: responsa´vel pelo monitoramento dos recursos ativos
e por verificar os slots todo o tempo. Quando este mo´dulo detecta que
o recurso na˜o estara´ mais disponı´vel, ele realoca a tarefa para outro
recurso.
Como validac¸a˜o da pesquisa, foram realizados quatro testes em dois
ambientes de grade reais, onde o objetivo foi realizar comparac¸o˜es entre os
treˆs algoritmos (TCT, ETTC e RT) propostos pelos autores e o proposto por
Castillo, Rouskas e Harfoush (2008). Os testes consistem no escalonamento
das tarefas de forma a atender e na˜o atender a QoS solicitada, bem como na
sobreposic¸a˜o e perda de tempo no ca´lculo da estimativa de tempo de comple-
tude da tarefa. Os experimentos mostraram que o algoritmo RT apresentou
melhores resultados do ponto de vista do sistema.
3.6.4 Proposta de Martins et. al.
Nesta pesquisa, Martins et al. (2012) propo˜em um mecanismo de
gerenciamento para ambientes de grade computacional oportunista baseado
no escalonamento dinaˆmico e re-escalonamento, cujo objetivo e´ gerenciar a
execuc¸a˜o das aplicac¸o˜es com restric¸o˜es de tempo de execuc¸a˜o estabelecidas
pelo usua´rio no momento de sua submissa˜o.
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De acordo com a abordagem deste trabalho, o usua´rio pode especificar
em qual das classes, nice ou soft-deadline, a aplicac¸a˜o submetida pertencera´.
Na classe soft-deadline o usua´rio deve fornecer o prazo para a execuc¸a˜o da
aplicac¸a˜o. O objetivo desta classe e´ completar a execuc¸a˜o da aplicac¸a˜o dentro
do prazo determinado. Por outro lado, o objetivo da classe nice e´ apenas
completar com sucesso a execuc¸a˜o da aplicac¸a˜o.
O mecanismo de gerenciamento proposto neste trabalho e´ composto
pelos seguintes componentes:
• Um mecanismo de predic¸a˜o do tempo de execuc¸a˜o das aplicac¸o˜es de
acordo com a capacidade de processamento dos recursos da grade;
• Um escalonamento online que mapeia as tarefas da aplicac¸a˜o para no´s
que possam cumprir o prazo de execuc¸a˜o especificado pelo usua´rio;
• Um mecanismo que monitora o progresso da execuc¸a˜o das tarefas em
cada no´, verificando se e´ necessa´rio ou na˜o moveˆ-las para que outro no´
satisfac¸a o prazo de execuc¸a˜o.
• Um mecanismo de toleraˆncia a falhas baseado em checkpoint cujo ob-
jetivo e´ garantir o sucesso da execuc¸a˜o das aplicac¸o˜es diante de um
evento de falha.
Para o funcionamento do mecanismo, um componente chamado de
Local Resource Manager (LRM), que e´ executado em cada no´ da grade, re-
cebe regularmente relato´rios sobre o progresso da execuc¸a˜o das tarefas. Em
cada notificac¸a˜o recebida, o LRM estima se a execuc¸a˜o da aplicac¸a˜o, no caso
de aplicac¸o˜es pertencentes a` classe soft-deadline, sera´ completada dentro do
limite de tempo. Se na˜o, o LRM notifica a aplicac¸a˜o, atrave´s de um me´todo
de callback, forc¸ando sua suspensa˜o e salvando seu estado em um armazena-
mento esta´vel (checkpoint). A requisic¸a˜o de execuc¸a˜o das tarefas e´ encami-
nhada para o escalonador, que ira´ re-escalonar as tarefas para um no´ da grade
que satisfac¸a as exigeˆncias de prazo.
Caso na˜o haja no´s disponı´veis que atendam as exigeˆncias de prazo
estabelecidas pelo usua´rio, o mecanismo procura por no´s ocupados que
satisfac¸am as seguintes condic¸o˜es:
• Se a tarefa pertence a classe nice, o mecanismo suspende a execuc¸a˜o
da tarefa e salva seu estado, permitindo que a nova tarefa continue sua
execuc¸a˜o;
• Por outro lado, se a tarefa for da classe soft-deadline, o mecanismo
verifica se o aumento do prazo da atual execuc¸a˜o, com a inserc¸a˜o da
execuc¸a˜o da nova tarefa, sera´ suficiente para cumprir o prazo previsto.
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Caso na˜o, o mecanismo reserva o recurso para que a nova tarefa execute
quando a atual termine.
Finalmente, caso na˜o existam recursos que atendam a`s exigeˆncias, a sub-
missa˜o da aplicac¸a˜o e´ rejeitada.
A validac¸a˜o da proposta foi realizada em um ambiente simulado e
mostrou resultados experimentais significativamente melhores quando com-
parado com um escalonamento tradicional utilizado em computac¸a˜o em
grade.
3.6.5 OurGrid
O OurGrid e´ um middleware de grade de co´digo aberto, baseado na ar-
quitetura Peer-to-Peer, desenvolvido pela Universidade de Campina Grande.
Pode ser conceituado como uma cooperativa de grade na qual laborato´rios
doam seus recursos computacionais ociosos para em troca receberem acesso a
recursos ociosos de outros laborato´rios quando necessitarem (BRASILEIRO
et al., 2008). O objetivo do OurGrid e´ aumentar a capacidade computacio-
nal de laborato´rios de pesquisa em todo o mundo sem ser invasivo, ou seja,
o usua´rio local tem prioridade no acesso a recursos locais. Para isso, a sub-
missa˜o de uma tarefa local “mata” qualquer tarefa remota que estiver execu-
tando localmente, evitando assim, a queda da performance local.
Para que o OurGrid seja bem sucedido ele deve ser ra´pido, simples, es-
cala´vel e seguro (CIRNE et al., 2006). Para ser considerado ra´pido, o tempo
de resposta da tarefa deve ser melhor do que se for utilizado somente os recur-
sos locais, caso contra´rio, o OurGrid na˜o sera´ u´til para o usua´rio e esse aban-
donara´ o sistema. Quanto a` simplicidade, laborato´rios na˜o querem dispender
muito esforc¸o com os computadores que ira˜o resolver seus problemas. O Our-
Grid deve ser altamente escala´vel para poder administrar a grande quantidade
de recursos computacionais ociosos de laborato´rios ao redor do mundo. Por
fim, o OurGrid precisa ser seguro pois sua concessa˜o automa´tica de acesso
permitira´ que co´digos desconhecidos acessem as ma´quinas da grade. Por
isso, cada ma´quina deve se manter segura.
Sistemas Peer-to-Peer podem ter sua performance comprometida por
Peers que consomem recursos e nunca contribuem para a comunidade. Para
resolver esse problema, foi desenvolvido para o OurGrid o mecanismo
Network of Favors. Com esse mecanismo, o Peer que doa uma maior quan-
tidade de recursos tem melhor reputac¸a˜o e com isso e´ priorizado quando re-
quisita recursos. Este mecanismo tem como objetivo incentivar o ma´ximo de
contribuic¸a˜o possı´vel para o sistema.
O OurGrid e´ composto por quatro componentes responsa´veis pelo seu
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funcionamento, conforme mostrado na Fig. 13.
Figura 13 – Arquitetura do OurGrid (OURGRID, 2013)
• Worker: e´ executado nas ma´quinas da grade e e´ responsa´vel por imple-
mentar um ambiente seguro para a execuc¸a˜o das aplicac¸o˜es da grade.
Ale´m disso, executa um algoritmo de detecc¸a˜o de ociosidade que de-
tecta a disponibilidade da ma´quina quando os recursos esta˜o ociosos
e interrompe qualquer execuc¸a˜o se os recursos sa˜o considerados na˜o
ociosos.
• Peer: e´ o componente que gerencia, em cada site, o conjunto de
ma´quinas que sa˜o disponibilizadas para a grade (ou seja, o Worker).
Em geral, cada site conte´m um Peer instalado. O Peer junta-se a` grade
por meio de uma notificac¸a˜o de um servic¸o de descoberta de Peers e e´
imediatamente informado sobre a presenc¸a de outros Peers na grade.
• Discovery Service: e´ responsa´vel por conectar mu´ltiplos OurGrid, de
modo que va´rios Peers podem interagir e trocar recursos computacio-
nais.
• Broker: e´ responsa´vel por fornecer aos usua´rios uma interface gra´fica
para submissa˜o de suas aplicac¸o˜es. Ale´m disso, o Broker escalona as
aplicac¸o˜es para as ma´quinas da grade e gerencia sua execuc¸a˜o.
Quando uma aplicac¸a˜o e´ submetida para execuc¸a˜o, o Broker contacta
o Peer local que verifica o nu´mero de ma´quinas que atendam a`s requisic¸o˜es
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do usua´rio para execuc¸a˜o da aplicac¸a˜o (exemplo, sistema operacional, quan-
tidade mı´nima de memo´ria, etc). Quando o Peer recebe cada requisic¸a˜o, esse
tenta encontrar ma´quinas adequadas para executarem a aplicac¸a˜o. Se na˜o
houverem ma´quinas na grade local, o Peer tenta obter ma´quinas de outros
Peers e espera pela resposta. Sempre que novas ma´quinas (local ou remota)
esta˜o disponı´veis, o Peer local entrega estas ma´quinas para o Broker solici-
tante. Se uma ou mais ma´quinas sa˜o entregues para o Broker, esse escalona
as tarefas e inicia o gerenciamento de suas execuc¸o˜es
3.6.6 Considerac¸o˜es sobre os trabalhos correlatos
Esta subsec¸a˜o apresenta uma ana´lise comparativa entre os trabalhos
relacionados descritos nas subsec¸o˜es anteriores, conforme pode ser vista na
Tab. 3. As caracterı´sticas a serem comparadas sa˜o descritas a seguir.
• C1: Ambiente de Grade Oportunista;
• C2: Reserva Antecipada de Recursos;
• C3: Reserva Antecipada a Pedido da Usua´rio;
• C4: Pesquisa por Intervalos Livres.
Tabela 3 – Comparac¸a˜o entre os trabalhos correlatos
Trabalhos de Pesquisa C1 C2 C3 C4
Sulistio et. al., 2009 Na˜o Sim Sim Sim
Ferreira, Dantas e Bauer, 2010 Na˜o Sim Sim Na˜o
Toma´s et. al., 2011 Na˜o Sim Sim Na˜o
Martins et. al., 2012 Sim Sim Na˜o Na˜o
OurGrid, 2013 Sim Na˜o Na˜o Na˜o
O primeiro trabalho (SULISTIO et al., 2009) apresenta como principal
proposta uma nova estrutura de dados, chamada de Grid advanced reserva-
tion Queue (GarQ), que e´ a combinac¸a˜o das estruturas de dados Calendar
Queue e A´rvore de Segmentos, anteriormente modificadas pelos autores. O
principal objetivo da GarQ e´ o gerenciamento eficiente das operac¸o˜es de adi-
cionar, excluir e pesquisar por reservas em um ambiente de grade computa-
cional. Ale´m disso, e´ proposto um novo mecanismo que busca por intervalos
livres muito pro´ximos do escolhido pelo usua´rio, caso ja´ tenha sido rejeitado.
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A pesquisa de Ferreira, Dantas e Bauer (2010) propo˜e um mecanismo
de reserva antecipada de recursos que possibilita que usua´rios reservem re-
cursos de diferentes clusters. No entanto, na˜o possui o mecanismo de busca
por intervalos livres. Entretanto, por se tratar de um ambiente multi-cluster,
a busca por intervalos livres torna-se pouco necessa´ria pois, a chance de re-
servar recursos no perı´odo solicitado pelo usua´rio e´ maior, uma vez que e´
possı´vel pesquisar por no´s disponı´veis pertencentes a outros clusters.
O trabalho de Toma´s et al. (2011) apresenta um framework para me-
lhorar o meta-escalonamento antecipado em ambientes de grades computaci-
onais e um sistema autoˆnomo capaz de prever o tempo de execuc¸a˜o de uma
aplicac¸a˜o. Possui o mecanismo de reserva antecipada onde o usua´rio especi-
fica paraˆmetros como tempo de inı´cio e tempo de completude da execuc¸a˜o da
aplicac¸a˜o. Na˜o possui o mecanismo de busca por intervalos livres, pore´m per-
mite a comunicac¸a˜o entre grades para a alocac¸a˜o da aplicac¸a˜o, caso a grade
do usua´rio na˜o atenda aos requisitos exigidos por este.
A pesquisa de Martins et al. (2012) propo˜e um mecanismo de geren-
ciamento, para ambientes de grade oportunista, baseada no escalonamento
dinaˆmico e re-escalonamento. O trabalho apresenta o mecanismo de reserva
antecipada, pore´m se diferencia dos outros trabalhos pois a reserva e´ realizada
pelo pro´prio sistema. Em outras palavras, o usua´rio na˜o tem a possibilidade
de escolher pelo tempo de inı´cio e fim da execuc¸a˜o, a reserva e´ feita caso o
u´nico recurso que atende a`s especificac¸o˜es do usua´rio esteja executando uma
aplicac¸a˜o.
Por fim, o OurGrid (OURGRID, 2013) e´ uma infraestrutura Peer-to-
Peer para grades oportunistas, onde laborato´rios de todo o mundo disponi-
bilizam seus recursos computacionais ociosos e utilizam recursos ociosos de
outros laborato´rios. No entanto, na˜o possui o mecanismo de reserva anteci-
pada em sua arquitetura.
3.7 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Neste capı´tulo foram apresentados conceitos que fundamentam a pro-
posta de pesquisa. Primeiramente foram apresentados dois pontos de vista
quanto ao conceito de reserva antecipada de recursos. O primeiro, e mais
difundido, defende que a reserva antecipada e´ um mecanismo que oferece
qualidade de servic¸o para o usua´rio pois, para utiliza-lo e´ preciso garantir a
disponibilidade dos recursos no momento da execuc¸a˜o. Por outro lado, o se-
gundo ponto de vista, utilizado para fundamentar essa pesquisa, assume que
o mecanismo de reserva antecipada aumenta a expectativa de que a execuc¸a˜o
ocorra. Com isso, entende-se que na˜o ha´ garantias de disponibilidade de re-
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cursos e, consequentemente, de execuc¸a˜o.
Foram apresentados tambe´m, conceitos sobre meta-escalonador, grade
oportunista e a arquitetura do middleware InteGrade utilizado para o desen-
volvimento da arquitetura proposta e do proto´tipo. E, por fim, foram apre-




4 RESERVA ANTECIPADA OPORTUNISTA
Este capı´tulo apresenta a proposta de um modelo e sua respectiva
implementac¸a˜o no tocante a reserva antecipada de recursos para ambientes de
grade oportunista. Esta proposta consiste na implementac¸a˜o de um mo´dulo
adicional a arquitetura do InteGrade, middleware para grades oportunistas,
que permita que seus usua´rios reservem recursos para que sejam utilizados
em um tempo futuro.
Inicialmente e´ apresentada uma introduc¸a˜o do trabalho proposto. Em
seguida, e´ detalhado o modelo proposto, a arquitetura proposta, bem como o
detalhe de sua implementac¸a˜o e o processo de execuc¸a˜o de uma aplicac¸a˜o.
Por fim, sa˜o apresentadas algumas considerac¸o˜es da proposta apresentada.
4.1 INTRODUC¸A˜O
Grade oportunista e´ um interessante paradigma quando se deseja ob-
ter computac¸a˜o de alto desempenho com baixo custo de investimento. En-
tretanto, as solicitac¸o˜es de execuc¸a˜o nesse tipo de ambiente sa˜o realizadas
de forma aleato´ria e desordenada. Essas solicitac¸o˜es desordenadas podem
ocasionar sucessivas negac¸o˜es de execuc¸a˜o, o que podera´ se tornar um pro-
cesso trabalhoso para o usua´rio, ale´m de gerar uma possı´vel sobrecarga no
sistema devido a` necessidade de sucessivas solicitac¸o˜es. O mecanismo de
reserva antecipada de recursos e´ visto como uma maneira eficiente de orde-
nar as solicitac¸o˜es de execuc¸a˜o, uma vez que essas sa˜o armazenadas em filas
esperando que o hora´rio que a execuc¸a˜o ocorra.
No entanto, trabalhos como os de Sulistio e Buyya (2004), Castillo,
Rouskas e Harfoush (2011) e Toma´s et al. (2011) associam o uso do meca-
nismo de reserva antecipada com a garantia de disponibilidade dos recursos
reservados e, consequentemente, com o oferecimento de qualidade de servic¸o
para o usua´rio. Diante desse conceito, na˜o e´ convencional o uso de reserva
antecipada em grades oportunistas, devido a instabilidade desses ambientes
e, consequentemente, a na˜o garantia de disponibilidade de seus recursos.
Contudo, o trabalho de Foster et al. (1999) menciona que o mecanismo
de reserva antecipada proporciona uma maior expectativa de que os recursos
podem ser alocados quando exigidos. O autor ainda exemplifica esse conceito
com a compra de um bilhete de avia˜o ou concerto, que fornece uma maior
expectativa de obter o assento.
Com base no conceito apresentado por Foster, este trabalho de pes-
quisa propo˜e um modelo e uma arquitetura que permite que usua´rios realizem
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reservas antecipadas de recursos em ambientes de grades oportunistas. Con-
forme apresentados nos trabalhos de Gomes e Dantas (2013a) e (GOMES;
DANTAS, 2013b), o objetivo principal da proposta e´ oferecer ao usua´rio um
melhor esforc¸o, uma vez que na˜o e´ possı´vel oferecer qualidade de servic¸o
devido a` instabilidade do ambiente. Esta proposta tambe´m busca aumentar a
usabilidade do sistema, organizar as execuc¸o˜es e melhorar o escalonamento
das aplicac¸a˜o pois, segundo Toma´s et al. (2011), a reserva antecipada au-
menta a previsibilidade do sistema. Ale´m disso, e´ implementado um me-
canismo de busca por intervalos livres, onde a reserva e´ realocada em um
intervalo de tempo mais pro´ximo do escolhido pelo usua´rio, uma vez que sua
solicitac¸a˜o tenha sido previamente rejeitada. Este mecanismo baseia-se no
conceito de busca por intervalos livres apresentado na pesquisa de Sulistio e
Buyya (2004). E´ proposto ainda, um servic¸o de sugesto˜es que e´ responsa´vel
por apresentar para o usua´rio a quantidade de recursos ja´ reservados durante
um determinado perı´odo de tempo. O objetivo desse servic¸o e´ auxiliar o
usua´rio na escolha do perı´odo de tempo para sua reserva, possibilitando que
essa escolha seja feita para um perı´odo mais ocioso, ou seja, com menos re-
servas cadastradas.
O ambiente utilizado para o desenvolvimento desta proposta foi o In-
teGrade. O InteGrade, conforme foi visto na sec¸a˜o 3.5, e´ um projeto de
middleware para grades oportunistas que utiliza a capacidade computacio-
nal ociosa de estac¸o˜es de trabalho, laborato´rios acadeˆmicos e computado-
res pessoais para executar aplicac¸o˜es que requerem alto poder computacional
(GOLDCHLEGER et al., 2004). Seu principal objetivo e´ oferecer para os
usua´rios da grade alto poder computacional sem degradar a performance de
suas ma´quinas, priorizando sempre a execuc¸a˜o local. O InteGrade foi esco-
lhido para o desenvolvimento desta pesquisa pois na˜o possui reserva ante-
cipada em sua arquitetura ba´sica e e´ um projeto brasileiro desenvolvido em
parceria entre 5 universidades. Ale´m disso, possui co´digo aberto e de fa´cil
acesso, bem como a disponibilidade de um suporte eficiente.
Adicionalmente a` proposta descrita, e´ utilizado no servic¸o de su-
gesto˜es um mecanismo de predic¸a˜o de uso de recursos, o LUPA, original-
mente implementando no InteGrade. O objetivo de se utilizar o LUPA e´ para
reforc¸ar o auxı´lio ao usua´rio na escolha do perı´odo de tempo mais apropriado
para a realizac¸a˜o de sua reserva. O LUPA foi detalhado na sec¸a˜o 3.5.1.
O desenvolvimento desta proposta passou por algumas etapas. Primei-
ramente, foram desenvolvidos os me´todos de reserva antecipada de recursos
e de busca por intervalos livres para realocac¸a˜o da reserva previamente rejei-
tada. Posteriormente, os me´todos propostos foram inseridos e adaptados para
o InteGrade.
Em uma segunda etapa, foi desenvolvido o mo´dulo responsa´vel por
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apresentar ao usua´rio um gra´fico com as predic¸o˜es de disponibilidade de CPU
e memo´ria de todo o cluster, bem como a quantidade de recursos reservados
durante um perı´odo de tempo. Com a visualizac¸a˜o deste gra´fico, o usua´rio
podera´ identificar o melhor perı´odo de tempo, ou seja, o perı´odo mais ocioso
para solicitar sua reserva.
Por fim, em uma terceira etapa foram realizados testes e estudos de
caso para visualizar o comportamento do sistema quanto a`s solicitac¸o˜es de
reservas. Ale´m disso, foram monitoradas algumas ma´quinas pertencentes
ao Laborato´rio de Pesquisa em Sistemas Distribuı´dos (LaPeSD) (LAPESD,
2013), de forma a preencher o gra´fico de predic¸o˜es de uso. Essa etapa sera´
detalhada no pro´ximo capı´tulo.
4.2 MODELO PROPOSTO
Uma visa˜o geral do modelo proposto e´ apresentada na Fig. 14, o qual
e´ composto por mo´dulos responsa´veis por permitir que usua´rios reservem re-
cursos de forma oportunista para que sejam utilizados no futuro. Para tanto, o
modelo possui como ambiente base o de grade oportunista com configurac¸a˜o
de cluster, pore´m sua modelagem gene´rica se encaixa em qualquer tipo de
ambiente distribuı´do. Assim, considera-se que o ambiente e´ composto por
ma´quinas pessoais interconectadas e em constante uso, ou seja, na˜o dedica-
das e conectadas de maneira hiera´rquica por uma rede local.
E´ atrave´s da interface gra´fica que o usua´rio interage com o sistema de
reserva. Essa, por sua vez, se comunica com os mo´dulos Suggestion Service e
Reservation Service pertencentes ao meta-escalonador. O primeiro mo´dulo e´
responsa´vel por apresentar para o usua´rio informac¸o˜es que podera˜o auxilia´-lo
na escolha de um hora´rio para sua reserva, tais como, a quantidade de recursos
reservados em um determinado perı´odo de tempo. Essas informac¸o˜es sa˜o
apresentadas para o usua´rio na interface por meio de um gra´fico.
Ja´ o mo´dulo Reservation Service e´ responsa´vel pelo gerenciamento
dos pedidos de reserva. Apo´s receber as informac¸o˜es referentes a` reserva,
o mo´dulo verifica na base de dados a disponibilidade do hora´rio solicitado.
Caso na˜o haja reserva no perı´odo, a reserva e´ realizada com sucesso. Caso
contra´rio, o mo´dulo verifica o perı´odo de tempo disponı´vel mais pro´ximo do
escolhido e realiza a reserva.
Conforme pode ser visualizado na Fig. 14, o meta-escalonador pos-
sui ainda os mo´dulos Execution Service e Notification Service. O primeiro
mo´dulo tem a func¸a˜o de recuperar as reservas cadastradas na base de dados
e verificar a existeˆncia de reservas a serem executadas no hora´rio atual. Caso
haja, e´ responsa´vel tambe´m, por iniciar o processo de execuc¸a˜o. Por fim,
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Figura 14 – Mo´dulos pertencentes a` arquitetura proposta
o mo´dulo Notification Service e´ responsa´vel por encaminhar aos usua´rios e-
mails que os notifique sobre o estado da execuc¸a˜o de sua reserva, ou seja,
execuc¸a˜o aceita, rejeitada ou completada.
A pro´xima subsec¸a˜o apresenta detalhes sobre a arquitetura proposta
como complemento da infraestrutura do InteGrade.
4.3 ARQUITETURA PROPOSTA
Em complemento a` arquitetura do InteGrade, propo˜e-se o mo´dulo Ad-
vance Reservation of Resources (ARR). Conforme descrito anteriormente,
este mo´dulo possibilita que o usua´rio reserve antecipadamente recursos do
cluster para que sejam utilizados futuramente. Conforme pode ser visto na
Fig. 15, o ARR foi inserido como mo´dulo adicional do servidor do InteGrade,
ou seja, no Gerenciador do Cluster.
Por se tratar de um mo´dulo adicional a` arquitetura do servidor,
a implementac¸a˜o do ARR foi realizada utilizando o JacORB para a
comunicac¸a˜o remota com os outros mo´dulos do InteGrade e a linguagem de
programac¸a˜o Java. O objetivo foi utilizar a mesma tecnologia utilizada no In-
teGrade, de maneira a desenvolver uma extensa˜o do que ja´ foi implementado.
Aproveitou-se a interface implementada no InteGrade para o desen-
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Figura 15 – Arquitetura proposta inserida no InteGrade
volvimento do mo´dulo, apenas inserindo campos para que os requisitos da
reserva fossem informados, bem como a possibilidade de visualizac¸a˜o do
gra´fico de sugesto˜es. Com isso, as especificac¸o˜es que eram informadas pelo
usua´rio na arquitetura original do InteGrade (tipo de aplicac¸a˜o, quantidade
de no´s, quantidade de CPU e quantidade de memo´ria livre) na˜o sofreram
mudanc¸as.
A Figura 16 apresenta as principais classes e me´todos que compo˜em o
mo´dulo ARR e que representam os quatro componentes descritos na sec¸a˜o
4.2. A classe AdvancedReservationImpl conte´m a implementac¸a˜o da
classe AdvancedReservationSkeleton e, foi subtraı´da do diagrama de
classes devido a` falta de espac¸o. Esta classe e´ responsa´vel por receber os
dados remotos e encaminha´-los para as classes que fara˜o sua manipulac¸a˜o.
4.3.1 Reservation Service
Esse mo´dulo e´ responsa´vel pela realizac¸a˜o e gerenciamento das reser-
vas e e´ representado pela classe ReservationService. Para realizar uma
reserva, o usua´rio deve informar os seguintes requisitos:
• start time: tempo de inı´cio da execuc¸a˜o;
• end time: tempo de te´rmino da execuc¸a˜o;
• e-mail: e-mail do usua´rio para que receba as notificac¸o˜es sobre o estado
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Figura 16 – Diagrama de classe do mo´dulo ARR
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da reserva (execuc¸a˜o da reserva rejeitada por falta de no´s disponı´veis)
ou da execuc¸a˜o (execuc¸a˜o aceita e iniciando ou execuc¸a˜o concluı´da).
Em posse dessas informac¸o˜es, e´ verificado, inicialmente, se o perı´odo
de tempo solicitado conflita com os cadastrados na base de dados. Caso haja
conflitos, e´ verificado se no hora´rio conflitante o no´ reservado e´ o mesmo
do escolhido pelo meta-escalonador. Caso seja o mesmo, e´ realizada uma
busca por um intervalo de tempo mais pro´ximo do escolhido pelo usua´rio
para realizar a reserva. Enta˜o, apo´s a reserva ser realizada com sucesso, o
usua´rio recebe confirmac¸a˜o da reserva e e´ informado, atrave´s do AsctStub,
sobre o start time e o end time no qual seu pedido de reserva foi cadastrado.
Conforme apresentado anteriormente, no momento da solicitac¸a˜o de
execuc¸a˜o, o usua´rio pode especificar quantidade de recursos e a busca por no´s
e´ realizada com base nessa especificac¸a˜o. No entanto, este mo´dulo realiza a
reserva de todo o no´ e na˜o dos recursos requisitados pelo usua´rio.
A reserva antecipada proposta possui alguns estados em seu ciclo de
vida, conforme apresentados na Fig. 17, podendo esta estar em qualquer um
deles.
Figura 17 – Estados da reserva antecipada
As definic¸o˜es de cada estado sa˜o descritas as seguir:
• Solicitada: primeiro estado da reserva, quando o usua´rio solicita por
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uma reserva antecipada e informa os requisitos;
• Rejeitada: a solicitac¸a˜o pode ser rejeitada caso na˜o haja recursos du-
rante a solicitac¸a˜o, no inı´cio da execuc¸a˜o, ou intervalo livre que aten-
dam a`s especificac¸o˜es do usua´rio;
• Aceita: a solicitac¸a˜o foi aceita, ou seja, o perı´odo de tempo ou os re-
cursos esta˜o disponı´veis para o usua´rio;
• Cadastrada: o pedido de reserva e´ cadastrado na base de dados;
• Cancelada: a reserva pode ser cancelada enquanto cadastrada na base
de dados ou durante sua execuc¸a˜o;
• Ativa: inicia o processo de execuc¸a˜o da aplicac¸a˜o;
• Completada: o tempo final da reserva e´ alcanc¸ado.
Durante a implementac¸a˜o, viu-se a necessidade de determinar duas
regras para a realizac¸a˜o da reserva, que foram:
• So´ pode ser realizada uma reserva por usua´rio. Esse verificac¸a˜o e´ rea-
lizada com base no e-mail cadastrado. O objetivo dessa regra e´ impos-
sibilitar a monopolizac¸a˜o do ambiente;
• As reservas so´ podera˜o ser feitas durante 24 horas a partir da hora da
solicitac¸a˜o. O objetivo dessa regra e´ evitar reservas para perı´odos muito
futuros.
4.3.1.1 Aspectos da Implementac¸a˜o do Mo´dulo Reservation Service
O algoritmo 1 apresenta o primeiro processo para o pedido de reserva
antecipada. Abaixo sa˜o descritas as varia´veis citadas no algoritmo.
• List: lista de reservas cadastradas na base de dados;
• tempList: lista tempora´ria que armazenara´ as reservas com hora´rios
conflitantes com o solicitado;
• startnew: tempo de inı´cio solicitado;
• endnew: tempo de te´rmino solicitado;
• starti: tempo de inı´cio na posic¸a˜o i da List;
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Algorithm 1 Submissa˜o da Reserva
1: if List estiver vazia then
2: reserva aceita e salva na base de dados
3: else
4: for i = 0 ate´ o tamanho da List do
5: if as seguintes propriedades forem verdadeiras then
6: coloque i na tempList
7: - startnew ≤ start i e endnew ≥ endi
8: - startnew ≤ endi




13: if tempList estiver vazia then
14: salve a reserva na base de dados
15: else
16: for i = 0 ate´ o tamanho da tempList do
17: if as seguintes propriedades na˜o forem verdadeiras then
18: remova i da tempList
19: - startnew ≤ start i e endnew ≥ start i
20: - startnew ≤ start i e endnew ≥ endi
21: - startnew ≥ start i e startnew ≤ endi




26: if tempList estiver vazia then
27: salve a reserva na base de dados
28: else if o no´ na˜o estiver reservado para o mesmo start e end time then
29: salve a reserva na base de dados
30: else
31: chame o algoritmo Intervalos Livres
32: end if
• endi: tempo de te´rmino na posic¸a˜o i da List.
As linhas (1) e (2) verificam a existeˆncia de reservas cadastradas na
base de dados. Se List estiver vazia, a reserva e´ cadastrada na base de dados.
Caso contra´rio, as linhas (4) a (9) procuram superficialmente por conflitos en-
tre as reservas cadastradas e a nova reserva. Em outras palavras, o algoritmo
verifica a existeˆncia de reservas que iniciam no mesmo hora´rio do pedido de
reserva. Existindo conflitos nessa fase, os dados da reserva conflituosa sa˜o
armazenados na tempList. Essa primeira etapa do algoritmo foi baseada no
algoritmo de Sulistio e Buyya (2004). Se tempList estiver vazia a reserva e´
salva na base de dados, linhas (13) e (14). Caso contra´rio, e´ realizada uma
busca mais minuciosa por conflitos, linhas (16) a (22). Enta˜o, e´ verificado se
as propriedades descritas nas linhas (19) a (22) sa˜o falsas. Se sim, a reserva
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que foi comparada com a nova reserva e´ retirada da tempList. Caso a tempList
se torne vazia, a nova reserva e´ cadastrada na base de dados. Caso contra´rio,
se o no´ escolhido pelo meta-escalonador para a nova reserva na˜o for o mesmo
da reserva conflituosa, a reserva e´ realizada. Sena˜o e´ chamado o algoritmo 2.
O algoritmo 2, em complemento ao algoritmo anterior, tem como ob-
jetivo buscar por intervalos livres mais pro´ximo do perı´odo solicitado pelo
usua´rio. As varia´veis de mesmo nome do algoritmo anterior, possuem as
mesmas descric¸o˜es e funcionalidades.
Algorithm 2 Intervalos Livres
1: for i = 0 ate´ o tamanho da List do
2: if tempList id for igual idi then
3: duration = endnew− startnew
4: if i+1 == List then
5: startnew = endi +5 minutos
6: endnew = startnew +duration
7: else
8: durationAux = start i(i+1)− endi
9: if durationAux>= duration+10 minutos then
10: startnew = endi +5 minutos





Na linha (2) e´ verificado, dentro de um bloco de repetic¸a˜o, se o id
(nu´mero de identificac¸a˜o da reserva na base de dados) da reserva conflituosa
e´ igual ao id da reserva que esta´ na posic¸a˜o i da List. Caso seja, e´ calculada
a durac¸a˜o da nova reserva, linha (3). Enta˜o, e´ verificado entre as linhas (4) e
(6) se a posic¸a˜o i corresponde ao u´ltimo elemento da List. Se sim, o tempo
de inı´cio da nova reserva e´ modificado para o tempo de te´rmino da u´ltima
reserva mais cinco minutos (esse tempo e´ acrescido para que o tempo de inı´cio
da nova reserva na˜o seja igual ao tempo de te´rmino da reserva em questa˜o),
linha (5), e o tempo de te´rmino da nova reserva o tempo de inı´cio da mesma
reserva mais a durac¸a˜o, linha (6). Se na˜o, durationAux recebe o intervalo de
tempo entre a reserva na posic¸a˜o i e a pro´xima reserva, linha (8). A linha (9)
verifica se a nova reserva se encaixa, em termos de durac¸a˜o, nesse intervalo.
E´ acrescentado dez minutos ao intervalo para que seja possı´vel acrescentar
cinco minutos no tempo de inı´cio e cinco no de te´rmino. Se for possı´vel
incluir a nova reserva neste intervalo, os procedimentos das linhas (5) e (6)
descritos acima sa˜o repetidos.
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4.3.2 Suggestion Service
O mo´dulo Suggestion Service e´ responsa´vel por apresentar para o
usua´rio a quantidade de recursos reservados, bem como as predic¸o˜es de uso
do cluster. Para isso, esse mo´dulo e´ dividido em duas classes principais:
ReservationSuggestionService e ResourceSuggestionService. A
primeira classe recupera da base de dados uma lista contendo todas as reser-
vas cadastradas e verifica o tempo de durac¸a˜o de cada reserva. Com isso, e´
possı´vel verificar o intervalo de tempo que uma certa quantidade de recursos
sa˜o utilizados. O ca´lculo realizado para estimar a quantidade de recursos re-
servados e´ de me´dia simples. Em outras palavras, cada ma´quina reservada
representa uma porcentagem de recursos utilizados, dependendo do nu´mero
de ma´quinas cadastradas no cluster. Por exemplo, se houvesse treˆs ma´quinas
cadastradas no cluster e o usua´rio reservasse uma ma´quina, enta˜o estaria uti-
lizando 33% dos recursos do cluster durante o intervalo de tempo reservado.
Por outro lado, a classe ResourceSuggestionService recebe as
informac¸o˜es sobre as predic¸o˜es de uso de recursos e a quantidade total de
memo´ria do no´ do LrmStub. Para a realizac¸a˜o das estimativas de uso da CPU,
tambe´m e´ realizado o ca´lculo de me´dia simples. As predic¸o˜es encaminhadas
se referem a porcentagem de uso de CPU em intervalos de cinco minutos
pore´m, sa˜o consideradas apenas as predic¸o˜es relativas a cada hora, para di-
minuir a quantidade de informac¸o˜es apresentadas no gra´fico. Essas predic¸o˜es
sa˜o, enta˜o, somadas e divididas pela quantidade de ma´quinas pertencentes ao
cluster. Ja´ na predic¸a˜o de uso de memo´ria utiliza-se um ca´lculo diferente. As
informac¸o˜es encaminhadas sa˜o de predic¸o˜es de memo´ria livre em intervalos
de cinco minutos. Com isso, sa˜o somadas as predic¸o˜es de cada ma´quina em
cada hora e subtraı´das da quantidade total de memo´rias do cluster de modo
a estabelecer a predic¸a˜o de uso de memo´ria. Apo´s isso sa˜o convertidos em
porcentagem para melhor visualizac¸a˜o e entendimento do gra´fico.
Apo´s isso, as informac¸o˜es de predic¸a˜o de uso e quantidade de recur-
sos reservados sa˜o encaminhadas para o AsctStub, que sera´ responsa´vel por
apresenta´-las graficamente para o usua´rio.
4.3.2.1 Aspetos da Implementac¸a˜o do Mo´dulo Suggestion Service
Esta subsec¸a˜o apresenta o algoritmo 3, que permite a visualizac¸a˜o da
quantidade de recursos reservados, do mo´dulo Suggestion Service. Abaixo
sa˜o descritas as varia´veis utilizadas nesse algoritmo.
• listReservation: lista contendo as reservas cadastradas na base de da-
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dos;
• reservationTime: lista de inteiros para armazenar os hora´rios que pos-
suem recursos reservados;
• reservationTotal: lista para armazenar a quantidade de recursos reser-
vados em porcentagem;
• startTimei: tempo de inı´cio da listReservation na posic¸a˜o i;
• differentNodei: varia´vel booleana que informa a necessidade de execu-
tar a aplicac¸a˜o em diferentes no´s da listReservation na posic¸a˜o i;
• date: recebe a hora convertida para o formato HH da listReservation na
posic¸a˜o i;
• numMachine: nu´mero de no´s solicitados pelo usua´rio;
• reservation: varia´vel do tipo TreeMap que armazena date como chave
e como valor a varia´vel aux, numMachine ou 1.
A linha (1) verifica se a lista de reservas recuperadas da base de dados
esta´ vazia. Se sim, e´ inserido 0 em cada posic¸a˜o da lista para que se apresente
um valor no gra´fico, linhas (2) a (5). Se na˜o, dentro de um bloco de repetic¸a˜o
e´ determinado a durac¸a˜o da reserva da posic¸a˜o i na linha (8). Na linha (10)
a durac¸a˜o e´ transformada em horas, uma vez que os tempos sa˜o armazena-
dos em milissegundos na base de dados. Dentro de um bloco de repetic¸a˜o e´
verificado, na linha (16), se o usua´rio exigiu que as execuc¸o˜es fossem execu-
tadas em ma´quinas diferentes. Caso tenha exigido, e´ somada a quantidade de
ma´quinas solicitadas com as ja´ reservadas no determinado perı´odo de tempo,
linhas (20) a (23). Caso contra´rio, e´ somado 1 na quantidade de ma´quinas ja´
reservadas, linhas (29) a (31). Por fim, nas linhas (38) a (41) quantidade de
ma´quinas reservadas e´ transformada em porcentagem e a chave e os valores
da reservation sa˜o repassados para as listas reservationTime e reservationTo-
tal, respectivamente.
4.3.3 Execution Service
O mo´dulo Execution Service responsa´vel por verificar a existeˆncia de
execuc¸o˜es para a hora atual e por iniciar o processo de execuc¸a˜o e´ represen-
tado pela classe ExecutionService. Essa classe recupera as informac¸o˜es
da base de dados e executa uma thread a cada um minuto para verificar
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Algorithm 3 Uso de recursos do cluster pelas reservas cadastradas na base
de dados
1: if listReservation estiver vazia then
2: for i = 0 ate´ 24 do
3: reservationTime = i
4: reservationTotal = 0
5: end for
6: else
7: for i = 0 ate´ o tamanho de listReservation do
8: duration = endTimei− startTimei
9: date = startTimei
10: time = duration/3600000 milissegundos
11: mod = duration mo´dulo 3600000 milissegundos
12: if mod 6= 0 then
13: time = time+1
14: end if
15: for j = 0 ate´ time+1 do
16: if di f f erentNodei then
17: if na˜o tiver date em reservation then
18: coloque date e numMachine em reservation
19: else
20: aux = valor de reservationdate
21: aux = aux+numMachine
22: coloque date e aux em reservation
23: date = date+1
24: end if
25: else
26: if na˜o tiver date em reservation then
27: coloque date e 1 em reservation
28: else
29: aux = valor de reservationdate
30: aux = aux+1
31: coloque date e aux em reservation
32: end if





38: for ate´ o tamanho de reservation do
39: coloque date de reservation em reservationTime
40: sum = (valor de reservation/qtdMaquinas) * 100
41: reservationTotal = sum
42: end for
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a existeˆncia de execuc¸o˜es. Existindo, esta encaminha as informac¸o˜es ne-
cessa´rias para a realizac¸a˜o da execuc¸a˜o diretamente para o GrmStub, que
dara´ prosseguimento ao processo de execuc¸a˜o.
A lista de execuc¸o˜es e´ ordenada primeiramente pelo start time. Caso
haja start time iguais, e´ utilizada a polı´tica de o primeiro a chegar e´ o pri-
meiro a ser servido (First-come, First Served - FCFS). Em outras palavras,
a segunda ordenac¸a˜o e´ realizada de acordo a ordem de pedido, ou seja, o
primeiro pedido tem prioridade sobre o segundo, e assim sucessivamente.
4.3.4 Notification Service
Esse mo´dulo e´ representado pela classe NotificationService e e´
responsa´vel por informar o usua´rio sobre o estado da execuc¸a˜o (aceite, re-
jeite ou completude). Para isso, recebe informac¸o˜es vindas tanto da classe
GrmStub quanto da classe LrmStub. As informac¸o˜es sa˜o vindas da pri-
meira classe quando a execuc¸a˜o e´ rejeitada por falta de ma´quinas disponı´veis
no cluster que atendam as especificac¸o˜es do usua´rio para a execuc¸a˜o da
aplicac¸a˜o. Ja´ as vindas da classe LrmStub se referem ao aceite e a` comple-
tude da execuc¸a˜o. Na notificac¸a˜o de completude da execuc¸a˜o sa˜o enviados
tambe´m os arquivos de saı´da, para que o usua´rio tenha acesso aos seus resul-
tados no momento da cieˆncia do estado da execuc¸a˜o.
4.4 PROCESSO DE EXECUC¸A˜O DE UMA APLICAC¸A˜O
A Figura 18 apresenta o processo de execuc¸a˜o de uma aplicac¸a˜o no In-
teGrade utilizando o mecanismo de reserva antecipada, o qual sera´ detalhado
a seguir.
O processo de execuc¸a˜o se inicia com o registro da aplicac¸a˜o no Appli-
cation Repository. Em seguida, o usua´rio podera´ escolher entre a execuc¸a˜o
imediata e a execuc¸a˜o reservada. Com a escolha da opc¸a˜o de execuc¸a˜o re-
servada o usua´rio pode optar por visualizar o gra´fico com as informac¸o˜es
de predic¸a˜o de uso do cluster e a quantidade de recursos reservados, para
auxiliar na escolha dos requisitos da reserva (start time, end time). Em se-
guida, o usua´rio pode especificar os requisitos de recursos para a execuc¸a˜o
da aplicac¸a˜o, conforme descrito na sec¸a˜o 3.5, e, adicionalmente, informar os
requisitos para reserva.
Com as exigeˆncias de recursos e reservas realizadas, o usua´rio sub-
mete sua solicitac¸a˜o de execuc¸a˜o reservada. A partir deste momento, o ASCT
envia as informac¸o˜es referentes a`s especificac¸o˜es de recursos para o GRM.
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Figura 18 – Processo de execuc¸a˜o de uma aplicac¸a˜o no InteGrade com reserva
antecipada
Este, por sua vez, verifica se existem no´s no cluster que atendam a`s exigeˆncias
solicitadas pelo usua´rio. Caso na˜o exista, o usua´rio e´ notificado pelo ASCT.
Caso contra´rio, o ASCT envia as informac¸o˜es referentes a` reserva para o
ARR. Enta˜o, sa˜o realizadas as seguintes verificac¸o˜es:
• Verifica se a data final e´ posterior a data inicial;
• Verifica se a data inicial na˜o e´ maior do que a hora atual mais 24 horas;
• Verifica se existem reservas armazenadas na base de dados com o
mesmo e-mail da reserva solicitada;
Apo´s estas verificac¸o˜es, o Reservation Service busca na base de dados
por reservas no perı´odo solicitado. Se na˜o houver, a reserva e´ realizada com
sucesso. Caso contra´rio, o mo´dulo ainda verifica se a ma´quina reservada no
tempo conflitante e´ a mesma da escolhida pelo GRM para o novo pedido de
reserva. Caso sejam diferentes, a reserva e´ realizada com sucesso. Se na˜o, o
mo´dulo realiza a reserva em um perı´odo de tempo disponı´vel mais pro´ximo
do solicitado. Com a realizac¸a˜o da reserva, as informac¸o˜es referentes aos re-
cursos, a` aplicac¸a˜o, a` reserva e possı´veis arquivos de entrada sa˜o armazenadas
na base de dados.
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Chegada a hora da execuc¸a˜o, o Execution Service recupera as
informac¸o˜es da base de dados e as envia para o GRM, o qual verificara´ no-
vamente a disponibilidade do no´ previamente selecionado para a execuc¸a˜o
da aplicac¸a˜o. Se o no´ na˜o pertencer mais ao cluster ou estiver executando
uma aplicac¸a˜o, e´ realizada nova busca de no´s que atendam as exigeˆncias do
usua´rio. Caso na˜o haja, a execuc¸a˜o na˜o ocorrera´ e a reserva falhara´.
Apo´s a escolha do no´ candidato, o GRM envia uma solicitac¸a˜o de
execuc¸a˜o para o LRM do no´. Neste momento, o LRM verifica se, de fato,
possui recursos disponı´veis. Este procedimento e´ necessa´rio pois o GRM
mante´m uma visa˜o aproximada da disponibilidade dos recursos de cada no´ do
cluster. Caso na˜o haja recursos disponı´veis no no´, o LRM notifica o GRM,
que torna a procurar por outro no´ candidato. Entretanto, caso o no´ possa
executar a aplicac¸a˜o, o LRM solicita a aplicac¸a˜o ao Application Repository
e a executa. O LRM, enta˜o, envia a notificac¸a˜o de aceite e posteriormente
de completude da execuc¸a˜o tanto para o Notification Service, que notifica o
usua´rio por e-mail quanto para o ASCT, que o notifica pela interface gra´fica.
Contudo, se no momento de iniciar a execuc¸a˜o o no´ se desconecta do
cluster, o GRM busca outro no´ para fazer a realocac¸a˜o. Caso na˜o haja no´s
disponı´veis a execuc¸a˜o da reserva falhara´.
4.5 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
O modelo proposto permite que usua´rios reservem recursos computa-
cionais para que sejam utilizados em um tempo no futuro. Com a abordagem
proposta, e´ possı´vel distribuir as solicitac¸o˜es de alocac¸o˜es de recursos durante
todo o perı´odo do dia e na˜o apenas realiza´-las na hora em que o usua´rio so-
licita execuc¸a˜o. Para a implementac¸a˜o da arquitetura proposta utilizou-se a
infraestrutura do middleware InteGrade, o que possibilitou o aproveitamento
e adaptac¸a˜o da interface gra´fica, bem como do mo´dulo de predic¸a˜o de uso, o
LUPA.
Devido a` dinamicidade do ambiente oportunista e a constante incer-
teza de que as ma´quinas continuara˜o conectadas ao cluster, torna-se difı´cil
garantir que a reserva seja executada com sucesso. No entanto, a abordagem
proposta ainda se torna va´lida, tendo em vista que em um ambiente oportu-
nista sem reserva antecipada tambe´m ha´ incertezas de continuidade de co-
nexa˜o e, consequentemente, possibilidade de interrupc¸a˜o da execuc¸a˜o.
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
Este capı´tulo apresenta o ambiente e os resultados experimentais ob-
tidos por meio de estudos de casos que apresentam o comportamento do In-
teGrade com e sem o uso da reserva antecipada. O objetivo e´ mostrar os
benefı´cios e as limitac¸o˜es existentes na proposta.
Primeiramente, na sec¸a˜o 5.1, e´ descrito o ambiente utilizado. Na sec¸a˜o
5.2 sa˜o apresentados os estudos de casos. Por fim, na sec¸a˜o 5.3, sa˜o apresenta-
das as considerac¸o˜es finais, bem como uma tabela que compara a abordagem
proposta com os trabalhos relacionados.
5.1 AMBIENTE EXPERIMENTAL
O ambiente experimental e´ composto por quatro ma´quinas pertencen-
tes ao Laborato´rio de Pesquisa em Sistemas Distribuı´dos (LaPeSD) (LA-
PESD, 2013). A Tabela 4 apresenta as caracterı´sticas de hardware e as
func¸o˜es de cada ma´quina. Todas as ma´quinas operam com o sistema Ubuntu.
O Gerenciador do Cluster e´ uma ma´quina totalmente dedicada, ou seja, opera
apenas como servidor. Ja´ as ma´quinas provedoras de recursos pertencem a`
pesquisadores do laborato´rio e esta˜o em constante uso.
Tabela 4 – Caracterı´sticas do ambiente experimental
Ma´quinas Qtd. de Memo´ria (MB) Qtd. de CPU Func¸o˜es







porthos 3015 1 Provedor de Recursos
Apo´s a configurac¸a˜o do ambiente, foram realizadas algumas reservas
de recursos para a execuc¸a˜o futura de aplicac¸o˜es sequenciais e parame´tricas.
Foram apresentadas na Tab. 5 apenas as informac¸o˜es julgadas importantes
para o entendimento dos estudos de casos. Na primeira coluna sa˜o apresenta-
dos nomes fictı´cios de usua´rios com o intuito de identificar a reserva na tabela
de alocac¸a˜o (Timeslot Table). Nas segunda e terceira colunas sa˜o mostradas
as horas de inı´cio e fim da execuc¸a˜o da reserva. As u´ltimas colunas apresen-
tam, respectivamente, o tipo de aplicac¸a˜o e a quantidade de no´s necessa´rios e
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reservados para a execuc¸a˜o.
Conforme descrito no capı´tulo 4, o usua´rio podera´ realizar a reserva
antecipada durante 24 horas a partir da hora da solicitac¸a˜o. No entanto, optou-
se por realizar as reservas durante um perı´odo de 12 horas (12h a`s 24h) com
a finalidade de diminuir o tamanho da amostra.
Tabela 5 – Reservas cadastradas no banco de dados
Usua´rio Inı´cio Fim Aplicac¸a˜o Qtd. No´
User A 12h 13h Sequencial 1
User B 12h 14h Sequencial 1
User C 13h 14h Sequencial 1
User D 14h 15h Parame´trica 2
User E 17h 18h Parame´trica 2
User F 18h 20h Sequencial 1
User G 20h 21h Sequencial 1
User H 20h 22h Sequencial 1
User I 21h 23h Parame´trica 2
User J 23h 24h Sequencial 1
A Figura 19 apresenta o gra´fico de predic¸o˜es de uso dos recursos (CPU
e memo´ria) e quantidade de recursos reservados no intervalo entre 00h e 24h
do mesmo dia. Para a obtenc¸a˜o dos resultados de predic¸a˜o, as ma´quinas pro-
vedoras de recursos foram monitoradas pelo LUPA durante um perı´odo de
24 dias. Por, aproximadamente, uma semana, a ma´quina lapesd ficou ociosa,
apenas executando o InteGrade. O comportamento dessa ma´quina pode ter
reduzido significativamente a me´dia de uso do cluster.
Ao analisar o gra´fico, pode-se visualizar que o constante uso dos recur-
sos computacionais do cluster inicia-se, aproximadamente, a`s 07h e termina
por volta das 19h. Com isso, o melhor perı´odo de tempo para realizar uma
reserva seria entre 00h e 06h e 19h e 23h pois, o ambiente se mostra mais
ocioso. Por outro lado, ha´ maiores quantidades de recursos reservados nos
perı´odos entre 13h e 14h, 18h, 20h e 21h e, 23h. Vale ressaltar que em al-
guns hora´rios como a`s 14h, 18h, 20h, 21h e 23h, ocorrem picos de 100% de
utilizac¸a˜o pois, se refere ao tempo de te´rmino de uma execuc¸a˜o e inı´cio de
outra.
A pro´xima sec¸a˜o descreve os estudos de caso realizados com base no
ambiente descrito nessa sec¸a˜o.
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Figura 19 – Gra´fico de predic¸o˜es e recursos reservados
5.2 ESTUDOS DE CASO
Para a obtenc¸a˜o dos resultados experimentais foram realizados dois
estudos de caso que ilustram o comportamento do InteGrade sem e com a
implementac¸a˜o da arquitetura proposta nesta dissertac¸a˜o. O primeiro estudo
de caso, apresentado na subsec¸a˜o 5.2.1 esta´ dividido em dois cena´rios. O
primeiro cena´rio apresenta a requisic¸a˜o por recursos de um usua´rio para a
execuc¸a˜o de sua aplicac¸a˜o sendo atendida. Ja´ o segundo, mostra a solicitac¸a˜o
de um segundo usua´rio sendo recusada por falta de recursos disponı´veis no
perı´odo solicitado.
Por outro lado, o segundo estudo de caso, detalhado na subsec¸a˜o 5.2.2
esta´ dividido em treˆs cena´rios. No primeiro, um usua´rio solicita reserva que
e´ realizada com sucesso. Ja´ no segundo cena´rio, a solicitac¸a˜o de um se-
gundo usua´rio e´ recusada por falta de recursos no perı´odo solicitado e esta,
enta˜o, e´ realocada pelo meta-escalonador. Por fim, no terceiro cena´rio uma
das ma´quinas provedoras de recursos e´ desconectada do cluster o que pro-
voca a realocac¸a˜o das reservas, bem como a falha de execuc¸o˜es das reservas
que na˜o puderam ser realocadas.
Nestes experimentos, considerou-se que quando a solicitac¸a˜o de
execuc¸a˜o e´ atendida pelo provedor de recursos a execuc¸a˜o da aplicac¸a˜o e´
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Tabela 6 – Requisic¸o˜es de execuc¸a˜o imediata
Usua´rio Aplicac¸a˜o Qtd. No´
User Y sequencial 1
User Z parame´trica 2
completada com sucesso. Ale´m disso, na˜o foram especificadas quantidades
de recursos computacionais, apenas quantidades de no´s. As alocac¸o˜es das re-
servas sa˜o feitas respeitando a heurı´stica previamente implementada no Inte-
Grade, que realiza um rodı´zio de escolha das ma´quinas de modo a na˜o utilizar
sempre a mesma.
5.2.1 InteGrade sem Reserva Antecipada
Nesse estudo de caso, buscou-se mostrar o comportamento do Inte-
Grade nas execuc¸o˜es imediatas. Para tanto, sa˜o realizadas duas solicitac¸o˜es
de execuc¸a˜o, conforme apresentadas na Tab. 6. O User Y solicita execuc¸a˜o
imediata para um aplicac¸a˜o do tipo sequencial e o User Z para execuc¸a˜o de
uma aplicac¸a˜o do tipo parame´trica com necessidade de dois no´s diferentes.
No entanto, no mesmo perı´odo das solicitac¸o˜es ha´ uma aplicac¸a˜o pa-
rame´trica em execuc¸a˜o que ocupa duas das treˆs ma´quinas disponı´veis no clus-
ter. Conforme pode ser visto na tabela de alocac¸a˜o, na Fig. 20, a solicitac¸a˜o
do User Y e´ atendida com sucesso, uma vez que ainda ha´ recursos dis-
ponı´veis.
Figura 20 – Tabela de alocac¸a˜o com requisic¸o˜es para execuc¸a˜o imediata com
disponibilidade de recursos
Por outro lado, o User Z tem sua solicitac¸a˜o recursada, ja´ que na˜o
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ha´ recursos computacionais disponı´veis para execuc¸a˜o de sua aplicac¸a˜o no
perı´odo de tempo requisitado. Conforme pode ser analisado na tabela de
alocac¸a˜o na Fig. 21 ha´ um excesso de solicitac¸o˜es em um mesmo perı´odo de
tempo, das 12h a`s 13h, que poderiam ser distribuı´das ao longo das 12 horas
disponı´veis.
Figura 21 – Tabela de alocac¸a˜o com requisic¸o˜es para execuc¸a˜o imediata sem
disponibilidade de recursos
E´ importante destacar que o User Z tera´ que repetir a sua solicitac¸a˜o
ate´ que haja recursos disponı´veis, ou seja, ate´ que as aplicac¸o˜es dos usua´rios
User X e User Y completem sua execuc¸a˜o.
5.2.2 InteGrade com Reserva Antecipada
O objetivo desse estudo de caso e´ apresentar o funcionamento da ar-
quitetura proposta. Para isso, dois usua´rios solicitam reservas de recursos,
conforme pode ser visto na Tab. 7.
Tabela 7 – Tabela de requisic¸o˜es
Usua´rio Inı´cio Fim Aplicac¸a˜o Qtd. No´
User K 12h 13h sequencial 1
User L 13h 15h parame´trica 2
O usua´rio User K que solicita uma ma´quina, para o perı´odo entre 12h
e 13h tem sua reserva realizada com sucesso pois ha´ recursos disponı´veis que
92
atendam as exigeˆncias do usua´rio. A alocac¸a˜o da reserva pode ser vista na
tabela de alocac¸o˜es apresentada na Fig. 22.
Figura 22 – Tabela de alocac¸a˜o com solicitac¸a˜o de reserva em um perı´odo
disponı´vel
Por outro lado, o usua´rio User L que solicita reserva de duas ma´quinas
para o perı´odo entre 13h e 15h tem sua solicitac¸a˜o recusada. Conforme pode
ser visto na tabela de alocac¸a˜o, na Fig. 23, ha´ apenas um no´ disponı´vel
para esse hora´rio, o que inviabiliza o pedido de reserva. Contudo, para que
o usua´rio na˜o tenha que solicitar novamente, ou ate´, que tenha que repetir
esse processo muitas vezes, o mo´dulo proposto realoca sua reserva para um
perı´odo de tempo mais pro´ximo do escolhido. Neste caso, a reserva e´ realo-
cada para o perı´odo entre 15h e 17h, conforme pode ser analisado na tabela
de alocac¸a˜o na Fig. 24.
Em uma terceira situac¸a˜o, a ma´quina lapesd foi desconectada do clus-
ter minutos antes do inı´cio da primeira execuc¸a˜o, das 12h a`s 13h. Ao chegar
o hora´rio da execuc¸a˜o de cada reserva, o meta-escalonador verifica a dispo-
nibilidade do(s) no´(s) reservado(s). Como a ma´quina lapesd na˜o pertence
mais ao cluster, o meta-escalonador pesquisa por outra ma´quina que satisfac¸a
as requisic¸o˜es do usua´rio para realocar a reserva. Caso na˜o haja ma´quinas
disponı´veis a reserva falhara´.
A tabela de alocac¸a˜o apresentada na Fig. 25 mostra que as execuc¸o˜es
das reservas dos usua´rios User A e User I falharam pois, na˜o ha´ recursos
disponı´veis para o perı´odo de tempo previamente reservado. Por outro lado,
as reservas dos usua´rios User D e User F foram realocadas para as ma´quinas
porthos e lapesdrt e, porthos, respectivamente, pois, esta˜o disponı´veis no
tempo da reserva.
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Figura 23 – Tabela de alocac¸a˜o com solicitac¸a˜o de reserva em um perı´odo
indisponı´vel
Figura 24 – Tabela de alocac¸a˜o com a realocac¸a˜o da reserva
5.3 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Os estudos de caso indicam que a implementac¸a˜o da proposta obteve
um grau de sucesso satisfato´rio. A abordagem, por sua vez, permitiu que o
usua´rio, por meio da reserva antecipada, utilizasse recursos no recorrer do
dia e na˜o apenas no hora´rio da solicitac¸a˜o. Poˆde-se verificar tambe´m, que o
servic¸o de sugesto˜es se mostrou eficiente pois, conflitos de hora´rios de reser-
vas podem ser evitados. Ale´m disso, o servic¸o proporciona um aumento na
probabilidade de que a execuc¸a˜o ocorra, devido a`s predic¸o˜es de uso.
No entanto, pode-se constatar que o mecanismo de reserva antecipada
pode falhar, ou seja, na˜o ha´ garantias de disponibilidade de recursos e, con-
sequentemente, de execuc¸a˜o da reserva. Com isso, fica claro a impossibili-
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Figura 25 – Tabela de alocac¸a˜o com a realocac¸a˜o das reservas de uma
ma´quina ausente
dade de oferecer qualidade de servic¸o devido a` instabilidade que o ambiente
oportunista apresenta. Diante disso, este trabalho de pesquisa apresenta um
melhor esforc¸o para o usua´rio quanto a` utilizac¸a˜o do sistema.
A Tabela 8 apresenta uma ana´lise comparativa entre as caracterı´sticas
dos trabalhos correlatos e a abordagem proposta neste trabalho, que indi-
cam um diferencial da proposta apresentada por esta dissertac¸a˜o. As carac-
terı´sticas a serem comparadas sa˜o descritas a seguir.
• C1: Ambiente de Grade Oportunista;
• C2: Reserva Antecipada de Recursos;
• C3: Reserva Antecipada a Pedido da Usua´rio;
• C4: Pesquisa por Intervalos Livres.
Tabela 8 – Comparac¸a˜o entre os trabalhos correlatos
Trabalhos de Pesquisa C1 C2 C3 C4
Sulistio et. al., 2009 Na˜o Sim Sim Sim
Ferreira, Dantas e Bauer, 2010 Na˜o Sim Sim Na˜o
Toma´s et. al., 2011 Na˜o Sim Sim Na˜o
Martins et. al., 2012 Sim Sim Na˜o Na˜o
OurGrid, 2013 Sim Na˜o Na˜o Na˜o
Este trabalho de pesquisa Sim Sim Sim Sim
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
A presente dissertac¸a˜o de mestrado forneceu uma revisa˜o bibliogra´fica
sobre ambientes distribuı´dos, bem como uma divisa˜o e classificac¸a˜o dos am-
bientes oportunistas. Ale´m disso, observou-se que, de acordo com um dos
conceitos encontrados na literatura, o mecanismo de reserva antecipada pode
ser utilizado em ambientes dinaˆmicos, como o de grade oportunista pois, na˜o
se torna necessa´rio garantir a disponibilidade do recurso no perı´odo de que
inicia sua utilizac¸a˜o.
Com isso, neste trabalho de pesquisa foram abordados problemas de
alocac¸a˜o de recursos em ambientes dinaˆmicos como os de infraestrutura opor-
tunista. Observou-se que quando va´rios usua´rios solicitam recursos em um
mesmo tempo, esgota-se a disponibilizac¸a˜o desses recursos o que impossibi-
lita o usua´rio de executar sua aplicac¸a˜o. Desta forma, este trabalho buscou
a melhor maneira de resolver o problema descrito anteriormente. Em outras
palavras, buscou-se melhorar a vaza˜o do uso dos recursos, bem como dispo-
nibilizar um maior perı´odo para a alocac¸a˜o dos recursos computacionais.
Diante disso, foi proposto um modelo e uma arquitetura de reserva an-
tecipada para grades oportunistas. A abordagem proposta possibilita que re-
cursos sejam reservados para serem utilizados em um tempo no futuro. Com
isso, e´ possı´vel aumentar a quantidade de hora´rios para alocac¸a˜o dos recursos,
uma vez que estes podera˜o ser utilizados a qualquer perı´odo e na˜o somente
na hora que e´ solicitada a execuc¸a˜o. Ale´m isso, foi proposto um servic¸o que
apresenta para o usua´rio a predic¸a˜o da quantidade de recursos que sera˜o uti-
lizados e a quantidade de recursos (CPU e Memo´ria) reservados do cluster.
Para o desenvolvimento de uma arquitetura foi utilizado o ambiente
InteGrade. Foram realizados dois estudos de caso com o objetivo de visua-
lizar o comportamento do InteGrade sem e com a arquitetura proposta. Os
resultados mostraram a eficieˆncia da arquitetura para organizar as execuc¸o˜es
e controlar a vaza˜o das solicitac¸o˜es de alocac¸a˜o de recursos. A arquitetura
tambe´m, apresentou resultados satisfato´rios quanto a` utilizac¸a˜o do sistema
por parte do usua´rio pois caso na˜o existam recursos para o perı´odo solicitado,
sua reserva e´ realocada para o perı´odo de tempo mais pro´ximo. Ale´m disso, a
abordagem proposta auxilia o usua´rio na hora de escolher um perı´odo para a
sua reserva, uma vez que e´ apresentado um gra´fico contendo as predic¸o˜es de
uso dos recursos, bem como a quantidade de recursos reservados do cluster.
Pode-se observar que a utilizac¸a˜o deste gra´fico por parte do usua´rio evita que
haja conflitos de reservas, uma vez que e´ possı´vel visualizar os perı´odos de
saturac¸a˜o de uso de recursos.
No entanto, quanto a` disponibilidade dos recursos no momento da
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execuc¸a˜o, o InteGrade com a arquitetura proposta na˜o se mostrou ta˜o efi-
ciente. Por fazer uso de ma´quinas pessoais em constante uso, na˜o e´ possı´vel
garantir que as ma´quinas estara˜o sempre conectadas ao cluster, o que pode
prejudicar a execuc¸a˜o da aplicac¸a˜o e resultar em uma falha da reserva.
6.1 TRABALHOS FUTUROS
Como trabalhos futuros para a melhoria do modelo proposto pode-se
citar:
• Utilizar o mecanismo de reserva antecipada com o ambiente opor-
tunista federalizado. Em outras palavras, possibilitar que o meta-
escalonador procure por recursos em outros ambientes oportunistas
caso os recursos reservados na˜o estejam disponı´veis no momento da
execuc¸a˜o. Com a disponibilizac¸a˜o de va´rios ambientes poderia-se ofe-
recer qualidade de servic¸o para o usua´rio, uma vez que pode-se garantir
a disponibilidade da quantidade de recurso reservado no momento da
execuc¸a˜o;
• Pesquisar um me´todo que auxilie o usua´rio na escolha do end time.
Esse me´todo deve ser capaz de estimar o tempo de te´rmino da
execuc¸a˜o. Com isso, resolveria o problema de ter end time muito lon-
gos ou muito curtos, o que manteria o no´ reservado mesmo depois
de terminado a execuc¸a˜o ou terminaria o tempo e na˜o completaria a
execuc¸a˜o, respectivamente;
• Calcular o consumo energe´tico da abordagem proposta. Com isso,
poderia-se estimar, por exemplo, se e´ mais eficiente energeticamente
reservar recursos de uma ma´quina com alto nı´vel de utilizac¸a˜o de seus
recursos ou de uma ma´quina mais ociosa.
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Neste apeˆndice sera´ detalhado a Interface Definition Language (IDL)
desenvolvida para o modelo.
A.1 INTERFACE DEFINITION LANGUAGE - IDL
A interface IDL do mo´dulo ARR e´ apresentada na Lista A.1. Abaixo
sera˜o detalhadas algumas varia´veis descritas na lista.
•reserve: conte´m as informac¸o˜es necessa´rias para realizar a reserva
(start time, end time e e-mail);
•execInfo: conte´m informac¸o˜es necessa´rias para a reserva da ma´quina;
•oFile: arquivos de saı´da;
•acInfo: dados para informar o usua´rio quanto ao aceite da reserva;
•memTot: quantidade total de memo´ria;
•asctIor: identificac¸a˜o do ASCT solicitante.
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Listing A.1 – Interface IDL do Advanced Reservation of Resource
i n t e r f a c e A d v a n c e d R e s e r v a t i o n {
vo id a l t e r R e s e r v a t i o n ( i n t y p e s : : RInfo r e s e r v e ) ;
vo id remove ( i n long i d ) ;
l ong r e s e r v a t i o n D a t a ( i n t y p e s : : ARInfo r e s e r v e ,
i n s t r i n g l r m I o r ,
i n t y p e s : : E x e c I n f o e x e c I n f o ) ;
b o o l e a n c h ec ks ( i n t y p e s : : ARInfo r e s e r v e ) ;
vo id e x e c u t i o n F i n i s h e d ( i n s t r i n g emai l ,
i n t y p e s : : O u t F i l e o F i l e ) ;
vo id e x e c u t i o n A c c e p t e d ( i n t y p e s : : I n f o a c I n f o ,
i n s t r i n g e m a i l ) ;
vo id e x e c u t i o n S u g g e s t i o n ( i n s t r i n g pred ic t ionCPU ,
i n s t r i n g predic t ionMem ,
i n u n s i g n e d long memTot ) ;
vo id r e s e r v a t i o n S u g g e s t i o n ( i n s t r i n g a s c t I o r ) ;
} ;
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Este apeˆndice apresenta os trabalhos publicados ao longo da pesquisa
deste trabalho de dissertac¸a˜o.
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