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Resumen 
El ecosistema de medios está en constante cambio, transformándose a un ritmo 
que las instituciones educativas no pueden seguir. En esta transformación mediática 
se ha introducido la inteligencia artificial (IA), adaptada a las redes sociales con 
diversos fines, también políticos. Este trabajo se centra en la IA en formato bot como 
herramienta automatizada para publicar contenido en Twitter y en las competencias 
necesarias para identificarlos. 
Los bots buscan imitar el comportamiento humano para crear un clima de opi-
nión concreto, participar en conversaciones políticas e interaccionar con cuentas 
reales para boicotearlas o aumentar su relevancia. Con el objetivo de conocer el nivel 
de alfabetización mediática de alumnado universitario e incrementar sus competen-
cias para identificar este tipo de manipulación de la esfera pública, se diseña una 
intervención docente en ámbito de la educación superior, aplicada en una muestra 
de 55 alumnos, que consiste en un taller de identificación de bots en Twitter. A 
partir de los resultados del taller, evaluados mediante cuestionarios, se observa que 
el alumnado presenta habilidades previas adquiridas informalmente para detectar 
bots y que, tras el taller, manifiestan un proceso más consciente cuando se enfren-
tan a ellas. En este trabajo se expone el diseño del taller y su evaluación.
Palabras clave: Alfabetización mediática; Ciudadanía digital; Desinformación; Bots; 
Twitter; Campaña computacional 
Abstract
The media ecosystem is constantly changing, transforming at a rhythm that ed-
ucational institutions cannot keep up with. In this media transformation, artificial 
intelligence (AI) has been introduced, adapted to social networks for various pur-
poses, including political ones. This work focuses on AI in bot format as an auto-
mated tool to publish content on Twitter and on the skills needed to identify them.
Bots seek to imitate human behaviour to create a climate of concrete opinion, 
participate in political conversations and interact with real accounts in order to boy-
cott them or increase their relevance. In order to know the level of media literacy of 
journalism students and increase their skills to identify this type of manipulation of 
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the public sphere, a teaching intervention is designed at university level, applied to 
a sample of 55 students, consisting of a workshop to identify bots on Twitter. From 
the results of the workshop, evaluated through questionnaires, it is observed that 
the students have previous skills acquired informally to detect bots and that after 
the workshop the ability to identify these accounts slightly increases and, above all, 
they manifest a more conscious process when they face them. This paper presents 
the design of the workshop and its evaluation.
Key Words: Media literacy; Digital citizenship; Disinformation; Bots; Twitter; Com-
putational campaign
Resumo
O ecossistema mediático está em constante mudança, transformando-se a um rit-
mo que as instituições educativas não conseguem igualar. Nessa transformação da 
mídia, foi introduzida a inteligência artificial (IA), adaptada às redes sociais para 
diversos fins, inclusive políticos. Este trabalho centra-se na IA em formato bot como 
uma ferramenta automatizada para publicar conteúdos no Twitter e nas habilidades 
necessárias para identificá-los.
Os bots procuram imitar o comportamento humano para gerar um clima de opi-
nião concreta, participar de conversas políticas e interagir com contas reais a fim 
de boicotá-las ou aumentar sua relevância. A fim de conhecer o nível de literacia 
mediática dos estudantes de jornalismo e aumentar as suas competências para 
identificar este tipo de manipulação da esfera pública, é desenvolvida uma inter-
venção pedagógica a nível universitário, aplicada a uma amostra de 55 estudantes, 
que consiste num seminário para identificar bots no Twitter. A partir dos resulta-
dos do workshop, avaliados através de questionários, observa-se que os alunos têm 
habilidades anteriores adquiridos informalmente para detectar bots e que após o 
seminário a capacidade de identificar essas contas aumenta ligeiramente e, acima 
de tudo, eles manifestam um processo mais consciente quando eles enfrentam-las. 
Este artigo apresenta o projeto do workshop e sua avaliação.
Palavras chave: Alfabetização midiática; Cidadania digital; Desinformação; Bots; 
Twitter; Campanha computacional
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1. Introducción
Internet ha transformado el escenario comunicativo y ha articulado nuevas for-
mas de producción y distribución de la información. Estas han permeado también 
en las campañas electorales, donde las diferentes formaciones políticas han rea-
daptado sus fórmulas y estrategias para la movilización del electorado y la difusión 
de su mensaje a la ciudadanía ciberconectada (Ciampaglia, 2017; Kreiss & Jasinski, 
2016; Nielsen & Vaccari, 2013). 
En este sentido, el uso creciente de redes sociales como Twitter o Facebook ha 
contribuido al fomento de la interacción directa entre representantes políticos y 
votantes, y se ha configurado como una nueva fuente y un medio para la infor-
mación sobre la campaña electoral (Allcott & Gentzkow, 2017; Green & Middleton, 
2008; Woolley & Howard, 2016).
 Un ejemplo reciente es lo ocurrido durante el referéndum de autodetermina-
ción de Cataluña en 2017, que a través de hashtags asociados los bots enviaban 
mensajes a perfiles independentistas para activar la desobediencia civil durante el 
1 de octubre (Stella, Ferrara & De Domenico, 2018). De este modo, algunas de las 
consecuencias de la implementación de estas técnicas, como el uso de bots, es la 
creación de climas de opinión ficticios, la viralización de desinformación o marcar 
la agenda mediática en redes. 
Ante este escenario, como señala Monreal Guerrero et al. (2017), es funda-
mental potenciar las competencias mediáticas e informacionales de la ciudadanía, 
ofrecer herramientas que le permitan reflexionar sobre los medios de comunicación 
y así poder desarrollar un espíritu crítico que promueva individuos autónomos y 
críticos frente a las redes sociales. 
La educación formal tiene la posibilidad de ofrecer dichos conocimientos espe-
cíficos “haciéndose necesaria la incorporación de estrategias que ayuden a buscar, 
seleccionar e interpretar la información más fiel disponible en el entorno virtual” 
(Mayor Buzón et al. 2017:63). En este sentido, la educación formal ha de profun-
dizar en conocimientos que permitan desarrollar una ciudadanía formada capaz de 
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identificar y desarticular estrategias de desinformación en la red. Esto posibilita 
un aumento de la calidad democrática en tanto que contribuye a discernir entre las 
informaciones veraces y las generadas con fines partidistas.
El objetivo general de este trabajo es generar mecanismos educativos de empo-
deramiento tecnológico para el reconocimiento de bots, con el fin de que la propia 
sociedad civil cuente con un repertorio de recursos que le facilite verificar la infor-
mación recibida en redes sociales y las implicaciones de esta en los procesos polí-
ticos de los que es partícipe (Levi et al., 2019; Tucker et al., 2018; Woolley, 2016).
En concreto, los objetivos específicos que articulan esta investigación son:
•  OE1: Evaluar el grado de competencia mediática en la identificación de las 
cuentas falsas automatizadas en redes sociales (Grimme et al., 2017).
•  OE2: Contribuir a los recursos cognitivos para un reconocimiento consciente 
de los flujos de desinformación en la Red (Levi et al., 2019) mediante la crea-
ción y difusión de materiales docentes que permitan realizar un taller para la 
intervención educativa en el aula.
2. Aproximación teórica
2.1. La campaña computacional y la amenaza de la desinformación
En el contexto español, que ha seguido la estela del estadounidense, durante los 
comicios de 2016 se consolidaron estrategias computacionales aplicadas a la comu-
nicación política tales como la segmentación de la población y, al mismo tiempo, 
se experimentaron nuevas prácticas como el uso de bots o los asistentes virtuales 
basados en la inteligencia artificial (Campos-Domínguez & García-Orosa, 2018). 
El software Calisto, por ejemplo, emplea el aprendizaje automático (o machine 
learning) para la construcción del discurso político de los cargos del Partido Po-
pular a través de la información que extrae de Internet y que prioriza según el 
interés y el beneficio que de esos datos obtiene la formación (Redondo, Calvo & 
Díez-Garrido, 2017).
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En esta línea, los bots contribuyen a las estrategias de los diversos actores po-
líticos en su disputa por el voto electoral. Estos pueden definirse como agentes 
automáticos que simulan el comportamiento humano a través de la inteligencia 
artificial y las técnicas de machine learning (Persily, 2017; Vosoughi, Roy, & Aral, 
2018; Woolley & Howard, 2016). Se tratan, por tanto, de herramientas capaces de 
ejecutar diferentes tareas con diverso grado de sofisticación, como la extracción 
de información en páginas web, la articulación de conversaciones con personas 
reales o el envío de mensajes simples a los internautas (Gorwa & Guilbeault, 2018; 
Howard, Woolley & Calo, 2018; Powers & Kounalakis, 2017).
Howard et al. (2018) advierten que los bots pueden emplearse tanto para intere-
ses legítimos, como el diseño de un feed de noticias, como para fines maliciosos, en 
el caso del envío de mensajes no deseados, por ejemplo. La adaptabilidad de estos a 
múltiples objetivos resulta en la multitud de términos existentes para denominar-
los [Figura 1]. En concreto, se denominan bots sociales (social bots) a los procesos 
total o parcialmente automatizados que operan en las redes sociales (Murthy et 
al., 2016: 4955). 
Dentro de esta clasificación, son los bots políticos (political bots) aquellos que 
se diseñan siguiendo una estrategia digital para obtener rédito político (Bessi & 
Ferrara, 2016; Woolley, 2016). Estos bots ejecutan diversas funciones que Powers & 
Kounalakis (2017) agrupan en tres principales: 
1. El boicot a las campañas y la presencia en redes de los oponentes políticos 
mediante discursos críticos con ellos (roadblock bots).
2. El seguimiento de cuentas concretas de los representantes del partido a fin de 
que estos simulen una mayor relevancia en el espacio en Red (follower bots).
3. La promoción de las ideas y discursos de la formación política mediante pu-
blicaciones favorables a esta y a sus ideales (propaganda bots).
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Figura 1: Tipologías de bots. Fuente: elaboración propia. 
Una de las estrategias más conocidas es el astroturfing, que consiste en la publi-
cación masiva de mensajes coordinados desde distintas cuentas que simulan no en-
contrarse relacionadas con los beneficiarios de la propia campaña que las configura 
y gestiona (Howard et al., 2018; Levi et al., 2019). Con estas capacidades, estos 
algoritmos imitadores del comportamiento humano son susceptibles de contribuir 
no solo a la propaganda computacional, sino también a los flujos de desinforma-
ción en Internet (Bradshaw & Howard, 2017; Powers & Kounalakis, 2017).
Así, los bots facilitan la difusión de fake news, rumores e información engañosa 
de diversa índole en tanto que pueden viralizarla mediante su compartición (All-
cott & Gentzkow, 2017; Bessi & Ferrara, 2016; Shao et al., 2018; Vosoughi et al., 
2018). La difusión masiva de un mensaje junto con las prácticas de extracción y 
segmentación de datos contribuyen no solo a republicar mensajes, sino a orientar 
su alcance hacia los perfiles susceptibles de reaccionar ante ellos. De este modo 
contribuyen a la fragmentación del espacio público en torno a perspectivas opues-
tas sobre cuestiones concretas de una sociedad cada vez más compleja (Bradshaw 
& Howard, 2017; Stella et al., 2018).
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La producción y viralización automática de contenido pueden marcar la agenda 
política, generar flujos de opinión concretos, atacar a las voces disidentes, mo-
dificar el debate online sobre una cuestión determinada y, en suma, generar un 
escenario ficticio que influya en la esfera pública de la ciudadanía conectada a la 
Red (Powers & Kounalakis, 2017; Tucker et al., 2018; Tufekci, 2014).
La fiscalización de este tipo de prácticas con fines partidistas resulta comple-
ja, dado que la propia comprensión de estas requiere de una alta capacitación 
tecnológica (Grimme et al., 2017). La detección de bots requiere aún de técnicas 
sofisticadas que faciliten una identificación más extensa y pormenorizada de estos, 
así como evitar la confusión entre las cuentas manejadas por humanos de las au-
tomatizadas (Bessi & Ferrara, 2016; Chu et al., 2012; Grimme et al., 2017; Murthy 
et al., 2016). 
Herramientas como Botometer (conocida anteriormente como BotorNot), por 
ejemplo, permiten auditar cuentas particulares en Twitter, pero no cubren los ata-
ques coordinados, ni abordan las granjas de este tipo de cuentas que simulan ser 
de personas reales, ni son capaces de distinguir los bots híbridos —que cuentan 
con procesos automatizados pero contenidos generados por humanos— (Grimme et 
al., 2017; Powers & Kounalakis, 2017).
Cuando los académicos, periodistas o la ciudadanía que se enfrenta al recono-
cimiento de este tipo de prácticas carecen de los conocimientos técnicos que les 
permitan extraer información sensible —como la dirección IP o los identificadores 
de una cuenta—, esta tarea resulta aún más compleja (Acker, 2018; Gorwa & Guil-
beault, 2018). 
2.2. La alfabetización mediática como empoderamiento 
tecnológico
La alfabetización mediática (AM) en este contexto de identificación de bots sir-
ve como fuente de empoderamiento ciudadano, ya que actúa como eje vertebrador 
entre usuarios y tecnologías y posibilita la disminución de la brecha digital respec-
to a los tipos de uso (OECD, 2008). El desarrollo de la AM reduce la distancia entre 
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los usuarios y el ecosistema de medios mediante la enseñanza de competencias 
tecnológicas y mediáticas.
La UNESCO ya en 1982 manifestó la necesidad de mejorar las competencias me-
diáticas para impulsar una ciudadanía crítica y participativa, capaz de entender los 
medios de comunicación, sus mensajes y sus lenguajes (UNESCO, 1982). Aún hoy 
sigue vigente la necesidad de comprensión del medio y sus narrativas transmedia 
en relación con las competencias (Scolari, 2016), y es foco de interés de educado-
res, investigadores e instituciones educativas (European Commission, 2009; Ferrés, 
2007; Vuorikari et al. 2016; Mayor Buzón et al. 2019). 
Se trata de formar individuos conscientes que sean capaces de acceder a gran 
volumen de información, sepan decidir libremente qué contenidos les resultan 
relevantes y adecuados, así como capaces de adoptar una opción responsable entre 
las múltiples alternativas ofrecidas (Valerio-Ureña & Valenzuela-González, 2011; 
Monreal Guerrero et al., 2017).
En este sentido, el alumnado joven y universitario, objeto de la muestra del presen-
te trabajo, comparten todos ellos el haber crecido en un entorno global digitalizado. 
Una parte de estos jóvenes son usuarios altamente capacitados y participativos, que 
hacen un uso intenso de Internet y de las redes sociales, para quienes la tecnología 
es una parte natural de su vida, al mismo tiempo que supone un reto constante en su 
adaptación y aprendizaje ante los continuos cambios tecnológicos (Alcoceba, 2017). 
Las competencias mediáticas adquiridas al margen de las instituciones formales 
están dejando de ser invisibles, varios autores señalan que el aprendizaje informal 
y entre pares está siendo fundamental para desarrollar las competencias que la es-
cuela no ofrece (Fundación Telefónica, 2019; Pereira, Fillol & Moura, 2019). Es por 
ello que el aprendizaje formal, no formal e informal deben permear y entrelazar las 
competencias adquiridas y las problemáticas a las que los usuarios se enfrentan en 
este ecosistema de medios.
El marco de referencia europeo de habilidades digitales, DigiComp (Kluzer & Pujol, 
2018), presenta un conjunto de indicadores de competencias que pretende describir 
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aquellas que son necesarias hoy para usar las tecnologías digitales con confianza, 
de forma crítica, colaborativa y creativa y así afrontar los retos relacionados con el 
trabajo, el aprendizaje, el tiempo libre y la participación en nuestra sociedad digital. 
Kluzer & Pujol (2018) destacan que, para considerar a una ciudadanía competente di-
gitalmente, es necesario presentar y desarrollar habilidades digitales en cinco áreas:
•  Alfabetización informacional y de datos.
•  Comunicación y colaboración.
•  Creación de contenidos digitales.
•  Seguridad.
•  Resolución de problemas.
Para mejorar la identificación de los bots, se hace hincapié en el primero de los 
bloques de habilidades propuestos en el informe DigiComp, profundizando en los suba-
partados, que promueven las competencias para la búsqueda, filtrado, evaluación y 
gestión de los datos y el contenido digital (Kluzer & Pujol, 2018). El fomento de las 
competencias críticas de los usuarios se presenta como uno de los ejes fundamentales 
de la AM y de este trabajo, que busca que las personas desarrollen la lectura crítica y 
que piensen de forma autónoma (Alvarado, 2012; Monreal Guerrero et al., 2017).
La alfabetización tiene una dimensión crítica: incluye análisis, evaluación y 
reflexión (Buckingham, 2007; Portalés-Oliva, 2019). Particularmente la identifi-
cación de bots, requiere introducirse en las aulas y los aprendizajes no formales o 
informales para desarrollar dichos procesos reflexivos y extrapolar los aprendizajes 
relativos a los bots en Twitter a otras plataformas o herramientas automatizadas. 
De acuerdo con Kellner (2001), la alfabetización es condición necesaria para 
posibilitar la participación de las personas en la economía, cultura y política, tanto 
local como nacional o global, y enfatiza los vínculos cruciales entre alfabetización, 
democracia, empoderamiento y participación. En esta línea, mediante la relectura 
de los textos y mensajes audiovisuales, así como la identificación, es posible desa-
rrollar estrategias personales para destacar las opiniones y mensajes auténticos de 
aquellos generados intencionadamente para modificar la opinión pública.
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Al respecto, las iniciativas precedentes que se han realizado en el ámbito de la 
alfabetización mediática en temas de desinformación digital vienen de la mano de 
fundaciones como Maldita.es (2019), que contribuye a la identificación de bulos o 
noticias falsas en las redes sociales y que ofrecen formación y buscadores de con-
tenidos para que los usuarios puedan consultar las informaciones sospechosas. En 
esta línea, destacan asimismo iniciativas en el ámbito público como las que realiza 
el INCIBE (2019) o el OSI (2019) en el área de la seguridad de las comunicaciones, 
dirigidas a empresas y ciudadanos respectivamente. Muestra de ello es la web IS4K 
(2019) dedicada a la información y formación de AM para infancia y juventud.
3. Material y métodos
El abordaje de los objetivos de este trabajo persigue aportar una propuesta para 
la creación de estrategias pedagógicas que incidan sobre un escenario mediático 
en constante cambio y transformación (Cobo & Moravec, 2011; Scolari, 2016). Para 
ello, se diseñó una intervención docente con una metodología participativa que 
permitiera la integrar la participación del alumnado en el aula para conseguir un 
aprendizaje activo y cooperativo (Imbernón & Medina, 2008; Pérez-Pérez, 2014). 
Dicha acción persigue a su vez, articular una investigación con datos empíricos de 
interés tanto científico como social (Villasante, Montañés & Martí, 2002).
Así, esta investigación tiene una doble vertiente: por un lado, se expone la 
intervención docente diseñada a modo de taller para mejorar la detección de bots 
en redes sociales. Y, por otro, se analizan los datos recogidos sobre el nivel de al-
fabetización mediática de la que parten los alumnos con los que se ha testado la 
herramienta docente, así como el efecto que esta intervención ha tenido en ellos. 
Esto último, evaluado de forma cualitativa a través de cuestionarios.
3.1. Diseño del taller de identificación de bots
El taller se estructuró con un enfoque participativo respondiendo a los objetivos 
de esta investigación. Esta intervención se dividió en tres fases [Figura 2]; la fase 1 
y 2 permite recoger información para evaluar el grado de competencia mediática; y 
la fase 2 y 3 procura recursos para el reconocimiento consciente de bots. Cada una 
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de las fases propuestas se dividía en dos partes diferenciadas y dispuestas siempre 
en el mismo orden, en el que se aportaba información en primer lugar y luego se 
pasaba a la práctica.
Figura 2: Objetivos y fases del proceso de la intervención educativa. 
Fuente: elaboración propia.
Fase 1: Contexto y evaluación previa
La primera fase del taller comenzó con una explicación de la comunicación polí-
tica en Internet, a modo de contextualización, donde se desarrollaron la sofistica-
ción de las técnicas derivadas de la campaña computacional (Nickerson & Rogers, 
2014; Tufekci, 2014), así como los conflictos que este tipo de estrategias presen-
taba para la manipulación de la esfera pública electoral y la desigualdad entre la 
ciudadanía en línea y los sujetos políticos con mayores recursos humanos, técnicos 
y económicos (Powers & Kounalakis, 2017; Tucker et al., 2018).
Posteriormente, con el objetivo de observar el nivel de competencia inicial del 
alumnado, se ejecutó el pretest, que consistió en reflexionar sobre 10 cuentas en 
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Twitter para discernir si se trataban o no de perfiles falsos automatizados. Este 
pretest adquirió la forma de un cuestionario online con preguntas de respuesta 
simple, que evaluaba el nivel de competencia mediática del que partían y cuyos 
resultados cuantitativos se exploran en la sección de resultados.
Fase 2: Explicación y entrenamiento
La siguiente fase de la intervención consistió en compartir y formalizar los sa-
beres intuitivos que previamente el alumnado muestra en el pretest. Así, primero 
se realizó una puesta en común de los resultados del cuestionario anterior y pos-
teriormente se explicaron los elementos que facilitaron el reconocimiento de los 
bots en Internet para contribuir con ello a una lectura crítica de los contenidos en 
redes sociales. 
Tras la explicación teórica que parte de las características señaladas por Acker 
(2018) y con la experimentación con herramientas que contribuyen a la detección de 
bots a partir de la información que analizaban, como Botometer, Twittonomy, Foller.me 
o la API de Twitter, se procedió a la realización de la prueba de autoevaluación. 
Dicha prueba se constituía de nuevo como un cuestionario, con una batería de 
10 preguntas de respuesta simple similares a las del pretest y, adicionalmente, con 
una sección específica donde el alumnado trataba de identificar los bots a partir de 
imágenes que muestran características concretas de este tipo de perfiles, que con-
taba igualmente con preguntas de respuesta simple. Finalmente, con el objetivo de 
comprobar qué rasgos resultaban más fácilmente identificables, la prueba termina-
ba con una sección para comentarios en abierto, que ofrecieron datos cualitativos 
específicos sobre el proceso de identificación de los bots.
Fase 3: Debate y reflexión
La última parte del taller comenzaba con la exposición colectiva de los resultados de 
la prueba anterior. Una vez se reconocieron las características que facilitaban la iden-
tificación del reconocimiento de los bots, así como las herramientas que contribuían a 
la identificación de estos, el último paso consistió en debatir sobre los mecanismos y 
estrategias que llevar a cabo cuando se desea realizar una acción política más allá del 
conocimiento consciente de estas estrategias de desinformación en redes sociales.
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La exposición teórica en esta sección consistió en debatir sobre los mecanismos 
ofrecidos por Twitter para denunciar este tipo de cuentas, las maneras de publicitar 
estas técnicas opacas y divulgar sobre su identificación, así como los casos que han 
trascendido a los medios de comunicación, donde la movilización en redes sociales 
de los y las internautas ha supuesto la suspensión de cuentas concretas. 
3.2. Herramientas y materiales para su implementación
Para poder medir el nivel de alfabetización mediática respecto a la detección de 
cuentas automatizadas en Twitter y la evolución del alumnado tras la intervención 
docente, se emplearon cuestionarios en línea como base interactiva. Además de 
facilitar la extracción de datos cuantitativos y cualitativos, este instrumento per-
mitió la evaluación de competencias mediáticas en contextos educativos.
El cuestionario como instrumento de medición de competencias mediáticas ha sido 
previamente empleado por instituciones nacionales e internacionales tales como la 
OECD (2015), la European Comission (2017), el Ministerio de Educación de España 
(2011), el Ministerio de Educación de Francia (2019) o ACARA-Australia (2011), entre 
otros. Además, dicha herramienta continúa siendo utilizada en estudios recientes re-
lativos a estas competencias (Mayor Buzón et al., 2019; Guzmán-Simón et al., 2017; 
Jiménez-Cortés et al., 2015). Adicionalmente, este instrumento contribuye a la replica-
bilidad tanto del estudio como de la propuesta docente, más allá del presente artículo. 
Los cuestionarios se implementaron a través de una plataforma online, configu-
rados como ejercicios para el reconocimiento de cuentas falsas automatizadas en 
Twitter. En formato de test, se plantearon tres tipos de preguntas:
• Identificación de perfil: Pregunta de respuesta simple para el reconocimiento 
de los perfiles falsos, con una única respuesta válida (“Sí”, “No” o “No lo sé”).
•  Enfoque en las características: Pregunta de respuesta simple en la que se 
presentaron cinco opciones (2 de cuentas bots, 2 de cuentas real y un “No 
lo sé”), con capturas de pantalla realizadas que focalizaban la atención en 
la información concreta de la cuenta en Twitter (su imagen de perfil, sus fo-
llowers, su año de fundación, por ejemplo). Esta sección es multirrespuesta y 
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consistió en examinar cuáles de las características pertenecen a bots y cuáles 
a cuentas reales. 
•  Preguntas de respuesta abierta: Estas propusieron reflexiones sobre el pro-
ceso de identificación de los bots, la relevancia de su análisis y las formas de 
actuar ante las estrategias de desinformación en la Red. 
Para la extracción de las variables que facilitaban la identificación de bots se 
empleó el documento Data Craft: The Manipulation of Social Media Metadata (Ac-
ker, 2018), el cual incluye un conjunto pormenorizado de características que com-
parten este tipo de cuentas automatizadas: Nombre de usuario, la fecha y hora de 
publicación, las cuentas de followers y conexiones, los me gusta o compartidos, 
hashtags o etiquetas de localización. 
El conjunto de estas huellas da pistas a los lectores de cómo han sido producidos 
(Acker, 2018:8). A partir de este informe se extrajeron un conjunto de metadatos 
públicos y abiertos que han orientado las preguntas realizadas en la prueba, así como 
la explicación teórica. El traslado de estas categorías a las preguntas de la prueba on-
line, así como el resto de las cuestiones incluidas en el test y en el debate posterior 
se incluyen en los anexos de este documento [ver: instrumentos de investigación].
Los ejemplos de bots con los que se construyeron las pruebas fueron obtenidos 
de forma manual a partir de los datos del informe de la asociación DataPolitik 
(2019), en el que se señala la aparición de cuentas sospechosas en el hashtag 
político #SíguemeYTeSigoVox. A partir de esa etiqueta se realizó una búsqueda 
manual inicial de cuentas que cumplían parcial o totalmente las características 
propuestas por Acker (2018). Tras esta primera extracción, se llevó a cabo una fase 
adicional para la verificación de dichas cuentas sospechosas mediante Botometer1. 
Esta herramienta revisa la actividad de las cuentas y ofrece una puntuación basada 
en características como frecuencia de publicación o fecha de creación de la cuenta. 
Así, se analizaron con esta herramienta los perfiles extraídos de #SíguemeYTe-
SigoVox y se descartaron aquellos con una puntuación menor de 3 (donde 5 era la 
puntuación máxima de semejanza a un bot). Se seleccionaron 60 perfiles que con 
alta probabilidad de ser bots y utilizados en la campaña electoral española de 2019 
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y se utilizaron sus mensajes y perfiles como ejemplos tanto en la parte teórica 
como práctica del taller.
3.3. Corpus del estudio
El taller se realizó en dos ocasiones para estudiantes universitarios. Se optó 
por este tipo de audiencia porque es el segmento de población que de forma más 
frecuente se conecta a Internet (INE, 2018) y es el que más frecuentemente em-
plea las redes sociales para informarse sobre los asuntos políticos y de campaña 
electoral (CIS, 2019). Este se aplicó en dos universidades españolas, con alumnos 
de ingeniería informática, de comunicación audiovisual y de periodismo, siempre 
en fechas cercanas al contexto de comunicación política en el que se enmarcó la 
intervención docente. 
Esta diversidad de disciplinas de estudio permitía observar el interés y la capa-
cidad de reconocer los bots en un sector del conocimiento con capacitación técnica 
para comprender el funcionamiento de estos mecanismos automatizados, por un 
lado, y en un área del conocimiento cuyos conocimientos teóricos se encuentran 
relacionados con la alfabetización mediática y el consumo de medios, por otro. En 
total fueron 55 las personas que formaron parte en la metodología participativa 
planteada. Según los datos recogidos de la encuesta el alumnado contaba con una 
edad comprendida entre los 18 y 29 años, el 63,6% eran mujeres y un 34,5% hom-
bres. 
4. Resultados
4.1. Competencias digitales previas al taller
A partir de los datos del pretest, se observa que el alumnado se mostró capaz 
de reconocer algunas de las características que efectivamente definían a los bots, 
principalmente las relacionadas con el nombre del perfil o la biografía, foto y 
detalles de la cuenta [Tabla 2]. Algunas de las identificadas en esta fase fueron 
el número de mensajes ajenos con los que contaba el perfil; la alta frecuencia de 
publicaciones y mensajes reiterativos; el seguimiento masivo y recíproco de otras 
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cuentas falsas; el tipo de contenido publicado; y el tipo de nombre de la cuenta–
“Identificadores con muchos números o muy aleatorios” (cuest. 7761).
Se percibe en esta fase la existencia de conocimientos adquiridos informalmente 
(Pereira, Fillol & Moura, 2019) que del mismo modo contribuyen a la percepción 
de la desinformación en línea. En uno de los cuestionarios se señala abiertamente 
haber realizado el ejercicio en base a la “intuición” (cuest. 7145) y, en otros casos, 
esta referencia se realiza de forma más implícita: “Si solo hace retweets da más 
sensación de bot, aunque no necesariamente” (cuest. 9407); “Si sigue la cuenta 
alguien de mi confianza que creo que nunca seguiría un bot o solo a determinados 
bots” (cuest. 0142).
4.2. Resultados tras la explicación docente
En los resultados de las competencias críticas iniciales de los alumnos para la 
identificación de bots, se puede observar que los datos del pretest en ambas uni-
versidades presentan una puntuación media de 6 sobre 10. El 58% de los alumnos 
obtuvieron una puntuación inicial que oscilaba entre 4 y 6 [Tabla 1], lo que de-
muestra que tenían un conocimiento medio base, adquirido mediante un aprendi-
zaje informal, pero que no resultaba infalible.
Puntuación Entre 0 y 3(n | %)
Entre 4 y 6
(n | %)
Entre 7 y 10
(n | %) Media total
Pretest (n=55) 3 | 5% 32 | 58% 20 | 36% 6/10
Test (n=52) 5 | 10% 29 | 56% 18 | 35% 5,7/10
Tabla 1: Evaluación de las preguntas de identificación de cuentas de bot del pretest y la prueba.
Fuente: elaboración propia.
De hecho, en una fase posterior a la explicación teórica de las características 
clave para el reconocimiento de bots, los resultados relativos a las preguntas de 
identificación de cuentas son ligeramente inferiores (5,7 sobre 10) respecto al 
pretest. Este dato podría suponer que, mientras que a priori no le habían prestado 
elevada atención, después las dudas para identificar los perfiles aumentaron. La 
economía de la atención ha podido ser otro factor influyente.
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Al observar con precisión los datos relativos a las características correspondien-
tes con la parte de la prueba [Tabla 2], encontramos que la sección de preguntas 
relativas a la detección de bots a partir del nombre del perfil fue la más acertada. 
Sin embargo, el conjunto de preguntas sobre la característica específica del tipo 
de seguidores que define a un bot generó el porcentaje más alto de errores y duda.
En este sentido, los datos desprenden que, a mayor complejidad de la característica 
a observar, el porcentaje de duda y error aumenta. Es decir, se necesita más tiempo y 
recursos para identificar de forma certera un bot, probablemente por ello los bots conti-
núan multiplicándose y teniendo un efecto de realidad más complejo de identificar. En 
instrumentos de investigación se puede consultar el desglose de resultados por pregunta.
 Bloques de preguntas % Aciertos % Errores % Duda
1. Nombre del perfil  82,0 16,6 1,7
2. Biografía, foto y detalles de la cuenta 79,6 27,1 2,1
3. Seguidores e interacciones 64,5 40,9 2,4
4. Publicaciones y actividad 65,6 36,9 1,6
Tabla 2: Porcentajes de acierto, error y duda en la detección de 
bots a partir de características. específicas (n=54).
Fuente: Elaboración propia.
Más allá de los datos numéricos, las informaciones cualitativas muestran un 
aumento de los recursos cognitivos para identificar los bots. El alumnado señalaba 
haber empleado de nuevo algunas de las características de los bots percibidas de 
manera informal durante el pretest, como la reiteración de determinados mensajes 
–“La repetición de patrones” (cuest.6952), “Tweets repetidos” (cuest.8219)– o los 
followers y following de la cuenta –“Número de seguidores” (cuest.3731), “La dife-
rencia entre seguidores y seguidos” (cuest. 9860)–. 
Sin embargo, describieron también nuevas características, como el anuncio de 
un seguimiento mutuo en el nombre, la biografía o los mensajes del perfil –“Fo-
llowBack” (cuest. 5423), “Piden followback” (cuest.7655), “#siguemeytesigoVOX” 
(cuest.2518)–; el uso de fotomontajes o de bots modelo en su imagen de perfil 
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–“Imágenes que no cuadran en género” (cuest. 9407), “Las imágenes pixeladas” 
(cuest. 7004)– o la fecha de creación cercana al contexto político electoral –“Cuan-
do se creó” (cuest.2651), “Antigüedad de la cuenta” (cuest. 7761)–.
Parte de las personas participantes apelaron también a rasgos tales como la hora 
de publicación de mensajes y la frecuencia de publicación a lo largo del tiempo 
y expresan con ello, de forma más o menos explícita, el uso de las herramientas 
sugeridas durante la intervención: “Actividad de Twitter en Foller.me” (cuest.7464) 
o “Horario de publicación” (cuest.9407). En otros casos, además, las respuestas 
atendían a la identificación mediante un conjunto amplio de variables que se co-
rrespondían a las propuestas en el seminario: “Los consejos de la presentación” 
(cuest.0662), “Los ejemplos mostrados” (cuest.7145), “Lo explicado en la charla” 
(cuest. 6817), etc.
5. Discusión y conclusiones
Esta investigación responde al auge del uso de técnicas de inteligencia artificial 
para manipular la esfera pública, especialmente empleadas en contextos electo-
rales. El empleo de bots en las campañas de comunicación política es una técnica 
cada vez más extendida (Pastor-Galindo et al., 2020; Agencia SINC, 2019). Por ello 
surge la necesidad de formación para la identificación de bots. 
Así, el presente trabajo ha tratado de aunar el desarrollo de una propuesta edu-
cativa para la detección de bots y la investigación sobre el grado de competencia 
mediática al respecto en la población universitaria, el sector de la sociedad que 
más se conecta y se informa sobre política a través de redes sociales (INE, 2018; 
CIS, 2019). 
En relación con primer objetivo de la investigación sobre el grado de competen-
cia mediática en la identificación de bots, los datos obtenidos señalan que más de 
la mitad de los participantes poseen competencias mediáticas que les permiten re-
conocer las cuentas falsas automatizadas a partir de algunas de sus características 
y sin recibir indicaciones previas. 
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Más de la mitad de ellos han revelado, por tanto, ser capaces de detectar cuentas 
automatizadas al advertir en el material de Twitter presentado en el taller: altos 
porcentajes de mensajes viralizados, nombres de cuenta con varios dígitos o pu-
blicaciones de mensajes sencillos con faltas ortográficas. Es decir, han demostrado 
habilidades para identificar fórmulas de desinformación en la red, adoptando una 
actitud responsable y crítica respecto de la información que consumen (Valerio-
Ureña & Valenzuela-González, 2011).
Respecto al segundo objetivo, relacionado con la aportación de recursos para 
el reconocimiento consciente de bots, entendemos que el taller realizado permite 
instruir al alumnado sobre otros atributos también formulados por Acker (2018), 
que superan la capacitación informal de la mayoría de este grupo de participantes, 
como ellos mismos manifestaron durante el taller. 
Así, profundizar en el reconocimiento de características concretas como el 
anuncio de follow back o la fecha de creación de la cuenta, potencian, a priori, las 
capacidades críticas del alumnado. A la luz de los resultados, el reconocimiento 
de bots resulta más certero en los ejercicios en los que se propone el análisis de 
cuentas completas (conjunto de mensajes y metadatos) que cuando se trata de 
tuits (mensajes aislados). Resulta especialmente difícil su reconocimiento en los 
casos donde estos perfiles falsos presentan comportamientos más sofisticados (Levi 
et al., 2019).
Se ha detectado asimismo que, a mayor volumen de mensajes y cuentas expues-
tas durante el taller, se produce un ligero descenso en la identificación de bots que 
puede deberse a una disminución en la atención y agotamiento por sobreabundan-
cia. Si extrapolamos esta experiencia a al conjunto de la población, se podría en-
tender por qué se invierte tanto en esta herramienta, pues es complejo mantener 
una mirada crítica constante en un torrente de mensajes.
En este sentido, la intervención educativa puede entenderse como una contri-
bución útil a los recursos contra la desinformación en Red en tanto que se propone 
un consumo mediático consciente y crítico de las redes sociales (Monreal Guerrero, 
et al., 2017). De hecho, durante los debates realizados en la última fase del taller, 
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el alumnado participante manifestó asimismo la necesidad de formación no solo 
para identificar los automatismos en Internet, sino para poder apartar el contenido 
engañoso dirigido a modificar el comportamiento político y polarizar a la ciudada-
nía en torno a debates públicos complejos. 
Los participantes incidieron, además, en la responsabilidad de las redes sociales 
y de los partidos políticos como agentes capaces de establecer medidas contra los 
climas de desinformación en Internet. Esto demuestra la necesidad de promover la 
reflexión sobre el ámbito tecnopolítico a fin de comprender cómo las nuevas tec-
nologías de la información y la comunicación permean la vida pública y son parte 
del escenario donde se debate sobre asuntos públicos de actualidad que afectan 
a la vida social de la población contemporánea (Murthy et al. 2016; Shao et al., 
2018; Stella et al., 2018). 
Este estudio presenta algunas limitaciones que consisten en, por un lado, la lar-
ga duración de la actividad, ya que, con las distintas técnicas interactivas, precisa 
de más de dos horas y esto implica la pérdida de interés o cansancio de las personas 
participantes. Y, por otro, en las dificultades para replicar la experiencia en más 
contextos y así poder contar con una muestra más amplia diversa. 
El perfil concreto de los participantes en el taller propuesto plantea una re-
flexión sobre la capacidad de otros segmentos de la población para comprender el 
mecanismo y comportamiento de los bots en redes sociales. Las diferencias entre 
la alfabetización mediática por edad o nivel educativo remiten de nuevo a des-
igualdades sociales entre quienes cuentan con más recursos para informarse sobre 
política y quienes presentan menor capacitación ante la exposición a flujos de 
desinformación en Red (Grimme et al., 2017). Por ello, resulta preciso que futuras 
contribuciones a la investigación de la desinformación en Internet aborden el gra-
do de competencia mediática de franjas de mayor edad o distinto nivel de estudios 
y, de la misma manera, surjan iniciativas educativas adaptadas a otros perfiles.
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