Many difficulties are encountered by people with disabilities, especially when a diagnosis is made up of more than one dysfunction, as is the case of visually impaired wheelchair users. In fact, this scenario generates a degree of incapacity in terms of the performing of basic activities on the part of the wheelchair user. The treatment of disabled patients is 
81 the communication of users between the physical and logical part occurs; Control Sensors: check which 82 devices are used to control movements; Feedback to the user: determine how the reactive information will 83 be presented; Functional Environment: mechanism of how procedures are performed; Safety Criteria: check 84 tools and preventive measures; Objective and Subjective Evaluations: indicate the methods and type of 85 analysis. 86 
EEG Brain-Actuated Wheelchair System
87 Presents a prototype of an automatic navigation wheelchair developed in 2009 ( fig. 1) , new non-invasive 88 brain actuated wheelchair that relies on a P300 neurophysiological protocol and automated navigation 89 (Iturrate et al., 2009) . The subject faces a screen with a real-time virtual reconstruction of the scenario and 90 concentrates on the area of the space to reach. This system utilized 3D interface using Virtual Reality 91 integrated with brain-computer interface, which is a commercial gTec EEG system connected via USB to 92 the onboard computer (Iturrate et al., 2009) . 95 96 The experiment is based on a commercial electric robotic wheelchair with software architecture composed 97 of a server and two integrated clients. The users perform the driving tasks and received feedback in the 98 form of visual and physical interaction. One of the main difficulties of current navigation systems is to 99 avoid the obstacles with appropriate safety margins.
101 2.2 Peripheral Control EEG
102 The Department of Electronic, Computer and Communications Engineering of Ateneo Manila University 103 in Philippines built the BCI Application (2014) that enhanced device control and mobility. This is built on 104 a 2D interface and NeuroHeadset NeuroSky BCI for interaction between users and simulations ( Figure 2 ). 105 Signal processing and data analysis was performed using MATLAB, The data gathered and processed for 106 the project were EEG signals and facial artifacts derived from facial gestures and mental activities. One 107 disadvantage is related to an inappropriate interface (Bagacina et al., 2014) .
109
Fig.2 -Project Architecture Peripheral Control EEG (Bagacina et al., 2014) . 110 
Tactually-Evoked Wheelchair System
111 Kaufmann and Herweg (2015) focused their research on people with severe disabilities. The equipment 112 utilized was comprised of eight tactile stimulators, (C2 tactors; Engineering Acoustic Inc., Casselberry, 113 USA). The wheelchair Tactually Evoked System explored tactile ERP-BCI based online wheelchair control 114 in a virtual environment (Kauffman et al., 2015) . Presented here is a 3D-model of a virtual building 115 comprised of a single floor with four rooms and a corridor. It was used to achieve the simulated movement 116 of the wheelchair through the building the virtual environment was connected to the BCI2000 via UDP. 117 Participants controlled the wheelchair from a third person perspective according to figure 3.
119
Fig. 3 -Wheelchair Tactually Evoked System (Kauffman et al., 2015) . 120 121 The advantage was a full 3D Virtual Environment. The main limitation of this study explored feasibility of 122 the proposed BCI system are alarm collision and feedback perception for uses. The system is synchronous 123 and not able to detect if a user desires to deliver a navigation command or perform any other task.
2.4 WI Control EEG
125 In this Project, EEG and eye-blinking signals through a Brain-computer interface based control for electric 126 wheelchairs with wireless scheme is proposed (Lin et al., 2012) (Lin et al., 2012) . 131 132 In a conventional wheelchair system, users require their hands to control the electric wheelchair. A simple 133 electrode was used to capture EEG and eye-blinking signals from the forehead and these were transmitted 134 to an electric wheelchair control system through a Bluetooth interface. The advantage of this project is its 135 low cost and easy control with EEG and eye-blinking signals. The main disadvantages of this system are 136 found in faults with Interface, Security Criteria and User Feedback.
2.5 Brain-Controlled Wheelchairs: A Robot Architecture
138 This study presented a shared control architecture that couples the intelligence and desires of the user with 139 the precision of a powered wheelchair (Fig. 5) . This was achieved through showing how four healthy 140 subjects are able to master control of the wheelchair using an asynchronous motor-imagery based BCI 141 protocol and how this results in a higher overall task performance, compared with alternative synchronous 142 P300 approaches (Carlson et al., 2013) .
144
Fig. 5 -Brain-Controlled Wheelchairs: A Robot Architecture (Carlson et al., 2013) .
145
146 A big advantage the asynchronous BCI wheelchair brings, compared to alternative approaches like the 147 P300, where the user is in continuous control of the wheelchair. This means that not only does the 148 wheelchair follow natural trajectories, which are determined in real-time by the user. In the current 149 implementation, the system has sonar sensors to avoid collision.
151 2.6 Emotional BCI Control of a Smart Wheelchair
152 The incorporated BCI control system allows the user to select one of four commands to drive the wheelchair 153 (Fattouth et al., 2013) . Once a command is selected, the control system executes the selected command and 154 at the same time, monitors the emotional state of the user (Figure 6 ).
156
Fig. 6 -Smart Wheelchair Project (Fattouh et al., 2013) . 157 158 While the user is satisfied, the selected command continues to be executed and when the user is no longer 159 satisfied, the control system will stop the wheelchair and ask the user to select another command. This 160 project addressed the problem of integrating emotional state of the user in a brain computer interface 161 system. In addition, using an emotional state of the user was considered as less effort orientated in choosing 162 actions when conducting the wheelchair. The efficiency of the system was considered as being limited to 163 the emotional state of the user.
2.7 Thought Controlled Wheelchair Using EEG Acquisition
165 The system is broadly divided into four blocks, the thought acquisition block, the thought transmission 166 block, the thought processing block and the motor control block each of which aims at the acquisition of 167 the EEG signal from user's scalp and processing it in order to control a wheelchair (Figure 7 ). (Kannan et al., 2013) . 171 172 The wheelchair controller has the functionality of controlling the direction and speed of the wheelchair 173 based on the output bits obtained from the signal processing block (Kannan et al., 2013 (Figure 8 ) (LI et al., 2013) . The system realizes the motion control of the intelligent 181 wheelchair through the subject`s motor imagery of the left hand, right hand, and legs. 182 183 184 185 (LI et al., 2012) 186 187 Besides, the events pertaining to motor imagery are expressed in form of virtual movements as feedback to 188 the system. The positive point is the control system feasibility, which has better stability than that of a basic 189 practical application for an EEG control intelligent wheelchair. The cons of the system are a weak level of 190 feedback for user and performance of autonomous navigation and obstacle avoidance among other 191 functions. . (Yazdani et al., 2016) 213 214
In addition, a 3D virtual environment was implemented for training, evaluating and testing the system prior 215 to establishing the wheelchair interface. Simulation of a virtual scenario replicating the real world gives 216 subjects an opportunity to become familiar with operating the device prior to engaging the wheelchair.
217
The authors of this research project developed a 3D virtual wheelchair simulator according to Figure 10 , to 218 provide a safe and controlled environment for users to practice operating the Brain Computer Wheelchair 219 before eventually engaging the real wheelchair.
2.11 A tetraplegic patient controls a wheelchair in VR
221 This project demonstrated that a tetraplegic patient, sitting in a wheelchair, could control his movements in 222 VE by utilizing an asynchronous (self-paced) BCI, based on a single EEG recording (Figure 11 ). Whenever 223 the band power exceeded the threshold a foot MI was detected. The simulation power of the VE ensured 224 that the subject had the sense of being in the street and moving to the people; therefore the experiment was 225 similar to a task in a real street. The reason for the missed avatars was the invisible communication sphere 226 around the avatars, which was reported by the subject as the biggest disadvantage of this VE. So, it was not 227 clear for the subject where the sphere started or ended, especially when the avatars were placed further 228 away from the middle of the street and the sphere thus became very small (Leeb et al., 2010) . 229 230 231 Fig. 11 -A tetraplegic patient controls a wheelchair in VR (Leeb et al., 2010) 232 233 Another advantage here is that the simulation power of VEs can be used to create virtual prototypes of new 234 navigation or control methods, and give potential users experience of such in a safe environment before 235 they are ever physically constructed. In other words, VEs can be used for ergonomic design and evaluation. 236 Unfortunately, immersion is not in an all-surrounding stereo environment with the freedom to move at will, 237 which would give such persons access to experiences that may have been long forgotten. Figure 12 ). By using a wireless link between the head gear and computer, commands to control 242 the wheelchair can be issued (Folane et al., 2016) .
2.12 EEG Based Brain Controlled Wheelchair for Physically Challenged People

244
Fig. 12 -EEG Based Brain Controlled Wheelchair for Physically Challenged People (Folane et al., 2016) . 245 246 The advantage of this solution is based on the Computer System instituted in an analysis using Matlab for 247 obtaining data from the sensor. The level of attention is compared to the reference level and generates a 248 command for movement, this is achieved by utilizing a Neural Network algorithm for the decision making 249 purpose. This system does not include a functional interface with safety criteria.
2.13 VR Wheelchair EEG Simulator
251 The work of Schuh (2013) developed a simulator for the training and learning in the use of a wheelchair 252 controlled by a non-invasive ICC, using a low-cost Neurosky EEG device, which possessed the blink eye 253 feature. The VR Wheelchair EEG design was made using Mindwave software with the e-Sense algorithm 254 interacting with the VE developed in Unity3D with objects modeled in 3D Max. The control interface that 255 the user uses to select available chair commands through the click of the mouse ( Figure 13 ). This interface 256 consists of 3 buttons that represent in order: rotate left, go forward, and rotate right. Each button is 257 automatically highlighted by the application with an interval of 2 seconds, when then the highlight is 258 changed to the next button, and so on (Schuh et al., 2013) . 259 260 261 262 (Rani et al., 2015) .
270
Fig. 14 -Overview of the system (Rani et al., 2015) . 271 272 The robotic module design consists of an ARM 7 Microprocessor coupled to a DC motor in order to perform 273 the command. The Eye blinking strength and attention level were used to control the direction of the 274 wheelchair. Two methods were proposed in the project. The attention signal was used for making a forward 275 movement of the prototype and Eye blink strength was used for controlling the start/stop operations. The 276 performance based on various metrics was analyzed. The level analyzer technique was implemented in 277 signal processing and the wheelchair was controlled by the ARM7 Microprocessor. However, it requires 278 improvement to the wheelchair for it to become more user-friendly. The wheelchair also needs to be further 279 enhanced by removing artifacts and noise level for a more precise signal processing, and focus on additional 280 improvements to the detection of any irregular eye blink so that, the wheelchair can be controlled accurately 281 without any collision. 282 283 
Smart Brain-Controlled Wheelchair and Devices Based On EEG at Low Cost
284 The project developed a wheelchair that can assist the disabled individual in their daily life to carry out 285 tasks independently (Figure 15 ), and to bring this technique into the equipment, which can used by such 286 individuals at home. The proposed system analyzes the brainwave signals and uses only a single electrode 287 headset based on EEG sensors, which monitor the eye blinks, attention, and meditation.
288 These electrical waves will be sensed by the brain wave sensor and it will convert the raw data into packets 289 and transmit these through wireless medium. The level analyzer unit (LAU) receives the brain wave raw 290 data and then extracts and processes the signal using MATLAB. By using such it is possible to move a 291 wheelchair in all directions (right, left, forward, backward) as well as control devices, through human 292 thoughts both in attention and meditation mode (Akila et al., 2015) . (Akila et al., 2015) .
297
298 This project efficiently built a robust architecture using blink eye to control the movements from a 299 wheelchair. The most difficult task is to identify how the user can perform control without a user interface. 300 Another important item is the appropriate environment for executing training, basically this system was 301 designed with focus on users with motor deficiencies, but without minimum criteria for real users to perform 302 tests with the fully activated solution. The term rehabilitation comes from the word habilitate, from the Latin habilitare, which means to render 329 skilled, able, fit. The inclusion of the re-enable prefix has the sense of acquiring again a lost or diminished 330 ability (Greve, 2007) . In the medical area, the concept of rehabilitation always assumes a therapeutic 331 connotation, as it seeks to return the individual with disability to an able condition (Lianza et al., 2001) . 332 According to Lianza and Koda (2001) , rehabilitation treatment is basically a programming of goals to be 333 achieved and these should be directed to the reduction of disabilities and the prevention of disabilities.
334 For the same reasons, one must also identify the functional capacities of the individual, although the 335 determinant conditions of the disabilities are extremely variable and depend on many factors such as age, 336 culture level and educational level, socioeconomic conditions, etiology of the incapacitating disease, along 337 with aspects of personality. Thus, the adequate diagnosis of the functional capacities makes it possible to 338 increase the degree of independence and autonomy through a functional compensation work.
339 In a physical rehabilitation process, the physical (or motor) deficiency is characterized by a disturbance of 340 the structure or function of the body, which interferes with the movement and/or the locomotion of the 341 individual (Gorgatti et al., 2003) . It may involve weakness or limitation in muscle control (involuntary 342 movements, lack of coordination or paralysis), limitations of sensations, joint problems or loss of limbs due 343 to neurological, neuromuscular, orthopedic or congenital malformations (Correa, 2011) . In addition to 344 apparent physical-motor consequences, the physical disability marks the individual from a social, affective 345 and communicative point of view, which sometimes are much larger lesions than readily perceived (Palma, 346 2010) .
3.3 Brainwaves
348
A neuron consists of a cell body (also known as soma), dendrites and an axon (see figure 16 ). Based on 349 the information dendrites receive from other neurons, the neuron now has to make a decision that is then 350 sent to other dendrites of the neuron over the axon (Ward, 2010) . Brain patterns form wave shapes that are 351 commonly sinusoidal (Teplan, 2002) .
352 Usually, these are measured from peak to peak and normally range from 0.5 to 100 µV in amplitude, which 353 is about 100 times lower than ECG signals. By means of the Fourier transform power spectrum, the raw 354 EEG signal is derived. In the power spectrum contribution of sine waves, different frequencies are visible. 355 Although the spectrum is continuous, ranging from 0 Hz up to one half of a sampling frequency, the brain 356 state of the individual may contribute to certain frequencies becoming more dominant. Brain waves have 357 been categorized into four basic groups: beta (>13 Hz), alpha (8-13 Hz), theta (4-8 Hz) and delta (0.5-4 Hz) 358 (Bickford, 1987) . 
Virtual Reality
363 Virtual Reality is an advanced interface for computational applications where the user can navigate and 364 interact in real time in a computer-generated three-dimensional environment using multi-sensory devices 365 providing the sensation of immersion (Tori et al., 2006) . The sensation of immersion occurs when the user 366 receives sensorial stimulation through technological devices for visualization, perception, and control.
367 The Virtual Reality is based on three aspects: immersion, which is linked to the user's sense of presence in 368 the Virtual Environment; Interaction, which is the ability to detect user actions and react instantly by 369 modifying aspects of the application and involvement, which is the degree of motivation for engaging a 370 person within a given activity. A Virtual Environment (VE) can be understood as a software system that 371 creates the illusion of a world that does not exist in reality. This requires the combination of input (user 372 interaction), computation (process simulation) and output (multi-sensory stimuli). The VE should contain 373 virtual objects that will have certain associated attributes such as geometry, colors, textures, lighting, 374 dynamic characteristics, physical constraints and acoustic attributes.
375 In general, virtual objects can be classified as static or dynamic, depending on the ability of each to move. 376 In addition, the user must be able to navigate in three dimensions, that is, six degrees of freedom, in which, 377 each degree applies the direction or rotation of the movement (Tori et al., 2006) . VE has been considered 378 as the most natural form of interaction between man and machine, since it allows humans to use their senses, 379 such as touch, hearing, and vision, in a similar way to the real world, to perform operations, sending and 380 receiving information from the Computer (Kirner et al., 2008) . The visually impaired have specific 381 characteristics such as auditory, olfactory, gustatory and tactile systems, all of which are very important in 382 their sensory experiences. The use of VR for aiding in visual impairment, which can establish new user 383 interface paradigms, where individuals are not only in front of monitors, but rather interacting directly and 384 can feel themselves as being within virtual environments, seeking sensorial interactions from the stimuli of 385 the user. The sense of stimulus parts from user to the immersion, and as such, the interactions are performed.
3.5 Audio 3D
387 Audio 3D has the ability to position sounds all around a listener. The sounds are actually created by the 388 loudspeakers, but the listener's perception is that the sounds come from arbitrary points in space.
389 This is similar to stereo panning in conventional stereo systems: sounds can be panned to locations between 390 the two loudspeakers, creating virtual or "phantom" images of the sound where there is no loudspeaker. We 391 use the term audio 3D to describe a much more sophisticated system to a more real or true 3D technology, 392 the quality of the resulting sound is related to equipment and techniques of processing applied for immersive 393 audio. 394 3.6 Requirements for blind wheelchair users 395 In general, each deficiency has pre-requisites for implementation of computational systems and 396 experimental approaches for training and treatment solutions. One notes here that all projects are focused 397 only one deficiency, leaving aside patients with more than one dysfunction, which could be treated together, 398 being necessary only to redefine the appropriate requirements for both disabilities. Table 2 , present the list 399 of studies categorized with specific criteria required for each impairment, these projects presented important 400 attention points. (DING et. al.,2008)   (PALMOM, et. al., 2011)   (FIORE et.al 2013)  (ALBELLARD et. al., 2012)   Motor Deficiency (CARLSON et al., 1994)    (RUI et. al.,2016)   (ALM et. al., 1998)   (CHEEIN et.al 2011)    (MULLONI et. al., 2012)   Visual Deficiency (LOKUGE et al., 2014)  (RODRIGUEZ et. al.,2015)   (MAVER, et. al., 2000)     (NINISS et. al., 2006)  Rehabilitati on (HARRISON et al., 2012)    403 404 According to investigations into rehabilitation of visual impairment and motor deficiency, the approach for 405 building a training solution for blind wheelchair users, identified functional requirements for each in 406 compensatory approaches. Table 2 describe fundamental aspects for develop a solution to blind wheelchair 407 users. The following seven criteria can be used to classify the level of treatment for patients/users. (Figure 18 ), a virtual environment for locomotion training for blind wheelchair users 427 was developed, using hardware, software and computational techniques to improve interaction and 428 inclusion of the patient. There are several types of research on the design, navigation, and evaluation of the 429 use of the wheelchair, but there is no research of a virtual environment adapted for wheelchair users with 430 visual impairment integrated with EEG (Rodriguez, 2015) . For this adaptation, it is necessary to investigate 431 the requirements for the construction of the prototype, according to Grant (2004) , the architectures are 432 derived from the main components as Visual Simulation, Physical Simulation and Control (Ayas et al., 433 2015) . 438 The proposal of this work promotes a pre-training on the bed, and as this advances, it change to being 439 performed on top of the wheelchair. The Visual Simulation consists of providing a simple or complex model 440 depending on what is most appropriate, thus providing criteria and applying the necessary techniques to the 441 prototype.
401
442 One of the main features of this item is the Visual Interface with the 3D Audio implementation. But they 443 are composed of several other items such as Virtual Reality, manipulation, navigation, real sense of control, 444 stimuli, adaptability and Feedback (Ding et al., 2007) . 445 446 
Architecture
447 The architecture was designed in layers to interact in a synchronous way so that each module can 448 communicate independently to send or receive information. Basically, the wheelchair has been adapted to 449 receive the batteries for powering the motors, motor control boards, notebook and the EMOTIV EPOC 450 device.
451 The architecture is divided into three layers (Figure 19 ): Hardware Layer, Emotiv Epoc API and User 452 Interface. In the first layer, hardware architecture, are the devices responsible for capturing, acquiring and 453 executing commands for movements. The second Emotiv Epoc API layer performs the processing of 454 captured raw EEG signals. 
476 4.3 Virtual Environment
477 The Virtual Environment was designed for the training of blind wheelchair users in the process of 478 locomotion using a virtual wheelchair using the brain signals as a control mechanism supported through 479 the Emotiv Epoc neuroheadset. Navigation takes place firstly through 3D sound orientation to indicate what 480 will be the course and the movement to follow, so the user must perform a facial expression, in order that 481 the required movement occurs. This project was modeled using the use of Engine Unity 3D. To do so, it 482 was necessary to use all the features of the tool including scripting and multimedia functions to enrich VE 483 scenes. In addition, 3D elements of the Unity 3D engine asset store were used for the complete creation of 484 the virtual environment according to Fig. 21 . 489 490 The training sessions were designed to be conducted on public roads or sidewalks around the house, with 491 obstacles and interactions to simulate locomotion. The movements are guided by 3D sound instructions to 492 the patient and triggered by the brain signals based on the facial expressions and then by means of a 493 wheelchair avatar using the wheelchair in the Virtual Environment, according to Figure 22. After training, the total area of the virtual environment can be explored for free wheelchair navigation. To 495 complement the 3D environment, the 3D Audio component was developed for the elements and the camera, 496 the audio listener component, which will fetch all objects that have audio source enabled.
497 The movement projects a straight line and identifies each object according to the approach of the movement 498 and the advancement of the displacement with the wheelchair avatar. Then the nearest speaker is fired, thus 499 improving immersion in the virtual environment. 500 501 502 504 A demonstration of this feature can be observed in Fig. 22 , where the avatar is seen with the Unity 3D audio 505 feature in the development mode.
4.4 Facial Expression and Movements
507 This section demonstrates how the application uses the expressive detection to control the movements made 508 by the user wearing the Emotiv headset. The solution developed will translate Expressiv Emotiv Epoc API 509 results into commands to move the virtual avatar and wheelchair (Table 3 ).
510
Table 3 526 527 The patient will move through the virtual environment using EMOTIV EPOC, making the facial 528 expressions as described in Table III . In this first part of the session, the circuit is activated with the patient 529 on the bed, and soon after completion, the user initiates phase 2 of the training with the wheelchair. All 530 procedures were followed to protect the patient's physical and mental well-being. In Fig. 24 , the patient is 531 shown prepared to begin the training with the wheelchair, and then beginning the use of the wheelchair. 532 533 534 535 The main character of the virtual environment is the patient (Fig. 26) , an avatar with a physiognomy close 546 to that of the patient is used to generate greater realism for the physiotherapist. The implemented 547 movements are: front, back, right, left and stop.
548 At the end of the experiment, the experience gained was evaluated in order to collect information on: Virtual 549 environment, wheelchair adapted with EEG and Learning. It should be noted that the results were collected 550 from the patient, physician and physiotherapist involved in the research.
6 Results and Discussions
552 This section presents an analysis of the experiments, aiming to demonstrate the feasibility of the approaches 553 proposed in this prototype. The analysis includes the following aspects: use of the Virtual Environment 554 with brainwaves, validation of navigational ability and movement control, and employability of the 555 prototype as a training tool.
556 The work is qualitative, characterized as a descriptive study with empirical basis, systematic observation 557 being used as a data collection instrument, based on (Clemente, 2014) , which had a male patient with thirty-558 four years old.
559 The experiment began by measuring the communication time between the collection of brain waves to the 560 movement represented in the virtual environment, and the wheelchair performance with assessment from 561 patient.
6.1 EEG Wheelchair Interactions
563 The integration of EEGs in wheelchair control aims to reach a high-level of data related to usability, this in 564 order to compare the interface BCI interaction allowing for satisfactory control and experience. To accomplish usability inspections and classification of the EEG interactions and the wheelchair, it 576 became necessary to perform several specialized tests for accompaniment, with tests directed to the 577 performance of the developed prototype. The concern was the simple efficacy and correctness of the 578 movements, along with the validation by medical professionals. 579 580 6.2 Virtual Environment 581 The virtual environment presented several modifications during the pre-established conceptions, but for 582 such a comparison two tests were carried out contemplating the virtual environment and the wheelchair in 583 moments using only the virtual environment and another using the virtual environment plus the wheelchair 584 (Table 5 ). In the first session we noted that the patient had a low level of correct EEG classification due to the lack of 589 step-by-step instructions to guide each movement in a more detailed way. For this reason it was evidenced 590 that they had approximately 62% accuracy level for the required level of assertiveness. Trial #2 presented 591 better results especially due to a better implementation of Interactive Audio instruction commands in the 592 virtual environment, especially for the execution time of the activities. These are indicators that there has 593 been an evolution, that is, a learning in the interaction process.
585
6.3 Patient & Doctor Results
595 The vital signs were considered, where it was possible to use these as an instrument to measure the impact 596 on the patient's emotional and physical factors. According to the results of the physiological data, those 597 readings taken after the training sessions show an increase in the vital signs of the patient according 609 Therefore, we have verified that channels AF3, F3, F7, F4, T7 and T8 should always be used for EEG 610 solutions for blind wheelchair users, according to that mapped on figure 27. By recording average brain 611 waves, we can verify this intensity across the EEG channels AF3, F3, F7, F4, T7 and T8 (Fig. 28) . The checklist technique was used to document the evaluations, through a questionnaire to verify patient 616 and physician satisfaction, using subjective methods. Figure 29 shows the level of patient and physician 617 satisfaction. The experiments were performed in 2 sessions, taking place sequentially in periods of 40 days 618 each session. The level of control and the sense of presence along with the effectiveness of the prototype 619 are all found in the results of 
