We shall use the setup and the notation of [1] , where we considered the eigenvalue problem
for a self-adjoint operator L ω and a bounded, skew-symmetric, invertible operator J (i.e. J * = −J) with properties as in [1] . Let k r represent the number of positive real eigenvalues of (1) , k c the number of quadruplets of eigenvalues with nonzero real and imaginary parts, and k − i the number of pairs of purely imaginary eigenvalues with negative Krein signature. Slightly rephrasing [1, (3. 2)], we have
for linearly independent elements φ j and ψ j . Following [1, (3.1)], let D ∈ R n×n be given by
We denote the dimension of the null space of a self-adjoint operator A and the number of its negative eigenvalues by z(A) and n(A), respectively. 
The original statement [1, Theorem 3.2] showed that the left-hand side is less than or equal to the right-hand side.
Remark 1 As a consequence of Theorem 1, the discussion in [1, §5.4] can be made more definitive. In particular, it is not possible for a resonance pole to create an eigenvalue of negative Krein signature, so that any eigenvalues arising from an edge bifurcation must necessarily have positive Krein signature.
The rest of this note is devoted to the proof of Theorem 1. The basic idea is to embed the original problem into the framework of [1, §3.3-3.4] in which we were able to establish the equality (3). Following [2] , we define
We record that M ω is self-adjoint and, because J has a bounded inverse, we have z(
together with invertibility of J shows that
Next, we set
and consider the appended eigenvalue problem
Our goal is to apply [1, Theorem 3.3] to (6). To do so, we need to verify that N(L ω ) ⊂ R(M ω ) and N(M ω ) ⊂ R(L ω ) as required at the beginning of [1, §3.4]. Using (2), we readily see that indeed
where {φ j } and {J −1 φ j } are bases of N(L ω ) and N(M ω ), respectively. We record that the matrices D ± ∈ R n×n defined in [1, (3.7) ] are given by
Thus, upon using (5), [1, Theorem 3 .3] implies that
where k a r represent the number of positive real eigenvalues of (6), k a c the number of quadruplets of eigenvalues with nonzero real and imaginary parts, and k a i the number of purely imaginary eigenvalues of (6) with negative Krein signature.
It remains to show that the eigenvalue problem (6) is equivalent to two copies of (1). For each λ ∈ σ(JL ω ), let {u λ } denote a basis of N(JL ω − λ1).
Lemma 1 Suppose that z(D) = 0. We have σ(ĴL ω ) = σ(JL ω ), and the algebraic and geometric multiplicity of each eigenvalue of (6) is twice the algebraic and geometric multiplicity of the corresponding eigenvalue of (1). Moreover, for each λ ∈ σ(ĴL ω ), a basis of N(ĴL ω − λ1) is given by
Proof. Equation (6) can be rewritten as
The assertion for λ = 0 follows now directly. For λ = 0, we can eliminate Jv λ and obtain [JL ω ] 2 u λ = λ 2 u λ and, consequently, (JL ω − λ)(JL ω + λ)u λ = 0. The assertion regarding the algebraic multiplicity can be proved in an analogous fashion.
Using the basis (8), a calculation similar to (4) shows that the Krein signatures of eigenvalues of (1) Using (7), one reaches the conclusion of Theorem 1.
