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La técnica de Programación por Metas (Goal Programm¡ng, en ter-
minologia anglosajona), se ha revelado como una de las técnicas
más útiles para resolver problemas de Programación Multiobjetivo.
Esta técnica se desarrolla dentro del ámbito del paradigma ‘satis-
faciente” en lugar de hacerlo en el del paradigma «optimizador». Ya
Herbert Simon apuntó que los decisores actúan frecuentemente
conforme a un paradigma «satisfaciente», más que conforme a un
paradigma “optimizador”.
Esto se manifiesta especialmente en el ámbito de las decisiones
empresariales. En este campo existe un cierto consenso en plan-
tear los problemas de decisión como problemas de consecución de
unas objetivos o metas previamente fijados.
El origen de la técnica de Programación por Metas se debe a
Chames, Coaper y Ferguson, a mediados de los años 50. Plantean
este técnica como un modelo alternativo a la estimación de pará-
metros mínimo cuadrática, con la finalidad de resolver dichos pro-
blemas de estimación mediante programación lineal, facilitando los
cálculos.
Entre la mitad de la década de los 60 y la mitad de la década de
los 70 divulgan estas ideas Ijiri (1965), Lee (1972) e Ignizio (1976).
A partir de entonces son numerosísimos los trabajos publicados
desarrollando aspectos teóricos, aplicaciones prácticas y posibles
extensiones de la Programación por Metas.
Una de las extensiones menos estudiada es la Programación Esto-
cástica por Metas, siendo, por otro lado, una extensión natural, ya
que, frecuentemente, es más realista suponer que todos o algunos
de los componentes del problema son aleatorios.
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Casi todas las escasas publicaciones que hay sobre este tema,
estudian el caso en que los coeficientes de los objetivos originales
son aleatorios. Muchos de los trabajos proponen resolver el pro-
blema planteado mediante Restricciones Probabilisticas.
Considerando todo lo anterior, nos ha parecido oportuno estudiar
en profundidad la Programación Estocástica por Metas cuando sólo
es aleatorio el vector de los niveles de aspiración, ya que es éste
un tema poco estudiado y que responde a situaciones de la vida
real. Este es, por tanto, el tema central de esta tesis.
La presente tesis consta de una introducción, nueve capítulos, las
conclusiones y la relación general de referencias. Los nueve capí-
tulos están divididos en apartados y éstos, a su vez, frecuente-
mente en subapartados.
La introducción tiene la finalidad de dar una visión general del tra-
bajo.
Los nueve capítulos se pueden considerar agrupados en dos gran-
des bloques, uno formado por los cinco primeros capítulos y el otro
por los capítulos del seis al nueve.
En los cinco primeros capítulos, comentamos algunos resultados,
ya conocidos, de Programación Multiobjetivo en ambiente de certe-
za (capítulo 2>, de Programación Estocástica Escalar y Multiobjet¡-
yo (capítulos 4 y 5) y de Teoría de la Decisión en ambiente de
riesgo (capítulo 3), que aplicaremos a partir del capítulo 6. En el
capítulo 1 hacemos una brevísima introducción a la Teoría de la
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con el fin de situar y enmarcar los resultados de los capítulos si-
guientes.
A partir del capítulo 6 se desarrolla el tema central de esta tesis,
esto es, se aborda en profundidad la técnica de Programación Es-
tocástica por Metas, con aleatoriedad, únicamente, en los niveles
de aspiración.
A continuación comentamos brevemente el contenido de cada uno
de los nueve capítulos
Debido a que la metodología de Programación Estocást¡ca por
Metas, que estudiamos a partir del capitulo 6, es una técnica ade-
cuada para resolver un tipo de problemas de decisión (problemas
de decisión individuales, unietápicos, multiobjetivo y planteados en
ambiente de riesgo), el capitulo 1 lo dedicamos a comentar qué es
un problema de decisión, cuáles son sus elementos y una posible
tipología.
En el capítulo 2, una vez planteado el problema de Programación
Multiobjetivo y definido el concepto de Optimalidad Paretiana, se
dedica la mayor parte del mismo a comentar los principales méto-
dos de resolución. Se dividen estos métodos en generadores, esto
es, aquellos que generan todas las soluciones del programa <Mé-
todo de las Ponderaciones, Método de las Restricciones, Método
del Símplex Multicriterio> y aquellos métodos que incorporan la in-
formación sobre las preferencias del decisor y proporcionan úni-
camente un subconjunto de todas las soluciones del problema que
esté de acuerdo con dichas preferencias (Construcción de una
Función de Valor, Programación de Compromiso, Programación par
Metas, y Métodos Interactivos). En este capitulo nos detenemos
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especialmente en el apartado sobre Programación por Metas debi-
do a que el objetivo de esta tesis es la extensión de dicha meto-
dología al caso estocástico, como hemos comentado anteriormen-
te.
El capítulo 3 lo dedicamos a comentar algunos aspectos de Deci-
sión en ambiente de riesgo porque, como hemos dicho y se cons-
tata en el capítulo 7, la Programación Estocástica por Metas es
una de las técnicas adecuadas para resolver dichos problemas de
decisión en ambiente de riesgo. Comprobaremos que el modelo de
solución para problemas de Programación Estocástica por Metas,
que proponemos en el capítulo 7, es compatible con la Teoría de la
Decisión Bayesiana. Por lo tanto se le pueden aplicar conceptos
tales como el Valor Esperado de la Información Perfecta y el Valor
Esperado de la Información Muestral. En el capítulo 9, dedicado a
aplicaciones, retomaremos la Estimación de Parámetros Bayesiana
proponiendo una solución para el caso de estimación vectorial,
cuando se utiliza la función de pérdida “proporcional al valor ab-
soluto del error”.
Como la Programación Estocástica por Metas es una técnica para
resolver problemas de Programación Estocástica Multiobjetivo, en
los capítulos 4 y 5 comentamos algunos resultados de Programa-
ción Estocástica.
En el capitulo 4 nos centramos en la Programación Estocástica Es-
calar. Una vez planteado el problema, consideramos algunos con-
ceptos de solución para dicho problema:
• Comenzamos con la que denominamos solución “ingenua”, que
consiste en sustituir en el problema las variables aleatorias por




• Pasamos, después, a comentar los problemas de distribución,
que son soluciones del tipa “espera y ve” (“walt and see»). Estas
soluciones se basan en la hipótesis de que el decisor toma su
decisión una vez que se han observado los valores que toman
las variables aleatorias.
• En tercer lugar, consideramos la obtención de soluciones me-
diante Equivalentes Deterministas. Son soluciones del tipo “aquí
y ahora” (“here and now”), que se basan en la hipótesis de que
la decisión se toma antes de conocer la realización de las va-
riables aleatorias. Comentamos dos modos de obtener Equiva-
lentes Deterministas: los Programas con Restricciones Probabi-
listicas y los Programas Estocásticos con Recursos.
• Por último, comentamos un modelo de solución por aproxima-
ciones mediante acotaciones, denominado “refinamiento de la
solución <espera y ve’”.
En el capítulo 5 planteamos el problema de Programación Lineal
Estocéstica Multiobjetivo y hacemos un brevísimo comentario de
los procedimientos de solución más comúnmente utilizados. Este
capitulo es muy breve porque el problema de Programación Esto-
cástica por Metas se reduce a un problema de Programación Esto-
cástica Escalar y, por lo tanto, se resuelve utilizando algunas de
las técnicas del capítulo 4.
Los cuatro capítulos restantes los dedicamos a estudiar con dete-
nimiento el tema objeto de este trabajo: la Programación Estocás-
tica por Metas.
Comenzamos esta parte clarificando cuál es el estado de la cues-
tión. Para ello en el capítulo 6 destacamos cinco trabajos impor-
tantes publicados sobre la extensión estocástica de la Programa-
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ción por Metas determinista. Estos trabajos se deben a Chames y
Cooper, Contini, Stancu-Minasian y Tigan.
Como ya hemos comentado, en casi todos estos trabajos, los auto-
res proponen resolver los problemas planteados mediante Progra-
mas con Restricciones Probabilísticas y, también casi todos ellos,
estudian el caso en que los coeficientes de los objetivos originales
son aleatorios.
Observamos, entonces, que el problema de Programación Esto-
cástica por Metas con aleatoriedad, únicamente, en los niveles de
aspiración, sólo ha sido estudiado por Stancu-Minasian. Éste pro-
pone resolverlo mediante Restricciones Probabil isticas.
En los capítulos 7 y 8 estudiamos en profundidad este problema.
Comenzamos el capítulo 7 planteando rigurosamente el problema.
A continuación proponemos resolverlo mediante un modelo de so-
lución que resulta ser un caso particular de los Programas Esto-
cásticos con Recursos.
El modelo de solución propuesto presenta varias ventajas:
• Resulta formalmente análogo al modelo de Programación por
Metas Determinista
• Es un modelo compatible con la Teoría de la Decisión Bayesia-
na.
• La función objetivo del modelo se puede expresar mediante las
distribuciones de probabilidad marginales de las variables
aleatorias que constituyen el vector de los niveles de aspira-
ción, no afectando, por tanto, en la resolución del problema la
dependencia o independencia de dichas variables.
• Otra de las ventajas del modelo de solución que proponemos es
su compatibilidad con la Programación Lexicográfica por Metas.
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En el último apartado del capítulo criticamos otros métodos de so-
lución alternativos comprobando los inconvenientes que presentan.
Algunos de estos inconvenientes son:
• La no compatibilidad con la teoría de la Decisión Bayesiana.
• La ¡nfravaloración del verdadero coste de cada decisión.
• La posibilidad de obtener soluciones para las que la probabili-
dad del suceso consistente en que la solución obtenida sea fac-
tible, sea notablemente pequeña.
• Correr el riesgo de que la alternativa más probable sea al mis-
mo tiempo la más costosa.
En el capítulo 8 estudiamos distintos algoritmos de solución para
el modelo propuesto en el capitulo anterior.
Comenzamos el capítulo con un estudio detenido de las propieda-
des de dicho modelo.
e En estas propiedades se demuestra que es un problema conve-
xo y separable, por lo tanto, se puede resolver por los algorit-
mos propios para este tipo de problemas.
• Debido a la complejidad de los anteriores algoritmos, y a las di-
ficultades de cálculo que lleva consigo el propio modelo pro-
puesto, el resto de las propiedades tiene como finalidad obtener
programas equivalentes al modelo propuesto que sean menos
complicados de resolver.
A continuación, se dedican dos apartados a los algoritmos de solu-
ción:
• Varios algoritmos están destinados a obtener una solución
exacta del problema lo menos complicada pasible.
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• Pero como permanecen ciertas complicaciones de cálculo, se
propone, también, un algoritmo para obtener una solución apro-
ximada.
Terminamos el capítulo con un ejemplo numérico que facilita la
comprensión de los conceptos expuestos.
En el último capítulo sugerimos algunas de las posibles aplicacio-
nes del modelo de solución para el problema de Programación Es-
tocástíca por Metas propuesto en el capítulo 7.
Por último, en las conclusiones vemos la oportunidad de plantear
el problema estudiado y las ventajas del modelo de solución pro-
puesto frente a otros modelos alternativos.
Como resumen de lo expuesto en esta introducción, en la presente
tesis se aborda de un modo nuevo el planteamiento y el modelo de
resolución del problema de Programación Estocástica por Metas
con aleatoriedad, únicamente, en los niveles de aspiración, estan-




TEORÍA DE LA DECISIÓN
CapItulo 1 . - Introducción: Teoría de la decisión
En los distintos ámbitos de la vida humana (personal, económico,
social, político,...> se presentan continuamente situaciones en las
que hay que tomar decisiones. Diremos que se da un “problema de
decisión” cuando un individuo o grupo de individuos se enfrente a
un conjunto de acciones alternativas, excluyentes entre sí, posi-
bles y válidas para la consecución de un determinado fin u objeti-
vo, sin que resulte evidente cuál de ellas satisface mejor sus ne-
cesidades, es decir, qué acción es la óptima y, por tanto, debe ser
elegida.
La Teoría de la Decisión trata, precisamente, del desarrollo de
técnicas y métodos apropiados para tomar decisiones.
Los elementos de un problema de decisión son los siguientes:
• el decisor, que es la persona o grupo de personas que trata de
alcanzar unos objetivos.
• las alternativas o acciones, que son las distintas formas posi-
bles que tiene el decisor para alcanzar sus objetivos. Son las
variables que están bajo el control del decisor.
• los estados de la naturaleza, que son los parámetros que defi-
nen una situación. Son las variables que están fuera del con-
trol del decisor. Denotaremos un parámetro por e, los valores
concretos del parámetro por O y el conjunto de todos los posi-
bles valores de los parámetros, denominado espacio paramétr¡-
co, por O
• las consecuencias, que son los resultados que se siguen de la
elección de una alternativa concrete (o decisión x e X, siendo
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x el conjunto de todas las posibles decisiones) cuando el valor
del parámetro e es 9. Al conjunto de todas las posibles conse-
cuencias que resulten de todos los posibles pares de O y x lo
denotaremos por C. Si el parámetro O tiene una distribución
de probabilidad conocida, entonces, la elección de cualquier
decisión concreta, x, inducirá una distribución de probabilidad,
y(Qx), en el conjunto de consecuencias, C. Consecuentemen-
te, elegir entre las decisiones de X es equivalente a elegir en-
tre varias distribuciones de probabilidad del conjunto C.
Para que exista un problema de decisión debe darse como prerre-
quisito la existencia de un estado de ambigoedad caracterizado por
un conjunto de posibles acciones a elegir. Un proceso de decisión
es la resolución del estado de ambigoedad. La última etapa del
proceso de decisión, consistente en la elección de una acción una
vez que se ha resuelto el estqdo de ambigúedad, se denomina de-
cisión.
El proceso de decisión mediante el que se resuelve la situación de
ambigúedad dada en un problema de decisión requiere poder esta-
blecer cuándo una alternativa es preferida a otra, siendo, así, po-
sible determinar una estructura de preferencias en el conjunto de
acciones alternativas. Dicha estructura de preferencias reflejará el
orden de las alternativas de acuerdo al nivel de satisfacción alcan-
zado por el decisor en cada una de ellas. La construcción de tal
estructura se realiza mediante los denominados criterios de eva-
luación de las alternativas.
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Los problemas de decisión se pueden clasificar considerando di-
versos criterios. Algunas de dichas clasificaciones son:
• Atendiendo al número de decisores se tienen:
1. Problemas de decisión individuales, cuando existe un único deci-
sor.
2. Problemas de decisión colectivos, cuando existen dos o más de-
cisores.
• Teniendo en cuenta el número de criterios cabe señalar:
1. Problemas de decisión unicriterio, cuando existe un único crite-
rio de evaluación.
2. Problemas de decisión multicriterio, cuando existe más de un
criterio de evaluación.
• Considerando el número de decisiones cabe distinguir:
1. Problemas de decisión uníetápicos, cuando se adopta una única
decisión.
2. Problemas de decisión secuenciales, cuando se adoptan una se-
rie de decisiones a lo largo del tiempo.
• Si se atiende al grado de conocimiento que el decisor tiene
acerca del espacio paramétrico fi (o de los estados de la natu-
raleza) se tienen:
1. Problemas de decisión en ambiente de certeza o certidumbre
que corresponden a una información perfecta, esto es, el decisor
conoce el valor O del parámetro. En este caso a cada alternativa
se le asocie una única consecuencia bien definida, convirtiéndo-
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se en un problema de optimización matemática. La importancia
de los problemas de decisión en ambiente de certeza redice en
que, de hecho, son la última fase de un gran número de proce-
sos de decisión, puesto que éstos suelen transformarse en un
problema de esta naturaleza que, por tanto, debe concluir con la
elección de la alternativa óptima.
2. Problemas de decisión en ambiente de riesgo, en los que el pa-
rámetro O se considera como una variable aleatoria cuya distri-
bución de probabilidad es conocida por el decisor. Estos pro-
blemas se pueden resolver mediante la Metodología Bayesiana,
ya que una hipótesis fundamental de la aproximación Bayesiana
es que cualquier incertidumbre que se presente en un problema
de decisión concreto, en relación a los valores de las variables,
se puede expresar en términos de distribución de probabilidad
conjunta de dichos valores.
3. Problemas de decisión en ambiente de incertidumbre, en los que
la información que posee el decisor acerca del parámetro O no
le permite asignarle una distribución de probabilidad. Estos pro-
blemas suelen resolverse mediante la Teoría de la Decisión CIé-
si ca.
La aproximación Bayesiana, al admitir la probabilidad subjetiva, no
acepte el vacio ambiental para el decisor y convierte cualquier
problema de decisión en ambiente de incertidumbre en un proble-
me de decisión en ambiente de riesgo. Por lo tanto, desde esta
aproximación, la tipología de los procesos de decisión atendiendo
al conocimiento que el decisor tiene sobre los estados de la natu-
raleza es
1 . - Procesos de decisión en ambiente de certeza.
2.- Procesos de decisión en ambiente de riesgo.
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Tanto los problemas de decisión unicriterio como los problemas de
decisión multicriterio, se pueden resolver mediante dos aproxima-
ciones:
1. Aproximación axiomática.
2. Aproximación no axiomática.
Por vía axiomática ambos tipos de problemas se resuelven a través
de la Teoría de la Utilidad.
Dicha teoría (o mejor dicho, conjunto de teorías alternativas) pre-
tende la construcción de una función que represente numérica-
mente las preferencias del decisor, asignando valores mayores a
las alternativas más preferidas. La resolución del problema de de-
cisión se reduce, pues, a la maximización de la función de utilidad,
cuya existencia está garantizada bajo numerosos conjuntos de
axiomas más o menos “razonables» acerca de las preferencias del
decisor.
Las funciones de utilidad suelen denominarse funciones de valor
cuando estamos en ambiente de certidumbre. Asimismo es habitual
utilizar el nombre de función de pérdida para representar la función
de utilidad cambiada de signo, es decir la “desutilidad»
La dificultad práctica de construir las funciones de utilidad en los
problemas de decisión reales ha motivado el desarrollo de numero-
sas técnicas “ad hoc», no axiomatizadas, cuyo empleo puede pare-
cer razonable en problemas concretos. Así, en ambiente de certe-
za, podemos mencionar las diversas técnicas de Programación
Matemática Uniobjetívo (lineal, no lineal, convexa, cuadrática...) y
Mult¡objet¡vo (Programación Lineal Multiobjetivo, Técnicas de Supe-
ración, Programación por Metas, Técnicas lnteractivas.jl. Del
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mismo modo en ambiente de riesgo se han desarrollado técnicas
de Programación Estocástica Uniobjetivo y Multiobjetivo.
El objetivo fundamental de esta tesis es estudiar en profundidad la
técnica de Programación Eatocástlca por Aletas, que podemos
clasificar como una técnica adecuada para resolver problemas de
decisión individuales, unietápicos, multiobjetivo y planteados en
ambiente de riesgo. Los capítulos 6, 7 y 8 están dedicados al de-
sarrollo de esta metodología.
No obstante, en los primeros capítulos, comentaremos brevemente
algunos resultados de Programación Multiobjetivo en ambiente de
certidumbre (capítulo 2) y de Programación Estocástice (capítulos
4 y 5) que necesitaremos más adelante. Las técnicas de Progra-
mación Matemática Escalar, aunque también nos serán necesarias,
no serán comentadas por considerarlas suficientemente conocidas.
El capítulo 3 lo dedicamos a recordar algunos aspectos de Deci-





Capitulo 2 . - Ptagamación Lineal Multiobletivo
Hemos dicho en el capitulo anterior que los problemas de decisión
en ambiente de certeza a menudo se convierten en problemas de
optimización matemática. Dentro de este tipo de problemas, nos
centraremos en la Programación Lineal Multiobjetivo, extendiéndo-
nos de un modo especial en el epígrafe Programación por Metas,
debido, precisamente, a que el objetiva fundamental de esta tesis
es estudiar en profundidad la Programación Lineal Estocástica
por Metas.
2.1.- Planteamiento del problema.
Cuando el decisor considera que su problema de decisión puede
plantearse matemáticamente mediante la optimización simultánea
de varias funciones objetivo, aparece le denominada Optimización
Vectorial o Programación Multiobjetivo. Un problema de Programa-




es la ¡—ésima función objetivo, f~:X.->9I, ¡~i,•••,p.
Xc¶R” es el conjunto de soluciones posibles o conjunto
factible, que narmalmente se define a partir de res-
tricciones matemáticas.
es el vector de variables de decisión.
Un problema de Programación Multíobjetivo se denomina Programa
Lineal Multiobjetivo cuando todas las funciones objetivo y todas las
restricciones son lineales.
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En lo que sigue consideraremos que el problema a resolver es, ha-





f(Y) = (ík’t. ..,f~(Y))
y
g(Y)= (g1(Y),”.,g,,jY))
es el vector de las m restricciones del programa
2.2.- Optlmalidad paretiana.
El vector Y*~~(x * ...,x,,*) de variables de decisión se dice que es
una solución eficiente o Pareto óptima cuando es factible, es decir,
cuando g(Y*)<’~ Y~>O y, además, verifica que no existe ninguna
otra solución factible tal que proporcione una mejora en un objetivo
sin ocasionar, a la vez, un empeoramiento en al menos otro de los
objetivos. Es decir, no existe ninguna variable de decisión ~ facti-
ble, esto es, que verifique que g(fl=O y que Y=5, tal que
f(Y)=j.(Y*)Vi=1,•’•,p, siendo estricta al menos una de las desi-
gualdades.
Los distintos enfoques multiobjetivo pretenden obtener soluciones
eficientes en el sentido que acabamos de definir, ya que, debido a
que en la vida real los objetivos de una problema de decisión sue-
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len estar en conflicto, frecuentemente no es posible la optimización
simultánea de todos ellos.
2.3.- Principales métodos de resolución.
Los métodos de resolución de programación multiobjetivo se pue-
den dividir en dos categorías:
• los métodos generadores, es decir, aquellos que generan la to-
talidad de las soluciones del programa
• y los métodos que proporcionan únicamente un subconjunto de
dichas soluciones que esté de acuerdo con las preferencias del
decisor, preferencias que se deben explicitar antes o durante la
ejecución del programa.
2.3.1.- Métodos generadores.
2.3.1.1.- Método de las ponderaciones.
En Zadeh [Z.1] se demuestra que si en un problema multiobjetivo,




a cada objetivo se le asocia un peso w1, i=1,•• .,p, positivo, y, a
continuación, se agregan todos los objetivos ponderados, la opti-
mización de la función resultante de la suma ponderada de los p
objetivos iniciales genera un punto extremo eficiente para cada
conjunto de pesos.
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Así, la aplicación de este método a nuestro problema <2.2) condu-





Como cada vector de pesos, 1V, proporciona un punto extremo efi-
ciente del programa (2.2), variando paramétricamente los pesos se
puede generar, o al menos aproximar el conjunto eficiente.
Conviene observar que el método de las ponderaciones garantiza
soluciones eficientes ~ólo cuando los pesos o ponderaciones de
los objetivos son estrictamente positivos, w, >0, 1 =I,••~p, ya que se
ha demostrado que, cuando uno de los pesos es cero, si, además,
existen óptimos alternativos, la solución obtenida por este método
puede no ser eficiente (véase Cohon [C.16fl.
El método de las ponderaciones requiere la resolución de rrl pro-
gramas, siendo r el número de conjuntos de pesos considerados y
p el número de objetivos. Para reducir los cálculos se recurre a
códigos de programación lineal paramétrica.
2.3.1.2.- Método de las restricciones.
Este método consiste en asociar al programa (2.2) p programas
escalares, obtenidos al considerar, como función objetivo, única-
mente una de las ji componentes de f(Y)=(f1(YX...,f9(i9, e incluir
las p—1 componentes restantes como restricciones paramétricas.
Así, el k—ésimo programa escalar asociado con (2.2> viene dado
por el siguiente programa de tipo paramétrico
21





donde i=(e1,•••,e~) es un vector de parámetros.
Marglin [M.3] demostró que, para cada conjunto de valores que se
dé al vector de parámetros ir, se genera un punto eficiente del
programa (2.3). Consecuentemente, mediante variaciones paramé-
tricas de los términos independientes ¿ se generará el conjunto
eficiente.
Se ha demostrado que cuando en el óptimo alguna de las restric-
ciones paramétricas no es activa, esto es, cuando alguna de estas
restricciones se satisface coma desigualdad, si, además, existen
óptimos alternativos, entonces la solución generada par el método -
de las restricciones puede no ser eficiente (véase Cohon [C.16],
pág. 117-118>. Por lo tanto, conviene subrayar que el método de
las restricciones garantiza la obtención de soluciones eficientes
sólo cuando todas las restricciones paramétricas son activas, es
decir, cuando la correspondiente variable de holgura se hace cero,
con lo que la restricción se satisface como igualdad.
Este método requiere la resolución de rr¡ programas, siendo r el
número de conjuntos de valores dados al vector ir y p es, como
siempre, el número de objetivos. Para reducir los cálculos se recu-
rre a códigos de programación lineal paramétrica.
Una dificultad práctica que subyace en los dos métodos generado-
res anteriores, es que, fácilmente, no se generan todos los puntos
eficientes, sino que sólo se obtiene una aproximación del conjunto
eficiente. La probabilidad de que esto ocurra disminuirá cuando se
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reduce la escala de los pesos, en el método de las ponderaciones,
o cuando se aumenta el número de conjuntos de valores que se
asignan a los términos independientes, en el método de las res-
tricciones. Pero, en cualquier caso, no se puede garantizar la ob-
tención de todo el conjunto eficiente de soluciones.
2.3.1.3.- Método del Simplex Multicriterio.




y es un programa lineal multiobjetivo, se pueden encontrar sus so-
luciones mediante una generalización del método del Simplex, de-
nominada método del Simplex Multicriterio.
Este método garantiza la obtención de todos los puntos extremos
eficientes del problema <2.2)’, desplazándose de un punto extremo
o punto esquina a los puntos extremos adyacentes mediante la
operación denominada “pivotado» o “paso pivote». El Simplex Muí-
ticriterio combina esta operación del “pivotado» con la aplicación
de una subrutina que permite comprobar la eficiencia o no de cada
punto extremo obtenido.
Para describir el método del Simplex Multícriterio formalmente, ne-
cesitamos algunos conceptos previos:
• Sea C= (X<~><~•,X<r)> el conjunto formado por todas las solucio-
nes factibles básicas del programa (2.2>’. Se dice que las
soluciones x<,> , x<,,> son adyacentes cuando hay exactamente
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un elemento de la parte básica de x<,> que no pertenece a
y viceversa.
• Un subconjunto C’cC se dice conexo cuando o bien consta de
un único punto, o, si consta de dos o más puntos, se verifica
que, para cualquier par de puntos de C’, Xt,> , X<3) cC’, existe
un conjunto de puntos x0>,... , x<¡> ~ C’, tales que X(~) es adya-
cente a x<,> para todo í=I,’••,s—1, y, además, x0> =r<,> y
x —x(j) —
Se ha demostrado que el conjunto de soluciones básicas fac-
tibles que, además, son soluciones paretianas de (2.2)’ es un
conjunto conexo.
• Para comprobar si una solución factible básica es, también,
solución de (2.2)’, se puede proceder del siguiente modo.






ya que se ha demostrado que x<,> es solución de (2.2)’ si y
sólo si
ma a~=O
Teniendo en cuenta los conceptos anteriores, el’algoritmo del Sim-
plex Multicriterio se puede resumir en los siguientes pasos:
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1. Se comienza con la obtención de una solución básica factible x<¡>
que sea también solución de (2.2)’. (Esta solución se puede ob-
tener, por ejemplo, escalarizando el programa (2.2)’>.
2. Si ninguna solución factible básica adyacente a es eficiente,
X(j> será la única solución eficiente del programa (2.2>’, ya que,
por ser el conjunto de soluciones factibles básicas Pareto ópti-
mas conexo, se sabe que, si existen más soluciones factibles
básicas eficientes, alguna de ellas deberá ser adyacente a x<1>. Y
se termina el proceso.
3. Si la solución factible básica x<2>, adyacente a es también
solución de (2.2)’, se debe investigar la optimalidad paretiana
de las soluciones factibí es básicas adyacentes a {X(1>~X(2))t salvo
las adyacentes a x<» ya investigadas.
4. Si ninguna de ellas es solución de (2.2>’, entonces x<1> y X<2) son
las únicas soluciones Pareto óptimas de (2.2)’, y se termina el
proceso.
5. En caso contrario, se repite el algoritmo desde el paso 3 con la
nueva solución obtenida x<3>.
Como el número de soluciones factibles básicas de (2.2)’ es limita-
do, en un número finito de pasos se obtiene la totalidad del con-
junto buscado.
El principal problema de esta metodología radica en el elevado
número de operaciones y cálculos que deben efectuarse. Además,
debe observarse que, en el caso multiobjetivo, no es cierto, en ge-
neral, que las combinaciones lineales convexas de soluciones sean,
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a su vez, soluciones (véase, por ejemplo, la proposición 5.4.1 de
Heras (FF7]). Por lo tanto, una vez obtenidas soluciones factibles
básicas Pareto óptimas, se debe averiguar qué combinaciones pro-
porcionan óptimos y cuáles no los proporcionan. Luego este méto-
do sólo resulta aplicable a problemas de muy baja dimensión.
2.3.2.- Métodos que incorporan la información sobre las prefe-
rendas del decisor.
2.3.2.1.- Construcción de una función de valor.
Bajo la hipótesis de que se tiene una función de valor, y 919
que represente las prqferencias del decisor, (y, por lo tanto, la co-
rrespondiente función de pérdida, L: 91” —>91), se puede plantear,
a partir del programa (2.2), un nuevo programa en el que la función
objetivo es
L(f(19) =
y las restricciones coinciden con las del problema (2.2), esto es,




Existen varios conjuntos de axiomas sobre las preferencias del de-
cisor que garantizan la existencia de la función L. (Véase French
(F.4])
La solución de este programa será el punto factible que más se
ajuste a las preferencias del decisor, aunque pudiera ser que dicha
solución no sea un óptimo paretiano.
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Obsérvese que el método de las ponderaciones es un caso parti-
cular de este método puesto que toda función objetivo de la forma
Éa,f(Y) se puede considerar como la composición de f(Y) y de
una función de valor lineal.
La mayor dificultad práctica que coníleva este método es, precisa-
mente, la construcción de la función de valor. Surge así la necesi-
dad de utilizar otro tipo de metodologías.
2.3.2.2.- Programación de compromIso.
En la literatura multiobjetivo se denomina punto ideal al punto del
espacio de los valores de las funciones objetivo en que todos los
objetivos alcanzan su valor ópt¡mo. Este punto se obtiene mediante
la resolución de p programas escalares cuando, en cada uno de
ellos, se optimiza (en nuestro caso se minimiza> uno de los p obje-
tivos independientemente de los demás.
En la Programación de Compromiso el decisor busca encontrar
aquella solución eficiente o zona del conjunto eficiente que esté a
una distancia mínima del punto ideal.
La distancia entre dos puntos, 7’ ,y2 e 9?”, se mide mediante una de
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La Programación de Compromiso se convierte, así, en un problema
de optimización en el que las restricctones coinciden con las del
problema inicial, el (2.2) en nuestro caso, y el objetivo es minimi-
zar, según una métrica concreta L~, la distancia entre una solución
eficiente y el punto ideal.
Con este método se va reduciendo el tamaño del conjunto eficiente
mediante la determinación de aquellos subconjuntos del mismo,
denominados conjuntos Compromiso, que se encuentran más pró-
ximos al punto ideal.
Una dificultad práctica de este método es que, para obtener la
mejor solución compromiso para métricas distintas de L1 y k. es
necesario recurrir a algoritmos de programación matemática no li-
neal, lo que complica considerablemente los cálculos.
2.3.2.3.- Programación por metas.
2.3.2.3.1.- Introducción,
En palabras de Herbert Simon, los decisores, frecuentemente, no
actúan conforme a un paradigma “optimizador» sino que lo hacen
conforme a un paradigma “satisfaciente”. Así, por ejemplo, en la
toma de decisiones empresariales existe un cierto consenso en
plantear el problema de decisión como el de la consecución de
unos objetivos o metas fijados previamente. La evaluación poste-
rior del grado de consecución de dichos objetivos da lugar a la fi-
jación de nuevos objetivos y 1 o al cambio de la política decisional
de la empresa. Es un proceso dinámico en el que existe retroali-
mentación y posibilidad de control.
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Cuando los costes de no consecución de los objetivos (bien por no
llegar a ellos o bien por pasarse) se pueden agregar, por ejemplo,
cuando tales costes se pueden agregar monetariamente, las técni-
cas de Programación por Metas son de gran utilidad en los proce-
sos de ayuda a la toma de decisión empresariales.
El origen de la Programación por Metas se debe a Chames, Coo-
per y Ferguson [C.6], en 1955, pero el desarrollo y la divulgación
de estas ideas iniciales se deben, principalmente, a los trabajos
publicados por Ijiri [1.6], 1965; Lee (LS], 1972; e Ignizio [1.11,1976.
A partir de estas fechas, hay numerosas publicaciones que desa-
rrollan algunos aspectos teóricos, así como aplicaciones a diver-
sas áreas, de la Programación por Metas. En 1993 Romero, C.
[C.5] hace un claro y completo resumen del tema. En este epígrafe
seguimos fundamentalmente a Ignizio (1.1] y a Romero [C.5].
La terminología establecida por Ignizio, y utilizada posteriormente
en la mayoría de los trabajos dedicados al tema es la que sigue:
Objetivo es una afirmación relativamente general que refleja los
deseos del decisor. Por ejemplo, maximizar los beneficios de una
empresa.
Nivel de aspiración es un valor concreto asociado con un nivel
aceptable de éxito del objetivo.
Meta es la conexión de un objetivo con un nivel de aspiración. Por
ejemplo, conseguir unos beneficios de, al menos, X.
Desviación de la meta es la diferencia entre lo realmente conse-
guido en el objetivo y el nivel de aspiración.
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2.3.2.3.2.- Formulación de las metas.
Oonsideremos, de nuevo, el problema (2.2) expresado de la forma
miii f(Y}
sa. xcX
donde, obviamente, X={Xc9r/g(Y)=~,7=~},en el supuesto de
que es un programa lineal multiobjetivo.
Para cada uno de los objetivos el decisor fija un nivel de aspira-
ción m~, de manera que alcanzar dicho nivel se considera t~satis~
factorio”.
Se pueden presentar tres posibles formas de metas
1. f(Y)=m
1, es decir, el decisor desea tener un valor del objetivo
¡(Y) que sea igual o menor que el nivel de aspiración m1. Por
ejemplo, el gobierno de un país desea que, en un año concreto,
la inflación sea menor o igual que un porcentaje determinado m1.
2. f%=m~, esto es, el decisor desea que el valor del objetivo sea
igual o mayor que el nivel de aspiración m1. Por ejemplo, una
empresa desea que sus beneficios sean de, al menos, la canti-
dad m,.
3. f,(Y)=m1, es decir, el decisor desea que el valor del objetivo
¡(Y) sea exactamente igual al nivel de aspiración m,. Por ejem-
pío, una empresa desea que el número total de empleados fijos
sea exactamente m1.
Estas tres relaciones se pueden expresar en forma de igualdad,
restando una variable de desviación no negativa, yfl y sumando
otra variable de desviación, también no negativa, y;, que recogen
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los excesos y los defectos, respectivamente, del valor realmente
alcanzado por el objetivo respecto al nivel de aspiración prefijado,
teniendo, en cualquiera de los tres casos
Como no puede darse que el nivel de aspiración se sobrepase y, a
la vez, se quede por debajo de él, necesariamente al menos una de
las dos variables de desviación que definen cada meta tiene que
ser cero (más adelante demostramos formalmente esta afirmación).
Y ambas variables serán cero cuando el valor alcanzado por el
objetivo coincida exactamente con el nivel de aspiración.
Se dice que una variable de desviación es no deseada cuando al
decisor le conviene que dicha variable alcance su valor más pe-
queño posible, esto es, cero.
Cuando la meta procede de la relación f,(Y)=m1,es decir, cuando
el decisor desea tener un valor del objetivo ¡(Y) que sea igual o
menor que el nivel de aspiración m~, la variable no deseada y, por
tanto, a minimizar es y,t ya que cuantifica el exceso de logro.
Cuando la meta procede de la relación f~(Y)=m1,es decir, cuando
el decisor desea tener un valor del objetivo ¡(Y) que sea mayor o
igual que el nivel de aspiración m1, la variable no deseada y, por
tanto, a minimizar es y;, ya que cuantifica la falta de logro.
Cuando la meta procede de la relación f,(Y)=m,, es decir, cuando
el decisor desea que el valor alcanzado por objetivo f,(7) que sea
exactamente igual que el nivel de aspiración m1, las variables no
deseadas y, por tanto, a minimizar, son ambas y e y,?.
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2.3.2.3.3.- Estructura general del problema de programación
por metas.
Los pasos a seguir en el proceso de formulación de un problema
de Programación por Metas se pueden resumir como sigue:
1. Fijar los objetivos significativos para el problema concreto que
se quiere analizar
2. Determinar el nivel de aspiración correspondiente a cada objeti-
vo
m,, 1= 1,2,•••,p.
3. Formular las metas conectando cada objetivo con su nivel de
aspiración, mediante la introducción de las variables de desvia-
ción, obteniendo las expresiones
4. Determinar, en el problema concreto que se está analizando, las
variables de decisión no deseadas.
5. Proceder a minimizar las variables de decisión no deseadas.
El paso número 5 de la formulación de un problema de programa-
ción por metas se puede acometer de diversas maneras, originan-
do cada una de estas maneras una variante de la programación por
metas. Las variantes más comúnmente utilizadas son las siguien-
tes:
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A. Programación por metas lexicográficas.
En los métodos lexicográficos el decisor constituye grupos ordena-
dos de metas según un orden rígido de prioridades excluyentes. En
primer lugar se trata de alcanzar las metas situadas en la prioridad
más alta. Una vez conseguido esto, se trata de alcanzar las metas
situadas en la segunda prioridad y así sucesivamente. Es decir, las
preferencias se ordenan de un modo similar a como se ordenan las
palabras de un diccionario (de ahí el nombre de programación por
metas lexicográficas).
Esto es, el decisor construye el vector a=(al,a2,...,ak). donde a1 =
=g,Qt, y}, í=1,2,•.-,k, es una función lineal de las variables de
desviación no deseadas de las metas que se desea minimizar (con
el fin de conseguir la máxima realización posible de las correspon-
dientes metas) en la ¡—ésima prioridad. Por lo tanto, el proceso
completo de minimización lexicográfica de las variables de desvia-






Este vector Lex mhna=(al,a2,...,ak) se denomina vector de logro, y
reemplaza a la función objetivo de los modelos convencionales de
programación lineal.
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La minimización lexicográfica del vector de logro implica la minimi-
zación ordenada de sus componentes, es decir, primero se en-
cuentra el valor más pequeño de la componente a1, a continuación
se busca el valor más pequeño de la componente a2, compatible
con el valor previamente obtenido de a1, y así sucesivamente.
Para resolver el programa (2.4> hay distintos algoritmos, de los
que vamos a analizar brevemente los más utilizados.
A. 1. Método gráfico para resolver programas lexicográficos.
Este método se debe a Lee [L.6], Ignizio [1.1]. Básicamente es una
adaptación del método gráfico de programación lineal, ya que la
diferencia fundamental entre la solución de un problema de pro- -
gramación lineal con un único objetivo y la solución de un proble-
ma de programación lineal por metas lexicográficas es que, en el
primer caso, se busca un punto que optimize un único objetivo,
mientras que, en nuestro caso, se busca una región que proporcio-
ne una solución de compromiso para un conjunto de metas en con-
flicto.
En el gráfico únicamente se utilizan las variables de decisión (por
lo tanto este método sólo es válido para problemas con, a lo sumo,
tres variables de decisión, lo que hace que el interés práctico del
mismo sea muy limitado). En el caso de tener únicamente dos va-
riables de decisión, se representan las metas mediante líneas
rectas. El efecto que tiene el aumento de cualquiera de las varia-
bIes de desviación se representa en el gráfico mediante arcos. Las
variables de desviación no deseadas, es decir, las que se desea
minimizar, se encierran en círculos.
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Los pasos que se siguen en este método se pueden resumir así:
1. Se trazan todas las metas en términos de variables de decisión.
2. Se determina el espacio de solución para el grupo de metas de
la primera prioridad.
3. Se considera el conjunto de metas con la segunda prioridad y se
determina el “mejor” espacio de solución, compatible con la so-
lución obtenida en el segundo paso.
4. Se pasa a la siguiente prioridad, y así sucesivamente.
5. Si en algún momento del proceso el espacio de solución se re-
duce a un único punto, se termina ahí el procedimiento porque
no es posible mejorar la solución.
6. Si en ningún momento del proceso el espacio de solución se re-
duce a un único punto, se concluye el proceso una vez que se
han valorado todos los niveles de prioridad.
A.2. Método secuencial para resolver programas lexicográficos.
Este método es el más directamente apoyado en el Símplex. Con-
siste en la resolución de una secuencie de programas lineales
convencionales, pues para cada grupo de prioridad, se establece
un programa lineal.
Si se quiere resolver el problema (2.4>
Lex. mm a=(a1,a2,... ,aj
sa. f(Y)—y~+9 =m
YcX
En primer lugar se minimiza la primera componente del vector de
logro, a1, correspondiente al primer nivel de prioridad, prescindien-
do del resto.
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El modelo así obtenido es el programa lineal convencional
mm a, =g1(9~, 7)
sa. f(Y)~+7~T (2.5)
ieX
La solución óptima de (2.5> garantiza el cumplimiento de las metas
de máxima prioridad y, si ello no es posible, proporciona la solu-
ción más próxima a dichos objetivos. Sea a~ * el mínimo de la fun-
ción objetivo.
A continuación se plantea el siguiente modelo de programación li-
neal para la segunda componente de vector de logro, correspon-
diente al segundo nivel de prioridad, imponiendo que la solución
de este segundo programa sea compatible con la solución obtenida
en (2.5).
Es decir, se tiene el programa lineal convencional




donde la última restricción garantiza que en la consecución de las
metas de segundo nivel no se van a empeorar los resultados obte-
nidos para las metas de la primera componente del vector de logro.
La solución óptima de (2.6) es, por lo tanto, la mejor solución para
las dos primeras componentes del vector de logro consideradas de
forma simultánea.
En el algoritmo se siguen planteando modelos lineales convencio-
nales, incorporando restricciones del tipo a~ =a, ~, que obligan a
respetar las metas de mayor prioridad ya logradas.
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Se tienen que resolver, como máximo, k programas lineales, es
decir, tantos como grupos de prioridad existan. El número de pro-
gramas lineales a resolver se reducirá cuando al resolver uno de
ellos no se detecte la existencia de óptimos alternativos. En este
caso, el proceso de cálculo se detiene y no es necesario resolver
los programas lineales adicionales. (Véase Ignizio (1982), páginas
107-110).
Para más detalles del método véase Ignizio [1.1], [1.3].
A.3. Método multifase para resolver programas lexicográficos.
El método multifase (también llamado “Simplex revisado’ o “Sim
plex modificado”), ha sido propuesto por Lee, en 1972, E L.6], y por
Ignizio, en 1976 y 1982, [1.1], [13]. Precisamente el nombre de
“multifase» se debe a Ignizio, ya que considera este método una
extensión del método de las dos fases de la programación lineal.
Oslon en 1984 (0.2], ha propuesto algunas modificaciones que
permiten simplificar los cálculos.
El método consiste en una adaptación del Simplex de modo que se
pueda recoger una ordenación de los objetivos. Para ello, a cada
variable de decisión se le asocia no un único coeficiente en la fun-
ción objetivo, sino un vector de coeficientes con tantas compo-




donde cada componente, ci, representa el coeficiente que a la va-
riable ¡—ésima le corresponde en el grupo de prioridad j—ésimo.
37
CapItulo 2.- ProgramacIón Unes) Multiobjetivo
Dado que cada variable puede estar como máximo en un único ni-
vel de prioridad, el vector c~, i=1,2,~••,p, tendrá, a lo sumo, una
única componente no nula.
Análogamente, a cada variable se le asocia un vector denominado
“vector de rendimientos marginales», r~
Nl2
donde cada componente, r/, recoge la modificación, cambiada de
signo, que se producirá en la funcional correspondiente al nivel de
prioridad j— ésimo como consecuencia de introducir en la solución
una unidad de la variable ¡—ésima.
Por lo tanto, la habitual fila de indicación de la tabla del Simplex
se convierte, en el método multifase, en una matriz de indicación,
en la que cada fila está asociada a un nivel de prioridad y cada
columna a una variable.
Esta matriz de indicación es lo fundamental del método multifase
ya que aporto la información necesaria para determinar la optime-
lidad de una solución así como para conocer la variable entrante
en cada solución.
El proceso que se sigue en el método multifase es el siguiente:
1. Se examina la primera fila de indicación, correspondiente al
primer nivel de prioridad. Se observa si se cumple la condición
de óptimo
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Si no se verifica dicha condición se elige la variable entrante
con el criterio habitual del Simpiex.
2. Una vez conseguida la condición de óptimo para el primer nivel
de prioridad, se pasa al siguiente. Se observa la segunda fila
de indicación. Si no se cumple la condición de óptimo para la
fila considerada, se elige la variable con mayor rendimiento
marginal <. Pero, antes de iterar, es necesario comprobar que
es nulo porque, si fuera negativo, la introducción de la varia-
ble x1 mejoraría el segundo nivel de prioridad, pero a costa de
empeorar el primer nivel de prioridad entrando en contradicción
con la filosofía de la programación por metas lexicográfica.
3. Como consecuencia, la segunda fila de indicación se debe
abandonar cuando, o bien cumple la condición de óptimo, o
bien, aunque no cumpla dicha condición, no es posible elegir
ninguna variable que no empeore las niveles conseguidos para
las metas de prioridades más altas.
4. El resto de las operaciones necesarias para obtener una nueva
solución básica (una vez que se ha determinado la variable en-
trante en cada iteración), es exactamente igual que las que se
realizan en el método del Simplex.
Como ocurre con el método secuenciel, hay reglas que permiten
simplificar los cálculos en cada iteración sin modificar substan-
cialmente el método. (Entre otros, cabe destacar el trabajo de Os-
Ion [0.2]).
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A.4. Método de Arthur y Ravindran para resolver programas le-
xicográflcos.
Este método, propuesto en 1978, se basa en la consideración su-
cesiva de las restricciones asociadas con las metas del modelo. Se
establecen distintos grupos de restricciones
S1cS2c•••cS, c•..czS~
donde S1 recoge las restricciones asociadas con las metas corres-
pondientes a los j primeros niveles de prioridad.
El proceso que se sigue se puede resumir en los siguientes pasos
1. Se resuelve el problema S1, que consiste en minimizar la primera
componente del vector de logro a~, sujeto a las restricciones
asociadas con las metas correspondientes al nivel de prioridad
más alto y a las restricciones iniciales de los objetivos, Ye X.
2. Se analiza la existencia de óptimos alternativos en el problema
S1. Si éstos no existen, la solución es única. El valor del resto de
las metas se determina sustituyendo los valores obtenidos en el
paso anterior en las metas no consideradas en el problemaS1. Y
el algoritmo finaliza.
3. Si existen óptimos alternativos, se plantea el problema S2, que
consiste en minimizar las dos primeras componentes del vector
de logro (01,02), sujeto a las restricciones asociadas con las me-
tas correspondientes con los dos niveles de prioridad más altos
y a las restricciones iniciales de los objetivos, Y e X. Se resuelve
este problema.
4. Una vez optimizado el problema ~2. se observa la existencia o no
de óptimos alternativos. Y se itera el proceso descrito en los pa-
sos 2 y 3.
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5. El algoritmo finaliza cuando se han analizado todos los proble-
mas S1,S2,... , S~ o cuando se obtiene, para alguno de ellos, una
solución óptima única, como se ha explicado en el paso 2.
Una de las criticas más fuertes a la Programación por Metas Lexi-
cográficas es la incompatibilidad entre las ordenaciones lexicográ-
ficas y la existencia de una función de valor, ya que Debreu (D.4],
en las páginas 72 y 73, demuestra formalmente que este modelo no
es compatible con ninguna función de valor. Otros estudiosos del
tema, entre ellos Zeleny, se apoyan en dicha crítica para afirmar
que este método no debería utilizarse en la práctica. En cualquier
caso, es evidente que la crítica resta potencialidad al método.
8. Programación por metas ponderadas.
El modo más intuitivo de realizar la minimización de las variables
de desviación no deseadas es minimizar la suma de dichas varia-
bles. Así, en nuestro caso, tendríamos que minimizar la suma
mm ÉCC+H) (2.7)
Pero la expresión (2.7) no representa las preferencias del decisor,
puesto que implícitamente sugiere que el decisor da la misma im-
portancia al logro de todas las metas, y esto, frecuentemente, no
es cierto. Este problema se intenta subsanar multiplicando cada
sumando de la expresión (2.7) por un coeficiente de ponderación,
w1, que expresa la importancia relativa que el decisor asigne al
cumplimiento de cada meta, obteniendo así la expresión
miii ÉWAJC+y7)
41
CapItulo 2.- Programación Lineal Muft¡objetfro
La formulación completa de este método, que consiste en minimi-
zar la suma ponderada de las desviaciones no deseadas y se de-









siendo <,w;, ~ los coeficientes que se asocian a las va-
riables de desviación por exceso y por defecto, respectivamente.




1. Por un lado carece de sentido sumar variables de desviación
cuando éstas están medidas en unidades diferentes (unidades
monetarias, pesos, número de horas trabajadas...>.
2. Por otro lado, si los niveles de aspiración fuesen muy diferen-
tes, la solución del programa propuesto proporcionaría solucio-
nes sesgadas hacia un mayor cumplimiento de las metas con ni-
veles de aspiración más elevados.
Ambos inconvenientes se solucionan minimizando la suma ponde-
rada de las variables de desviación en términos porcentuales, en
lugar de hacerlo en términos absolutos. Ninguna de estas dos difi-
cultades se presenta cuando se agregan unidades monetarias. Pe-
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ro, siempre que sea necesario, se aceptará la hipótesis de que el
objetivo del programa es minimizar la suma ponderada de las des-
viaciones expresada en términos porcentuales.
El programa (2.8), expresando en forma matricial, es




tú >0 W½0W=it +1V
Hemos afirmado antes que no puede darse simultáneamente que el
nivel de aspiración sea sobrepasado y, a la vez, se quede por de-
bajo de él, luego, necesariamente, una de las das variables de
desviación que definen cada meta tiene que ser cero. Aunque se
trata de un resultado bien conocido, reproducimos a continuación
su demostración ya que más adelante haremos argumentaciones
similares:
ProposicIón 2.1. Sean Y~, y *, y * los vectores óptimos del pro-





y;y;*...s >0, jty;*.4 >0
para un 3 suficientemente pequeño.
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Sean
j<>7~ VI!=j = ,y~ V~!=J
y; para i=j y para¡=j
entonces, puesto que W=0,es decir, w~t w[ =0,Vi=1,2,’•~,p, sien-
do al menos una de las desigualdades estricta, se verifica que
w’E~+~)<W’(9~ *.~y*) y f(Y~?yy4+jr ~jy
en contradicción con que y~, y * son óptimos. W
El modelo al que hemos llegado, (2.9), tiene una estructura de
programación lineal convencional, por lo tanto se puede resolver
mediante el algoritmo de Simplex.
Para diferentes sistemas de pesos se generan distintas soluciones,
que se pueden enriquecer sometiendo al correspondiente sistema
de pesos a un análisis de sensibilidad.
Este modelo sí es compatible con la existencia de funciones de
valor ya que, cuando los coeficientes de ponderación, w, =(‘< ,w7),
í=i,2,...,p, expresan la importancia relativa que el decisor asigna
al cumplimiento de cada meta, la función objetivo del modelo (2.8>
miii Lw7y7 +w;y;)
se puede interpretar como una función de valor lineal, separable y
aditiva.
Y, cuando la función de valor es lineal y separable en objetivos, la
solución óptima coincide con la solución dada por el modelo de
Programación por Metas Ponderadas.
También ocurre que la solución óptima de los modelos de Progra-
mación por Metas Panderadas es compatible con una función de
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valor perteneciente a un conjunto incluso más amplio que el de las
funciones de valor lineales y separables. (Para más detalles véase
Romero (RS], pág.163>.
2.3.2.3.4.- Análisis de post-optimización.
Cuando se resuelve un problema de programación lineal por metas,
suele ser conveniente analizar las efectos que se originan en la
solución óptima como consecuencia de variaciones en los datos
del modelo. Si estas variaciones son discretas, surge el análisis de
sensibilidad, y si las variaciones son continuas dan lugar a la pro-
gramación lineal por metas paramétrica. El desarrollo del análisis
de sensibilidad y de la programación lineal por metas paramétríca
es muy similar al desarrollo de ambos temas en programación li-
neal convencional (ver Lee (L.6], Ignizio (1.3]). Por eso no nos de-
tenemos en este aspecto.
2.3.2.3.5.- ExtensIones de la programación por metas.
Lo mismo que ocurrió con la programación lineal convencional, en
el ámbitó de la programación por metas se han desarrollado diver-
sas extensiones del modelo que tratan de ampliar las pasibilidades
del mismo en su aplicación a la realidad.
En nuestro análisis nos hemos limitado al estudio de la programa-
ción lineal por metas con variables de valores continuos. Una pri-
mera extensión consiste en considerar variables de valores enteros
(o discretas) y 1 o formas no lineales tanto en las metas como en la
función objetivo. Estas extensiones son relativamente sencillas
(ver Ignizio (1.1], 1976>, pero no nos detenemos en ellas ya que
nuestro estudio se ha centrado en la programación por metas esto-
cástica en el caso lineal y de variables continuas.
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Otras posibles extensiones surgen de enfoques minimizadores al-
ternativos a los enfoques basados en metas lexicográficas y en
metas ponderadas. Tienen lugar asE
1. La programación por metas “minimax”, sugerida inicialmente por
Flavelí en 1976 fF1]. Este método consiste en buscar la minimí-
zación de la máxima desviación entre todas las desviaciones po-






d es la máxima desviación posible de todas las metas.
a~ y!?
1 son .coeficientes indicadores de las preferencias re-
lativas del decisor y, a la vez, normalizadores. a, =0
cuando en la i—ésima mata la variable de desviación no
deseada es y;. Y /3, =0 cuando en la j—ésima meta la va-
riable de desviación no deseada es y.
El problema (2.10) es un problema de programación lineal con-
vencional que se puede resolver por aplicación directa del Sim-
plex.
2. La programación multimetas. Fue propuesta por Zenely [Z.2] en
1982. Este enfoque minimiza las variables de desviación no de-
seadas en el sentido de la programación multiobjetivo, esto es,
buscando soluciones eficientes.
La estructura matemática de este modelo es
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5.0. f0—Y~ +7 =m
5+ =~,5-=~
YeX
En este modelo, como en cualquier otro modelo de programación
multimetas, la eficiencia se establece en el sentido minimizador.
Es un enfoque atractivo ya que combina el deseo del decisor de
satisfacer las metas por medio de la programación par metas,
con el potente concepto de eficiencia paretiana. Pero, pese a su
indudable interés, está todavía poco desarrollado tanto a nivel
teórico como a nivel de aplicaciones.
Otras posibles extensiones son
• la Programación Borrosa, en la que no nos detenemos porque
requeriría introducir la metodología de los conjuntos borrosos.
• la Programación Lineal Estocástica por Metas, que desarrolla-
mos con detalle a partir del capitulo 6, ya que, justamente, es el
tema objeto de estudio de este trabajo.
2.3.2.4.- Métodos interactivos.
Por último, hacemos una brevisima alusión a los denominados
métodos interactivos. En ellos hay tres elementos, el decisor, el
analista y el modelo.
El proceso que se sigue se puede resumir así:
• a partir del modelo, el analista obtiene una solución inicial que
presenta al decisor para que la valore.
• el decisor expresa sus preferencias relativas respecto a dicha
solución.
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• el analista introduce en la estructura del modelo las preferencias
del decisor y genera una nueva solución que presenta al decisor
para que la valore.
El proceso iterativo finaliza cuando el decisor considera suficien-
temente buena la solución obtenida.
Estos métodos tienen la ventaja de que permiten al decisor variar
sus preferencias ante la solución que el analista le presenta.
Entre los métodos iterativos más importantes cabe destacar
• el método STEM. (Véase Benayoun, Montgolfier y Laríchev
[B.5]>.
• el método de Geoffrion. (Véase Geoffrion, Dyer y Feinberg
(G.41).
• el método de Zionts-Wallenius. (Véase Zionts y Wallenius
(Z.4]).
• el Método Interactivo de Programación por Metas, (Véase Dyer
[Dial).
• el método de Frank-Wolfe. (Véase Steuer (S.17], Página 369-
370).
• el método SWT o sucedáneo de las tasas de intercambio (Véase
Haimes y Hall [H.2])
En este capítulo nos hemos extendido especialmente, como anun-
ciamos al comienzo, en el apartado 2.3.2.3, Programación por Me-
tas, por ser el objetivo principal de esta tesis su extensión al caso
estocástico.
Como veremos, la Programación Estocástica por Metas es una de
las técnicas útiles para resolver problemas de decisión en am-
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biente de riesgo. Por eso, en el próximo capítulo, vamos a ver al-
gunos aspectos de Decisión en ambiente de riesgo que después
aplicaremos en nuestro problema.
En los dos capítulos siguientes, 4 y 5, comentamos brevemente al-
gunos resultados de Programación Estocástica (Escalar y Multiob-
jetivo) que posteriormente utilizaremos para la resolución del pro-




EN AMBIENTE DE RIESGO
CapItulo 3 . - Decisión en ambiente de Riesgo
En este capítulo vamos a resumir algunos de los aspectos de la
decisión en ambiente de riesgo que utilizaremos en el capítulo 7.
3.1.- Planteamiento del problema.
Tal y como comentamos en el capitulo 1, un problema de decisión
en ambiente de riesgo está caracterizado por:
a) a cada alternativa se le asocia más de un resultado, asociado a
distintos “estados de la Naturaleza”.
b> se puede definir una distribución de probabilidad, 4, que el de-
cisor conoce, sobre el conjunto de estados de la Naturaleza.
c) como consecuencia~ la elección de cualquier decisión concrete,
x, inducirá una distribución de probabilidad, r(9,x), en el con-
junto de consecuencias, C, al que también denominaremos
conjunto de resultados o pagos.
Por lo tanto, un problema de decisión en ambiente de riesgo se
puede representar de siguiente modo:
k 4e
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Hemos dicho en el primer capítulo, al hablar de la Teoría de la Uti-
lidad, que el objetivo que se persigue en los procesos de toma de
decisión es construir una función de utilidad que refleje las prefe-
rencias del decisor. A continuación nos referimos brevemente a
esta cuestión.
3.2.- Función de utilidad.
La existencia de dicha función de utilidad está garantizada por
unas hipótesis fundamentales respecto a la coherencia de las
preferencias del decisor.
Hay distintas axiomáticas <la de Von Neumann y Morgenstern, la
de Luce y Raiffa, la de Blackwell y Girshick, etc.), así como diver-
sos trabajos que critican algunos de los axiomas desde la pers-
pectiva de su desajuste, a veces, con lo observado en la realidad.
Una de las posibles formulaciones de estas hipótesis fundamenta-
les, bastante aceptada, es la que recoge De Groot en [D.5] para
distribuciones de probabilidad acotadas, es decir, para aquellas
distribuciones de probabilidad, P, tales que existen dos números
reales, ,, r2, de forma que se verifica que
P{k,r21} = 1
En dicha axiomática se utiliza la siguiente notación:
Dado cualquier par de distribuciones de probabilidad acotadas,
P«P2, sobre conjunto de consecuencias, C,
• P1;P2cuando para el decisor ~ no es preferida a P,
• -<1% para indicar que P~ es estrictamente preferida a P,
• -~P2 si el decisor es indiferente entre ~ y J’~.
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Axioma 1O.~ Dadas dos distribuciones de probabilidad cualesquiera
sobre el conjunto de consecuencias, P~ ,P2, siempre se verifica que
1 2’ 1 1%. ó P~P
P-<P óP:’-
Axioma 2o.~ Dadas tres distribuciones de probabilidad cualesquiera
P1,J’2, Psi ~P2yP9i~, entonces se tiene que PJfl.
Esta hipótesis, denominada axioma de transitividad, es una de la
más frecuentemente criticadas porque, con cierta frecuencia, no se
corresponde con el comportamiento real de los individuos cuando
se les presenta una serie de decisiones apareadas.
Los dos axiomas anteriores unidos establecen una relación de
preferencia - indiferencia en el conjunto de las distribuciones de
probabilidad de C, que es un preorden completo.
En lo que sigue para cada par de distribuciones P y Q, y cualquie-
raque sea el número a tal que a <0,1), la expresión
a P+(1-a)Q
denotará la distribución de probabilidad que asigne la probabilidad
a P(A)+(1—a)Q(A)
a cada subconjunto de consecuencias AcC.
Axioma 30• - Si se tienen tres distribuciones de probabilidad cua-
lesquiera j~ , , p, y cualquier número a s (o, i), entonces
PPaJ~+(1-a)P-«aP2+ (I-a)P.
Esta hipótesis, que frecuentemente de denomina axioma de inde-
pendencia, es, también, una de las más controvertidas. La conoci-
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da paradoja de Allais demuestra que, en problemas concretos, se
puede violar esta hipótesis
Axioma 4O•~ Si se tienen tres distribuciones ~ P2,P, de forma que
P1-<P -<P2
entonces existen dos números a ,f3 ~ (o,¡) tales que
P-<aP1+(1-a)F~ y P>-flP1+(1-/flP2
Esta hipótesis, frecuentemente, se denomina axioma de continui-
dad.
Los cuatro axiomas anteriores, junto a algunos otros de índole
matemática, garantizan la existencia de la función de utilidad. Para
más detalles sobre la axiomática se puede consultar cualquier libro
de Teoría de la Decisión de los citados en la bibliografía ([D.5],
[F.4], ...)
Dicha función de utilidad representa numéricamente las preferen-
cias del decisor, es decir, verifica que
~ ~2c~u(rj=u(p2)
Además, es una función lineal, esto es, verifica que
u(a J~ +(1—a) pJ =a U(J~)+(l—a)U(P)
y es única salvo transformación afín.
También se puede demostrar que la utilidad de una distribución de
probabilidad es el valor esperado de las utilidades asociadas a los
resultados ciertos. Es decir:
U(P> = J~U(x)dP(x) = E~[U(x)]
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Por esta razón, a la Teoría de la Utilidad de Von Newmann y Mor-
genstern se la conoce también como “Teoría de la Utilidad Espera-
da”.
3.3.- DecIsión de Bayos y Riesgo de Rayes.
Bajo la hipótesis de que en un problema como el planteado en la
sección 3.1 se verifican los axiomas de la Teoría de la Utilidad,
existirá una función de utilidad que asigna a cada valor del pará-
metro Cee, y a cada decisión xeX, una utilidad u[c(9,x)I. Y se
tendrá, también, la correspondiente función de pérdida o coste que
asigna a cada valor del parámetro O eS, y a cada decisión x e
una pérdida o coste L(9,x)=r—U[C(9,x>].




Y, según se deduce de la teoría, el decisor buscará la forma de
elegir la decisión x que proporcione la mínima pérdida esperada.
Para obtener esta decisión óptima se asocie a cada decisión,
X E X, un valor en el campo de los números reales, ¶R, que se de-
nomina riesgo de la decisión x respecto a ¡a distribución de pro-
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babilidad 42 , que se representa por R(4%x), y que se define como
la pérdida esperada asociada con dicha decisión, es decir
R(4,x) = E4(fi> [L(9,x)I= tL(9,x) d42(6) (3.1)
Esto es, la función de riesgo así definida es el valor esperado de Ja
función de pérdida respecto a la distribución de probabilidad a
priori, ; existente en los estados de la naturaleza o valores del
parámetro £2.
El decisor elegirá, cuando sea posible, la decisión x=x que mi-
nimice el riesgo, por lo tanto, tal que
R(42,x*) = ñffRQ4,x)
x
Esta decisión, xS se conoce con el nombre de decisión de Beyes
respecto a la distribución de probabilidad 42, y al riesgo asociado
con ella, que representaremos por R*(j, se le denomina riesgo de
Bayas respecto a la distribución de probabilidad 42.
Luego una decisión x~ E X es una decisión de Bayos respecto a la
distribución de probabilidad 42 si y sólo si
= R(0,x*)
Hemos dicho que el decisor elegirá una decisión de Bayas cuando
sea posible, debido a que estas decisiones no siempre existen.
Vamos a comprobarlo con un sencillo ejemplo que utiliza De Groot
en [D.5]. Consideremos un problema de decisión en el que
• el espacio paramétrico es 12= (0,1>,
• el conjunto de las posibles decisiones es X=[o,iI,
• la distribución de probabilidad asociada al espacio paramétrico
3 1
viene dada por HG = 01 = 4,F{6 = 1) = —
4,
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Obviamente la decisión de Beyes que minimiza el riesgo es t=O y
el riesgo de 1Bayos resulta ser R*(42)=~.
4
Sin embargo, si el espacio de decisiones fuese x=(o,4, el riesgo
1de Beyes seguiría siendo R”(4j=— pero no estaría asociada a
4,
57
Capitulo 3 . - Decisión en ambiente de Riesgo
este riesgo ninguna decisión de Bayes. Con lo que queda compro-
bado que no siempre existen decisiones de Bayes.
3.4. - Decisiones mixtas o aleatorizadas.
Una decisión x se dice que es una decisión mixta o aleetorizade
cuando se obtiene como una distribución de probabilidad sobre el
conjunto de decisiones X, esto es, cuando se asignan unas proba-
bilidades p1,p2,... a un conjunto de decisiones de X, x1,x2<.. de
manera que el decisor selecciona una decisión x, en base a dichas
probabilidades.
Sea M el conjunto de todas las decisiones mixtas en un problema
de decisión dado. A las decisiones de X se las denomina decisio-
nes puras. Cada decisión xc X se puede considerar como una de-
cisión mixta suponiendo que se obtiene como una distribución de
probabilidad degenerada en x, es decir, una distribución que asig-
na probabilidad 1 a x. Por lo tanto X es un subconjunto de M y la
ventaja de la existencia de decisiones mixtas es que al aumentar el
dominio de elección del decisor puede ocurrir que éste realice
mejor su elección.
Sin embargo, vamos a ver que el espacio de decisiones mixtas, M,
no proporciona una reducción del riesgo del decisor, es decir, va-
mos a ver que la decisión óptima o decisión de Beyes de un pro-
blema de decisión en ambiente de riesgo considerando el espacio
de decisiones mixtas M coincide con la decisión óptima o decisión
de Beyes de dicho problema considerando únicamente el espacio
de decisiones puras X. (Por lo tanto en ambiente de riesgo el de-
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cisor no necesita considerar el espacio de decisiones mixtas. No
ocurre lo mismo en ambiente de incertidumbre).
En efecto, sea x una decisión aleatorizada, la pérdida esperada
asociada con esta decisión para un valor O E fi dado, si existe,
vendrá dada por la expresión
L (9,x) = ~p1 L (e,x,) (3.2)
Para cualquier distribución de probabilidad del parámetro e y
cualquier decisión mixta x, el riesgo R(42,x), si existe, vendrá dado
por la expresión (3.1)
R(42, x)=JL(e,x)g(o)
Por otro lado, para cualquier distribución de probabilidad 4~ del pa-
rámetro e, el decisor elegirá, si le es posible, la decisión X e M
que minimice el riesgo R(4%x). Teniendo en cuenta las expresiones
<3.1) y (3.2), la función de pérdida de cualquier decisión mixta res
la media ponderada de las funciones de pérdida de las decisiones
puras x1,x2,.... Por lo tanto el riesgo R(42,x) para la decisión mixta,
si existe, es una media ponderada de los riesgos R(42,x1) de las
decisiones puras x~, y entonces
mf R(,x) =i¡nf R(4%x)=R”(42)
xeM xex
expresión que indica que con ninguna decisión mixta se puede
obtener un valor del riesgo inferior al riesgo de Bayes obtenido con
las decisiones puras. Por lo tanto, la solución de un problema de
decisión en ambiente de riego o bien es una decisión pura, o si es
una decisión mixta, también tienen que ser solución las decisiones
puras a partir de las cuales se ha formado dicha decisión mixta.
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(Para una demostración formal se puede ver, por ejemplo, De Gro-
ot [D.5], Infante (1.8], ...).
3.5.- Metodologla Bayesiana. Decisión con experimentación.
En muchos problemas de decisión, el decisor tiene la oportunidad
de hacer experiencias previas a la toma de la decisión, esta es,
puede observar el valor de un vector aleatorio Y que tiene relación
con el parámetro O, antes de elegir una decisión de X.
El vector aleatorio observado Y es una muestra de tamaño n,
que toma valores en el espacio muestral s.
Supondremos que la d¡stribución condicionada de Y dado 0=9 se
puede especificar para cada valor O e £2, representaremos su fun-
ción de densidad por J(yIO) y la denominaremos función de vero-
similitud de la muestra.
A un problema de este tipo lo denominaremos problema de deci-
sión estadística.
Las componentes de un problema de decisión estadística son, por
lo tanto:
• un espacio paramétrico £2
• un espacio de decisiones X
• una función de pérdida o coste L=L(0,x)
• y una familia de funciones de densidad o de probabilidad,
{f(./i9)i9 eO}, de una observación Y condicionada al valor O de
O, denominadas, como hemos comentado, funciones de verosi-
militud de Y.
La distribución de probabilidad de O dependerá, obviamente, del
valor observado de Y. Supondremos que existe una distribución de
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probabilidad inicial de O antes de observar Y, que se denomina
distribución a priori de e y cuya función de densidad o probabilidad
representaremos por 42(9).
La distribución de probabilidad condicionada de e dado el valor
observado de Y, Y=y, se denomina distribución a posteriori de e




En estas circunstancias, no se busca una única decisión rc X, si-
no un conjunto de reglas, una para cada observación muestral, de
forma que si se presenta una cierta muestra, la decisión asociada
con ella, sea de pérdida mínima respecto a la información que di-
cha muestra proporciona.
Por ello, en lugar de trabajar con el conjunto de decisiones, X, se
trabaja con el conjunto de las denominadas funciones de decisión,
que es un conjunto de aplicaciones del espacio muestral S de ob-
servaciones en el conjunto de decisiones X
A = {S(y)/ ó S —> X}
Como la decisión elegida depende, generalmente, del valor obser-
vado de Y, antes de observar ese valor se puede identificar el
proceso de decisión con la elección por parte del decisor de una
cierta función & e A.
Se trata, de nuevo, de elegir la función de decisión S*EA que pro-
porcione una pérdida mínima respecto a todos los posibles puntos
del espacio muestra 1 y e S y a todos los posibles valores del pará-
metro Oe£2.
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Para obtener dicha función de decisión definimos el riesgo,
de una función de decisión con respecto a la distribución a priori,
4% como la pérdida esperada, es decir
R(42,S) = E ~L[9,t5(y)]~= t tL[0,S(yñf(y,9) dydft
=t J~L[9,&(yflf(y/9)42(0)4vd0
La expresión anterior se puede reescribir así
R(42,cO=j (JLLG,s(yn¡&¡e)44;(o) dO =
= tR(O,S)42 (9) dO
Luego un posible procedimiento para calcular el riesgo es
• calcular la pérdida esperada asociada con cada posible valor
dee
R(o,s) = i~L(9,c5&)1 f(y/ 9)4v
• calcular la esperanza respecto a O de R{0,&)
J~42,&) = tI<O,&)42(9) dO
Teniendo en cuenta que
R(424=t tL(9,S(y)if(y,O)dO4v=
= 42(0 /y)dO)f1(y)dy
un modo alternativo de calcular el riesgo es:
• para cada observación Y=y, se calcula el riesgo de la decisión
6(y) respecto a la distribución a posteriori 42(OIy)
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R(6(y), 42(9,y))
• a continuación se calcule la esperanza re8pecto a y de dichos
riesgos
tR(6&X 42(0 /y)>fdy)dy
siendo ¡(y) la distribución marginal de y.
La función de decisión 5*(y> para la que el riesgo es mínimo se
denomina función de decisión de Bayas con respecto a 42 y su
riesgo, ¡¿(,&*), se denomina riesgo de Beyes respecto a 42, y se
representa por R*(42).
Es decir
¡<(;,~*) mf R(42,s) =R*(42)
s~á
La función de decisión de Bayas se construye minimizando
,«c,s>4É (~Lo,s(y)py~’o)42(o>de>dy
que equivale a minimizar para cada y e S, la expresión
(9) dO
lo que es equivalente a minimizar
que es igual a
tLIiG,6(y)J4}O/y)dO
siendo 42(9/y) la distribución a posteriori del parámetro O después
de haber observado Y=y.
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En consecuencia, la función de decisión de Bayes &*(y) elige, pa-
ra cada valor observado Y=y, la decisión de Beyes respecto a la
distribución a posteriori 42(9/y).
Con lo dicho hasta aquí, los procesos de decisión en ambiente cJe
riesgo se pueden interpretar del siguiente modo:
• Si se debe elegir una decisión sin posibilidad de observación
previa, se elige la decisión de Beyes respecto a la distribución
a priori del parámetro. Si se tiene la posibilidad de observar Y
antes de tomar decisiones, una vez observado el valor de Y se
elige la decisión de Bayos respecto a la distribución a posteriori
del parámetro. La única diferencia es que la distribución de S
ha cambiado.
• El proceso se puede realizar repetidas veces, ya que se puede
demostrar sin dificultad que la distribución a posteriori final
42(9/y1,.~•,y) no depende del orden en que se ha recibido la
información <para la demostración véase, por ejemplo, De Groot
(D.51).
• De esta forme, la incorporación de información para la toma de
decisiones se corresponde con el cálculo de las distribuciones
a posteriori del parámetro.
• Este proceso provoca, por tanto, revisiones del sistema de cre-
encias del decisor (no da sus preferencias). En cada instante
del proceso, si el decisor se ve obligado a tomar decisiones,
elegirá las que sean óptimas, es decir las decisiones de Bayos,
respecto de la última distribución a posteriori calculada hasta
ese momento.
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Dentro de este análisis es conveniente valorar la información dis-
ponible para decidir si interesa o no obtenerla, por eso pasamos a
ver
3.6- El valor de la información.
Para valorar la información, el decisor debe comparar la reducción
del riesgo que se puede obtener mediante una observación Y, con
el coste que supone dicha observación.
Si R0(4j es el riesgo de Beyes que se obtendría eligiendo una de-
cisión xe X antes de observar Y, es decir, el riesgo a priori, que se
puede interpretar como el coste esperado de la decisión óptima a
priori, y R(42,S*) es el riesgo de la función de decisión de Rayes o
riesgo a posteriori, entonces la reducción del riesgo obtenida me-
diante una observación Y viene dada por la diferencia
&k) — ¡«42,6*)
a la que denominaremos Valor Esperado de la Información Mues-
tral y representaremos por VEIM, que será
VEIM =&(;)~R(42,a*)
Esta expresión constituye una cota superior del coste que el deci-
sor estará dispuesto a pagar por obtener la información Y, y es
siempre no negativa.
Si no existiera ningún tipo de incertidumbre, esto es, si se tuviese
Información Perfecta sobre el suceso que ocurrirá, el coste sería el
mínimo posible y lo representaremos por Cmi,, Si se considera, por
ejemplo, el caso discreto
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42~ ... 42
~1
Suponiendo que se tuviera Información Perfecta el coste esperado
seria
C mm = 424mmn L(9i~x))*-.442p{mmfl L(9p~x>jJ
y el Valor Esperado de la Información Perfecta, que representare-
mos por VEIP, vendrá dado por la diferencia
VEIP=J4(42)-C.mmn
que constituye una cota superior del coste de cualquier informa-
ción.
Esta valoración de la información se basa en el punto de vista
coste - beneficio. Otra forma de hacerlo es desde el punto de vista
de su eficiencia, lo que requiere de la Teoría de la Información. No
consideramos este modo de valorar la información porque no lo
hemos aplicado a nuestro problema.
Nos centramos, a continuación, en el cálculo de las distribuciones
a posteriori que, como sabemos están determinadas por la distri-
bución a priori y la función de probabilidad o de densidad muestra!
o verosimilitud de la muestra. Para facilitar los cálculos se introdu-
ce el concepto de familia de distribuciones conjugadas.
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Comenzaremos recordando el concepto de estadístico suficiente
por el papel fundamental que desempeña su existencia en el estu-
dio de las familias conjugadas.
3.7. Estadísticos suficientes. Familia de distribuciones conju-
gadas.
Sean, como siempre:
• e un parámetro que toma valores en £2.
• Y una variable aleatoria (o vector aleatorio) que toma valores en
s.
• ¡(e/O) la función de densidad o de probabilidad de Y condicio-
nada a que S=9, o función de verosimilitud deis muestra.
Un estadístico, es decir, cualquier función T de la observación Y,
T= T(Y1,...,Yjj, se dice que es suficiente cuando reúne toda la infor-
mación que proporciona la muestra. Este concepto se puede for-
malizar así
DefinicIón 3.1. Un estadístico T= t(~,...,ij es suficiente si, para
cualquier distribución de probabilidad 42(9) de S y para cualesquie-
ra observaciones ~ la distribución a posteriori
42(9/y,,...,y) depende de las observaciones (y1,...,y,,) únicamente a
través de T(y1,...,y~).
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entonces
42(9Iy1g”,yj=42(9/y1g”,y~9.
El siguiente teorema proporciona un modo sencillo de reconocer
los estadísticos suficientes.
Teorema 3.1. Un estadístico T es suficiente para una familia de
funciones de densidad Í(y/e), O cfi, si y sólo si f(y/9) se puede
expresas como el producto
f(yIO)=u(y).v(T(y),O) , V’yeS,VOefl
donde
u(y)>0 y no depende de 0=9
v(T(yye)=0y depende de y sólo a través de T(y).
Para la demostración véase, por ejemplo, De Groot [D.5], página
156.
Observaciones y comentarios. -
• En lo que sigue consideraremos que las variables aleatorias
Y1,~ ~.,Y,son muestras aleatorias simples del espacio muestral S,
es decir, son muestras aleatorias constituidas por variables
aleatorias estocásticamente independientes y, cada una de
ellas, con la misma distribución de probabilidad de la población,
dada por la función de densidad f(y le). Por lo tanto, para cual-
quier valor dado O de e, la función de densidad o función de ve-
rosimilitud de (>‘,...,1)=(y1,...,yj cuando 0=9 es
• La existencia de estadísticos suficientes viene dada por el si-
guiente teorema:
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Teorema 3.2. Dado un conjunto de observaciones y1,•~•,y , de
una muestra aleatoria simple Y1,...,Y,, y una familia de funciones
de densidad {f(•/ 9) , O e O) pertenecientes a la familia de funcio-
nes exponenciales de Koopmans—Darmois, es decir, de la forma
entonces el estadistico de dimensión fija k
es un estadístico suficiente para cada muestra de dimensión n.
Pasamos, a continuación, a estudiar las familias de distribucio-
nes conjugadas.
Supongamos que la distribución a priori de 0 pertenece a una
familia paramétrica concreta de distribuciones de probabilidad.
Si la distribución a posteriori también pertenece a dicha familia
de distribuciones para cualesquiera valores de la muestra
~ la citada familia recibe el nombre de familia de distribu-
ciones conjugadas respecto a la distribución muestral. Se trata,
por tanto, de familias de distribuciones «cerradas bajo mues-
treo”.
Se comprueba fácilmente que cualquier familia de distribuciones
conjugadas debe verificar dos propiedades
1. Vn,Vy1,~••,y~, la función de verosimilitud f(y1,...,y ,o), consi-
derada como una función de 9, es proporcional a una de las
funciones de la familia.
2. La familia de distribuciones conjugadas es cerrada bajo multi-
plicaciones.
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La relación entre la existencia de estadísticos suficientes y las fa-
milias de distribuciones conjugadas viene dada por el siguiente
teorema cuya demostración es sencilla y se encuentra en cualquier
libro de decisión bayesiana.
Teorema t3. Si Vn existe un estadistico suficiente Iy ...y) de
dimensión fija k, entonces existe una familia de distribuciones
conjugadas construida a partir de las dos propiedades anteriores.
De hecho, la mayoría de las familias de distribuciones usualmente
utilizadas pertenecen a esta familia de distribuciones exponencia-
les, y, por lo tanto, existen estadísticos suficientes. La excepción
más conocida es la distribución uniforme, pero también para esta
familia de distribuciones existen estadísticos suficientes.
La construcción de familias conjugadas para muestras de las dis-
tribuciones más comúnmente utilizadas se puede encontrar en
cualquier libro de decisión bayasiana. A moda de ejemplo y porque
lo utilizaremos más adelante, veremos el siguiente caso:
Teorema 3.4. Sea el vector aleatoria ~ con una distribu-
ción de probabilidad multinomial de parámetros n (un número ente-
ro positivo conocido> y e=(e¶,...,ek) (desconocido>. Supongamos
que la distribución a priori de O es una distribución de Dirichlet o
Beta Multivariante con vector paramétrico ~ tal que
a, ~ Entonces la distribución a posteriori de O cuando
~=y, ,í=1,.~•,k es una distribución de Dirichlet o Beta Multivariante
con vector paramétrico a*=(a1 +y1,~••,aj
Para la demostración véase De Groot [D.5], página 174.
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Cabe preguntarse si es siempre conveniente utilizar la Metodología
Bayesiana o si hay ocasiones en las que es más oportuno recurrw
a la Metodología Clásica. Para responder a esta cuestión conviene
considerar dos situaciones:
1. Se puede demostrar que, bajo condiciones muy generales,
cuando ti tiende a infinito, las distribuciones a posteriori
42(O/Y1,~~•,,Y), convergen en probabilidad al verdadero valor del
parámetro 9~. (Véase De Groot [0.5]). Por lo tanto, para mues-
tras grandes, se puede utilizar el estimador máximo verosímil
(cuando éste existe), ya que mediante la Metodología Bayesia-
na se llega a los mismos resultados que utilizando los Métodos
Clásicos.
2. En ausencia de información a priori hay dos posibilidades de
utilizar la Metodología Bayesiana que, habitualmente, llevan al
mismo resultado:
• o bien partir de una de las denominadas distribuciones a
priori “impropias” que refleje la indecisión en la distribución
a priori
• o tomar límites en la distribución a posteriori de forma que
se refleje la ignorancia a priori.
Utilizando cualquiera de estas dos posibilidades en la estima-
ción por intervalos, por ejemplo, los resultados obtenidos, de
nuevo, coinciden a menudo con los de la Metodología Clásica.
Consecuentemente parecería adecuado proponer que la utilización
de la Metodologia Bayesiana es útil o bien cuando no hay tmucha”
información muestral o bien cuando hay información a priori. No
obstante y pese a las coincidencias formales, las diferencias filo-
sóficas entre ambas metodologías persisten, y hay quienes afirman
la conveniencia de la utilización de la Metodología Bayesiana en
cualquier tipo de problema.
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3.8.- Estimación de parámetros Bayesiana.
Los problemas de estimación tipicos de la inferencia estadistica se
pueden considerar como problemas de decisión en los que la deci-
sión consiste, precisamente, en elegir una estimación del paráme-
tro i~5= =(e,,...,o)’, cuyos valores pertenecen al subconjunto 1) de
91k Por lo tanto el espacio de decisiones, X, coincide con el espa-
cío paramétrico O. Y, para simplificar, se puede suponer que
O=X=91K, aunque la probabilidad de que 0 esté en algunas regio-
nes de 9l~ pueda ser O.
Si ~=(xI,...,xk)’ es una estimación del valor del parámetro
~~=(9l,”’,9k) de 8, la pérdida L(9,~) en que incurre el decisor con
esta estimación reflejará la discrepancia entre el valor del pará-
metro O y la estimación L
Dado un problema de estimación en el que la distribución de pro-
babilidad a priori de ~i se sabe que viene dada por 42, una decisión
de Bayas (o en este caso una estimación de Beyes), it será un
punto Xe90 que minimice el valor del riesgo R(42,Y), es decir, tal
que
R(42,~) =min t>L(O,4d42(O)
Cuando el parámetro O es unídimensional y sus valores pertene-
cen a la recta real (esto es, ti es un intervalo [a,4 de 91), la fun-
ción de pérdida frecuentemente tiene la forma
L(9,x)=aI9~xib
con a>0 , b>O, siendo especialmente utilizados los casos en que
b=2 y Inri.
e Para b=2 se tiene la función de pérdida error cuadrático, que
tiene la forma
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L419,r)=a(9—x) 2
Una estimación de Beyes de O para esta función de pérdida se-
rá un número, x=x% que haga mínimo el riesgo, E[(O~~x)2]. Se
trata, por tanto, de determinar
mm EfrO— x) 2]
Imponiendo la condición necesaria de mínimo a esta función,
esto es, igualando la primera derivada respecto a x a O, se tie-
ne que
= EjE’]
Como también se verifica la condición suficiente de mínimo, ya
que la segunda derivada es positiva, la estimación de Bayes,
es el valor medio de la distribución de O, si este existe.
Para este valor de 0 el mínimo valor del riesgo es la varianza
de dicha distribución, ya que
E[(S- Efe]) 2] = var jej
Esto es, el riesgo de Beyes es la varianza de la distribución de
9, si esta existe.
Sean Y una observación con función de densidad condicionada
a 9=9, J(•i9), 42 la función de densidad a priori de O y 42(./y)
la función de densidad a posteriori de e cuando Y=y. Supo-
niendo que a=l con el fin de simplificar, para cualquier valor
observado Y=y, la decisión de Beyes es
6 *(y) = 40/y]
donde 49/y] es el valor medio de la distribución a posteriori de
o, si éste existe.
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Una vez observado el valor y y elegida la estimación 3*(y), el
riesgo es la varianza de la distribución a posteriori de 0,
Var[eIy], si esta existe.
• Para b 1 se tiene la función de pérdida proporcional al valor
absoluto del error, que tiene la forma
L(9,x)=a19—xI
Dada le distribución de 9, una estimación de Beyes 0 es un nu-
mero que minimiza E[I0—xI].
Se sabe que m es la mediana de la distribución de O si
1 1
P(0=m}=—y P{9=m1=-j~y que cada distribución tiene al me-2
nos una mediana, aunque ésta no es necesariamente única. Se
puede demostrar que cualquier mediana de la distribución de O
es una estimación de Bayas para la función de pérdida propor-
cional al valor absoluto del error, mediante el siguiente teorema:
Teorema 3.5. Supongamos que E[k~$I<cn. Un número 0 satisfa-
ce la ecuación
E Fi 9— x * = mm E e-~ xj]
si y sólo si 0 es una mediana de la distribución de 9.
(Para la demostración véase, por ejemplo, De Groot [D.5]).
Cuando se dispone de un vector de observaciones Y, el decisor
puede construir un estimador de Bayes 6*(y) eligiendo una me-
diana de la distribución a posteriori de e para cualquier valor
observado y de Y.
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Consideremos ahora el caso en que el parámetro O es un vector
para k=2.
Una función de pérdida típica para tales problemas es la que viene
definida por la forma cuadrática
dónde A es una matriz simétrica definida no negativa de orden
kxk.
Esta función de pérdida se puede considerar como una generaliza-
ción de la función de pérdida error cuadrático.
Supongamos que el vector valor medio y la matriz de covarianzas
de O existen y son
y covFil=Z
Una estimación de Beyes para cualquier distribución de E’ es un
punto ~ que minimiza el riesgo, es decir, que hace mínima la
esperanza
— Y) ‘A (~ —
Pero
=
= EI{(E> — ji) ‘+( ji — ~)jA «i~ — ji)±t¿ji— ~)i1=
= EU@-. ji)A(W- ji)]+(fl—Y)’Á( ji—Y) (3.1)
Luego el primer término de esta última expresión no depende de Y.
Por ser A una matriz definida no negativa, el segundo término de
la expresión (3.1) no puede ser negativo, es decir
(ji — Y)’ A (g — = o
cualquiera que sea x.
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Por lo tanto Y es una estimación de Bayas si y sólo si
(3.2)
Consecuentemente y= g es una estimación de Beyes de ¡Éi. Si la
matriz A es definida positiva, esta es la única estimación de Be-
yes, en otro caso puede haber otros valores de Y que satisfagan la
ecuación (3.2).
La función de pérdida proporcional al valor absoluto del error se
podría generalizar al caso en que el parámetro O es un vector
para k>2 mediante la norma L1 de Hólder que he-
mos visto en el epígrafe 6.- ‘Programación por metas ponderada”
del apartado 2.3.2.3 del capítulo anterior, siendo entonces la fun-
ción de pérdida de la forma
k
Pero no se puede generalizar la solución obtenida en al caso uni-
dimensional ya que no se tiene un concepto de mediana para dis-
tribuciones de probabilidad multidimensionales.
En el capítulo 9 (Aplicaciones) volveremos a plantearnos este pro-





capitulo 4 . - Prog-amackin Lineal EstocésOca Escalar
En este capítulo resumimos algunos de los resultados de Progra-
mación Estocástica Escalar en el caso Lineal, que utilizaremos más
adelante.
4.1.- Planteamiento del problema.






U y Y son vectores de dimensión ti.
A es una matriz de orden mxn.
1’ es un vector de dimensión m.
X es un conjunto poliedral convexo, habitualmente X=
Una posible interpretación económica de este tipo de problemas es
considerar las componentes c1 y b,, j=1,2,•••,n, ¡=t2,•••,m, de los
vectores ~ y b, como precios y demandas, respectivamente, y los
coeficientes tecnológicos a~, i=1,2,•~~,m, j=1,2,•••, n de la matriz
A, como productividades. Es claro que es más realista considerar
que estos coeficientes no siempre son fijos, sino que pueden ser
aleatorios.
Cuando alguno <o todos) de los coeficientes de la matriz A y 1 ó
de los vectores E y E son variables aleatorias definidas en el es-
pecio probabilístico (S,F,P), <cuya distribución de probabilidad
conjunta es conocida e independiente de la variable de decisión
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Y), estamos ante un problema de Programación Lineal Estocástica




En estos problemas no está claramente definido el concepto de





como ~( es un vector aleatorio, no es posible, en general, hallar
un vector factible Y0 tal que
=r(~)Y
para cada ~ eS y para cada Y factible, ya que el valor de la fun-
ción objetivo ~‘(flY en cualquier punto Y no es un número sino un
valor aleatorio.
Por lo tanto, puede ser que para algún <eE se verifique que
=
mientras que para otro ~2e 2, se tenga que
=
Un problema análogo se plantea en relación a las restricciones.
Es decir, en un problema del tipo (4.1), no está claramente espec¡-
ficado cómo elegir una decisión Y antes de conocer la realización
del evento aleatorio ~. Esto hace necesario especificar los con-
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ceptos de solución que se consideran apropiados para el problema
concreto descrito por ese modelo.
4.2.- Algunos conceptos de solución en Programación Lineal
Estocástica.
4.2.1.- Solución “ingenua”.
En un primer momento muchos de estos problemas se han resuelto
sustituyendo las variables aleatorias por sus valores esperados (o
por una buena estimación de las mismas) y resolviendo el progra-
ma lineal resultante.
Pero Kall en [K.2], muestra con un sencillo ejemplo numérico que




17 x1 + x2 =4
x1=O, x1 =0
donde ~ es un vector aleatorio con una distribución de probabi-
lidad uniforme en el rectángulo
Luego el valor esperado de ~ es
E = (5/2,2/3).
Y se trata de resolver el programa lineal
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2 + ~2 =4
x1=0,x2 =0
cuya solución es
~ =321 ~ 11
Pero la probabilidad del suceso consistente en que esta solución
sea factible es
P{(4,,y)/4x1+x, =7,qx1-4-x2=4}=
= ‘i(~~ ~)¡~= %. 17=SI = 4
Por lo tanto, la solución obtenida es no factible con probabilidad
3
4
El ejemplo sugiere que hay que ser cuidadosos a la hora de resol-
ver problemas del tipo (4.1) mediante este procedimiento, ya que
se pueden obtener soluciones para las que el suceso consistente
en que la solución obtenida sea no factible tenga una probabilidad
considerablemente grande.
Al intentar mejorar este procedimiento de solución para problemas
de Programación Linea/ Estocástica, éstos se han interpretado,
esencialmente, de dos modos diferentes, originando dos modelos
distintos, denominados «espera y ve” (“wait and see”) y aaqui y
ahora» (“here and now”), que dan lugar, respectivamente, a los
Problemas de Distribución y a los Equivalentes Deterministas (en-
tre otros procedimientos).
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4.2.2.- Problemas de Distribución.
Los problemas «espera y ve” fueron inicialmente estudiados por
Tintner en 1955, ¡3.2], bajo la denominación de problemas de
“Programación Estocástica Pasiva”.
Se basan en la hipótesis de que el decisor es capaz de esperar a
que se realicen las variables aleatorias, ~, y después toma su de-




cuyo valor óptimo, si existe, es una función de ~, ~-(~)~para la que
cualquier programa (4.1) tiene solución.
El valor de ~} no se puede conocer de antemano (antes de ob-
servar la realización de las variables aleatorias), y puede ser de
interés para el decisor conocer cuál es su distribución de probabi-
lidad, o, al menos, cuál es el valor de algunos de sus momentos
más significativos (valor medio y varianza).
Esta cuestión se conoce con el nombre de Problema de Distribu-
ción de programación estocástica.
Una posible interpretación del denominado Problema de Distribu-
ción puede ser la siguiente. Supongamos que un plan de produc-
ción con estructura lineal se puede resolver a corto plazo para
unas realizaciones o valores concretos de precios aleatorios, coe-
ficientes tecnológicos aleatorios y demandas aleatorias. Pero la
empresa correspondiente quiere planificar el presupuesto a largo
plazo (es decir, para muchos periodos cortos> y para ello desea
conocer qué cantidad de dinero disponible, en media, necesitaría
para realizar el programa de producción, esto es, necesita conocer
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el valor medio de la distribución de probabilidad de su programa
de costes de producción.
Este tipo de problemas en el caso lineal, que es el que nosotros
consideramos, ha sido ampliamente estudiado por Bereanu en di-
versos trabajos, obteniendo tanto expresiones para la función de
distribución, Fq~ de <(~) (y sus momentos), como métodos numéri-
cos para resolver el Problema de Distribución. Una presentación
completa de estos aspectos se encuentra en Bereanu [6.10].
4.2.3.- Soluciones mediante Equivalentes Deterministas.
Los modelos “aquí y ahora” fueron inicialmente estudiados por
Sengupta, Tintner y Morrison en 1963, [S.S], bajo la denominación
de problemas de “Programación Estocástica Activa”.
Se basan en la hipótesis de que la decisión, Y, se toma antes de
conocer la realización de las variables aleatorias que, sin embar-
go, puede tener influencia en el resultado.
Este tipo de problemas se puede resolver por varios caminos. El
más usual consiste en reemplazar el problema de Programación Li-
neal Estocástica por un programa determinista conveniente, deno-
minado Equivalente Determinista.
Entre los diversos modos de obtener Equivalentes Deterministas
los más desarrollados son dos:
• Programas con Restricciones Probabilisticas
• Programas Estocásticos con Recursos
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4.2.3.1.- Programación con Restricciones Probabilisticas
El problema de programación con restricciones probabilísticas fue
formulado primero por Chames y Cooper [C.2] y [0.3] y posterior-
mente desarrollado, entre otros, por Van de Panne y Popp [V.2] y
Miller y Wagner [M.7J.




En este tipo de aproximación no es necesario que las restricciones
se satisfagan totalmente, sino que es suficiente con que se verifi-
quen con una cierta probabilidad dada.
Una posible formulación del problema es considerar que la deci-
sión Y queda restringida a la probabilidad
donde &- es un vector columna cuyas componentes están en el in-




Generalmente el objetivo es optimizar la esperanza matemática de
Por lo tanto, el problema tiene la forma
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mm
YcX
Las restricciones probabi 1 isticas pueden también considerarse co-
mo un conjunto de restricciones individuales, en lugar de como una





Una de las cuestiones básicas es si los problemas <4.2) y (4.3) son -
o no convexos, es decir, bajo qué hipótesis los conjuntos factibles
X(a)={Y/P{4IAÚflY=b(~)) =cY}
o
X, (a,) = {Y IP 1 ~ (~)x, =h~ (fl} = a~ }
son convexos, ya que se conocen contraejemplos sencillos que no
lo son (véase, por ejemplo, Kall [K.2]).
En [M.5] Marti ha
babilidad conjunta
les apropiados de
a, ~, por ejemplo,
X1(a,) es convexo.
demostrado que, cuando la distribución de pro-
de 4 es normal, Cauchy o discreta y para nive-
a~ (ex~ normalmente debe exceder un cierto nivel
para la distribución normal aj=Y), el conjunto
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Para restricciones conjuntas, en general, es más difícil encontrar
tipos de distribuciones de probabilidad para las que X(a) es con-
vexo, aunque sería de suma importancia, ya que de ello depende
que estemos ante un problema de programación convexa o no con-
vexa.
Si estamos en el caso en que se dan las condiciones necesarias y
suficientes para que X<a) o X (al) sea un conjunto convexo, el
programa correspondiente se puede resolver mediante algoritmos
de programación convexa. Pero aún así, los cálculos son difíciles.
La situación se complica notablemente cuando el programa a re-
solver es no convexo.
Distintos algoritmos para resolver este tipo de problemas <(4.2>,
<4.3)) se pueden encontrar en Vajda [V.lj¡, Stancu-Minasian (S.12]
y Kall y Wallace [K.6].
Otra posible formulación del problema (4.1) mediante esta aproxi-
mación, es considerar el denominado por Chames y Cooper, en
fC.3], P-Modelo, estudiado, también, por Bereanu, en [6.11],con el
nombre de Problema de Mínimo Riesgo.
En este modelo el objetivo es maximizar la probabilidad de que la
función objetivo U’(4)Y no exceda a una cierta constante it dada. Es
decir, el problema a resolver es
max
5.0. P {4/Za~(sc)xj =bj(~)>i=1,...~m}=a <4.4)
donde it es un parámetro elegido por el decisor.
Este problema ha sido estudiado, entre otros, por Vajda [V.1].
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4.2.3.2.- Programas Estocásticos con Recursos.
Consideremos, ahora, el problema de Programación Lineal Esto-





• primero se toma una decisión Y sin conocer el valor de las va-
riables aleatorias.
• después acaecen los eventos aleatorios y se conocen sus valo-
res. La realización de 4 puede, posiblemente, implicar la viola-
ción de las restricciones del problema <4.5). Por hipótesis se im-
pone una penalización ya que, compensar las restricciones vio-
ladas con el fin de que el programa sea factible, supone unos
ciertos “costes”.
• por último, se utiliza una variable de desviación 37 para repre-
sentar las penalizaciones impuestas.
El objetivo, generalmente, es minimizar el valor esperado de la
suma de a~’(flY y el mínimo de las penalizaciones impuestas. Se





¿y e y son vectores de dimensión m, y representa las pe-
nalizaciones y ¿y los costes por unidad de penalización.
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W es una matriz de dimensión mxn, denominada matriz de
recursos.
Este modelo se interpreta del siguiente modo: se determina un
vector Y=O (denominado “aquí y ahora”) antes de conocer una
realización de 4; cuando se conoce el valor de ~, se determina un
“recurso” y mediante el programa
mlii q’37
y (4.7)
sa. W(4)j7 = b(~) - A(~flY
que recibe el nombre de Programa de Segunda Etapa, (en el que
Y y ~ tienen valores dados).
Así el problema inicial se transforma en un programa Equivalente




Q(Y,fl= miii {q’yIW(fl9= b(4)- A(~)Y ,y=o1
Cuando W(~) es una matriz de valores deterministas, es decir
cuando W(4 ) = W, W se denomina matriz de recursos fijos, y el pro-
blema recibe el nombre de Programa Lineal Estocástico con Recur-
sos Fijos.
Si la matriz de recursos fijos, W, satisface que
= w y y > =
el programa se denomina con Recursos Fijos Completos.
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En este caso, para cualquier decisión Y=O y para cualquier reali-
zación de ~ dadas, el programa de segunda etapa
Q(Y4)=min {¿y’37/W(.fly= b(~fl—A(~)Y ‘37=~}
y
es siempre factible.
Un caso particular del Programa con Recursos Fijos Completos es
el denominado Problema con Recursos Simples que se obtiene
cuando en la matriz W, después de haber reordenando sus filas y
sus columnas, se puede hacer una partición de la forma w=(i,—i>,
donde 1 es la matriz identidad.
Si de un modo análogo se dividen los vectores ¿y e j7 en (¿y, ¿ye) y
(7 37~) respectivamente, el programa de segunda etapa tiene la
forma
Q(Y,~) = mhz {(j~)’5~ +(qJy~ /7—37~ =b(fl—A(flY , 37~ =0,7=0>,





Q(Y,fl= miii {(¿y~Yy~ +(fly /y~ 37+ =b(~)—A(flZ , 37~ =0,7=o}
y ,y
Los programas estocásticos con recursos se denominan, también,
Programas Estocásticos en Das Etapas indicando que en la prime-
ra etapa, antes de conocer el valor de ~, se toma una decisión Y y
en la segunda etapa, después de observar $, se toma una decisión
y, de acuerdo a (4.7), para corregir la posible no factibilidad pro-
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vacada por la violación de las restricciones al observar la realiza-
ción de ~.
Si K es un conjunto convexo, el problema en dos etapas (4.8) es
convexo, ya que se verifican las dos proposiciones siguientes:
Proposición 4.1. Para cada ~eE fijo, la función Q(~,~)es conve-
xa.
(Para la demostración véase, por ejemplo, la proposición (10) de
Wets [W.8]).
ProposIción 4.2. El programa de primera fase
mhz E[3’(flY + Q(Y,fl]
5.0. xeX
es convexo.
(Para la demostración véase, por ejemplo, la proposición 1.1 de
Kall y Wallace (K.6]).
También se ha demostrado que este tipo de problemas verifica
otras propiedades deseables desde el punto de vista de la optimi-
zación, tales como la continuidad y la diferenciabilidad (véase, por
ejemplo, Kall [1(2] o Vajda [V.1]). Consecuentemente, se puede re-
solver mediante los algoritmos de Programación Convexa.
Las dificultades de cálculo que lleva consigo la ejecución de di-
chos algoritmos se unen a las dificultades de resolución que com-
porta el problema (4.8) en sí mismo. Frecuentemente es difícil de-
terminar la forma explícita de E[Q(Y,~)I, que depende, lógicamente,
de la distribución de probabilidad de ~.
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Incluso cuando se puede determinar la forma de la función
ELQ(Y4)I y se puede calcular el valor de xe Y que minimiza
E[t«)Y+Q(~,Ñ1, puede ser muy difícil, siendo frecuentemente
prohibitivo, calcular el valor exacto de E[Q(Y,~)], ya que se requie-
ren métodos de integración múltiple.
Este problema ha sido ampliamente estudiado, entre otros, por
Beale [6.3], Dantzig fD.2] y [D.3], Kall [K.2], Wets [W.8], Vajda
[VI],Sengupta [5.3],Ziemba [Z.3],Dantzig y Madansky [D.3]y
Elmagharaby [E.4].
El modelo Lineal con Recursos Simples cuando todos los coefi-
cientes son deterministas salvo el vector b(~> que es aleatorio <al
estar la aleatoriedad únicamente en este vector, podemos escribir




Q(Y4)= »~¡> {(q~)ty~ +(qyjr /37- y~ = (AY •P~ =0,7 =0}
9 ,y
Este caso ha sido ampliamente estudiado, entre otros, por Beale
(B.3] y Wets [W.8] y [W.9]. Sobre él volveremos más adelante ya
que el problema de Programación Estocástica por Metas que estu-
diamos se puede considerar, como veremos, como un caso parti-
cular de un problema de Programación Lineal con Recursos Sim-
ples de este tipo.
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4.3.- Método por aproximaciones mediante acotaciones.
Debido a las dificultades de cálculo para resolver el problema
(4.8), surge la idea de proponer algoritmos de resolución de dichos
problemas por aproximaciones mediante acotaciones, es decir,
determinando un límite inferior 1 y un límite superior 5, de manera
que se verifique que función objetivo del problema <4.8) pertenez-
ca al intervalo
Lógicamente, como en cualquier método de aproximación, conviene
asegurar que el error de la aproximación es aceptable, es decir,
que la diferencia S—I permanece dentro de un límite de tolerancia
aceptado por el decisor.
Para clarificar la corweniencia de utilizar soluciones por aproxima-
ción mediante acotaciones en la resolución de problemas de pro-
gramación estocástica escalar, Kall y Wallace (K.8] sugieren el si-
guiente ejemplo: Supongamos que una empresa se enfrenta a un
problema de decisión con un gran número de parámetros aleatorios
relevantes para el problema. La decisión en sí misma se tiene que
tomar pasados unos años, y, en ese momento, se conocerá con
exactitud el valor de dichos parámetros. Pero, por cuestiones de
planificación, la empresa necesita en el momento actual conocer
los beneficios esperados en los próximos años. Dado el gran nú-
mero de parámetros aleatorios, puede no ser posible calcular el
valor esperado exacto, pero, utilizando técnicas de acotación,
puede ser posible e incluso relativamente fácil, identificar un inter-
valo que contenga dicho valor esperado.
Por tanto, se desea hallar el valor esperado de la denominada so-
lución “espera y ve”, ya que ésta es la solución óptima que se ele-
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giría si se conociera con anterioridad el valor que tendrán los pa-
rámetros aleatorios.
Kall y Wallace [K.6] proponen, para la resolución de problemas con
recursos, un procedimiento de solución por aproximaciones me-
diante acotaciones, que ellos denominan “refinamiento de la solu-
ción “espera y ve»».
Este método está diseñado para variables aleatorias acotadas, es
decir para el caso en que la variable aleatoria 4 esté definida en
un intervalo s=¡a~,gJ. Pero, en el caso de que dicha variable no
fuese acotada, se podría aplicar el método tomando un intervalo
que contenga una gran parte de la distribución de probabilidad de
4.
El método consiste en los siguientes pasos:
1. Determinar un límite inferior z(fl y un límite superior s(fl de la
función 3’(flY+Q(~,4) de manera que se verifique que, para un
x = ~ fijo:
z(fl=Efr(4)Y*+Qfrt4>I =s(4)
2. Se calcula la diferencia S(fl—f(4) en el punto Y=YA.
3. Si dicha diferencia está dentro de un límite de tolerancia acep-
tado por el decisor, se termina el problema y la solución del
mismo es Y=Y.
4. En caso contrario se procede del siguiente modo:
• se efectúa una partición en el soporte de 4,
• se realiza el proceso de acotación inferior y superior de la
función objetivo en cada una de las celdas obtenidas en la
partición.
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Es decir, si por ejemplo la variable aleatoria ~ es bidimen-
sional, la partición de S podría ser de la forma
obteniéndose cinco celdas.
• se obtienen un límite inferior globol ~ sumando los cinco
limites inferiores de cada una de las celdas y ponderando
los sumandos con la probabilidad de estar en la celda co-
rrespondiente. De un modo análogo se obtendrá el limite
superior global, S1(4).
5. De nuevo se calcuta la diferencia S1Q)—11( , en un punto fijo
x =
8. Si el valor obtenido en la diferencia anterior está dentro del li-
mite de tolerancia aceptado por el decisor, se termina el pro-
blema y se acepte como solución Y—Y~. En caso contrario se
pasa al paso 4 del proceso, repitiéndolo hasta obtener una so-
lución satisfactoria para el decisor.
Procediendo así la convergencia está garantizada (véase Kall y
Stoyan [K.5])
Sin embargo, el método presenta dificultades:
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a) No resulta siempre fácil decidir y determinar qué límites inferior
y 1 o superior son convenientes en cada problema. Cuando el
problema es convexo se puede utilizar la desigualdad de Jensen
(véase [J.3]) para obtener un limite inferior. <Si la función obje-
tivo del problema fuese cóncava, se podría utilizar la misma de-
sigualdad para obtener un limite superior). Esto no tiene mayo-
res complicaciones.
Las dificultades surgen en la elección y, sobre todo en la deter-
minación, del límite superior en el caso de programas convexos
(o del límite inferior en el caso de problemas cóncavos). El li-
mite más frecuentemente utilizado es el Edmundson-Madansky,
pero su determinación es complicada, complicación que au-
menta con la dimensión de la variable aleatoria, resultando
prácticamente inviable cuando dicha dimensión es mayor o igual
que 10. (Para más detalles sobre este limite y las dificultades
para su determinación, véase Kall y Wallace, [K.6]).
b) Otra dificultad, no totalmente resuelta, es decidir los soportes
de las variables aleatorias en los que es conveniente realizar
las particiones para mejorar la solución. Esta decisión es im-
portante porque puede ocurrir que, si no se eligen las celdas
adecuadas, se multiplique el trabajo obteniéndose, práctica-
mente, el mismo error.
Parece natural elegir aquellas celdas en las que el error obteni-
do con la solución aproximada sea grande.
Pero, incluso en el caso en que la decisión anterior sea ade-
cuada, cabe preguntarse en qué punto concreto de la celda con-
viene realizar la partición. Kall y Wallace, [1(6] proponen reali-
zar las particiones en el punto medio del correspondiente inter-
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Capitulo 5 . - Programación Lineal Estocés,tica Muttlobjetivo
En este capítulo introducimos brevemente algunos conceptos de
Programación Estocástica Mu/tiobjet¡vo.
5.1.- Planteamiento del problema.
Sea el problema determinista de Programación Multiobjetivo del ti-
po
optimizar f(Y) = (j’~(Y),.. .,f~(X9)
sa. YcX
donde, como siempre,
f(Y) es la i—ésima función objetivo, f :X—>9?, i=l,...,p.
Xc9i~ es el conjunto de soluciones posibles o conjunto
factible, que normalmente se define a partir de res-
tricciones matemáticas.
es el vector de variables de decisión.
Supongamos que el problema anterior es lineal, es decir, las fun-
ciones objetivo son funciones lineales (f(Y)= AY, donde A es una
matriz de orden pxn) y el conjunto factib¿e Y está definido me-
diante restricciones lineales.
Cuando algunos <o todos) de los coeficientes de las funciones ob-
jetivo ylo de las restricciones son variables aleatorias ~ definidas
en el espacio probabilístico (!,F,P), <cuya distribución de probabi-
lidad conjunta es conocida e independiente de la variable de deci-
sión Y), estamos ante un problema de Programación Estocástica
Lineal Multiobjetivo que tiene la forma
so. YcX(¿j)
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Como ocurría en la Programación Estocástica Escalar, en este tipo
de problemas tampoco está claramente definido el concepto de óp-
timo, por lo que es necesario especificar nuevos conceptos de so-
lución apropiados para estos problemas de Programación Estocás-
tica Multiobjetivo.
5.2.- Solución eficiente.
Hay varios conceptos de solución eficiente para Programación Es-
tocástica Multiobjetivo análogos al concepto de solución eficiente
para Programación Determinista Mult¡objetivo. Una de las nociones
más extendidas es la siguiente:
DefinicIón 5.1. El vectór Y*=(x1*,...,x») de variables de decisión
se dice que es una solución eficiente con probabilidad 1 para el
programa (5.1), cuando no existe ningún otro vector YeX, casi
seguramente tan “bueno” como Y# con respecto a las funciones
objetivo I(Y,~)=(f1(Y,~),...f~(Y,~)) e incluso “mejor» que ~ con una
probabilidad positiva, es decir, tal que
P{~/f(Y*%) =f(Y,4)} = 1
y
P{4If(Y*,fl <f(Y4» >0
Una dificultad práctica de este concepto de solución eficiente es
que resulta sumamente complicado determinar el conjunto de
puntos eficientes con probabilidad 1 o, al menos, un subconjunto
razonable de este conjunto. Se han buscado definiciones alternati-
vas, pero todas ellas presentan complicaciones a la hora de resol-
ver problemas concretos. (Para más detalles véase Stancu-
Minasian [S.12])
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5.3.- ProcedImientos de solución.
Para resolver problemas de Programación Estocástica Lineal Muí-
tiobjet¡vo se suelen seguir dos vías alternativas:
• o bien se reemplaza el problema de Programación Estocástica
Multiobjetivo por un Equivalente Determinista Multiobjetivo de
un modo análogo al utilizado en Programación Estocástica Es-
calar, y después se utilizan los métodos vistos en el capítulo 2
para resolver problemas de Programación Multiobjetivo.
• o bien se reduce el Programa Estocástico Multiobjetivo a un
problema de Programación Estocástica Escalar mediante algu-
nas técnicas análogas a las utilizadas en Programación Deter-
minista Multiobjetivo (función de síntesis, métricas, etc), y, a
continuación, se resuelve el problema de Programación Esto-
cástica Escalar utilizando alguna de las aproximaciones vistas
en el capítulo 4.
Es obvio que las dificultades existentes tanto en la resolución de
problemas de Programación Determinista Multiobjetivo como en la
resolución de problemas de Programación Estocástica Escalar, se
multiplican considerablemente a la hora de resolver problemas de
Programación Estocástice Multíobjetivo, aún en el caso de que el
programa sea lineal, que es la situación que nosotros considera-
remos.
A modo de ejemplo y muy brevemente, vamos a ver un modo de
resolver un Programe Lineal Estocástico Multiobjetivo por la se-
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Para un ~ e E dado el problema anterior es un problema determi-
nista de Programación Lineal Multiobjetivo, por lo tanto, de un mo-
do análogo al Método de la Ponderaciones visto en el apartado
2.3.1.1 del capítulo 2, se puede obtener una única función objetivo,
síntesis de las p funciones objetivos del programa <5.2>, mediante





(Las ponderaciones utilizadas deben ser adecuadas, es decir, tales
que la suma ponderada esté expresada en términos porcentuales
con el fin de evitar problemas de homogeneidad y de dimensionail-
dad en los p objetivos iniciales).
Se tiene así un Programa Estocástico Escalar, <5.3), que se re-
suelve mediante cualquiera de los procedimientos vistos en el ca-
pítulo anterior.
También se han hecho algunas extensiones de los Métodos Ints-
ractivos para resolver problemas deterministas de Programación
Multiobjetivo al caso estocástico. Entre ellas cabe destacar el
PROTRADE (véase Goicoechea, Hansen y Duckstein [G.6]) y el
STRANGE <véase Teghem, Dufrane, Thauvoye y Kunsch (T.1]).
Ambos son generalizaciones del Método Interactivo Programación
Multiobjetivo determinista STEM al caso estocástico.
En los capítulos que siguen planteamos y estudiamos con detalle
un problema de Programación Estocdstlca por Metas, que, ob-
viamente es un problema de Programación Estocástica Multiobjetí-
yo.
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• En el capitulo 6 veremos el estado de la cuestión, es decir, ha-
remos un resumen de los trabajos publicados sobre el tema.
• En el capitulo 7 planteamos resolver el problema de un modo
análogo al modelo propuesto en el apartado 6 del capítulo 2 pa-
ra Programación por Metas Determinista. Discutimos distintos
procedimientos de solución para el problema cte Programación
Estocástica Escalar resultante. Comprobamos que la solución






METAS. ESTADO DE LA CUESTIÓN.
capitulo o . - Programación EstocéMico por Metas. Estado de la cuestión
La extensión estocástica de la Programación por Metas determi-
nista es un tema, en general, poco estudiado. Destacamos, única-
mente, cinco trabajos importantes publicados sobre dicho tema.
El primero se debe a Chames y Cooper [C.3], en 1963. El segundo
lo publicó Contini, en 1988, [C.17]. De los otros tres, dos son de
Stancu-Minasian, uno publicado en 1984, (8.12], y el otro en 1990,
(S.13], y el quinto se debe a Stancu-Minasian y Tigan, en 1988,
(S.l 4].
Los comentaremos en este mismo orden.
ti. En 1963 Chernas y Cooper plantean un problema de Progra-
mación por Metas en ambiente de riesgo y proponen resolverlo
mediante el P-Modelo de Restricciones Probabilisticas.
Suponen aleatoriedad en los coeficientes de los objetivos iniciales
y en la parte derecha de las restricciones, es decir, parten de un





f(Y»=(f1(Ñ4...,f (Y))’ es el vector constituido por los p objet¡-
vos del problema, cuya matriz de coeficientes, A, es aleatoria,
es decir, A =
es el vector de los p niveles de aspiración aso-
ciados a los p objetivos
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es el conjunto de variables de decisión
y el conjunto factible es Y junto a las restricciones WY=b(fl
en las que los coeficientes de la matriz W son números fijos,
conocidos, y las componentes del vector b son aleatorias,
K=F(fl.
Chernas y Coaper proponen resolver este problema de Programa-
ción Estocástica mediante Restricciones Probabilísticas, siendo el
objetivo que sugieren maximizar la probabilidad de alcanzar los ni-
veles de aspiración, es decir
nata





que, al ser un problema de Restricciones Probabilísticas conlíeva
las mismas dificultades de resolución que dichos problemas.
6.2. Continí, en [C.17], estudia más ampliamente la extensión esto-
cástica de la Programación por Metas Determinista.
Supone que existe un “factor de perturbación» en la relación entre
los objetivos y los niveles de aspiración y, bajo ciertas hipótesis y
condiciones que vemos a continuación, llega a que el problema
planteado es equivalente a un problema de programación cuadráti-
ca.
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Parte de un problema determinista de Programación Determinista




donde, de nuevo como siempre,
es el vector constituido por los p objeti-
vos del problema
es el vector de los p niveles de aspiración aso-
ciados a los p objetivos
es el conjunto de variables de decisión
X es el conjunto factible.
Si A=(a4);u..,p es la matriz de los coeficientes de las funciones ob-
jetivo del problema (6.3), dicho problema se puede escribir de la
forma:
f1(Y)=a,1x1+a12x2+...+a1»x~ =m1
f2(Y)=a21x1 +a21x1 +•~~+a2»x,, =ffl2
fp(Y)=apjx¡+ap2x~+.’~+a~ x~ =m~
sa. xeX
Contini considera que una extensión natural del modelo de Pro-
gramación por Metas consiste en relajar la relación fija entre los
niveles de aspiración M y los objetivos f(Y), considerando entre
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(6.5)
donde 4=(~,•~~,4~)’ es un vector de variables aleatorias.
Y, dado que en los métodos de resolución de Programación Deter-
minista por Metas subyace la idea de minimizar las diferencias o
discrepancias que se den entre los niveles de aspiración concretos
propuestos, M1, ¡ = 1,... ,p y lo realmente conseguido en el corres-
pondiente objetivo f(Y), i~=1,~••,p, Contini sugiere que un procedi-
miento adecuado para resolver un problema de Programación Es-
tocástica por Metas es reinterpretar la relación f(Y)=AY=i7í del
siguiente modo: sea K/ una región apropiada de ~r, Mc9r, que
contenga a ~, es decir, tal que Mc Kl, entonces, el problema <6.5>
se resuelve determinando un vector de variables de decisión,
x=x~, tal que la probabilidad de que el vector AY*g pertenezca
a M sea máxima.
Esto es, se trata de resolver el problema
mar P{(AY+rfleM} (6.8)
so. YcX
Contini estudia el problema bajo las siguientes hipótesis acerca de
la relación (6.5), AY+~ =»v:
• Los coeficientes de la matriz A, a~, son números fijos bien de-
terminados.
• El rango de la matriz A es, al menos, p, es decir, rg.A=p.
• ~ es un vector de p variables aleatorias cuya distribución de
probabilidad conjunta es Normal multivariante, con media el
vector Ú y matriz de covarianzas X.
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Como consecuencia, ñi también tiene una distribución de probabi-
lidad Normal, con media el vector
(a11x1 +a12x2 + +a,,1x1 +o~2x2 + ...
y matriz de covarianzas ~, y su función de densidad resulta ser
donde
Q=(M-..AY)’ VQI¡—ÁY) (6.7)
Por la teoría estadística (véase, por ejemplo, Cramer [0.19], pági-
nas 357-367> se sabe que si Yff tiene una distribución de probabili-
dad Normal y S es no singular, entonces la forma cuadrática (6.7)
tiene una distribución de probabilidad Chi-cuadrado con p grados
de libertad, 4.
La hipótesis de normalidad sugiere que la región que se construye,
Ki’, para resolver el problemé (6.5), por lo general será un elipsoi-
de de 9V’, centrado en »~ de la forma
donde c1 es un escalar adecuado. (Véase Cramer [0.19], páginas
325-327, 344-346)
Contini demuestra el siguiente resultado:
ProposicIón 6.1. El programa (6.6)
mar P{(AY+49eñ}x
sa. xeX
es equivalente al programa
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naln
so. YcX
En efecto, el objetivo
tente en maximizar la
m=AY+~, que es
de (6.6> es equivalente al objetivo consis-





y este objetivo es equivalente a maximizar su logaritmo (denomi-
nado, habitualmente, segunda función de verosimil¡tud), max(—M,
que, a su vez, es equivalente a minimizar A, m¡nA.
Efectuando algunas operaciones en la función objetivo del proble-
ma (6.9), se tiene




k=i#’2jM, B=AT’A y r=-A’Tj’Fit
Se puede escribir que
A = k+Y’BY+2rY
Y, consecuentemente, Contini establece el siguiente teorema:
(6.9)
109
Capítulo 6.- Programación Estocástica por Metas. Estado de la cuestión
Teorema 6.1. La solución óptima del problema (6.6) se obtiene




Si las restricciones del programa (6.11) son lineales, dicho pro-
grama es un problema de programación cuadrática y, por lo tanto,
se puede resolver por cualquiera de los algoritmos existentes en la
literatura del tema.
En el caso de que las variables aleatorias 4~, ¡ = l,.~.,p sean esto-
cásticamente independientes, como la matriz de covarianzas de 4j
Z, es una matriz diagonal
2 o)
la matriz S’ también es una matriz diagonal
1~1= O O
con fo que la segunda función de verosimilitud de M=AY+4 cam-
biada de signo, A, dada en la expresión (6.10)
tiene la forma
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y el problema (6.11) se transforma en el problema
mm _ LUI (6.12)
sa. YcX
que se puede interpretar como un problema de programación por
matas determinista, en el que el criterio de optimización es la mi-
nimización de la norma L2, y cada mata está ponderada por la re-
ciproca de su varianza. Por lo tanto, si las variables aleatorias
4 1 = ~ son estocásticamente independientes, la solución del
modelo estocástico (6.6) es análoga a la solución del modelo de-
terminista (6.12>.
Contini, en su artículo, también resuelve el problema (6.11) en el
caso de que no tuviese restricciones.
Pasamos a continuación a resumir los trabajos publicados por
Stancu-Minasian.
6.3.- Stancu-Minasian, en su libro sobre Programación Estocástíca
Multiobjetivo, [S.12], dedica un epígrafe del capítulo tercero al te-
ma “Programación por Metas. El caso Estocástico» (páginas 141-
152). En dicho epígrafe, después de resumir el artículo de Contini
(0.17], amplia el estudio de Programación Estocástice por Metas a
las siguientes situaciones:
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6.3.1.- Sea el problema
f(Y)= AY=Yff
sa. YeX
en el que los coeficientes a~, i = 1,•••,p,j=1,~••,ndelamatrizAson
variables aleatorias.
Bajo ciertas hipótesis y condiciones que veremos se llega a que
este problema es equivalente a uno de programación cuadrática.
Para cada Y e Y existirán unas diferencias o desviaciones entre AY
y m, que se pueden denotar por 7(Y) y 7(Y).
El criterio de optimización elegido por Stancu-Minasian en la mini-
mización del valor medio de la norma del vector M—AY, con lo









Si p=2 el modelo es
sa. YcX
donde A, es la í—ésima fila de la matriz A.
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En el caso de que las variables aleatorias o~, i=1,...,p ,
sean estocásticamente independientes, con media E[%I y varianza
2
se comprueba fácilmente (véase Stancu-Minasian [S.12], pági-
nas 146-1 47) que el problema (6.15) es equivalente al problema
m¡n [tfjffit— SE(a4 xjj2 +tfj~ajJ2x;j (6.16)
so. YcX
que, en el caso de que las restricciones sean lineales, es un pro-
blema de programación cuadrática determinista que se puede re-
solver por cualquiera de los algoritmos existentes.
63.2.- Coma una segunda situación, Stancu-Minasian, considera el
mismo problema planteado por Contini [C.17] en una versión dife-
rente y resuelve el Programa Estocástíco Escalar resultante me-
diante Restricciones Probabilísticas.
Supone, como en la situación anterior, que los coeficientes ay,
j=I,~••,n de la matriz A son variables aleatorias y elige
la región U, no como el elipsoide centrado en ~ propuesto por
Contini, sino tal que
sm, =821, Ítttl0tp}
Supone conocidos, además, dos umbrales que ¡imitan la probabili-
dad de que ~«~)E M:
a
1 = (ah) }
a2 = (a21) =
El criterio de optimización elegido para este problema es determi-
nar la región U lo más pequeria posible, con la condición de que
se verifique que la probabilidad de que rn(Y) e Kl esté dentro de los
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Termina este apartado hallando un Equivalente Determinista del
programa (6.18>.
6.3.3.- Por último Stancu-Minasian plantea el problema en el caso
de que lo aleatorio sea el vector de los niveles de aspiración »J, en
el supuesto de que las componentes de dicho vector son estocásti-
camente independientes y con funciones de distribución conocidas
fl(.), i=iI,.’.,p, y, de nuevo, resuelve el Programa Estocástico Es-
calar resultante mediante Restricciones Probabilísticas.
Teniendo en cuenta el trabajo de Ben-Israel, Chames y Kirby [Bit
el problema se puede plantear como un programa con Restriccio-
nes Probabilisticas de la forma
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mm
so. 1 =a»
son los límites inferiores de
(6.19)
la probabilidad y
Para hallar un determinista equivalente a (6.19), define
F[’ (O) ¡nf. (i~ 1 F~ (q) =
f7’(O)=sup.{q/F07)=o)] 0=0=1
e introduce los vectores
F[’ (e— a2) = (É’ <1— a~,
donde e es un vector de dimensión p cuyas componentes son to-
das igual a 1,
Con lo que se tiene que
que es equivalente a
A1Y+ e~ =F7’(a1~)
Análogamente
p[~~ Y.cñi 4-eJ=P{ñí, >.4Y~s,}=e~J«4Y~~Bí)
que es equivalente a
41Y—6, =F7’(e—a~>
donde a,, y a2,
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6.4.- En el articulo publicado en 1988, Stancu-Minasian y Tigan
estudian dos extensiones del problema de Programación por Metas
con los objetivos fracciones lineales <es decir, los objetivos son
fracciones en las que tanto el numerador como el denominador son
funciones afines) y restricciones lineales, estudiado por Kornbluth
y Steuer [K.13].
Las extensiones las hacen primero considerando que los niveles
de aspiración son aleatorios con distribuciones de probabilidad
conocidas y estocásticamente independientes, y después conside-
rando que los coeficientes de los numeradores de las funciones
objetivo son aleatorios con distribuciones de probabilidad normales
y estocásticamente independientes.
Lo resuelven, como en la situación 6.2.3, apoyándose en el trabajo
de Ben-Israel, Chames, y Kirby fB.7], es decir, planteándolo como
un problema de Restricciones Probabil isticas. Los correspondien-
tes deterministas equivalentes que obtienen son problemas mm-
max en los que los objetivos son fracciones lineales.
No nos detenemos más en este artículo ya que nuestro estudio lo
hemos planteado en el caso de objetivos lineales.
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6.5.- En el libro titulado “Stochastic versus Fuzzy Aproaches to
Multiobjetive Mathematical Programming under Uncertainty”, Stan-
cun- Minasian escribe un capítulo sobre distintas aproximaciones
para resolver problemas de programación estocástica con varias
funciones objetivo, dedicando las páginas 82-85 al tema Progra-
mación Estocástica por metas. Pero en ellas hace un breve resu-
men de los dos trabajos a los que se ha aludido en los dos últimos
epígrafes anteriores, sin hacer ninguna nueva aportación al tema.
En al capítulo siguiente planteamos una extensión estocástica de
un problema de Progrdmación por Metas determinista en el que la
aleatoriedad está únicamente en los niveles de aspiración. Des-
pués de proponer un modelo de solución que es compatible con los
resultados de la Teoría de la Decisión Bayesiana y, además, re-
sulta ser un caso particular de los Programas Estocásticos con Re-
cursos, discutimos otros posibles modelos de solución y compro-
bamos algunos de los inconvenientes que presentan.
En el capítulo 8 proponemos algoritmos de solución concreto8 para




CA POR METAS, CON LA ALEATORIE-
DAD EN LOS NIVELES DE ASPIRACIÓN.
CapItulo 7.- Programación Estocéstica por Metas.
En este capitulo (y en los que siguen) vamos a estudiar un proble-
ma de Programación Estocástica por Metas en el que la aleatorie-
dad está, únicamente, en los niveles de aspiración.
Una vez planteado el problema en el apartado 7.1, dedicamos el
apartado 7.2 a proponer un modelo de solución que, como compro-
baremos, es un caso particular de los Programas Estocásticos con
Recursos. Veremos, también, que dicho modelo es compatible con
la Teoría de la Decisión Bayesiana, y le aplicaremos algunos con-
ceptos tales como Valor Esperado de la Información Perfecta y
Valor Esperado de la Información Muestra!. Además, este modelo
es compatible con la Programación por Metas Lexicográfica.
Por último en el apartado 7.3 criticamos otros posibles métodos de
solución alternativos (vistos en el capítulo 4 para resolver proble-
mas de Programación Lineal Estocástica Escalar), comprobando
los distintos inconvenientes que presentan.
7.1.- Planteamiento del problema.
Partimos, de nuevo, de un problema determinista de Programación




es el vector constituido por los p objeti-
vos del problema
es el vector de los p niveles de aspiración aso-
ciados a los p objetivos
son las variables de decisión
Y es el conjunto factible, definido por restricciones matemáti-
cas.
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Y donde, también como siempre, tanto los objetivos como las res-
tricciones son lineales.
En el apartado 6 del capítulo 2 vimos que un modo de resolver
este problema es mediante la denominada Programación por Metas






y%y =0 } 1=1 ,2,•’•,p
4- ¡w,, n§>0 j
siendo w~, ir los coeficientes que se asocian a las variables de
desviación por exceso, 94-, y por defecto, y, respectivamente, y
que representan la relación de intercambio (trade-off) entre tal ex-
ceso y defecto, respectivamente, que se supone constante.
Una formulación equivalente puede ser la siguiente:
Para cada Y E Y definimos
Q(Y)=mln{X(w7Y~4- +wJ§) , s.af (Y)+y —y =na,, ¡4- y1 =0,1
que representaremos por (7.2).
Los valores óptimos de las variables yfl y; verifican que y~4- •y;- =0
para todo ¡ y representan, como siempre, el exceso y el defecto del
¡-ésimo objetivo, respectivamente, asociado con la solución facti-
ble Y.
Y la solución óptima del problema de Programación por Metas es la
solución factible que minimice la desviación global de los ~‘ objeti-
vos, es decir, la solución del programa
120
Capitulo 7.- Programación Estocástica por Metas.
mm Q(Y)
sa xeX (7.3)
Esta no es la formulación usual porque, en lugar del programa li-
neal (7.1), se tienen dos programas, el (7.2) que también es un
programa lineal, y el (7.3) que es un programa convexo. Pero in-
cluimos aquí esta formulación alternativa porque es similar a la
solución que propondremos, en el apartado siguiente, para resol-
ver el problema de Programación Estocástíca por Metas cuando la
aleatoriedad está, únicamente, en los niveles de aspiración.
Supongamos, ahora, que los niveles de aspiración, »i’, son aleato-
nos, es decir, M=~, siendo ~ un vector aleatorio del espacio pro-
babilístico (2,F,P), cori Ec9V, del que se conoce ¡a distribución de
probabilidad conjunta. <Como la aleatoniedad está únicamente en
los niveles de aspiración, utilizamos, para simplificar, la notación
M=4 en lugar de »r=g4)>.
Entonces, el problema planteado es
s.a. YeX
Si lo resolvemos de un modo análogo al que acabamos de recordar









que, claramente, es un problema de Programación Lineal Estocás-
tica Escalar.
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(Nótese que, aunque en el apartado 6.3.1 del capítulo anterior
Stancu-Minasian utiliza la misma idea para resolver el problema de
Programación Estocástica por Metas que la propuesta aquí, él su-
pone que la aleatoriedad no está en los niveles de aspiración, sino
en los coeficientes a~, i=1,•••,p , j=1,••~,n de la matriz A de la fun-
ción objetivo inicial f(Y)=(f1(Y),...,f~(Y))’. Además, deja el problema
planteado como un problema de Programación Estocástica Escalar
sin proponer cómo resolverlo).
Ante el problema (7.4) cabe preguntarse cómo definir adecuada-
mente un programa Equivalente Determinista que lo resuelva.
Antes de discutir la pasible aplicación de algunos de los modelos
de solución vistos en el capítulo 4 para resolver problemas de Pro-
gramación Lineal Estocástica Escalar, vamos a proponer un mo-
delo de solución resultante de resolver el problema (7.4) de un
modo análogo a la formulación que hemos hecho del mismo pro-
blema determinista, (7.1), mediante las expresiones (7.2) y (7.3).
7.2.- Nuestro modelo de solución.
En el capitulo 3 recordamos que, si las preferencias de los deciso-
res sobre las posibles consecuencias de sus decisiones son con-
sistentes con ciertos axiomas del comportamiento racional, es de-
cir, si se verifican los axiomas de la Teoría de la Utilidad <para
más detalles ver, por ejemplo, el capitulo 7 de De Groot [D.5]),
entonces es posible definir sobre estas consecuencias una función,
llamada utilidad de las consecuencias, tal que una decisión factible
será más preferida a otra, si y solamente si la utilidad esperada de
las posibles consecuencias es mayor para la primera decisión que
para la segunda. También vimos que es frecuente utilizar, en lugar
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de la función de utilidad, la función de pérdida, y, por lo tanto, los
decisores elegirán como decisión óptima aquella que minimice la
pérdida esperada de sus consecuencias.
¿Cuál será la consecuencia asociada a una decisión factible 1 e X
y a una realización del vector aleatorio ~eEen un problema del ti-
PO (7.4)?. Teniendo en cuenta que la Programación Estocástica por
Metas es una generalización de la Programación por Metas Deter-
minista, para un valor de ~ dado la consecuencia asociada con la
elección de cualquier solución factible Y coincidirá con la solución
del Programa por Metas Determinista (7.2), y por lo tanto la conse-
cuencia asociada con cualquier Y e Y y ~ e E vendrá dada por la
solución del siguiente programa lineal
+w;yJ, s.af(£7)+f —r =4 7 37 =O} (7.5>
La interpretación de este programa es la misma que la del progra-
ma (7.2), esto es, Q(t4’) mide la desviación global entre f(Y) y 4.
Si las ponderaciones w~,w se identifican con los costes moneta-
ríos del exceso y el defecto del cumplimiento de las metas, la solu-
ción del problema (7.5) mide el coste global de todas las desvia-
ciones en unidades monetarias. Además, si el rango de variación
de tales costes no es demasiado grande, o si se debe tomar un
número grande de decisiones similares a lo largo del tiempo, en-
tonces se puede suponer indiferencia al riesgo y, por lo tanto, una
función de pérdida lineal.
Luego, bajo tales condiciones, la solución (bayesiana) de nuestro
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Obsérvese que este programa tiene una estructura similar a la de
un Problema Lineal de Recursos Simples en la forma <4.10) que
vimos en el capítulo 4, en el que a(~flU, es decir, no hay costes
iniciales, la matriz A coincide con la matriz formada por los coefi-
cientes de los p objetivos iniciales, los costes por unidad de pena-
lización, qj aquí son las ponderaciones de las metas, W y la aIea-
toriedad está sólo en el vector 3~(4), y por eso se puede escribir
b(4)= 4, para simplificar la notación.
Por otro lado, teniendo en cuenta cómo hemos llegado al problema
(7.6), es evidente que dicho problema es compatible, bajo ciertas
condiciones, con el enfoque Bayesiano de la Teoría de la Decisión.
Luego se puede formular mediante la representación que se expu-
so en el apartado 3.3 del capítulo 3, en el que 0=2 y por lo tanto
O = ~, L(O,x) = Q(Y4) y Y y 4 siguen 8iendo, respectivamente, el
conjunto de decisiones del problema y la distribución de probabili-
dad de 4
x
A cada fila o decisión Y se le asocian los correspondientes costes
esperados E~[Q(Y4)I y la decisión óptima o de Bayes es aquella
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decisión Y=; que miriimice estas valores esperados, es decir,
aquella decisión que verifique que
= mm
Por lo tanto, se pueden aplicar a los problemas de Programación
Estocástica por Metas cuando la aleatoriedad está únicamente en
los niveles de aspiración, y se resuelven mediante el modelo (7.6),
conceptos bayesianos relacionados con el valor de la información
acerca de 4, tales como Valor Esperado de la Información Perfec-
ta, Valor Esperado de la Información Muestral, etc.
7.2.1.- Valor esperado de la Información perfecta.
En el capitulo 3 hemos visto que si no existiera ningún tipo de in-
certidumbre, es decir, si se tuviese información perfecta, el coste
sería el mínimo posible, Cmiii, y el Valor Esperado de la Informa-
ción Perfecta, que representamos por VE IP, viene dado por la
diferencia entre el coste esperado de la decisión óptima a priori o
riesgo de Beyes a priori y el coste mínimo anteriormente citado,
esto es,
VEIP= Riesgo de Boyes a priori —Cmlii
Esta diferencia constituye una cota superior del valor de cualquier
información.
Apliquemos estos conceptos a nuestro problema en el caso dis-
creto, es decir, supongamos que la variable aleatoria 4 toma los
valores con probabilidades p1,•..,p~ y el conjunto de deci-
siones X es X={x1,.t,xj.
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El problema a resolver será
pl ... PP
4
Si tuviéramos Información Perfecta, el coste sería el mínimo posi-
ble
cmiii = p1 [mrnQ(£7,43]+... + PP [mínQ(t4~)]
y, por tanto, el Valor Esperado de le Información Perfecta vendrá
dado por
VEIP=Rlesgo de Boyes a pr¡ori-Cmun
que constituye una cota superior del valor de cualquier informa-
ción.
71.2.- Valor esperado de la informacIón muestral.
En el capitulo 3 vimos que, si en un problema de decisión en am-
biente de riesgo se puede observar el valor de un vector aleatorio
Y, que toma valores en el espacio muestral S y tiene relación con
la variable aleatoria 4 ~ E, antes de elegir una decisión de Y, si
3(y) es la función de decisión de Bayes, el Riesgo a posteriori se
identifica con el Riesgo de Beyes de dicha función 3(y)
Vimos, también, que el Valor Esperado de la Información Muestral
es la diferencia entre el Riesgo a priori o Riesgo de Beyes (es de-
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cir, el coste esperado de la decisión óptima a priori> y el Riesgo a
posteriori o Riesgo de la función de decisión de Bayes:
V E 1 M = Riesgo a priori — Riesgo a posteriori =O
Vamos a aplicar estos conceptos a nuestro problema suponiendo,
de nuevo, que estamos en el caso discreto.
Veremos en el apartado 8.2.2 del capítulo siguiente, al estudiar los




Q(Y,4~)=min {wy14- +wy;/f1(Y)+y; —y =41,y1~,y? >0) i=1,••~,p
y ,y






siendo 4 la i-ésima fila de la matriz A, correspondiente, por tanto,
a los coeficientes del objetivo f,.(Y), i=1,...p.
Supongamos que las probabilidades (p1,...,pj no se conocen con
certeza, sino que se sabe que están distribuidas según una distri-
bución de probabilidad conjunta de Dirichlet o Beta Multivariante
de parámetros a1,•••a,, , es decir, su función de densidad es
f(p,,. ~•,p la1 ,...,a) — f(a1 +...+ a») a~—l a,—l
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y el valor esperado de cada p~ es
a. 1 a0=a1+••+a,,
00
La solución óptima será aquella decisión 2~ ~ Y que haga mínimo
EIQ(£7,fll = E[Ég Q(£74)]=
= ÉE[p,IQ(£741) = É~Q(t4,)
o
El valor mínimo de ÉSQ(t4,) será el Riesgo a priori y se puede





Después de observar un valor Y=41, la distribución de (p1,...,p~) se-
guirá siendo de Dirichlet, pero el ¡-ésimo parámetro en lugar de ser
a1 será a~ +1 (y, por lo tanto, también en lugar de a0, tendremos
a0 +1). Luego resolviendo p programas como el (7.7) cambiando en
cada uno de ellos a~ y a~, por a~+1 y a0 +1, respectivamente, y pon-
derando sus riesgosmínimosporlasprobabilidades~~•~~
a0’ ‘a0 de
que Y sea igual a ~ se obtiene el Riesgo e posteriori.
La diferencia de este riesgo con el Riesgo a priori nos dará el Va-
lor Esperado cje la Información Muestral buscado, cuando el núme-
ro de elementos de la muestra es 1.
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7.2.3.- Otra ventaja del método de solución propuesto es que tam-
bién es compatible con la Programación por Metas Lexicográfica,
cuando se conocen las distribuciones de probabilidad marginales
de 4~, 1= 1,.”, p.
En efecto, supongamos que el objetivo más importante es ¡(£7), el
siguiente en importancia es f2(Y), etc. Si, como siempre, X es el




Se halla el coste esperado correspondiente a cada fila
E4 [Q(~~~1)I
y después se determina
mi» EjQ(t49I.i
Si la solución es única £7=£7, esa es la decisión óptima y el pro-
blema se ha terminado. Por el contrario, sí existe un conjunto de
soluciones para el problema anterior, X1 c Y, entonces se resuelve
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7.2.4.- Cabe preguntarse qué ocurre con el problema de la incon-
mensurabilidad, es decir ¿qué sucede si los costes no son todos
ellos monetarios?, esto es, ¿cómo resolver el problema cuando se
deben minimizar diferentes tipos de desviaciones tales como nú-
mero de horas trabajadas, unidades monetarias, toneladas de
pasta de papel, etc?
Ante esta situación, lo ideal sería expresar las desviaciones en
unidades monetarias, valorando en estas unidades los costes de
no alcanzar o de sobrepasar los niveles de aspiración.
Si es imposible expresarlo todo en unidades monetarias, caben las
siguientes posibles soluciones:
• Minimizar la suma de las desviaciones porcentuales, en vez de
las absolutas, ya que como vimos en la Programación por Me-
tas determinista, en la observación hecha en el apartado B del
capítulo 2, así quedan resueltos los problemas de homogenei-
dad en las unidades de medida de los objetivos. (Véase Rome-
ro [R.5]).
• Otra posible solución es recurrir a la Programación por Metas
Lexicográfica.
• También se pueden incluir fácilmente pseudo-criterios de tipo
PROMETEE en nuestro problema de Programación Estocástica
por Metas. (Véase Martel y Aouni [M.4fl.
A continuación pasamos a discutir otros modelos de solución, vis-
tos en el capítulo 4 para resolver problemas de Programación Li-
neal Estocástica Escalar, y a comprobar los distintos inconvenien-
tes que presentan
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7.3. - Otros modelos de solución para el problema de Progra-
mación estocástlca por Metas con aleatoriedad, únicamente, en
los niveles de aspiración.
7.3.1.- En primer lugar veremos la denominada solución “Inge-
msa”.
Como sabemos, este procedimiento de solución consiste en susti-
tuir el valor de la variable aleatoria 4 por su valor esperado E[fl,




Este modelo se puede plantear como un problema de decisión en
certidumbre de la forma
x E[4]
(7.8)
y por lo tanto su formulación es compatible con la Teoría de la De-
cisión.
La decisión óptima será aquella decisión £7=Y~ que minimice
Q(tEl4]) en £7, es decir, que verifique que
mi» Q(Y,E[41) =
x
Se treta, por lo tanto, de resolver un problema de Programación
por Metas determinista.
Sin embargo, presenta algunos inconvenientes:
Por un lado, ya vimos en el apartado 4.2.1 del capítulo 4 que éste
no es un buen procedimiento para resolver problemas de progra-
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mación estocástica, porque se pueden obtener soluciones para tas
que la probabilidad del evento consistente en que la solución obte-
nUla sea factible, sea notablemente pequeña.
Además, este método infravalora el verdadero coste de cada deci-
sión. En efecto, veremos en el caphulo siguiente que para cada ~
fijo, la función Q(i, es convexa respecto a 4. Por tanto, por la
desigualdad de Jensen (véase [13]), para cada £7 se tiene que
Q(£7,E [41) =
siendo la desigualdad estricta si Q(t4) es estrictamente convexa
y si
Por otro lado, si ~ es la solución «ingenua», entonces
=Qfr,E[4fl, w
En consecuencia, se tiene que, para todo ~
Q(t,E[41) =Q(£7,E(4fl =
es decir, si se utiliza el método uingenuon entonces el coste míni-
mo calculado es menor o igual que el coste verdadero esperado
asociado con cualquier decisión.
Veamos un ejemplo concreto. Consideremos un problema de esti-
mación donde tenemos que estimar el valor de una cierta variable
aleatoria 4, cuyos posibles valores son 4 = = 0, 4 = 4~ = 2 y
3 1 1
4=43=4, con probabilidades P¡7, p27y P3;•
Resolviendo este problema de estimación mediante nuestra meto-
dología de Programación por Metas, es decir, planteando el pro-
blema de minimización del coste esperado de cada decisión, sien-
do X={0,2,4}=E, la matriz A de los coeficientes de los objetivos
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iniciales, f(F)=(f~(£7),...,f~(£7))’, la matriz identidad, A=I, y (w~,w)=
=(i,i), las consecuencias asociadas con las posibles decisiones
vienen dadas por la siguiente tabla, cuyos elementos ~ se cal-
culan mediante los costes Q(x1,4~) para i,j=1,2,3




1=O 0 2 4
x=x2=2 2 0 2
x=x3=4 4 2 0
La i-ésima fila representa la pérdida asociada con cualquiera de
los tres valores del parámetro si se elige la decisión x=x1, y, por lo
tanto, los costes esperados reales son
• para x=x1=0,
E~[Q(x1,4)I = Q(x1,41).p1 +Q(x142) ~ +~(x1,~3> ~ = 6
= 1.2
• para x=X,—2,
= Q(x2,43.p> +Q(x2,42) ~p2+Q(x2,43) ~p3 8 16
• para x=x3=4,
EcIQ(x3,4)I =Q(x3,41).p1+Q(x3,4j.p2+Q(x34) ~ 14
Luego x1 = O es la solución óptima (solución de Rayes o estimador
Bayesiano> del problema (7.6>, ya que su coste esperado toma el
valor mínimo, 12, es decir, el riesgo de Bayes es 1.2.
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Si lo planteamos mediante el método “ingenuo”
= 3 1 16
—= 1.25 5 55
Luego las consecuencias asociadas con las posibles decisiones
vendrán dadas por la siguiente tabla, cuyos elementos (1,]) se cal-






Y la solución óptima es x=x2 con un coste mínimo igual a 0.8, que
es la mitad del coste real esperado de elegir x=x2, ya que éste se-
ría 1.6.
Es decir, en este ejemplo se verifica que
• el coste mínimo “ingenuo” es menor o igual que el coste espe-
rado «real» asociado a cada une de las decisiones posibles.
• el decisor “ingenuo” creerá que el coste (mínimo) asociado a su
decisión x=x2 es 0.8. Sin embargo el coste real de dicha deci-
sión es justamente el doble.
Estudiamos, ahora, los modelos de solución propuestos mediante
Deterministas Equivalentes obtenidos por medio de Programas con
Restricciones Probabilisticas.
7.3.2.- Teniendo en cuenta el Programa con Restricciones Proba-
bilisticas (4.2) equivalente al problema (4.1) propuesto en el capi-
tiMo 4, la formulación natural para resolver nuestro problema de
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Programación Estocástica por Metas <7.4> mediante esta aproxi-
mación es el programa
mm. EJ[Q(Y,4» <7.9>
sa.
donde el valor del parámetro a lo elige el decisor.
O bien el programa
mi». £JQ(£7,4)I (7.10>
sa,
donde los valores de los parámetros k y a también los elige el de-
cisor.
Estos dos modelos de Programación Estocástica con Restricciones
Probabilísticas no son, en general, compatibles con la Teoría de la
Utilidad, ni, por tanto, con la Teoría de la Decisión Bayesiana.
Lo vamos a ver mediante un ejemplo.
Consideremos un problema de estimación discreto análogo al visto
en el apartado anterior, en el que los posibles valores de la varia-
ble aleatoria a estimar y sus probabilidades son




Si resolvemos este problema de estimación mediante nuestra me-
todologia de Programación por Metas, siendo Y={0,1,2}=~, la
matriz A de los coeficientes de los objetivos iniciales,
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la matriz identidad, A =1, y (w~,wj=(i,t), las
consecuencias asociadas con las posibles decisiones vienen dadas






XJI 1 0 1
x
3=2 2 1 0
La ¡-ésima fila representa la pérdida asociada con cualquiera de
los tres valares del parámetro si se elige la decisión x=x4, y los
costes esperados serán, por lo tanto,
• para x=x1 =0,
E4Q(x1,4)] =Q(x1,4’j.p,+Q(x14~) .p2+Q(x1,43) •p3
• para x=’x2 =1,
EjQ(x2~4)I = Q(x2,4}¡~1 +Q(x2,42) ~p2+Q(x2,43) ~p3
0.8
• para x=x3=2,
E!IQ(x3,4)] =Q(x3,41).p1+Q(x3,42) .p2eQ(x3,43) .pí y1.
Luego x = = 1 es la solución óptima (solución de Rayes o estima-
dor Bayesiano) (1.6), ya que su coste esperado toma el valor mí-
nimo, 0.8, es decir, el riesgo de Bayes es 0.8.
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Si ahora introducimos una restricción adicional, por ejemplo
3
=
y permitimos decisiones mixtas, es decir, decisiones del tipo
Cq1 q2 q3xl xZ x
en que x=x se elige con probabilidad q1 para 1=1,2,3, entonces,
teniendo en cuenta que el coste o riesgo esperado es
E~[Q(x1,4)].q1 +E~[Q(x2,4 )I~q2 +E4Q(x3,4)].q3 =
4
=q1 +; q2 +q3
y que
P {£7 = = P (Y = 4~ 1 ~=4 }. P {4~ = 4,) +
+ P(Y = 4 ¡4 =4J . p (4 =421 +
+ ~fl(£7 = 4 /4 4). p ($ 4~) =
2 1 2 3
= ;q1 +;q2 +~q3 > a — 10








q, +q2 +q3 1
q1 ,q2 ,q3 =0
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que es
(q1 ,q2 ,q3) =(o4~j)
es decir, se trata de una decisión mixta consistente en elegir x2 = 1
1
con probabilidad — y x3 =2 con probabilidad —.2 2
Consecuentemente, el programa (7.9) no es compatible con la Teo-
ría de la Utilidad ni con la Teoría de la Decisión Bayesiana, ya
que, como vimos en el apartado 3.4 del capítulo 3, las decisiones
óptimas de cualquier problema de Decisión Bayesíana deben ser
siempre decisiones puras. O, de ser solución una decisión mixta,
deberían serlo, también, las decisiones pures que la constituyen,
lo que no ocurre en este caso porque la solución mixta obtenida es
única.
Un razonamiento análogo sirve para el programa (7.10>
mía £4Q(~,fl]
s.a. P(Q(Y,4)=k)=a
ya que para k=0 estaríamos en el caso anterior.
7.3.3.- Consideremos a continuación un nuevo modelo alternativo




con una “función objetivo probabilistica” en lugar de con “restric-
ciones probabilísticas”, recordando, en alguna forma, el modelo
<6.6) propuesto por Contini. De nuevo comprobamos que se trata
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de una formulación que, en general, no es compatible con la Teo-
ría de la Decisión Bayesiana.
Por ejemplo, si consideramos el mismo problema de estimación
anterior, planteado en las mismas condiciones, las consecuencias
asociadas con las posibles decisiones vienen dadas, de nuevo, por
la misma tabla que en el problema (7.9>
¡,,= 215 p2=llS p3=:
2I5
4,=O 42=1 43=2
x,=0 0 1 2
x
2=1 1 0 1
x3=2 2 1 0
Y, sí hacemos k = 1, entonces
P{Q(x1,4) =4= ¡‘V= ~ o}+p{~= ~ 4 = 5
P{Q(x2’4) =1)=
= ¡‘(4 =4~ = O)+P(4~= 42 = 4+P{g= 4~ 2) = 1
P(Q(x3,4) =1)= ¡‘(4= 4~ = I}+P{4= 4~ = 2) ~
Luego la solución
x=x1=O, nix=x3=
del problema es x = = 1. (No son solución
2).
Pero supongamos que admitimos decisiones mixtas del tipo
C~ : ¶: D
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El coste asociado con estas decisiones mixtas será




es decir, elegir x1 = O con 1probabilidad — y x3 =221




(q2+2q3 , q1+q3 , 2q1+q2)=(1,1,1)
y, por lo tanto,
~{dj4~,+ix3~ )=í}=1
y esto es de nuevo incompatible con la Teoría de la Decisión Ra-
yesiana porque en dichos programas Bayesianos, si (j,O,j) es una
solución óptima, entonces también tendrían que ser soluciones óp-
timas x, =0 y x3 =2, como vimos en el capítulo 3. (Para más deta-
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Planteando el mismo ejemplo con las mismas condiciones, las con-
secuencias asociadas con las posibles decisiones vienen dadas




1=O 0 1 2
x2=1 1 0 1
x3=2 2 1 0
Si tomamos a = 1, la decisión x2 = 1 verifica que
P{Q(x, 4) =4=
luego k=1.
Las decisiones x1 =0 y x3 =2 no son soluciones ya que, para que
ellas verifiquen
P{Qtx1,4)=k}=1, 1=1,3
tiene que ser k=2.
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El coste asociado con estas decisiones mixtas será




2 q1 + q2 =A
q1 +q2 +q3 =
q, ,q2 ,q3 =0
Se puede observar que este programa no varía si se intercambian
q1 y q3. Por lo tanto en la soluci6n se tendrá que verificar que
q, =q3.
Por otro lado,
1— — = 1—2 q,.





Y la solución óptima es A = 1, luego la decisión x2 = 1 sigue siendo
solución.
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sin serlo ni x1=O ni x3=2, lo que implica que este problema tampo-
co es compatible con la Teoría de la Decisión de Bayos.
7.3.4.- Consideremos finalmente otro método alternativo del tipo
“espera y ve” que vimos en el apartado 4.2.2 del cap Rulo 4, en el
que para todo posible 4 calculamos la solución óptima 4fl y pos-
teriormente basamos el criterio de solución en algún estadístico (el
valor medio, la varianza, la moda,...) asociado a la variable aleato-
ría xil4).
En el contexto que nos ocupa, y suponiendo el caso discreto, po-




Consideremos como ejemplo concreto el mismo que el visto en el
caso de la solución “ingenua”, es decir, un problema de estimación
donde tenemos que estimar el valor de una cierta variable aleatoria





• Si se realiza 4~=0, elijo x1 =0.
• Si se realiza 42=2, elijo x2 =2.
• Si se realiza 43=4, elijo x3=4.
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¡‘(4 4j ¡‘(4 = 43= 5
Esta aproximación sí es compatible con la teoría de la Utilidad
Bayesiana, ya que para obtener la tabla de consecuencias asocia-
das con las posibles decisiones, bastaría con asociar a las deci-
siones más probables los menores costes.
En nuestro ejemplo se podría asociar
• a la decisión más probable, x1 =0, los costes (o,o,o),
• y a las otras dos decisiones, x2 =2 y x3 =4, los costes (ti,i),
obteniéndose la siguiente tabla de consecuencias:
Sin embargo, este método de solución adolece de graves defectos:
• Desprecia información, ya que al construir la tabla de conse-
cuencias, no se tiene en cuenta las costes asociados a cada
decisión x, ya cada realización 4,, ~x1,4j,i=1,2,3.




CapItulo 7.- Programación Estocástica por Metas.
no decide si todas las alternativas son equiprobables, y podría
darse el caso de que fuesen equiprobables y, por lo tanto, indi-
ferentes, siendo, a la vez, alguna de ellas mucho más costosa
que el resto.
• La alternativa más probable podría ser la más arriesgada. Veá-
moslo con un ejemplo. Consideremos un problema de estima-
ción en el que deseamos estimar el valor de una cierta variable
aleatoria 4, cuyos posibles valores son





Pl ~P2=~•‘=P»~-i =~~— , pn =—+8.n n—1 n
siendo e un valor muy pequeño de forma que los valores
están muy cerca unos de otros.
La solución óptima es la decisión
(ti —2)e
n
ya que es la alternativa más probable.
La tabla de los costes asociados a las decisiones sería, aproxi-
madamente (despreciando e por ser un infinitésimo):
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Luego el coste esperado asociado con cada decisión es
• para x1=O, E¿[Q(x1,4)] =n~Ii-’+e) =1+sn~i
• para X2—, E4Q(x2,4)] nii(!+6>i+8n~i
• para ~, — (n—2)c E1fQ(x~1,4)j =4hc)=i÷en~i
• para (ti—2)e ~ E1[Q(x»,4)] z(n—í>(l—~1s$dii—l).
Con lo que, en la medida en que ti aumenta, el coste esperado
(n—2) £
asociado con la decisión x» = +ii, que sería la solución óp-
n
tima según el método que discutimos, es mucho mayor que el
coste asociado con cualquiera de las otras decisiones, siendo mu-
chisimo mayor cuando ti tiende a ~-c.
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En este capítulo hemos analizado distintos modelos de solución
para el problema de Programación Estocástica por Metas con
aleatoriedad, únicamente, en los niveles de aspiración.
En el apartado 7.3 hemos criticado varios de estos modelos por los
inconvenientes que presentan:
• el método “ingenuo”, aunque es compatible con la Teoría de la
Decisión, infravalora el verdadero coste de cada decisión ya
que, como se puso de manifiesto en el ejemplo, el coste míni-
mo calculado es menor o igual que el coste verdadero esperado
asociado con cualquier decisión.
• el modelo obtenido mediante Programas con Restricciones Pro-
babilisticas, resulta ser no compatible con la Teoría de la Deci-
sión 6ayes¿ana, fo que implica la no existencia de la Función
de Utilidad, la violación de alguno de los axiomas, etc.
• lo mismo ocurre al utilizar otros modelos probabilísticos como
el del apartado 7.3.3, que, en alguna forma, recuerda al modelo
de Contini, [C.17],al ser la función objetivo probabilística y el
del apartado 7.3.4, que recuerda al modelo propuesto por Ka-
taoka [K.7].
• el método analizado en el apartado 7.3.4, del tipo “espera y ve»
sí es compatible con la Teoría de la Decisión Bayesiana, pero
presenta los siguientes inconvenientes:
• desprecia información ya que, como vimos en el ejemplo, al
construir la tabla de consecuencias no se han tenido en
cuenta los costes asociados a cada decisión x, y a cada reali-
zación 4,.
• se corre el riesgo de que la alternativa más probable sea al
mismo tiempo la más costosa como se pone de manifiesto en
el ejemplo visto.
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En el apartado 7.2 hemos propuesto un modelo de solución que,
además de ser compatible con la Teoría de la Decisión y con la
Programación por Metas Lexicográfica, no presenta ninguno de los
inconvenientes anteriormente mencionados.
Hemos observado que dicho modelo resulta ser un caso particular
de los Programas Estocásticos con Recursos Simples.
En el próximo capítulo vamos a estudiar qué propiedades y algo-
ritmos de solución se pueden aplicar a nuestro modelo de solución.
En algunos casos serán casos particulares de las propiedades y





CapItulo 8.- AlgorItmOs <fl solución.
En el capítulo anterior hemos visto que un modo adecuado de re-
solver un problema de Programación Estocástica por Metes, cuan-
do la aleatoriedad está, únicamente, en los niveles de aspiración,





* —14’,, 14’, =0
Y que el mejor modo de resolver este problema es mediante el
programa (7.6), que es un caso particular de un Problema de Re-




Qfr~4)=mmn{~(w7Y¿ +wyy9, s.a.f<~)+jY ~.J+~9+ ~~1
Este capitulo consta de cinco apartados. En los apartados 8.2 y
8.4 proponemos algunos algoritmos de solución para resolver el
problema (8.1). En el apartado 8.5 ponemos un ejemplo numérico
que ayuda a comprender los algoritmos propuestos. El apartado
8.3 lo dedicamos a demostrar un resultado que necesitamos en el
algoritmo que proponemos en el apartado 8.4.
Antes de proponer algoritmos concretas de solución, en el primer
apartado estudiamos las propiedades del problema (8.1). En la
propiedad 8.1.4 demostramos que dicho problema es convexo, por
lo tanto se puede resolver mediante los algoritmos de programa-
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ción convexa. Pero no es fácil obtener una solución numérica
exacta del programa <8.1). La mayor dificultad está en la determi-
nación de EJ.Qfr, 41I~ ya que requiere cálculos de integración difí-
ciles e incluso, en ocasiones, prohibitivos.
Las propiedades siguientes de este primer apartado estén funda-
mentalmente encaminadas a obtener programas equivalentes al
problema (8.1) y que presenten menos dificultades operacionales.
8.1.- Propiedades del problema <8.1).
8.1.1.- El programa
Qfr,41= mmn«WY7 +(Wyjr /9- ~ ~~f(Y) 9~ =0,7=0)
y ,y
al que, por analogia con el Problema de Recursos Simples, pode-
mos denominar programa de segunda fase, es evidentemente fac-
tible VkeX y V~eE fijos.
Además es acotado inferiormente, por lo tanto siempre tiene solu-
ción.
Finalmente, la solución óptima verifica que yt.yv =O,VI=1,..,p, por
lo que al menos uno de estos dos términos, y, y7 es cero
V¡=1 p. (La demostración es análoga a la ya establecida para
programación por metas determinista, vista en la proposición 2.1
del capítulo 2).
8.1.2.- Si X es un conjunto convexo, para cada ~ e! fijo, la fun-
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con
tic [o,







Q(Y2 49 = (W~~92~ -f-(W9’92
Entonces
es factible para ~





f(fl+29’+(1—2)52 ~¿yí+ (¡~4y2+ —
29’ + (1— 2)92 ~29¡* — (1—ti )y2*
= 2 ~f(t)+y’ yl+j+(12)[f(k2)+y2~ y2+] =
=24 + (1— ti )4 =4
Por otro fado
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=(vVY[29~ +(1~~2)92+]+(wO[291 +(1~.2)92j
= 2 [(w~ yy1~ + (w )‘3t] + (1—2 )frw~ )~•p2~ + (w )~92] =
8.1.3.- Si el dominio E de ~ es un conjunto convexo, entonces para






ti ~ (o, i]







Q(Y, ~‘) = (w~yjt +(W)’y’j —1— —I-~-y —y
= (wyy2~ +(W)’52, —2+
= 4-2 f(Y)
Entonces
(2y’~ +(1~2)y2* ,%y’ +(í~2)y2j
es factible para 4=43~
En efecto, es evidente que
2y¡¼(1~2)yu=Úy 2yl~+(1~2)92½o.
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= 2 (4’ ~f(Y))+(1~ti)(42 —1(Y)) =
= 24’ + (1—ti )4Z — + (1— tiw)
Finalmente,
Q(Y,4-~) =Q(Y,ti4’ +(I— 2)4-2)
= 2((w~yy’~ +(Wyy’j +(1—ti ) ((w+yyz+ +(w492) =
= El





X es un conjunto convexo por hipótesis.
Además para cada 4 e S, 4- fijo, se verifica que
Además
154




Consecuentemente, un modo de resolver nuestro problema (8.1) es
utilizar los algoritmos de programación convexa. No obstante, co-
mo la dificultad de calcular EIQ(~,flI permanece, vamos a conti-
nuar con el estudio de las propiedades del problema (8.1>, con el
fin de obtener, como ya dijimos, otros programas equivalentes a
dicho problema y de más fácil solución.
8.t5.- Es evidente que la función
~
y ‘y
min{t(w7= +wy9/y7 —y» =~ —f(Y),y =O,y >0 i=1~.~P}
se puede obtener a partir de las soluciones de los p programas




Veamos qué forma tiene dicha solución.
155
Capitulo 6 . - Algoritmos de solución.
Por la teoría de la dualidad de la programación lineal (véase Bat-











w~y» +wJ~ +..+wy +w,y,
so. y1 —y7 =4, —f1(Y)
9~ 9j.~=0
Por lo tanto su dual es
mcxx
—1 0 ... o o)
so. (ti ~ A
siendo las restricciones equivalentes a











(Obsérvese que, de hecho, ¿ depende de 4~ y de x~ es decir ¿
= 2 1(tz1t 1= 1,2,•~p).
Sea
<8.3)
La solución 2,*, ¡=I,2,•”,p de estos p programas <8.3) es, obvia-
mente
Si {4,—r1)<o> ti,*(4~,xJ=~w~.
. Si (4,—x,)>o ,
e Si (~~—x1)=o ti toma cualquier valor en el intervalo
[-w[,wfl].










Finalmente, como consecuencia de las propiedades de la dualidad,
podemos concluir que la solución buscada es
Como habíamos observado anteriormente, la función Q(~,4-) resulta
ser la suma de las soluciones de los p programas asociados (8.3)





Consecuentemente la función objetivo de nuestro problema (8.1>
man. E~[Q(Y,4)I
sa. YeX
se puede escribir con cualquiera de las expresiones de la última
igualdad.
(Observación: no se deben confundir Q(Y) y Q(%) ya que sus domi-
nios son St” y 9V’ respectivamente).
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En la propiedad siguiente se demuestra que no es necesario
conocer la distribución de probabilidad conjunta de la variable
aleatoria 4 para efectuar el cálculo de E~[Q(Y,4fl~Q(fl, y, por lo
tanto, no importa si las componentes, 4,, de dicha variable son o
no son independientes
8.1.6.- Conocer las distribuciones de probabilidad marginales de 4,
es suficiente para determinar la función objetivo del problema
(8.1).
En efecto, en el caso continuo tendríamos <suponiendo que se den
las condiciones para aplicar el teorema de Fubini):





donde F(4-rf(4-) “14,) y ¡(4,) son las funciones de distribución
de densidad, respectivamente, de 4 y de 4,, i=l,2<~.,p.
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En las dos propiedades que siguen vamos a demostrar que la fun-
ción objetivo del problema (8.1), Q(jj, es convexo - separable, es
decir, Q(y) se puede obtener como suma de funciones convexas.
Comencemos demostrando que Q(7) es separable:





Q(7) = E [Q(Y,fl]=
=ÉE[Q,(z1,41]=ÉQ(z~) . El
A continuación vamos a estudiar detenidamente las propiedades
<continuidad, convexidad y diferenciabilidad) y la forma de cada
uno de los sumandos Q¾~)de Q(y). Lo hacemos en la propiedad
8.1.8.




CapRulo 8 . - Algoritmos de solución.
= E[2,(4,,x,)]









— Z,)d~(4,) —~«,J~ Á~
= ii<Ek]—W1J




Por lo tanto, tenemos que
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Para ver con más facilidad que Q,(z,) es convexa y continua y que
si la función de distribución <4k) es continua, entonces Q(z,) tam-
bién es diferenciable, vamos a dividir el campo de z1 en tres partés
(-ca, a,), [a,,fi,] y (p,,+cc)
siendo a, y >0, los límites inferior y superior, respectivamente, de
los valores de 4,, es decir, suponiendo que la variable aleatoria 4~
está definida en el intervalo [a,, >8,], í = i, ;...,p.
(Si 4, no tiene límite inferior, hacemos a, =—ca y consideramos el
primer intervalo vacío, y si 4, no tiene límite superior, hacemos
/3= +x y entonces el tercer intervalo es vacío).
8.1.8.1.- Expresemos Q1(z~) en cada uno de dichos intervalos:









Por lo tanto en el intervalo (—ct,a,), la función Q1(z,) es lineal.
Caso 2o.~ Si a, =~,=/?,,entonces
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En esta región





Es decir, la forma de Q,(z,) en el intervalo depende






Caso 30... Si z, >¡3,, entonces <4, /4, =Z,}S.
En esta región
9911,YW,EVI
= wE[4,] —w,E[4,] ~‘<Z, = —w;(E[~,] — x3)





Resumiendo, podemos escribir que
Qi<ZJ=IWEVIIW¿Z, fXt( Z,)dbX4,)
Si ~-, <a,
Sí cx, <~ <fi.
Sir, > fi,
<Resultado que aplicaremos con posterioridad).
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8.1.8.2.- Proposición. Q,( z,) es convexa.
Demostración. -
Acaba mos de ver que cuando
Q,Ijr,) es lineal y, por lo tanto convexa (y cóncava>.
Luego basta con demostrar que es convexa cuando
En este caso hemos visto que
Q,(Z,)=wZEkI—whr, ~
Por lo tanto para demostrar la convexidad de Q~(z.) sólo hay que
demostrar que
es convexa en ,~,.





z, ,Z%Z7 = 24 +0—titr,2
con
2e(o,i]
Supongamos que L1 <4, entonces tenemos que
i~<11Áz2 —4,) db(4,) =
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es convexa en El
8.1.8.3.- Proposición. Q,(~,) es continua.
Demostración.-
Si ‘14~) es una función continua, es obvio observar que Q>(Z,) es
continua en todos los puntos interiores de los intervalos
(—ca, a), [a,,!?,] y
Y tomando z, —> a, y ,~, —> ¡3, en las expresiones anteriores,
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Por lo tanto es suficiente con demostrar que Q,(Z,) es continua en
los puntos z, de discontinuidad de F,(43.
Supongamos que <4,) es discontinua en 4~ =a
Cuando z, converge a a, por la izquierda, tenemos que
¡im.Q(z,jl= ¡Ím.(w»E[~,] — w:x>) = w7E[4,1 — wa,






= ~[<c(4,I~w»zi a~ x,V141d4, +(a, Z1)P{4~ =«)j=
= wE [4,]—w;a,
Y como ambos limites coinciden, Q,(r,) es continua en a,.
De un modo análogo se comprobaría la continuidad de Q,(z,) en
cualquier otro punto de discontinuidad de <41. El
8.1.8.4.- Proposición. Si ‘14,) es una función de distribución con-
tinua, entonces QíIz,> es diferenciable y
a
QÁZ.) =—-0z,) en 91
Demostración. -
Como ~«4,)es continua, entonces la derivada está bien determina-
da en todos los puntos interiores de los intervalos
(—ca, a,), [a.,!?,] y
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y hemos comprobado en el apartado 8.1.8.1 que coincide siempre
con
—ti El
Luego la forma de la función Q,(z,) es
1.- Forma de
a,
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Resumiendo las propiedades que hemos visto hasta aquí, tenemos
que, nuestro problema (8.1)
sa. xeX
donde
Qfr,4)= mi4W~)’Y +(Wyy—i.P- 9+ =4-.f0 i~ =~,jr=o}
y ‘y




y vista la forma de la función Q,CrD,i=1,”•,p, el problema (8.4) es -
equivalente al programa que representaremos por (8.5)
mm É{w»EV]—whc1 —a’JÁ(4~ —zA dr(41}
sa. ~—f(Y)=0
XGX
cuya función objetivo es lineal salvo en el intervalo [a,,ff].
Por esto parece razonable construir una nueva función objetivo en
la que están separados los términos lineal y no lineal, de manera
que el nuevo programa proporcione el mismo conjunto de solucio-
nes que el problema <8.5). A ella llegaremos en la propiedad
8.1.10, y se puede conseguir introduciendo las variables z,,,
z,~ y las siguientes restricciones
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Obsérvese que 7,1=0 se verifica siempre ya que 444=a,, por lo
tanto se puede omitir la restricción z,, =0.
Sl denotamos
= i4j=~jZÍ—4,) dF«4,) (8.7>
7i3 +14=1+0
se puede afirmar la siguiente proposición:
8.1.9.- ProposIción. La solución del problema
mí,,






Para todo ~ , 712 factible del problema (8.9) tenemos que
= — 4,) dfl(4,) =
=ij~jE[44 — 7., ~7,z +zís —4,) d.Fj4,) =
Z7,~P{4, =zj+(E[4,I—z~—a)P{4,=7,1+
(8.6)








‘-I«z,) =7.3+14(7,2+a, —4,) db(4’,)
ya que
Za +«, =7, la última desigualdad es evidente
e y si ~ , se tiene que z,1+a,—4, <0 para cualquier 4,
tal que Za+«, <4, .c,~,
Por lo tanto hemos demostrado que para cualquier (y,, Za ‘7,3)
tiene que
ita ~ (~2 +a, —41d¡141
= t¡p~ (~ ‘ Za ‘ Z,a)
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{4,/4, =r,}=0
En este caso hacemos
*
= E[44—7, ,7,z*= 7•3*=Q
y por lo tanto







En este caso hacemos
*7,,
con lo que
72*, t3 *) = ~ ~ (7,2 +a, —4,) cOl4,) =
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{4, /4, =7,)=E
En este caso hacemos
*
7,~
con lo que, por <8.8>
~}¿, *, Xii ~, ~ *) =z,—/3, +J4 fi(fr —4,)dFg4,) =
=z,—>0,-i-.6, —E[44=z,—E[4,]
y por (8.7)
“«zA = tk~ —4,)db( 4,) = 7,— E[4,]
es decir
‘Li * ,71 El
8.1.10.- Como consecuencia de la proposición anterior podemos
afirmar que si denotamos
=
4,) dF(41






La demostración es inmediata por la proposición anterior haciendo
%,30 y fi,=+cc.
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Ya estamos en condiciones de obtener un programa equivalente al
problema <8.1>, con la función objetivo convexa y separable y en la
que están separados los términos lineal y no lineal:
8.1.11.- Debido a que, por hipótesis, a’, =< +w; =0y a la proposi-
ción 8.1.9, el problema (8.5) tiene el mismo conjunto de solucio-
nes que el problema
mm É{At4Z,I +w7z~ —W»Z,2 +w, J¿=~~Jt2 +a> —4,) d¡14>)}
sa. E[4J— Z,i + 7,~ + z,~ f~@) = 0]
z, =E[4j—a, 1




<Observación: en el caso de que fi, =-i-cta, hacemos ~ =0 y se
omite al restricción z,2 =13,—a,).
Subrayamos de nuevo que, expresado así el problema, para resol-
verlo es claro que basta con conacer la distribución de probabili-
dad marginal de cada 4, i=l,...,p, sin ser necesario conocer la
distribución conjunta y que, por lo tanto, no importa la dependencia
o independencia estocástica de las variables aleatorias 4,,
También observamos que por ser la función objetivo del problema
(8.10) convexa y separable, (es decir, por las propiedades 8.1.7 y
8.1.8.2, dicha función objetivo se puede expresar como suma de
funciones convexas), el problema (8.10) se puede resolver por los
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algoritmos de programación convexa separable propuestos por
Dantzig [D.2] (páginas 482-489>.
Pero, dado que estos algoritmos son operacionalmente muy com-
plicados, vamos a intentar obtener problemas equivalentes al pro-
grama (8.10> (que, a su vez, es equivalente a nuestro problema
(8.1)> que sean programas lineales o, a lo suma, programas cua-
dráticos. Lo haremos proponiendo distintos algoritmos de solución.
Pasamos, a continuación, a proponer algunos algoritmos de solu-
ción para resolver el problema (8.1), bien directamente o bien me-
diante la resolución de (8.10>.
8.2.- Algoritmos de solución para el problema <8.1).
El primer procedimiento de solución que proponemos es el que, en
el apartado 4.2.1 del capítulo 4, hemos denominado solución “in-
genua». Este método de solución ya lo hemos criticado en el apar-
tado 7.3.1 del capítulo anterior. No obstante, lo proponemos por-
que permite resolver cualquier problema de programación estocás-
tica y porque, en un primer momento, muchos de estos problemas
se han resuelto así.
8.2.1.- Solución “ingenua”.
Este procedimiento, como sabemos, consiste en sustituir el valor
de la variable aleatoria 4 por su valor esperado E[4], y resolver el
problema de programación resultante.
Al aplicar este procedimiento al problema (8.1):
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Q@, fl=r4É(»<~; +w>Q), sta.f(~)+7 —9k 4 9+ y =




Qfr, Ekj)= mm kwo’s~ +(W-)’y /g 9+ =Ek]—10, 9~ =0,5 =0)
y ,y
La principal ventaja que ofrece este método es que transforma el
problema de Programación Estocástica por Metas en un problema
de Programación por metas determinista pudiendo, por tanto, re-
solverse mediante cualquiera de los algoritmos comentados en el
capítulo 2.
Frente a esta ventaja, recordemos que presenta serios inconve-
nientes:
En primer lugar no hay que olvidar la observación recogida en el
epígrafe 4.2.1 respecto a este procedimiento de solución, en
cuanto a la posibilidad de obtener soluciones tales que la probabi-
lidad del evento consistente en que dicha solución esté en el con-
junto factible sea muy pequeña.
Además, como comentamos en el apartado 7.3.1, debido a la desi-
gualdad de Jensen (véase [J.3]>, este método infravalore el verda-
dero coste de cada decisión. En dicho apartado lo comprobamos
con un ejemplo.
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Dantzig, en (0.1], sugiere que este método de solución podría ser
una buena solución inicial para resolver problemas de programa-
ción estocástica mediante cualquier otro procedimiento.
Veamos, a continuación, que cuando la variable aleatoria ~ tiene
una distribución de probabilidad discreta finita, entonces el pro-
blema (8.1) es equivalente a un programa lineal. En efecto:
8.2.2.- Si la distribución de probabilidad conjunta de la variable
aleatoria $ es una distribución discreta finita, es decir> ~ toma









dondeQ(~ 4)Z ((í~7~fl~~ +(&Y57 /f(~)+97 —y» = 4,,y, 97=0),1=1,...
y, y,
Problema que denotaremos como (8.1)’.
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a> Toda solución de <8.12) lo es de (8.1>’.








es decir, no existen
tjJt=0
para algún j tales que
—+ —e —— —— —* —+ —— ——
a’ y3 +u’ y, ca’ y1 +w y1
porque si para algún j existieran tales y;,>,;, entonces la solu-
ción de (8.12) no sería
— —-- ...fty —-
sino
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— —ex,, y, , y, i=I,..-,p es la solución de (8.12), enton-
ces
+
y k1 resulta ser solución d. (8.1)’, ya que si existe XQCX, tal
que
entonces, existirán g~gz=O,i1,~~•,p tales que
jp,(we~±+wtYc~p,(w~W +wIr)
~=1
y por ¡o tanto ~, —e y~ ,i= ~ no seria solución de (8.12>.
b) Toda solución de (8.1)’ lo es de (8.12).





~p, Q (Y0,49-cXp, Qfr,49,
~=1
V~e X,
lo que significa que y’ Y e X se verifica que
Él,, fr33,1-+ írt%z ~ —e-e
Luego si
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siendo 9fl 337 =0tales que
Pero esto es equivalente a decir que Y~,3~t 97> 11,’,p es la
solución de (8.12).
A continuación veremos algoritmos de solución del problema (8.10>
para ciertos casos en que las variables aleatorias 4,,i=1,..-,p tie-
nen algunas distribuciones de probabilidad concretas.
8.2.3.- Supongamos que las variables aleatorias 41,i=l,•.•,p tie-
nen una distribución de probabilidad uniforme en su soporte







+a, ~ 1 1d4~ = 2(,8, —a~) Z,z
Por lo tanto, en este caso, el programa equivalente al problema
(8.1) es el programa cuadrático convexo
‘79
CapItulo 8 . - Algoritmos de solución.
a’.
mm -s W7%L3 — W» Z,z + 2(/3, —a,> 212
&a. LV,] —7~ + Ztz + Zi~ —f,.(Y)= 0]






que se puede resolver mediante los algoritmos propios (véase por
ejemplo, Beale (6.41>.
8.2.4.- Supongamos que las variables aleatorias 4,,i=1,...,p tIe-






a, =0, fi, =rn
luego
7,J0
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ti,
con lo que el programa equivalente a nuestro problema (8.1) es
z +ií’7 7,2
sa. EVflZiI+Ziztfi(2)01




que es un programa convexo.
Wets (W.8] sugiere, en el caso de un problema convexo de pro-
gramación estocástica con recursos, con el fin de facilitar la reso-
lución del problema, hallar un programa cuadrático aproximado
equivalente.
Vamos a hacerlo también en nuestro caso utilizando el desarrollo
en serie de Taylor de ¿k~x>~ y aproximando dicho desarrollo por sus







Con lo que el programa quedarle
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Pero> como hemos hallado una función objetivo aproximada a la
función objetivo del problema inicial, es conveniente, al menas a
posteriori, obtener alguna información sobre le exactitud de la
aproximación, es decir, conviene hallar un límite del error del valor
obtenido para la función objetivo, que se puede obtener del si-
guiente modo:
Reescribiendo las funciones objetivo de los programas
(8.15)
Q(x1,z) = É{w»z~i + w;z,2 — -k}í —e2<’~
2
Tenemos que
) = Q (x1, z, )—Q Un , zD=
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= w,(1~c2ÍX2 —2,r,,)
y por lo tanto
tV(O) =0
y






Por otro lado, como [~ =0, para
se tiene que
Q(x,, 721=ÉkZU ~W$%jJ—
= ~(w+yf (~)+(we}>EkI= L(Y)
Teniendo en cuenta (8.16) y (8.17) se puede escribir que
L(Y)=Q <~7i, Z2 )~~Un. x~)
Luego si Y’ Y2 (y par lo tanto ,~‘,j2) y 0 son los vectores factibles
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Es evidente que los límites Q(¿7~) y L(~’~), que se determinan re-
solviendo un programa cuadrático y otro lineal, dependen esen-
cialmente de los datos W~,W, Efr], f y del conjunto factible X.
Algunas observaciones de interés:
De lo visto hasta aquí es claro que, debido a la complejidad de 1 os
cálculos, resulta difícil obtener una solución numérica exacta de
nuestro problema (8.1) de Programación Estocástica por Metas, in-
cluso siendo únicamente aleatorio el vector de los niveles de aspi-
ración
Hemos visto que cuando la distribución de probabilidad conjunta
de la variable aleatoria ~ es discreta finita, el problema se trans-
forma en un programa lineal.
Cuando las distribuciones de probabilidad de las componentes de
dicha variable aleatoria, 4,, ¡=1,- -•,p, son uniformes, el problema
se transforma en un problema de programación cuadrática.
En el caso de que las distribuciones de probabilidad de
4 , E = 1,~••,p sean exponenciales, el programa convexo resultante
se puede aproximar por un programa cuadrático concreto, siendo
necesario, debido a la aproximación, obtener un error de la esti-
mación a posteriori.
Para otro tipo de distribuciones de probabilidad de la variable
aleatoria ~ resulta complicado resolver el problema (8.1), incluso
utilizando el programa (8.10>, porque sigue presentando dificulta-
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Debido a estas dificultades de cálculo para obtener una solución
exacta de nuestro problema (8.1), en el apartado 8.4 proponemos
resolverlo utilizando el método de aproximaciones mediante acota-
ciones considerado en el apartado 4.3 del capítulo 4. En el próximo
apartado vamos a demostrar un resultado que permite simplif¡car
notablemente los cálculos de dicho algoritmo.
8.3.- Proposición. Dado un valor concreto de i, ¡=YA, (y por lo
tanto un valor concreto de y, X=V~ ya que y*f(Y*)) se puede
determinar el valor exacto de EJQ¿[y*Áfl.
Demostración,-
En la propiedad 8.1.5 del problema (8.1) vimos que
EJQfr,4)I=Q(Y) =Q(fl=E49(y,4)]
por lo tanta, en lo que sigue, utilizaremos indistintamente la expre-
sión que más nos convenga para referirnos a la función objetivo de
dicho problema.
También hemos visto, en la propiedad 8.1.7, que
Q(Y) = ÉQ(z,)
A continuación, al estudiar la forma de la función Q,(,24’,) en la pro-
piedad 8.1.8, obtuvimos que
si ~,ca.
Si a,=z,=/?,
~—w[E[4j+w7z, sí >‘, >13,
185
CapRulo 8 . - Algoritmos de solución.
Y como por la propiedad 8.1.5
ojo
tenemos que, para y, cta,
51 4, =7,
Si 4, =7,
y 7, > fi,
Q (X, )=QÁx,,Et4I~ (8.18)
La relación (8.18> nos permite, para cualquier ~.y,= z, * fijo, deter-
minar el valor exacto de Q,(~,*).
En efecto, consideremos cualquier ~, = * fijo
e si 7,*.ca, O 7*>fi
por (8.18), tenemos que
QQ *»Q(,z*,44D
e 5i z,*e[a,,fi,I, es decir, si a, =t~’=fi,,realizamos una partición
del intervalo [a,,>0,] en los subintervalos
[a,,r,*] y
Sean las esperanzas condicionales
E[4, /4, 4a,,z, *]flEj4
E[4,/4, e(x.*>0j]=E2[4]
Obviamente la relación (8.18) se puede aplicar también a las es-
peranzas condicionales, es decir,
si
Q,l(~ *) = E[Q,(7,*,4,)14, ~[«‘7, *11
Q
2 (<. *) = E[Q,(z,*,4,)/4, e(z,*,,o,]]
(8.19)
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podemos escribir que
Ql(~ *) = Q,(7,tEdst ]) , Q<2(7 *) = Q(z*,E2[4 1)
y con la notación
p,’=P{4, c[a,,x,*]} , p~=P{4, e(z,*,.a,]}
tenemos que
QÁz, *)Z:p,IQI(Z *)+p~Q2(~. *)
~P,’Q, (7*pz1[, ])±,g~, (7*E4,~]) (8.20)
Con lo que queda demostrado que, para cualquier ,~-, = ~‘, * fijo,
se puede determinar fácilmente el valor exacto de Q,(~,*)
Y, consecuentemente, como
E[Q(%%4)] Q(y*fl~ÉQ(z *)
se tiene el valor exacto de
El
A continuación proponemos un algoritmo de solución para el pro-
blema (8.1) basándonos en el método por aproximaciones me-
diante acotaciones considerado en el apartado 4.3 del capítulo 4,
pero notablemente simplificado en los cálculos debido a que:
• el límite inferior de la función objetivo del problema (8.1) se ha-
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Luego la cota inferior buscada es Q(Y,EkJJ=Q<Y,44j1~. Deno-
minaremos a esta cota límite inferior de Jensen.
e Debido a la proposición 8.3, no necesitaremos hallar ningún lí-
mite superior de la función objetivo de (8.1) puesto que para un
valor concreto de 7, 7=7~, que obtendremos fácilmente,
tiene el valor exacto de dicha función objetivo en r~
8.4.- Método por aproximaciones mediante acotaciones.
El algoritmo para resolver nuestro problema <8.1)
so. ~eX
consiste en los siguientes pasos:
1.- Se determina el límite inferior de Jensen, Q(tE[4D=Q(X,
para la función objetivo de (8.1).
2.- Se minímiza el limite anterior, obteniendo un valor concreto
= y~, solución del problema
mm
(Por lo tanto, dado que ¡=f(Y>, también se obtiene un valor de
x, x=x~, que, evidentemente, coincide con la solución “inge-
nua”).
3.- Con el valor obtenido, y~, se determina el valor exacto de
4.- Obviamente, el valor de la solución 7~
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debe cumplir que
Q(Z*E[41)=Q(y**,E[4])=g(y**)=Q(yt)
Por lo tanto 7* puede interpretarse como una solución “aproxi-
mada» siendo el error cometido al considerar dicha solución
menor o igual que la diferencia
5.- Se decide si dicho error es o no es aceptable.
En caso de que lo sea, se termina el problema, y se acepta co-
mo solución del problema (8.1) ~=V.
En caso de que no lo sea, se hace una partición de los interva-
los [a1,fil, ¡ = l,•-~,p, soportes de las variables aleatorias
4,1=1, ~ en subintervalos:
~ 4~+~ ] ~
con
a, =8,~-<3~ -c»...<ó~, =>0,
y se obtiene el límite inferior de Jensen en cada subintervalo.
Sumando estos límites y ponderando los sumandos con la pro-
babilidad condicionada a estar en el correspondiente intervalo,
se tiene un limite global inferior de Jensen.
6.- A continuación se repite el algoritmo desde el paso 2, es decir,
se minimiza el límite obtenido en el paso 5 para obtener un va-
lor concreto de j.
Esto es, si
= P{4, el) , LV,) = 44,14, e I,~]
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se resuelve
N9
nún ZZ~10 Q Cm 44,1)
y 4
sa. ~cXf(~)—y= O
obteniendo una solución que, de nuevo, denotaremos por
7=7*
(Y también se obtiene Y=Y~, ya que ,y*=f(Y*)).
Nota: la restricción f(~9—y=O del programa anterior tiene como
única finalidad expresar la relación entre las variables Y y y.
Y se repite el proceso-hasta obtener una solución satisfactoria pa-
ra el decisor.
Observaciones:
• Una vez determinado el valor 7* por el cuarto paso del algo-
ritmo sabemos que el error cometido al aceptar 7* como solu-
ción del problema (8.1) es menor o igual que
Q< 7*f. g(7* tIS ÉQ>
t~t
(7 )—ÉQ,Cr,,EIi4,iI)
e Por otro lado, en la proposición 8.3 hemos visto que si Xi * -ca.
o r,~fi,, se tiene (8.19>:
Q(z (8.19>
y por lo tanto, en estos casos, en la componente 1— ésima no
existe error al aceptar como solución del problema <8.1) y~.
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• Luego sólo se da error en aquellas componentes z, de y~ tales
que a, =z,*=>0,,ya que en ellas se determina el valor de Qjy, j
mediante la expresión (8.19):
Q(r> *)plQ (x,*,Ed4< ])+pQ, (%,*,E2[4, ])
que no tiene por que coincidir con
• Por lo tanto, las particiones de los intervalos [a,,¡3~],soportes de
las variables aleatorias 4,, propuestas en el paso 5 del algorit-
mo con el fin de mejorar la solución aproximada del problema
(8.1), sólo se efectuarán en aquellas componentes 4 de ~ para
las que se tenga que a, =z*=/3,,puesto que sólo en ellas
existe error al aceptar ~ como solución del problema (8.1).
Con el fin de clarificar los modelos de solución propuestos, en el
apartado siguiente resolvemos un ejemplo numérico.
8.5.- Ejemplo Numérico.
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en el que
• f(Y)=(f$Y),f2(Y)), con f1(Y)=f1(x1,x2)=x1, f2(Y)=f2(x1,x2)=x2
Por lo tanto, como 7=f(Y), tendremos que 71=f1(Y)=x1 Y Xv-
= X2.
(Utilizaremos indistintamente la variable Y o la variable y, según
nos convenga>.




Luego el problema a resolver es




y1 Ji ,yhy =0
x1,x2 =0
Vamos a resolver el problema aplicando algunos de los procedi-
mientos de solución que hemos visto.
1.- Si lo resolvemos mediante la denominada “solución ingenua”,
tenemos que sustituir en (8.21) 4
valores esperados, L[44=5,
y 4~, por sus correspondientes
E[4] = 14 y resolver, mediante el Sim-
plex, el problema determinista de programación lineal
x1 + y¿ — y;F =4~
+ — =42 (8.2 1)
¡92




x2 ~y —>4 = 14
+ —









_ +w[y), sa f(Y)±jr y+ ~. ~ —}
la solución se puede obtener de dos modos:
2.1.- Mediante el modelo (8.10>






(7,2 +a~ —4,) df«41}
YeX
que, al tener las variables aleatorias una distribución uniforme, es
equivalente al modelo (8.13)
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zd =E[4,]—a, = 2
0= 7,2 =13, — a,
7,3 = o
}















por aproximaciones mediante acote-
ciones propuesto en el apartado 8.4.
Vamos a efectuar los pasos descritos en dicho apartado:





CapRulo 8 . - Algoritmos de solución.
En la propiedad 8.1.5 del problema (8.1> vimos que
y que






Por lo tanto, en nuestro caso, por ser
= = = 1
4,:U[O,10]z~E[41] =5 42: U[8,20]ztE[421=14
tenemos que, el límite inferior de Jensen es




{1;1~,= 5=x1 114—x2-1-15=; ~—14+x2
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Tenemos, por lo tanto, que resolver cuatro posibles programas

























xl — Xl = O
— 7~ = o
x1 =0
x >0
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(Resultado que ya conocíamos porque la solución obtenida al




y, por lo tanto
*
x =(z:z=*) =(s,14)
3. Con este valor obtenido de ~*, calculamos el valor exacto de
Para ello utilizaremos la expresión (8.18>
Q.(,~ *) = Q(~a~ *,E[4,fl, 1 = 1,2
si se verifica que
~ <a, o ~,*>fi,,1=1,2
y, si se verifica que
*z~ c[a,,fiJ
es decir, si
cx~ =z, * =fié, u = 1,2
utilizaremos la expresión (8.20)
Q{~’, *) = p,’Q’(~ *) +g2Q7(~1 *) =
En nuestro ejemplo, como z0= 14, y los soportes de las
variables aleatorias son
[a1,131]= [0,101 y [a2,132J=[8,2o]
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tenemos que
%*=5E [a1,fij= [0,10] y 72*= 14 e [a2,1321=[s,i2oI
Por lo tanto, tenemos que utilizar la expresión (8.20),
ello, previamente tenemos que calcular
Ed411 =E1[.fl/41 <0,511= 52
E2[411 =E441/41 e





= P{41 e (5,10]}








p½~ P{42 e (14,2011 1
12 J20 114 2
con lo que
= XXPM (7*) =
i~* j=1



































Es decir, Q(Z*)= s,s.
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a1 ~ =b1 y a2=z2*=b2
Con el fin de conocer el error cometido al tomar como solución
la solución “aproximada» 7—(5,14), determinamos el valor de
Q(7*E[4])
























Por lo tanto, el error cometido al aceptar como solución
= y*. (5,14)
es menor o igual que
Q(y*) .~(z* E[~]) = 5,5—0= 5,5
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aceptado por el decísor y que se rechaza la solución propuesta.
Si se decide hacer una partición en el soporte de 4,,
[a1,911=[o, ío}




y se obtiene el límite inferior de Jensen en cada subintervalo.
Sumando estos límites y ponderando los sumandos con la pro-
babilidad condicionada a estar en el correspondiente intervalo,
tenemos un limite global inferior de Jensen.
Y se remida el proceso desde el paso 1:
V. Ahora el límite inferior de Jensen es




{14 si ‘~~Z2,S l4=>¿’~
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2’. Minimizamos el límite anterior en ~ < y por lo tanto también en
7), es decir, hallamos
mm ÉZm’QÁz, ,E~[4,])
sa 1’eX
Siendo, en nuestro caso,
ZXp,.JQ, (7,) =
,~,
























+ {14— r2 Si 14=72
Si 14=,i¿’~
Tenemos, por lo tanto, que resolver ocho posibles programas
Is ~
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xl — Xl = O
14=x
2 (2.2)’
xl — Xl =
— 21 = O
— 21 =
x1 =0 x >01~
x, =0 x2 =0
ISx_~IIi5x1~c5
mm t+~——+—t+t14—x2;















Xi — 21 = O
14 =x2
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x,
































xl — Xl = O





xi — Xi = O
x >01~
x >0
De estos ocho programas, el (2.3>’y el (2.5)’ no son factibles.
Las soluciones de los seis restantes son
• de los problemas <2.ly, <2.2)’, <2.4>’ y (2.6>’
(2.6)’
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5
71* =fl(Y*)=xl=E> z*~f(Y*)=x =14
y, por lo tanto
7*




* *tfl =fí(¡~*)=xí=y> 21 ~f(Y*)=x =14
y, por lo tanto
3’. Tanto para la solución 7* como para z*=tj~,í4), el va-
br exacto de Q(y*) es
49
Q(z *) = —8





Por lo tanto, el error cometido al aceptar cualquiera de estas
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nL-*\n1*cFfl\—2 5 29~¿xZwv\7o-’L’,j)—
8 2 8 =3,63.
5’. Con lo que, efectivamente, al efectuar una partición en el so-
porte de la variable aleatoria s%> cualquiera de las dos solucio-
nes obtenidas por este procedimiento, es mejor que la obtenida
sin hacer la partición ya que el error en el valor de la función
objetivo del problema si se acepta la solución aproximada ob-
tenida sin realizar la partición, es menor o igual que 5,5 y reali-
zando dicha partición, el error es menor o igual que 3,63.
Si se hubiese hecho la partición en el soporte de 42>
[a2,fi2] =18,201
precisamente en el punto
obteniendo los subintervalos
18,14] y (14,20]
y procediendo de modo análogo a como se ha hecho en la situa-
ción anterior, los resultados que se obtienen son los siguientes
1 “. El limite inferior de Jensen sen a
tZp1,1Q, (.z,) =
,~t .j=l
= Q1(71,E1[4, ]) -i-p~Q,(r,,E2[41 J) +pQ2(z2,E [4~]>=
{5—zí Si 5=7k.~~~{¿~11j;. 72 , 51 11=72 +
+z~, sí 5=7w +72, Sl 11=72
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2”. Minimizando el límite anterior en Y ( y por lo tanto también en





f(Y) — = O























































— Xi = O
































— 21 = O
17=; (2.6)”
xl 7¡ = o
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mi,, {—5+x~}+{.






— 7, = o









De estos ocho programas, el <2.2)” y el (2.6)” no son factibles.
Las soluciones de los seis restantes son,




y, por lo tanto
*7
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3”. Tanto para la solución 7*=(sji), como para ~*=(5,¡7), el valor
exacto de Q(y*) es
25 6,25
4
4”. También para ambas soluciones, el valor de Q(Z*,Etfl) es
= 3
Por lo tanto, el error cometido al aceptar con cualquiera de
estas soluciones es menor o igual que
QZ*YQ(y*,E[41)2t3=3,25
5”. Con lo que, de nuévo, si se efectúa una partición en el soporte
de la variable aleatoria ~2’ cualquiera de las dos soluciones
obtenidas por este procedimiento es mejor que la obtenida sin
hacer la partición> ya que el error en el valor de la función ob-
jetivo del problema sin hacer la partición es menor o igual que
5,5 y con la partición en menor o igual que 3,25, muy parecido al
obtenido efectuando la partición en el soporte de la variable
aleatoria 4~, que era 3,63.
Por último, veamos cómo mejora la solución si se efectúa una par-
tición tanto en el soporte de la variable aleatoria 4, como en el de
la variable aleatoria 4~. Es razonable realizar particiones en ambos
soportes puesto que sabemos que en las dos componentes de la
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En este caso
























2”? Minimizando el límite anterior en Y (y por lo tanto también en




Siendo, en este caso,













































Con lo que tenemos que resolver 16 posibles programas li-
neales de los que sólo 9 son factibles.
Las soluciones de estos nueve programas son:





y, por lo tanto
• de 2 de ellos
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y, por lo tanto
X*=(Zl*,72 ~)~4j1=,íí9





y, por lo tanto
7 *




4’’. También para cualquiera de dichas soluciones, el valor de
Q(j*,E[41) es
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22y*E[41)==554
Por lo tanto, el error cometido al aceptar con cualquiera de
estas soluciones es menor o igual que
y\X*).iA7*EL4J,=~ —— — — = 138
4 8
5’. Con lo que queda comprobado que la solución mejora nota-
blemente si se efectúa una partición tanto en el soporte de
la variable aleatoria 4~ como en el de la variable aleatoria 4~
ya que, ahora, el error cometido en el valor de la función
objetivo al tomar cualquiera de estas cuatro últimas solucio-
nes “aproximadas” como solución del problema, sería sólo
menor o igual que 1,38, mientras que sin efectuar ninguna
partición era menor o igual que 5,5, y realizando la partición
en uno sólo de los soportes, menor o igual que 3,63 en el ca-
so de la variable aleatoria41, y menor o igual que 3,25 en el





En la literatura sobre Programación por Metas son muy numerosas
las aplicaciones de Programación por Metas Determinista. (Véase,
por ejemplo, Ignizio [1.2], Romero ¡3.4], Lin [L.9], Lin y O>Leary
[L 10], Spronk [S.11]...).
Algunos de los problemas analizados en estas aplicaciones se re-
suelven mediante Programación por Metas Lexicográficas, otros a
través de Programación por Metas Ponderadas y otros mediante
algunas de las extensiones de la Programación por Metas <Pro-
gramación por Metas Entera, Programación por Metas no lineal,
Programación por Metas Fraccional, Dualidad en Programación por
Metas, Programación por Metas Interactiva, Programación por
Metas Borrosa...)
En principio muchos de los problemas estudiados en estas aplica-
ciones se podrían plantear como problemas de Programación Es-
tocástica por Metas con los niveles de aspiración aleatorios <sien-
do, incluso, en muchos casos más realista este planteamiento), y
resolverlos mediante los modelos y los algoritmos propuestos en
los capítulos 7 y 8.
En este capítulo vamos a estudiar tres de las muchas aplicaciones
posibles de nuestro modelo de solución del problema de Progre-
mación Estocástica por Metas con aleatoriedad, únicamente, en los
niveles de aspiración, propuesto en el capitulo 7.
• Aplicación Estimación de Parámetros Bayesiana.
e Aplicación a un problema de planificación de la producción.




9.1. Aplicación a la Estimación de Parámetros.
Al final del capítulo 3 estudiamos la Estimación de Parámetros Ba-
yesiana.
Analizamos el caso en que el parámetro a estimar, e, es unidi-
mensional, utilizando las dos funciones de pérdida más usuales:
• la función de pérdida error cuadrático, que tiene la forma
L(O,x)=a(9—x)2
para la que una estimación de Bayes, 0, dada una distribución
de probabilidad de Q es el valor medio de dicha distribución si
éste existe, es decir
= Elio]
e la función de pérdida proporcional al valor absoluto del error,
que tiene la forma
L(9,x)=alO—xl
para la que una estimación de Bayes, x, dada una distribución
de probabilidad de O, es cualquier mediana de dicha distribu-
ción.
También consideramos el caso en que el parámetro a estimar, O,
es un vector, es decir> ~ para k=z,utilizando como
función de pérdida la típica para tales problemas, que viene dada
por la forma cuadrática
dónde A es una matriz simétrica definida no negativa de orden
kxk
Esta función de pérdida se puede considerar como una generaliza-
cián de la función de pérdida error cuadrático.
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Comprobamos que una estimación de Bayes para cualquier distri-
bución de O es el vector valor medio de O si este existe, es decir
E[~]=ft
siendo ésta la única estimación de Bayes, en el caso de que la
matriz A sea definida positiva.
Así mismo sugerimos que la función de pérdida proporcional al
valor absoluto del error también se podría generalizar al caso en
que el parámetro e es un vector mediante la norma L, de Hólder,
teniendo entonces la función de pérdida la forma
k
L(O,Y) = ~a, 9, —xJ
i~I
Pero nos encontramos con la dificultad de no poder generalizar la
solución obtenida en el caso unidimensional ya que no se tiene un
concepto de mediana para distribuciones de probabilidad multidi-
mensionales.
Sin embargo, teniendo en cuenta que una estimación de Bayes pa-
ra cualquier distribución de O es un punto ~=.?*e¶Rkque minimiza
el riesgo> esto es> que hace mínima la esperanza
E~[L(9,Y)]




se puede observar que la expresión
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se puede interpretar como un caso particular de nuestro problema
de Programación Estocástica por Metas (7.6)
mm E~4Q(t4)]
so. YeX
ya que Q(~,4) mide la desviación global entre los objetivos
y los niveles de aspiración
es decir, el problema (9,1) se puede interpretar como un caso par-
ticular del problema <7.6> en el que:
• k=p
• los p objetivos son
• los niveles de aspiración son
• y los coeficientes que ponderan las desviaciones por exceso y
por defecto del cumplimiento de los objetivos respecto a los ni-
veles de aspiración son
= a-
Con lo que queda resuelto el problema de la Estimación de Pará-
metros en ambiente de riesgo cuando el parámetro es un vector y
la función de pérdida es proporcional al valor absoluto del error,
utilizando la norma L1 de Hólder.
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Esta solución tiene, además, la ventaja de que el vector que pon-
dera las desviaciones de la estimación de Beyes respecto al ver-
dadero valor del parámetro, a-, no necesariamente tiene que tener
el mismo valor para las desviaciones por exceso que para las des-
viaciones por defecto.
Es curioso observar que el trabajo que da origen a la Programa-
ción por Metas en 1955, debido a Chames, Cooper y Ferguson, se
plantea justamente como un modelo de estimación de parámetros
alternativo a la estimación mínimo cuadrática <el modelo habitual-
mente utilizado hasta ese momento), con el fin de resolver dichos
problemas de estimación mediante Programación Lineal, lo que fa-
cilita, e incluso en ocasiones posibilita, los cálculos.
Posteriormente hay otras publicaciones con este mismo plantea-
miento (véase, por ejemplo, Chames, Cooper y Sueyoshi [C.8] y
[Cg], Lewis y Taha [L.8L ...).
9.2. - Aplicación a la Planificación de la Producción.
Como ya comentamos al iniciar el estudio de la Programación por
Metas <apartado 2.3.2.3 del capítulo2), existe un cierto consenso
en que la toma de decisiones en la empresa se orienta a la conse-
cución de unos objetivos fijados previamente, en lugar de preten-
der maximizar utilidades.
Por lo tanto, es realista considerar una empresa que se mueve
conforme a un paradigma satisfaciente, es decir, que pretende
conseguir unos objetivos fijados previamente.




Los objetivos de la empresa son:
1. Satisfacer la demanda.
2. No sobrepasar unos determinados costes.
Bajo estas circunstancias, el centro decisor de la empresa tratará
de encontrar un vector de factores (“inputs»), ~=(x,,...,xj, que sea
solución del programa:
f(~C) = a11x1 +~•~+a1»x~ =m1
= apíx,+•••+arx,, =mp (9.2)
f~+$)= c1x1+~~+c»x»=C
x x >01’ _
donde
f(~)=ñY (siendo f(Í9=(f(~),...,f,(~)) y ñi=(m1,...,m~J) es el
objetivo o la meta consistente en satisfacer las demandas.
Esto es:
1ff es el vector de los niveles de aspiración que, en este
caso, son las demandas.
son las unidades del bien ¡ producidas por unidad del
factor j. <Suponemos rendimientos constantes a es-
caía)
fr10=C es el objetivo consistente en no sobrepasar unos
determinados costes. Luego:
c es el coste unitario del factor u.
e es el coste máximo admisible.
Planteado así el problema, es mucho más realista suponer que el
vector de demandas, rn, es aleatorio, ya que, de hecho, nadie co-
noce de antemano con certidumbre la demanda de un determinado
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bien. Si representamos estas demandas aleatorias mediante el
vector 4=(srí,...,~) , la empresa tratará de encontrar un vector de





que, claramente, es un problema de Programación Estocástica por
Metes, en el que la aleatoríedad está únicamente en los niveles de
aspiración y el conjunto factible, X, es:
n
>=1





f(~fl-y7 » =4~ 1
y
7j>~ =0
siendo w~ >0 el coste del exceso de producción del 1—ésimo bien
(fundamentalmente un coste de inventario) y ir >0 el coste de no
satisfacción de la 1—ésima demanda (un coste de oportunidad).
La solución se puede obtener aplicando los procedimientos de so-
lución propuestos en los capítulos 7 y 8:
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9.2.1.- Si se resuelve mediante la solución “ingenua”> se tiene
que sustituir en (9.4) las variables aleatorias 4,, ¡=1,-~~,p por sus
correspondientes valores esperados valores esperados, E[4J , y






9.2.2. - También se puede resolver mediante el Equivalente Deter-





~@. 40= _ -i-w7y), sa.f@)+f ~ = 4 7 f =O}
Vamos a resolver el problema <9.4) poniendo un ejemplo numérico
muy sencillo, con el fin de simplificar los cálculos.
Supongamos que:
• La empresa dispone de dos factores de producción, x1,x2.
• Produce dos bienes, es decir p=2
• Los valores a~ de las unidades del bien ¡ producidas por unidad
del factor j son:
a12 =0, a21 =0, a22 =1
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e Por lo tanto las metas correspondientes a la satisfacción de la
demanda de los dos bienes son
f,(19=x, —~ +y~ =fl
f2(~)=x2—y -i-y~ 42
• Los costes unitarios del factor j son:
= = 1
• El coste máximo admisible es C=2
• Luego la restricción de no sobrepasar los costes es
+ x2 =2
• Las distribuciones de probabilidad de las demandas aleatorias
son Uniformes en los intervalos
U[0, í] y 42 u[o, 2]
e Satisfacer las demandas de ambos productos es igualmente im-
portante para la empresa> y, a la vez, el coste de una produc-
ción insuficiente es igual al coste de la sobreproducción de
cualquiera de los dos productos. Por la tanto:
+
w. =w =1 ¡=12
En estas circunstancias> el problema <9•4), en nuestro ejemplo es:
sa x1 —y;~ +yj =4,




y:, y;— >0 ¿=1,2
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Problema que vamos a resolver aplicando los procedimientos de
solución considerados en los apartados 9.2.1 y 9.2.2.
1.- Si lo resolvemos mediante la “solución ingenua”, tenemos que
sustituir en (9.5) 4, y 42’ por sus correspondientes valores espera-
1dos, E[41jJ=—, Ek2]=1 y resolver, mediante el Simplex, el problema2
determinista de programación lineal
mm
1







=—, x2 =1, 3< =~: =y =y; =02
Es decir, resolviendo el problema por este procedimiento, el deci-
sor tendría que utilizar media unidad del factor x, y una unidad del
factor dos x,. Con lo que las demandas de los dos productos se
satisfacen y los costes no superan la cantidad fijada C=2.
2.- Si lo resolvemos utilizando el Equivalente Determinista <8.1>
mm EjQ(t 4)]
sa. feX
donde, para cada ~cX y para cada 4=~ fijos, Q(t4)> en este










Vamos a resolver este Equivalente Determinista a través del algo-
ritmo por aproximaciones mediante acotaciones propuesto en el
apartado 8.4 del capítulo 8.
Efectuemos los pasos descritos en dicho algoritmo:




Hemos visto , en la propiedad 8.1.5 del problema (8.1) que




z,) si 4, =~,
Por lo tanto> en nuestro caso, por ser









(Utilizaremos indistintamente la variable i~ o la variable%, según
nos convenga).
Se tiene así que el límite inferior de Jensen es





















f(Y) — j = O
Que, en el ejemplo, es equivalente a resolver
11mhz 2l~1
{ 2l~












































La solución de estos cuatro programas es
~*tr(x*x í9
(que, como es obvio, coincide con la solución ingenua)
Luego
* 2 y 72*=f2(Y)=x2=1
y por lo tanto
7*
3. Con este valor obtenido de y~, calculamos el valor exacto de
Para ello utilizaremos la expresión (8.19)
Q,(z, *)rg.(7*,E[4,j), ¡=1,2
si se verifica que









utilizaremos la expresión (8.21)
=p!Q, (x~~4~ ])+PQ, (7,*,E2[4, fi, 1= 1,2
1En nuestro ejemplo, como, xl*=~,
2 72 =1, y los soportes de las
variables aleatorias son:
[a1,g1]= [o,í] y [a2,fij=[O,2]
tenemos que
* ! e[a1,p1J=[o,i] y 72*=1 e[a2,fi2]=[o,2]2
Por lo tanto, tenemos que utilizar la expresión <8.21),
ello, previamente tenemos que calcular
E1 kV Ej$ /4~




















































































4.- Con el fin de conocer el error cometido al tomar como solución
la solución “aproximada” = í9> determinamos el valor de


























Es decir, Q(Z*E[4.I) = o










es menor o igual que
Q(~ *) — Q(j*,E[4 j»= 0.75—0 = 0.75
5.- Supongamos que este error no está en el l¡mite de tolerancia
aceptado por el centro decisor de la empresa y que se rechaza
la solución propuesta.
Si se decide hacer una partición en los soportes de las dos va-
nabíes aleatorias ~ y 42. precisamente en los puntos
E[4j=-~ y E[4211=1
se obtienen los siguientes subintervalos:
e para la variable aleatoria 4~: [o~i-] ~“ ~ 1]
• para la variable aleatoria 42: [o,i] y (i, 2].
A continuación se halla el límite inferior
tervalo, se suman dichos 1 imites ponder
probabilidad condicionada a estar en el
teniéndose> así, un limite global inferior
taríamos reiniciando el proceso desde el
de Jensen en cada subin-
ando los sumandos con la
correspondiente intervalo,
de Jensen, con lo que es-
pasa 1.
1 ‘.- Ahora el límite inferior de Jensen sería

























+ 9k:;, 512 3 .3
2 ‘.- Minimizando el límite anterior en Y (y por lo tanto también en







Siendo, en este caso,
tZp,,32, (7~) = ¡4Q1(71,EiV])
‘=7 j=l -i-p~Q1(x1,Ej4j) +





































































Con lo que tenemos que resolver 16 posibles programas li-




























































































Las soluciones de estos ocho programas son:
• de los cuatro primeros, <2.1) ‘,<2.2y, <2.3> y <2.4)
x*=(x1*,x2 *»Áji)
luego
71* =f(Y*)=x=! x*..-..f(Y*y.x=!4 2
y, por lo tanto
*7 —Á2h~X2
• de los programas (2.5) £ y (2.6) ‘, la solución es:
x*=(x1e,x,
luego
Xí * =f~(Y~)=x1 14
y, por lo tanto
7*














3 ‘.- Para estas tres soluciones, el valor exacto de Q(j*) es
9
8
4 ‘.- El valor de Q(Z*,E[41) para las tres soluciones, también coin-
cide> y es:
Q(y*, Etd)= 4
Por lo tanto, el error cometido al aceptar cualquiera de las tres
soluciones
x*=(xíft,x2
x*=(x1tx2 *) (1 19
x*=(x1,x2 *>zjji!9
es menor o igual que
Q(Y*) ....Q<y*,E[4J»= 3~3~Q375
848
5 ‘.- Con la que queda comprobado que la solución mejora nota-
blemente si se efectúa una partición tanto en el soporte de la
variable aleatoria 4~ como en el de la variable aleatoria 4~ ya
que> ahora> el error cometido en el valor de la función objetivo
al tomar cualquiera de estas tres últimas soluciones “aproxi-
madas” como solución del problema, sería sólo menor o igual
que 0.375, mientras que sin efectuar ninguna partición era
menor o igual que 0.75.
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9.3.- Aplicación a la Financiación de una Empresa Multinacio-
nal.
Consideremos una empresa multinacional que tiene sucursales en
N paises y planifica con antelación la financiación de dichas su-
cursales.
Lógicamente, la empresa puede aprovechar las distintas peculiari-
dades financieras de los países donde está implantada.
Supongamos que los objetivos de la empresa son:
1. Minimizar el coste total de la financiación de cada sucursal.
2. Que la suma de los fondos generados internamente por cada
sucursal y cedidos a las restantes no supere los beneficios de
dicha sucursal.
3. Que la razón entre el total de acciones emitida por cada sucur-
sal y sus correspondientes beneficios, no supere una cota má-
xima fijada previamente, R.
4. Que la razón entre el total de deuda contraida por cada sucursal
y sus correspondientes beneficios, no supere una tota máxima
fijada previamente, R’.
Además> evidentemente, las necesidades financieras de cada su-
cursal deben ser cubiertas.
Por lo tanto, si:
son los fondos internamente generados por la sucursal j,
utilizados para financiar a la sucursal u
afi son las acciones emitidas por la sucursal j, utilizadas
para financiar a la sucursal ¡.
es la deuda contraida por la sucursal j, utilizadas para
financiar a la sucursal 1.
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es el interés de los préstamos suscritos por la sucursal j.
es la rentabilidad de las acciones emitidas por la sucur-
sal j.
es el impuesto sobre los activos que se sacan del país j.
ir son los beneficios de la sucursal j.
.1
c~. es el tipo de cambio entra las divisas j e ¡.
es el tipo de cambio entra la divise j y el dólar.
M, son las necesidades financieras de la sucursal ¡.
Con esta notación, los cuatro objetivos propuestos por la empresa
multinacional, en el mismo orden en que los hemos formulado, son:













Y las restricciones que se deben verificar son:
f,, +a,~ +d~ +±Yfi+9,,
3
¡3, , afl =0,
que representaremos> respectivamente, por (9.11) y (9.12>.
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Dado que la empresa planifica de antemano, los beneficios b, de
cada sucursal j = I,...,N no se conocen, por lo tanto es más rea-
lista suponer que dichos beneficios son aleatorios y los represen-
taremos por 4,, j=1,~••,N.
Supongamos que todos los demás elementos que intervienen en el
problema son conocidos. (En caso de que alguno de ellos fuese
una variable aleatoria, supondremos que su distribución de proba-
bilidad es conocida y que se toma su valor medio).






Bajo estas hipótesis el problema se puede plantear como un pro-













Que se puede resolver mediante el programa:
+ N (~1, Cs>< + W2~ CgsY
3=1
* 4.







(y,, 4-a,, + dfi)(1—r,j)cfi =M,
+ — 4. — + — +
Yí, ‘311 Yí.¡ ‘Yí} ‘Yzj ‘Yzj Y3~ Y~, =O
que representaremos por (9.13), y que, obviamente, es un proble-




























f,, +a~ +d,1 +ZCf,, +a,, + df) (í—t)c,, =M,,
3*s
• w1, esla penalización por haberse comprometido a proporcionar
fondos que superan los beneficios que realmente ha tenido la
sucursal j, y ~~2] y w~, son las penalizaciones por la violación
de las restricciones de tipo legal (9.9) y (9.10), respectivamen-
te, por la sucursal j.
•




























Y el problema (9.14> se puede resolver aplicando cualquiera de los
algoritmos vistos en el capítulo 8. Obviamente en la determinación
del la función objetivo de dicho problema,
no influyen los N objetivos deterministas:




Entre las técnicas utilizadas para resolver problemas de Progra-
mación Lineal Multiobjetivo, la Programación por Metas determi-
nista es una de las que cuenta con una literatura más extensa,
tanto a nivel teórico como en el ámbito de las aplicaciones.
A la hora de resolver problemas reales en algunos de los campos
del amplio espectro de las aplicaciones, se ha visto la convenien-
cia de realizar distintas extensiones de la Programación por Metas:
Programación por Metas entera, Programación por Metas no lineal,
Programación por Metas fraccional....
Uno de los aspectos menos estudiados es la Programación Esto-
cástica por Metas. Sin embargo, es esta una extensión sumamente
natural de la Programación por Metas determinista ya que, fre-
cuentemente, es más realista la hipótesis de que son aleatorios
todos o algunos de los coeficientes que intervienen en cualquier
problema que se pueda resolver mediante Programación por Me-
tas. La hipótesis de que dichos coeficientes son números fijos co-
nocidos es, con frecuencia, poco realista.
En esta tesis se ha desarrollado una metodología para resolver el
problema de Programación Estocástica por Metas.
Nos hemos centrado en el caso en que la aleatoriedad está única-
mente en los niveles de aspiración porque, dentro de la poca lite-
ratura que hay sobre Programación Estocástica por Metas, éste es
uno de los aspectos menos estudiado, siendo, sin embargo, de
gran interés teórico y práctico.
Como dijimos en la Introducción, la verdadera contribución al tema
está en los tres últimos capítulos de la tesis <7, 8 y 9) en los que,
respectivamente, proponemos un modelo de solución, estudiamos
las propiedades de dicho modelo con la finalidad de proponer algo-
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ritmos de solución para el mismo y comentamos algunas de las po-
sibles aplicaciones del problema estudiado.
El modelo de solución que proponemos para el problema de Pro-
gramación Estocástica por Metas con aleatoriedad, únicamente, en
los niveles de aspiración, es un Programa Estocástico en dos eta-
pas.
Uno de estos dos programas, el denominado de segunda etapa, es
un programa lineal determinista y, por lo tanto, de muy fácil solu-
ción.
Sin embargo, el programa de primera etapa es más difícil de resol-
ver porque la función objetivo requiere la determinación de un va-
lor esperado> que depende, lógicamente> de la distribución de pro-
babilidad del vector aleatorio de los niveles de aspiración. No
siempre es fácil poder determinar la forma explícita de tal valor
esperado. Incluso cuando esto es posible, frecuentemente resulta
sumamente difícil determinar su valor exacto porque se requieren
métodos de integración múltiple.
Por eso se dedica el capítulo ocho al estudio detallado de este
programa de primera etapa, con el fin de obtener o bien programas
equivalentes al original y de más fácil solución, o bien algoritmos
que nos permitan resolverlo.
Se obtienen los siguientes resultados:
- Se demuestra que el programa de primera etapa, es un progra-
ma convexo.




-En la función objetivo se pueden separar los términos lineal y
no lineal, lo que facilita su resolución para algunos tipos de
distribución de probabilidad <uniforme, exponencial ...)
- En el caso en que la distribución de probabilidad del vector de
niveles de aspiración sea discreta finita, se demuestra que el
problema es equivalente a un problema de programación lineal
determinista y, por lo tanto, se puede resolver aplicando el mé-
todo del Simplex.
- Sin embargo, para otros tipos de distribuciones de probabilidad
se siguen presentando serias dificultades de cálculo. Por ello,
se propone un algoritmo por aproximaciones mediante acotacio-
nes. El algoritmo que se propone para resolver nuestro proble-
ma queda notablemente simplificado en relación al algoritmo
más general, denominado “refinamiento de la solución ‘espera y
ve’», propuesto por ¡<alt y Wallace para problemas estocásticos -
con recursos, al que nos hemos referido en el apartado 4.3 del
capitulo 4. Además, obvia algunas de la dificultades que pre-
senta dicho algoritmo ya que:
1. Como nuestro problema es convexo, se puede hallar como
límite inferior de la función objetivo el límite inferior de Jen-
sen, que es muy fácil de determinar sin más que aplicar la
conocida desigualdad de Jensen.
2. No es necesario determinar ningún limite superior porque se
demuestra que, dado un punto concreto (que en nuestro pro-
blema se obtiene fácilmente sin más que minimizar el límite
inferior de Jensen), se puede determinar el valor exacto de la
función objetivo en dicho punto.
3. Ese punto concreto en el que se determina el valor exacto de
la función objetivo coincide, obviamente, con la que hemos
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denominado solución “ingenua’. Por lo tanto, la primera vez
que se aplica el algoritmo, se puede partir de la solución in-
genua y continuar con el paso número tres.
4. Se sabe en qué componentes de la solución aproximada, y~,
hay error: en aquellas que verifiquen que a, =7,*=g.Por lo
tanto, las particiones para mejorar la solución se realizan en
los soportes de las variables aleatorias correspondientes a
dichas componentes. Y el punto en que se efectúa la parti-
ción es, precisamente, Xr
-El modelo de solución propuesto presenta, además, notables
ventajas frente a otros posibles métodos de solución:
1. Es un modelo formalmente análogo al de Programación por
Metas Determinista.
2. Es un modelo compatible con la Teoría de la Decisión Baye-
siana. Esto nos ha permitido aplicarle conceptos tales como
el Valor Esperado de la Información Perfecta y el Valor Espe-
rado de la Información Muestral.
3. La función objetivo del modelo se puede expresar mediante
las distribuciones de probabilidad marginales de las variables
aleatorias que constituyen el vector de los niveles de aspira-
ción. Consecuentemente, en la resolución del problema, no
influye la dependencia o independencia de dichas variables.
4. El modelo de solución que proponemos es compatible con la
Programación Lexicográfica por Metas.
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- Otros modelos de solución alternativos para resolver el proble-
ma de Programación Estocástica por Metas, cuando el vector de
niveles de aspiración es aleatorio, son criticables ya que ningu-
no de ellos tiene las ventajas de nuestro modelo:
- Sólo dos de estos modelos alternativos> la solución “ingenua”
y el modelo del tipo “espera y ve’ (apartados 7.3.1 y 7.3.4),
son compatibles con la Teoría de la Decisión Bayesiana, pero
ambos presentan serios inconvenientes:
- La solución “ingenua” infravalora el verdadero coste de ca-
da decisión.
- Con el modelo del tipo «espera y ve», además de despreciar
información, se corre el riesgo de que la solución sea la al-
ternativa más costosa.
- Los otros modelos propuestos, es decir, la resolución me-
diante Programas con Restricciones Probabilísticas y otros
modelos probabilísticos que recuerdan al modelo de Contini,
no son compatibles con la Teoría de la Decisión Bayesiana, lo
que implica la violación de algunas de las condiciones de ra-
cionalidad subyacentes a dicha teoría.
La metodología desarrollada se puede aplicar a la inmensa mayo-
ría de los campos a los que se ha aplicado la Programación por
Metas determinista. La única condición para hacerlo es que el
vector de los niveles de aspiración sea aleatorio en lugar de fijo, lo
que suele suceder en gran número de aplicaciones.
A modo de ejemplo, hemos aplicado nuestro problema a la Estima-
ción de Parámetros Bayesiana, resolviendo el caso en que el pa-
rámetro a estimar es un vector y se considera como función de
pérdida una generalización de la función de pérdida proporcional al
248
Conclusiones.
valor absoluto, que es una de las funciones de pérdida más fre-
cuentemente utilizadas para estimar parámetros unidimensionales.
También, hemos estudiado una aplicación en el ámbito de empre-
sas de producción en el supuesto de que una empresa disponga de
n factores para producir p productos y sus objetivos sean satisfa-
cer las demandas y no sobrepasar unos costes prefijados de ante-
mano. El vector de los niveles de aspiración lo constituyen las- de-
mandas que, evidentemente, son aleatorias. El coste máximo que
no debe sobrepasarse es un valor fijo, determinado por el centro
decisor de la empresa. Este objetivo se considera como una res-
tricción del conjunto factible de nuestro problema.
Por último hemos estudiado una aplicación a la financiación de una
empresa multinacional, de modo que se saque partido de las dife-
rentes características de las sucursales de dicha empresa radica-
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