The problem of separating n linearly superimposed uncorrelated signals and determing their mixing coe cents is reduced to an Eigenvalue problem which involves the simultaneous diagonalisation of two symmetric matrices whose elements are measureable time delayed correlation functions. The diagonalisation matrix can be determined from a cost function whose number of minima is equal the number of degenerate solutions. Our approach o ers the possibility to separate also nonlinear mixtures of signals.
The problem of source separation appears in many contexts. The most simple situation occurs for two speakers. If the mixture of their voices reaches two microphones one wants to separate both sources such that each detector registers only one voice 1]. Typical examples involving many sources and many receivers are the separation of radio or radar signals by an array of antennas 2], the separation of odors in a mixture by an array of sensors, the parsing of the environment into di erent objects by our visual system 3] or the separation of biomagnetic sources by an array of SQUIDS in magnetoencephalography 4].
In 1986 In this Letter we include more information about the time structure of the sources into the adaptation process for the inhibitory interactions, i.e., we require that not only the equal time but also the time delayed correlations between the di erent output signals vanish. This leads to the following results:
The problem of separating n linear superimposed uncorrelated sources and determing their mixing coe cents is reduced to an eigenvalue problem which requires the simultaneous diagonalization of two symmetric matrices.
The learning rule for the lateral inhibitory interactions between the neurons is given by the gradient of a cost function whose number of minima is equal to the number of degenerate solutions.
For Gaussian sources we nd qualitatively the same equations of motion for the inhibitory interactions as Jutten and Herauld but augmented by contributions arising from the delay terms that are necessary for convergence.
The source separation problem can be stated mathematically as follows. Assuming that the number of sources and detectors are equal, the input I i (i = 1 : : : n) to each receiver is a linear mixture I i (t) = P n j=1 C ij a j (t) of statistical independent equilibrium signals i.e. ha i (t)a j (t 0 )i = K i (jt ? t 0 j) ij . Without restriction we assume that the mean value of the signals is zero ha i (t)i = 0. The problem is now to determine the coe cients C ij and the source strengths i = K i (0) from a measurement of I i (t) .
Since the matrix C is generally not symmetric it is not su cient to measure the symmetric correlation matrix hI i (t)I j (t)i = M ij . Jutten and Herault 6] proposed to measure nonlinear correlations like hI i (t)I j (t) 3 i which are nonsymmetric. Instead we suggest to measure in addition to M ij the time delayed correlation matrix < I i (t)I j (t + )i = M ij . This yields n(n + 1) equations
for the n(n + 1) unknowns C i6 =j , i and i = K i ( ).
If the mixing is linear independent i.e. det C 6 = 0 and the time delay parameter has been chosen such that K i (0)K j ( ) = i j 6 = i j = K i ( )K j (0) for all i 6 = j, the problem is solvable up to n! trivial permutations.
Equation (1) We note that usually M M ?1 is not symmetric and the diagonal elements of C are normalized to unity. Equation (2) can be solved by standard techniques of numerical linear algebra.
In order to compare our method to that of Jutten and Herault 5] and Hop eld 8] we next we proceed to solve eqn. (2) by an neural network whose architecture for n = 2 is shown in Figure 1 . We follow 5{8] and use linear neurons such that the output is determined by:
where T is the matrix of inhibitory connections with zero diagonal elements. We also assume as in 5{8] that the time variation of the signals is slow, so that eqn. 
To compare our result with that of Jutten and Herault, we consider the case n = 2 for Gaussian signals. Then we obtain from eqn. (6) _ T 12 / hI 2 (t)u 2 (t)ihu 1 (t)u 2 (t)i + hI 2 (t)u 2 (t + )ihu 1 (t)u 2 (t + )i (7) _ T 21 / hI 1 (t)u 1 (t)ihu 1 (t)u 2 (t)i + hI 1 (t + )u 1 (t)ihu 1 (t)u 2 (t + )i and from eqn. (34) of 6] _ T 12 / hu 1 (t)u 2 (t)
If we neglect in eqn. (7) the delay terms, then eqns. (7) and (8) yield via hu 1 (t)u 2 (t)i = g(T 12 ; T 21 ) = 0 the same lines of xed points shown in Figure 2a . Only the inclusion of the delay terms i.e. the full eqn. (7) drives the system to the correct pair of stable xed points T 12 = C 12 , T 21 = C 21 and T 0 12 = 1=C 21 , T 0 21 = 1=C 12 depicted in Figure  2b .
In Figure 3 we compare the least squares method 9] with our approach for experimental speech signals (cries from di erent babies 10]) which have been mixed by a matrix with o diagonal elements C 12 = 0:9 and C 21 = 0:7. It follows again that the use of time delayed correlation functions improves the source separation process.
Up to now we have only considered situations where the number of sources is equal to the number of detectors. If the number m of sources is smaller than the number of sensors n, i.e. mhn the activity of n?m neurons will vanish. The simplest case is the situation when one source is fed to two neurons. After the adaptation process the output of one neuron will be proportional to the source and the other neuron will be silent.
If the number of sources is larger than the number of neurons our potential yields always decorrelated outputs, but the mixing matrix T will not be correct. In order to decorrelate an unknown number of linearly mixed sources one must therfore apply our approch with an increasing number n of output neurons, until n ist so large, say n = n , that for the rst time one neuron will remain silent, after the adaptation process. The number of sources is then n ? 1 and one needs n ? 1 neurons to decorrelate them 11].
Let us nally discuss the situation for nonlinear mixing. An example is shown in eqn. 
where " 1 , " 2 are nonlinearity parameters. In this case the neural network will completely decorrelate hu 1 (t)u 2 (t)i = hu 1 (t)u 2 (t + )i = 0 but hu 1 (t)u 2 (t + 2 )i is still a function of the nonlinearity parameters, as shown in Figure 4 . Therefore our method enables us to detect nonlinearities in the mixing of the sources. On the other hand on could determine the linear and nonlinear mixing coe cients c 12 ; c 21 ; " 1 ; " 2 from the measureable time delayed correlation functions hI 1 (t)I 2 (t + )i including more and more di erent delays 12]. In this sense our approch which involves time delayed correlation functions could be generalized to solve the source separation problem for nonlinearly mixed sources. It is a pleasure to thank R. Hornreich for stimulating discussions during the initial steps of this work and the Deutsche Forschungsgemeinschaft for nancial support. and the Nm time delayed correlations of the sources ha i (t)a i (t + l )i (l = 0; :::; N ? 1) from the Nn(n + 1)=2 measured correlation functions hI i (t)I j (t + l )i (l = 0; :::; N ? 1).
One has only to chose the number N of delays large enough to ensure that the number of measurable variables Nn(n + 1)=2 becomes larger then the number of unknowns m(n + N ? 1). However the signals a i (t) i = 1; :::; m cannot be extracted form I i (t) i = 1; :::; n because the m n mixing matrix C ij cannot be inverted. 12] To determine the mixing coe cients we have to solve the equations for k = 0; 1; 2; 3 hI 1 (t)I 1 
This are 12 equations for the 12 unknown parameters c 12 ; c 21 ; " 1 ; " 2 ; K 1 (0); K 1 ( ); K 1 (2 ); K 1 (3 ); K 2 (0); K 2 ( ); K 2 (2 ); K 2 (3 ). They can be solved by standard methods or by a nonlinear neural network using our potential approach. 
