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1 Introduction
This is a brief technical note to clarify some of the issues with applying the application of the
algorithm posterior sampling for reinforcement learning (PSRL) in environments without fixed
episodes. In particular, this paper aims to:
• Review some of results which have been proven for finite horizon MDPs Osband et al. (2013);
Osband and Van Roy (2014b,a, 2016) and also for MDPs with finite ergodic structure Gopalan and Mannor
(2014).
• Review similar results for optimistic algorithms in infinite horizon problems Jaksch et al.
(2010); Bartlett and Tewari (2009); Abbasi-Yadkori and Szepesva´ri (2011), with particular
attention to the dynamic episode growth.
• Highlight the delicate technical issue which has led to a fault in the proof of the lazy-PSRL
algorithm Abbasi-Yadkori and Szepesva´ri (2015). We present an explicit counterexample to
this style of argument. Therefore, we suggest that the Theorem 2 in Abbasi-Yadkori and Szepesva´ri
(2015) be instead considered a conjecture, as it has no rigorous proof.
• Present pragmatic approaches to apply PSRL in infinite horizon problems. We conjecture
that, under some additional assumptions, it will be possible to obtain bounds O(
√
T ) even
without episodic reset.
2 Problem formulation
We consider the problem of learning to optimize an unknown MDP M∗ = (S,A, R∗, P ∗). S =
{1, .., S} is the state space, A = {1, .., A} is the action space. In each timestep t = 1, 2, .. the
agent observes a state st ∈ S, selects an action at ∈ A, receives a reward rt ∼ R∗(st, at) ∈ [0, 1]
and transitions to a new state st+1 ∼ P ∗(st, at). We define all random variables with respect to a
probability space (Ω,F ,P).
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A policy µ is a mapping from state s ∈ S to action a ∈ A. For MDP M and any policy µ we
define the long run average reward starting from state s:
λMµ (s) := lim
T→∞
EM,µ
[
1
T
T∑
t=1
r(st, at) | s1 = s
]
, (1)
where r∗(s, a) := E[r|r ∼ R∗(s, a)]. The subscripts M,µ indicate the MDP evolves under M with
policy µ. A policy µM is optimal for the MDP M if µM ∈ argmaxµ λMµ (s) for all s ∈ S. For the
unknown MDP M∗ we will often abbreviate sub/superscripts to simply ∗, for example λ∗∗ for λM
∗
µM
∗ .
Let Ht = (s1, a1, r1, .., st−1, at−1, rt−1) denote the history of observations made prior to time t.
A reinforcement learning algorithm is a deterministic sequence {pit|t = 1, 2, ..} of functions each
mapping Ht to a probability distribution pit(Ht) over policies, from which the agent sample policy
µt at timestep t. We define the regret of a reinforcement learning algorithm pi up to time T
Regret(T, pi,M∗)(s) :=
T∑
t=1
{λ∗∗(s)− rt}
∣∣∣∣s1 = s. (2)
The regret of a learning algorithm shows how worse the policy performs that optimal in terms
of cumulative rewards. Any algorithm with o(T ) regret will eventually learn the optimal policy.
Note that the regret is random since it depends on the unknown MDP M∗, the random sampling
of policies and, through the history Ht on the previous transitions and rewards. We will assess and
compare algorithm performance in terms of the regret.
2.1 Finite horizon MDPs
We now spend a little time to relate the formulation above to so-called finite horizon MDPs
Osband et al. (2013); Dann and Brunskill (2015). In this setting, an agent will interact repeat-
edly with a environment over H ∈ N timesteps which we call an episode. A finite horizon MDP
M∗ = (S,A, R∗, P ∗,H, ρ) is defined as above, but every H ∈ N timesteps the state will reset
according to some initial distribution ρ. We call H ∈ N the horizon of the MDP.
In a finite horizon MDP a typical policy may depend on both the state s ∈ S and the timestep h
within the episode. To be explicit, we define a policy µ is a mapping from state s ∈ S and period
h = 1, ..,H to action a ∈ A. For each MDP M = (S,A, RM, PM,H, ρ) and policy µ we define the
state-action value function for each period h:
QMµ,h(s, a) := EM,µ

 H∑
j=h
rM (sj, aj)
∣∣∣sh = s, ah = a

 , (3)
and V Mµ,h(s) := Q
M
µ,h(s, µ(s, h)). Once again, we say a policy µ
M is optimal for the MDP M if
µM ∈ argmaxµ VMµ,h(s) for all s ∈ S and h = 1, . . . ,H.
At first glance this might seem at odds with the formulation in Section 2. However, finite horizon
MDPs can be thought of as a special case of Section 2 in the expanded state space S˜ := S ×
{1, ..,H}. In this case it is typical to assume that the agent knows about the evolution of time
h deterministically a priori. To highlight this time evolution within episodes, with some abuse of
notation, we let skh = st for t = (k− 1)H +h, so that skh is the state in period h of episode k. We
define Hkh analogously.
2
3 Posterior sampling for reinforcement learning
The algorithm posterior sampling for reinforcement learning (PSRL) was first proposed as Bayesian
dynamic programming by Strens (2000). Later work has altered the terminology to highlight the
distinction between PSRL and the Bayes-optimal solution which can be found by dynamic pro-
gramming in the Bayesian belief state Osband et al. (2013). PSRL begins with a prior distribution
φ over MDPs. At the start of each kth episode, PSRL samples an MDP Mk from this posterior
belief and follows the policy which is optimal for that sample over episode k. We specify this process
in Algorithm 1.
Algorithm 1 PSRL
1: Input: prior distribution φ, episode length H
2: for episode k = 1, 2, .. do
3: sample MDP Mk ∼ φ(·|Hk1)
4: compute µk ∈ argmax
µ
VMkµ,1
5: for time h = 1, 2, .., H do
6: take action akh = µk(skh, h)
7: observe rkh and skh+1
8: update Hkh = Hkh ∪ (akh, rkh, skh+1)
9: end for
10: end for
PSRL is a general algorithmic approach and can be used with any possible prior φ over MDPs.
Prior knowledge to the structure and generalization of the MDP can be encoded in φ in an arbitrary
way. For MDPs with finite states and actions and little prior knowledge, it may be natural to use
an uninformative conjugate prior for the rewards and transitions in each state and action indepen-
dently. A simple implementation of this type of PSRL is available at https://github.com/iosband/TabulaRL.
We note that, in the statement of Algorithm 1 the episode length H is given to the agent a priori.
In its standard implementation, PSRL proceeds in fixed episodes of length H. For finite horizon
MDPs H is typically given to be the horizon of the MDP. For MDPs without episodic reset, PSRL
imposes artificial episodes of fixed policies even though the underlying dynamics of the MDP are
time-homogeneous.
3.1 Regret bounds in episodic environments
Recently, several papers have established performance guarantees for PSRL in finite horizon MDPs
Osband et al. (2013); Osband and Van Roy (2014b,a, 2016). For all of these papers, the key obser-
vation comes from earlier work Russo and Van Roy (2014) and the posterior sampling lemma.
Lemma 1 (Posterior sampling).
If φ is the distribution of M∗ then for any σ(Hk1)-measurable function g,
E[g(M∗)|Hk1] = E[g(Mk)|Hk1]. (4)
Note that (4) also shows that E[g(M∗)] = E[g(Mk)] through the tower property.
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Most papers which bound the Bayesian regret for PSRL begin with the standard analysis of
optimistic algorithms to add and subtract the imagined optimal reward V Mkµk ,1.
∆k := V
M∗
µ∗,1 − VM
∗
µk ,1
= V M
∗
µ∗,1 − VMkµk ,1︸ ︷︷ ︸
∆opt
k
+VMkµk,1 − V M
∗
µk ,1︸ ︷︷ ︸
∆conc
k
(5)
Where ∆optk is the regret from optimism and ∆
conc
k is the regret from concentration. We then
Lemma 1 to assert that, conditional on any past data Russo and Van Roy (2014); Osband et al.
(2013)
E[∆optk |Hk1] = E[V ∗∗1 − V kk1|Hk1] = 0. (6)
Crucially, the remaining term ∆conck only depends on the policy µk which PSRL actually follows, and
not the unknown optimal policy µ∗ which is unobserved. Standard proofs conclude with some con-
centration results which bound ∆conck Osband et al. (2013); Osband and Van Roy (2014b,a, 2016).
A similar argument is used in the frequentist analysis of the PSRL variant studied in Gopalan and Mannor
(2014). Although these authors do not explicitly consider finite horizon MDPs, they assume that
the environment is ergodic and there exists some positive recurrent state s0 under any policy. This
assumption and the resulting analysis share many similarities with the finite horizon setting.
4 Infinite horizon problems
Algorithms that bound the regret over MDPs without finite horizon must impose some connected-
ness constraint in order to guarantee regret o(T ). To see why this is the case, consider the problem
in Example 1.
Example 1 (Heaven and hell).
We consider a simple MDP with three states S = {s0, s1, s2} and two actions A = {a1, a2}. The
agent begins in s0, if they choose action a1 they transition to s1 and if they choose a2 they transiton
to s2. The states s1 and s2 are absorbing, so that for all subsequent steps they remain here,
regardless of action. One of these states is “heaven” in that the agent will receive the maximum
reward of one for all time, the other one is “hell” and it will never get a reward again. The problem
is that the agent does not know which one is which. Even if the agent knows the entire structure
of the problem, if the optimal action a∗ is equally likely to be 1 or 2 there is no algorithm that can
provide an expected regret less than T2 .
Clearly, problems of the style of Example 1 are not amenable to meaningful regret analysis. In
order to design an algorithm with sublinear regret we must restrict our attention to MDPs with
some connected structure. The precise requirements used in each paper are slightly different, but
may include Bartlett and Tewari (2009),
• Ergodic, it is possible to reach any state from any other state under any policy.
• Unichain, every policy induces a single recurrent class plus a set of transient states.
• Communicating, for every s1, s2 ∈ S there is some policy that takes an agent from s1 to s2.
• Weakly communicating, The state space S decomposes into two sets: in the first, each state is
reachable from every other state from every other state under some policy; in the second, all states
are transient under all policies.
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In each of these settings some notion of MDP connectedness emerges which is somewhat compa-
rable to the horizon H in finite horizon MDPs. However, and unlike the analysis of finite horizon
MDPs, this connectedness parameters is typically not known to the agent a priori. Many algo-
rithms, including UCRL2 Jaksch et al. (2010) and REGAL Bartlett and Tewari (2009), are able to
learn with provable regret bounds without prior knowledge of the unknown MDP connectedness.
In Section 4.1 we provide a sketch of how they are able to accomplish this through “the doubling
trick”.
4.1 Existing optimistic analyses
Many algorithms for efficient reinforcement learning in infinite horizon MDPs are driven by the
principle of “optimism in the face of uncertainty” (OFU) Munos (2014). At a high level, many
of these algorithms fall into the general structure of Algorithm 2. These algorithms share a lot of
similarities with PSRL, but instead of sampling a single MDP from the posterior and following the
policy which is optimal for that sample, they build up a confidence set of plausible MDPs and then
follow the policy which is most optimistic within all plausible MDPs.
Algorithm 2 OFU RL
1: Input: confidence set constructor Φ, episode signal E
2: for episode k = 1, 2, .. do
3: construct confidence set Mk = Φ(Hk1)
4: compute µk ∈ argmax
µ
max
M∈Mk
λMµ
5: for while E(Hkh) = FALSE do
6: take action akh = µk(skh)
7: observe rkh and skh+1
8: update Hkh = Hkh ∪ (akh, rkh, skh+1)
9: end for
10: end for
Another difference from finite horizon MDPs is that the episode length of fixed policies is not
necessarily fixed, but may depend on the data which is gathered by the algorithm through the
episode signal E(Hkh). A common scheme, used in UCRL2 Jaksch et al. (2010) and REGAL
Bartlett and Tewari (2009), is to only start a new episode when the total number of visits to any
state and action has doubled. However, similar schemes which successively grow the length of the
episodes under consideration show up in several settings Abbasi-Yadkori and Szepesva´ri (2011).
This kind of idea, which successively doubles the length of the policies under evaluation, is so
pervasive in the RL literature that it is often simply referred to as “the doubling trick”.
Algorithms for infinite horizon problems typically do not use episodes of fixed length H. The
reasons for this are as follows:
• If H is smaller than the corresponding mixing time of the optimal policy the agent may not
be able to ever learn the optimal policy.
• If H is much larger than the timeframe of the optimal policy then the agent may be overly
wasteful in not updating its policies as data arrives.
• Every H steps the agent may incur some nonzero opportunity cost from switching policies.
If this occurs every H steps then the algorithm will never guarantee sublinear regret.
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The big picture idea of “the doubling trick” is to successively grow the length of the episodes under
consideration (by doubling) to begin with short policies but increase their length as time goes on.
Importantly, because the growth in the length of policies is exponential, this will only contribute
logarithmic switching costs as T grows.
The analysis for Algorithm 2 is not particularly complicated by the introduction of data-dependent
episode signalling E since, by construction, the confidence set constructors generate high probability
confidence sets Φ(Hk1) such that λMkµk ≥ λ∗∗for any possible data Hk1. At a high level, and ignoring
the mixing costs of the MDP at changes of policy (which are not very important when they only
occur logarithmically in T ), we can approximate the regret in any episode k by the difference in
long run optimal rewards:
∆k := L
∗
k (λ
∗
∗ − λ∗k) where L∗k is the length of episode k.
We continue the proof for Algorithm 2 in the standard way, by adding and subtracting the imagined
optimal reward. The optimistic principle means that, for any episode k in which the true MDP
M∗ lies within the confidence set Mk then λkk = max
µ,M∈Mk
λMµ ≥ λ∗∗. Since the confidence set Mk is
designed to contain the true MDP with high probability then we can say for any random episode
length L∗K ≥ 0,
∆k := L
∗
k
(
λ∗∗ − λkk
)
= L∗k(λ
∗
∗ − λkk)︸ ︷︷ ︸
∆opt
k
+L∗k(λ
k
k − λ∗k)︸ ︷︷ ︸
∆conc
k
≤ L∗k(λkk − λ∗k)︸ ︷︷ ︸
∆conc
k
with high probability. (7)
The proofs for Algorithm 2 conclude with standard concentration inequalities for ∆conck Jaksch et al.
(2010); Bartlett and Tewari (2009); Abbasi-Yadkori and Szepesva´ri (2011). At first glance, it looks
like the same kind of analysis should immediately apply to a modified variant of PSRL, which
resamples episodes according to E(·). In fact, as we will show in the next section, this is not
generally the case.
4.2 The problem with PSRL
Recent analysis has attempted to extend the analysis of PSRL to the infinite horizon setting. The
proposed algorithm Lazy-PSRL Abbasi-Yadkori and Szepesva´ri (2015), modifies PSRL to use a
dynamic strategy of episode resampling E(·) rather than fixed episodes of length H. The proof
presented in this paper attempts to apply the results of Lemma 1 for dynamically generated episode
lengths as per Section 4.1. This argument is quite appealing, but as we will show below, it is not
rigorous and has made quite a delicate error.
The posterior sampling lemma (Lemma 1) says that for any episode k, for any history Hk then
the expected regret over one timestep:
E
[
λ∗∗ − λkk | Hk1
]
= 0. (8)
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However, if the length of the episode L∗k depends on both the true MDPM
∗ and the sampled policy
µk then in general,
E
[
L∗k
(
λ∗∗ − λkk
)
| Hk1
]
6= 0. (9)
When we present the analyis using this notation, the statement of (9) is quite clear and obvious.
However, this issue is quite subtle and can be quite hard to spot if we use a different notation for
the problem. In particular, this distinction between (8) and (9) is at the root of an error in the
proof of Theorem 2 in Abbasi-Yadkori and Szepesva´ri (2015).
We now reproduce the first steps of their proof (available at the bottom of page 15 in https://arxiv.org/pdf/1406.
using something more similar to their notation. They write:
E
[
Regret(T, piLazyPSRL,M∗)
]
=
T∑
t=1
E [λ∗∗ − rt]
=
T∑
t=1
E
[
E
[
λ∗∗ − rt | Hk(t)1
]]
(∗) =
T∑
t=1
E
[
E
[
λ
k(t)
k(t) − rt | Hk(t)1
]]
=
T∑
t=1
E
[
λ
k(t)
k(t) − rt
]
,
Where k(t) to be the index of the active episode at time t according to lazy PSRL. In effect this
argument is equivalent to
∑T
t=1E
[
λ∗∗ − λk(t)k(t)
]
= 0 for any T . Unfortunately, and as we will now
show this is not necessarily the case.
The authors in Abbasi-Yadkori and Szepesva´ri (2015) justify step (∗) through an application of
Lemma 1 since, conditional upon any Hk(t)1, λkk is equal in distribution to λ∗∗. Unfortunately,
this argument for (∗) is not a valid application of Lemma 1, since in general k(t) is not σ(Hk(t))-
measurable. This is because the process of episode signalling E(·) may depend on the history
betwen Hk(t)1 and Ht, which is influenced by both M∗ and µk. We can relate this problem back
to (9) through an alternative decomposition,
T∑
t=1
E
[
E
[
λ∗∗ | Hk(t)1
]]
=
K(T )∑
t=1
E [E [L∗kλ
∗
∗ | Hk1]] 6=
K(T )∑
t=1
E
[
E
[
L∗kλ
k
k | Hk1
]]
. (10)
To clarify this point we will now consider a very simple explicit counterexample.
Example 2 (Counterexample to step (∗)).
Suppose the agent exists in a trivial MDP M∗ with S = A = 1. The rewards are deterministic and
drawn from a prior with R = 1 or R = 0 with equal probability. Consider a version of lazy PSRL
with episode signal E(Ht) = 1
{∑t
j=1 rt ≥ 1 OR t ≥ Hmax
}
for some Hmax > 1 and examine
E[∆optk ] for this agent.
Lemma 1 implies that, for any fixed dataset Hk1, E[λ∗∗|Hk1] = E[λkk|Hk1]. Suppose that the
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argument from (∗) were correct, this would imply that for all T > 0 and all Hmax:
T∑
t=1
E
[
λ∗∗ − λk(t)k(t)
]
=
T∑
t=1
E
[
E
[
λ∗∗ − λk(t)k(t) | Hk(t)1
]]
(∗) =
T∑
t=1
E
[
E
[
λ∗∗ − λ∗∗ | Hk(t)1
]]
= 0
However, we can clearly construct an example where this reasoning is false. Fix Hmax = 1000 and
consider T = 1000. Then for this problem,
1000∑
t=1
E
[
λ∗∗ − λk(t)k(t)
]
=
1
4
× 1000 − 1
4
× 1 > 249. (11)
This completes the counter-example to (∗) and the proof of Theorem 2 in Abbasi-Yadkori and Szepesva´ri
(2015).
We note that the counterexample provided in Example 2 demonstrates that the proof of Theorem 2
in Abbasi-Yadkori and Szepesva´ri (2015) is incorrect. However, the result of this Theorem may still
be true. As such, we suggest that this result is considered as a conjecture, rather than established
theorem.
4.3 Pragmatic approaches to PSRL
Section 4.2 shows that there are some delicate issues in extending the analysis of PSRL to algorithms
with dynamic episode resampling. Despite these challenges, and the lack of a concrete theory in
these settings, PSRL seems to do well even in settings without episodic reset Osband et al. (2013);
Abbasi-Yadkori and Szepesva´ri (2015). We end this technical note with a few pragmatic approaches
to implement PSRL in these settings.
1. For many problems we can impose a natural artificial episode length H, even if the underlying
system is not strictly finite horizon. For example, the production levels in a power plant might
be sensibly modeled as problem with H = 1day. Similarly, any problem which discounts
future rewards by γ ∈ (0, 1) is quite similar to a finite horizon problem H = O
(
1
1−γ
)
.
2. In the rare situation we are truly uncertain of the timeframe for the optimal policy µ∗ then we
can apply something similar to “the doubling trick”. Although the results in Section 4.2 show
that our current proof techniques are insufficient to maintain regret bounds in this setting,
empirical evaluation seems to suggest this is not a problem for natural episode switching
signals Osband et al. (2013); Abbasi-Yadkori and Szepesva´ri (2015).
3. For some problems it may make more sense to slowly vary the exploration noise gradually,
rather than proceed in episodes of (potentially drastically) switching policies. In this setting
we might separate the posterior samples for the MDPM∗ into some mean MDP Mˆ perturbed
by some random noise W such that M∗ = f˜(Mˆ,W ) for some f˜k. In a system with discount
rate γ ∈ (0, 1), we might consider an algorithm which resamples an MDPMt at every timestep,
but ensures that the MDP does not vary too quickly at each timestep. For example, if P (s, a)
is an unknown transition we might sample Pt(s, a) ∼ φ(·|Ht) but then use a linearly smoothed
estimate P t := γP t−1(s, a)+(1−γ)Pt(s, a) to compute the policy µt which we actually follow.
8
5 Conclusion
This technical note aims to clarify the current state of performance guarantees for reinforcement
learning algorithms guided by posterior sampling. In Section 4.2 we highlight the delicate technical
issue which arises in the analysis of PSRL-variants in environments with dynamic episode length.
We highlight the mistake in the proof of Theorem 2 in Abbasi-Yadkori and Szepesva´ri (2015) and
reproduce a clear counterexample to show the mistake in this reasoning. In Section 4.3 we suggest
several pragmatic solutions to apply PSRL in environments without explicit episodic reset. We
believe that, in the future, it may be possible to extend existing analyses for finite horizon MDPs
to a more general setting of learning without episodic reset. We believe this is an interesting topic
for future research and hope to stimulate further thinking on this topic.
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