Abstract: Sophisticated intelligent machines such as humanoid robots require the ability to interact with the environment and hence efficiently adapt their behavior. Therefore, robots must be equipped with the ability to modify and add to its knowledge base using information gained from its past behaviour, such as stable, robust walking on unseen terrains. Currently, designing humanoid robots with advanced learning and cognitive capabilities is one of the most challenging issues in the field of intelligent robotics. The iCub and its newer version, the C-Cub, were developed as test beds for evaluating how cognitive and learning approaches can operate safely in unstructured environments. This paper describes preliminary work on evaluating the convergence of a variety of temporal difference learning algorithms, and comparing the results of each learning algorithm based on a simulation of a simple inverted pendulum in order to visualize the value and control action functions. It will be clearly showed that the learning performance of TD(λ) is significantly better than the TD(0) and stochastic gradient algorithm (SGA) based learning.
INTRODUCTION
As animals learn from past experiences, a central goal in robotics is to develop efficient algorithms which allow robots to learn from failure/their interaction with the environment. Therefore, robots must gain knowledge and use it to improve their behaviour in a safe manner with minimal external human intervention. The iCub humanoid robot has been developed as a standard test bed for evaluating cognitive and learning approaches in robotics, Vernon et al. (2007) . In order to minimize the number of trials during the learning process for a Humanoid Robot (HR), as well as obtaining safe-predictable behaviour patterns to improve the overall performance of the HR, the learning algorithms must be analyzed.
Early works on Temporal Difference (TD) learning were based on animal learning, Niv et al. (2005) . In 1983, Barto and Sutton developed a TD method based on trial and error learning, termed an actor-critic algorithm, and was demonstrated on the pole balancing problem, Barto et al. (1983) , Sutton and Barto (1998) . In 1988, Sutton formulated the TD(λ) learning algorithm and described its properties, Sutton and Barto (1998) . A breakthrough work in reinforcement learning (RL) in continuous time and space was described in Kenji (2000) . He explicitly derived the critic equations for TD(0) and TD(λ), and introduced the value gradient based policy and applied the results to a nonlinear pendulum and cart-pole swing-up task. With respect to RL humanoid robot applications, an efficient actor-critic algorithm was demonstrated on a physical robot, Hamid (1996) . It controls the 6 joint angles by using the peripheral controllers' evaluation and a CMAC which is implemented as a central pattern generator. Tedrake (2004) developed a stochastic RL algorithm and implemented it on a 3D, 6 Degrees of Freedom (DOF) robot. Gen et al. (2008) implemented a continuous RL algorithm which is based on CPG and a policy gradient method to a full body 3D humanoid, Gen et al. (2008) . Maei et al. (2009 ) adopted Sutton's approach to solve the convergence problem by developing a nonlinear function approximation.
Although a number of learning algorithms are being applied to real robots, it is still not possible for learning algorithms to adapt to constantly changing environmental conditions and unseen terrains, due to the lack of robustness against disturbances. In addition, HR are unable to cope with variable speeds, mechanical constraints as well as uncertainty in the decision making process, Peters et al. (2004) . Moreover, in order to achieve stable walking, a large number of trials are generally required, Shouyi et al. (2006) . In order to determine optimum control actions, online learning algorithms must be implemented which have a significant computational cost. Hence, an efficient learning algorithm should reduce the computational burden and also address the high dimensional state and action space issues.
In section 2, Humanoid Robot Walking (HRW) and RL are introduced. Section 3 then describes the TD(0), TD(λ), and Stochastic Gradient Algorithm (SGA) algorithms in detail. Comprehensive results from the three different learning techniques for an inverted pendulum are presented in section 4. Finally the results are summarized in the conclusions and the importance of incorporating eligibility trace in the TD algorithm is emphasized.
HUMANOID ROBOT AND REINFORCEMENT

LEARNING
Designing a HR requires building a mechatronic system that can perform tasks in a human-like manner. Bipedal locomotion is a complex process so it is generally necessary to reduce the number of DOF and to simplify the system so that efficient walking can be achieved using control and learning techniques. Therefore, the dynamics of bipedal walking must be described as well as the joint control techniques, for generating efficient and walking gaits.
Humanoid Robot Control
As the compass-like biped robot is the most elementary HR, it is extremely helpful in understanding periodicity, energy optimality, stability, legged locomotion and inter-limb coordination. Moreover, a large part of the human body is thought to be passive/have little actuation during the swing stage, Goswami et al. (1998) , Grishin et al. (1994) . Active control and learning techniques can improve the robustness of walking and also lead to walking on uneven terrains. The basic configuration of the robot and learning controller are described below and illustrated in The controller uses both the current state vector and the current reward, a sign of the quality of previous control actions, and provides another control input to the robot. The basic dynamics of the robot can be expressed as a second order ordinary differential equation:
where ( ) M q is the positive definite inertia matrix, ( , ) N; the matrix represents centrifugal terms, ( ) g q is the vector of gravitational torques, q is the vector of joint angles and U is the vector of external torques or control outputs. The robot's state vector x is formed from the joint angle and joint angular velocity vectors.
RL Based on Actor-Critic
Even though a passive compass gait robot can converge to a stable gait, even minor disturbances can cause instabilities. In addition, existing HR's generally follow walking patterns that are predetermined and operating on rough or unstructured environments is still a significant challenge. Therefore, to be able to operate in such environments and to be able to reject noise which deteriorates the performance of the walking process, biped robots should learn to adapt itself to changing conditions in terms of learning from past failures, Anderson (1987) , Fukuda et al. (1996) , Hamid (1996) , Matsubara et al. (2006) . RL is one such approach and the basic architecture of actor-critic learning for the pole balancing problem is described below and illustrated in Fig. 2 .
RL is an on-line learning technique which maps input states to output controls by maximising the system's performance in terms of gaining higher numerical positive reinforcement signals (rewards). The actor is the controller which transforms observed states into a control signal, whereby it generates the policy for trajectory generation. The critic's responsibilities are policy assessment and policy development. The actor modifies its weights based on the decision of the critic and states; hence the calculated cost by the critic reduces, Ishii and Yoshida (2006) . If the evaluation process of critic is inaccurate, then the learning process of the actor will deteriorate and walking will be unstable.
TEMPORAL DIFFERENCE LEARNING METHODS
Three different kinds of TD methods will now be described and the disadvantages of each technique will be addressed.
Optimal Value Function for Discounted Reward
Consider the standard continuous time, non-linear representation for a deterministic system:
where x is the system state vector and u is the control action. The learner receives an immediate reward for each taken state and action.
Then the task of the learning agent is to determine a new policy which leads higher rewards.
Therefore, the value function for each state must be maximized in order to reach optimal policy. 
where τ is the time constant for discounting future rewards and t s ≤ < ∞ . In order to obtain optimal value function at time t , optimality principle is applied. 
The optimal policy is given on the right hand side of (6).
Value Function Approximation
A RL process requires an exceptionally large memory to save the data for each of the visited states; although the state space should represent all possible situations: the curse of dimensionality problem. Therefore function approximation techniques such as Neural Networks, Normalized Gaussian Networks are implemented. Denote the current estimate of the value function as:
where w is the parameter vector of the value function approximation. This parameter is updated using the selfconsistency condition which is time derivative of (5).
This equality is satisfied if the value function approximation is perfect. Therefore, by using this inconsistency, a parameter update should be performed.
This inconsistency is called the TD error.
Parameter Update with TD(0)
A least square cost function can be created, based on the TD error.
The gradient of the cost function with respect to the value function's approximation parameter w is obtained.
Gradient descent learning therefore gives:
To simplify this TD expression, a Backward Euler approximation for the time derivative of the value function is used, hence it is substituted as ( )
Re-expressed, the TD error is:
and the gradient of the least squared TD error:
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Here just ( ) V t t − ∆ is used in the value function parameter update without explicitly changing Kenji (2000) . Therefore,
Define the discount factor as 1
, then the discrete version of the TD is:
However, because of the value function approximation and also the sampling methods ( ) TD 0 might not result in a stable solution.
Temporal Difference with Stochastic Gradient Algorithm
In order to address the convergence problem with TD(0), Sutton et al. (2008) proposed a new approach to define the error function, which has a unique optimal point, called Mean-Squared Projected Bellman Error (MSPBE). This approach provides parameter convergence where the expected parameter update does not vary:
They developed a stochastic gradient algorithm by using the weight duplication trick which is targeted to update weights in terms of fixed value function parameters in time, Maei et al. (2009 ), Sutton et al. (2008 .
( )
Here, β is assigned as faster time scale and b is the function approximation basis function vector. Parameter of the value function is updated on a slower time scale.
where k α is the positive step size parameter which chosen according to the well-known Robbins-Monro stochastic approximation conditions, ~1/ k k α .
TD(λ) with Exponential Eligibility Traces
A further issue in RL is the temporal credit assignment problem (delayed reward) which addresses how a taken action for a situation affects the final output. This can be addressed using eligibility traces, Agogino and Turner (2004) , Kenji (2000) , Matsubara et al. (2006) . Assume that the learning agent obtained an impulse reward at time 0 t t = then the temporal behaviour of the value function:
Thus, the update of the parameter vector with the provided TD: 
Denoting the exponentially weighted integral of the derivatives as the eligibility trace i e , then:
(23) where κ is the time constant of the eligibility trace and 0 κ τ < ≤ . The discredited form of the eligibility traces update is therefore:
where Kenji (2000) .
Actor Policy
In order for the actor's parameter to converge to the optimal policy, the TD error is used as a reinforcement signal and the same noise signal is added to ensure the parameter update in the correct direction, Gullapalli (1990) . Initially, learning inputs are provided by the system to the learning agent and the learning algorithm uses its input values to determine the new policy in terms of using the updated policy weights.
And the actor policy, 
SIMULATIONS
The experimental algorithm and simulation parameters are introduced and convergence/comparison results presented.
Experimental Algorithm and Simulation Parameters
A simplified discrete time inverted pendulum is used in this study as a simple, unstable model of ankle control. It will be used to analyse the performance of the three TD(0), TD(λ) and SGA learning algorithms. The simulation length is 1500, sampling time is 0.02, If the pendulum stays up for 500 sample points, it is regarded as successful and the simulation is re-initialized with random initial states, zero eligibility trace and current parameter vectors. As can be seen from the Fig. 4 , the value function reaches its steady state value around the time constant τ . During the learning process, V(t) increases step by step to its steady state value. However, after the learning process the behaviour of the pendulum is straightforward; it goes to the peak point directly. In addition, it is important to note that in the negative position and velocity, there is no corresponding learning, which could be due to the result of early learning in other regions of the surface rather than in this area. The control action surface graph, Fig. 5 , expresses the behaviour of the learning algorithm during and after the learning process. As can be seen from the surface graph, in the red area the position and the velocity of the pendulum is negative and corresponding control action is positive; which means that the learning algorithm is generating control actions to bring the pendulum to its balancing point. Alternatively, in the blue area of the control action surface graph the position and velocity of the pendulum are positive and corresponding control action is negative. Thus, the control action again brings the pendulum to the upright position. In addition, if the position is negative around the correct learning region, but the velocity is positive, then the control action will be negative in order to slow down the pendulum.
Convergence Analysis
Comparison Results
Finally, the three different TD methods have been implemented for a simple pendulum, and corresponding results are analyzed. Fig. 6 . States of the inverted pendulum for various TD.
As can be seen from the Fig. 6 , the angular position and velocity of the pendulum more spread with TD(0) and SGA. However, with TD(λ) the position and velocity are about zero. This can be explained due to effect of using eligibility trace which assigns credits to previously visited states. Existence of the eligibility trace improves the performance of the learning significantly. From the Fig. 7 , it can be clearly deduced that the performance of the TD(0) is poor. Implementing SGA in order to get rid of the convergence problem of TD(0) helps for better learning, but combining the TD algorithm with exponential eligibility trace increases the number of successes drastically. As can be seen from the Fig. 8 , the number of the failures for TD(0) and SGA are very large compared to TD(λ).
CONCLUSION
In summary, the different TD learning algorithms all successfully learn to balance the pendulum around at the origin, but the performance of each algorithm differs significantly. Even though SGA implementation partially solves the convergence problem of the TD(0); TD(λ) with an eligibility trace has a greater effect on convergence and maintaining stability.
