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ON THE COMPOSITION SERIES OF THE STANDARD
WHITTAKER (g,K)-MODULES
KENJI TANIGUCHI
Abstract. For a real reductive linear Lie group G, the space of Whittaker
functions is the representation space induced from a non-degenerate unitary
character of the Iwasawa nilpotent subgroup. Defined are the standard Whit-
taker (g, K)-modules, which are K-admissible submodules of the space of
Whittaker functions. We first determine the structures of them when the
infinitesimal characters characterizing them are generic. As an example of the
integral case, we determine the composition series of the standard Whittaker
(g, K)-module when G is the group U(n, 1) and the infinitesimal character is
regular integral.
1. Introduction
One of the most basic problems in representation theory is to study the composi-
tion series of a standard representation. In the category of highest weight modules,
Verma modules play the role of standard representations, and in the category of
Harish-Chandra modules, principal series representations do. The composition se-
ries problem is called the Kazhdan-Lusztig conjecture.
In this paper, the author propose a Whittaker version of standard (g,K)-modules
and study their composition series problem.
Let G be a real reductive linear Lie group in the sense of [11] and G = KAN be
an Iwasawa decomposition of it. Let η : N −→ C× be a unitary character of N and
denote the differential representation n0 →
√−1R of it by the same letter η. We
assume η is non-degenerate, i.e. it is non-trivial on every root space corresponding
to a simple root of ∆+(g0, a0). Define
(1.1) C∞(G/N ; η) := {f : G C
∞
−→ C | f(gn) = η(n)−1f(g), g ∈ G,n ∈ N}
and call it the space of Whittaker functions on G. This is a representation space of
G by the left translation, which is denoted by L. Let C∞(G/N ; η)K be the subspace
of C∞(G/N ; η) consisting of K-finite vectors. As for the subrepresentations of this
space, there are many deep and interesting results, called the theory of Whittaker
models. On the other hand, it is not too much to say that the structure of the
whole space is not known at all. Though our ultimate goal is to determine the
structure of C∞(G/N ; η), this space is too large to analyze. So we need to cut off
a submodule of suitable size from it.
Let, as usual, M be the centralizer of A in K, and let
Mη := {m ∈M | η(m−1nm) = η(n), n ∈ N}
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be the stabilizer of η in M . This subgroup acts naturally on C∞(G/N ; η)K by
the right translation. Consider the subspace of C∞(G/N ; η)K consisting of those
functions f which satisfy the following conditions:
(1) f is a joint eigenfunction of Z(g) (the center of the universal enveloping
algebra U(g)) with eigenvalue χΛ: L(z)f = χΛ(z)f , z ∈ Z(g).
(2) For an irreducible representation (σ, V M
η
σ ) of M
η, f is in the σ∗-isotypic
subspace (σ∗ is the dual of σ) with respect to the right action of Mη.
(3) f grows moderately at the infinity ([12]).
Denote by I◦η,Λ the subspace consisting of f ∈ C∞(G/N ; η)K satisfying (1). Then
I◦η,Λ ≃
⊕
σ∈M̂η
HomMη (V
Mη
σ∗ , I
◦
η,Λ)⊗ VM
η
σ∗ ,
and the space HomMη (V
Mη
σ∗ , I
◦
η,Λ) is isomorphic to
I◦η,Λ,σ = C
∞(G/MηN ;σ⊗η)K,Λ
:= {f : G C
∞
−→ VMησ | f(gmn) = η(n)−1σ(m)−1f(g), g ∈ G,m ∈Mη, n ∈ N ;
L(z)f = χΛ(z)f, z ∈ Z(g); left K-finite}.
Therefore, the space of functions f satisfying the above conditions (1)–(3) is iso-
morphic to
Iη,Λ,σ := {f ∈ I◦η,Λ,σ | f grows moderately at the infinity}.
We call these the standard Whittaker (g,K)-modules. Note that these are not the
“standard Whittaker module” defined in [5]. It is easy to show that these are
K-admissible and then have finite length (Corollary 2.4).
Though the composition series problem of standard Whittaker (g,K)-modules
is an interesting problem by itself, we may hope to apply the result of it to the
analysis of principal series representations. Iη,Λ,σ is induced from M
ηN and the
behavior of f ∈ Iη,Λ,σ on A is controlled by the infinitesimal character and the
asymptotic behavior, so we may think this module is near to the principal series
representation. Therefore, it is significant to compare the structure of this module
and that of a principal series representation. According to the theory of Whittaker
models, an irreducible Harish-Chandra module π can be a submodule of Iη,Λ,σ only
if the Gelfand-Kirillov dimension of π is equal to dimN ([8]). On the other hand,
any irreducible Harish-Chandra module can be a submodule of some principal series
representation. This difference comes from the difference of the structures of Iη,Λ,σ
and principal series. So if you understand the common features and the different
points of these modules, then new insights of Whittaker models and principal series
are expected to be obtained.
For example, assume G = SL(2,R) and the infinitesimal character Λ is regular
dominant integral. In this caseM =Mη ≃ {±1}, so we identify an irreducible rep-
resentation of M and that of Mη, which is denoted by σ. There are two irreducible
representations of {±1}, one is trivial, denoted by 1, and the other is the signature
representation, denoted by −1. Let ρA = 12 tr(ada|Lie(N)) ∈ Lie(A)∗. Then the prin-
cipal series representation IndGMAN (σ⊗ eΛ+ρA) is reducible if and only if Λ ≡ σ+1
mod 2. There are four equivalence classes of irreducible Harish-Chandra modules
with the infinitesimal character Λ. The irreducible principal series is denoted by
π−01, the irreducible finite dimensional representation by π
+
01 and two discrete series
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are denoted by π0, π1. It is well known that the composition series of reducible
principal series are
IndGMAN (σ ⊗ eΛ+ρA) ≃
π0
π+01
π1



//
// IndGMAN (σ ⊗ e−Λ+ρA) ≃
π1
π+01
π0



//
//
For the meaning of these diagrams, see Definition 3.3. On the other hand, if
σ ∈ M̂η = M̂ corresponds to the reducible (resp. irreducible) principal series,
then the composition series of the standard Whittaker (g,K)-modules are
Iη,Λ,σ ≃
π0
π+01
π1


I−η,Λ,σ ≃
π1
π+01
π0


(resp. Iη,Λ,σ ≃ π−01)
for an appropriately chosen η. This result can be obtained by direct computation.
In this paper, we first determine the structure of Iη,Λ,σ when Λ is generic. Let
XP (δ, ν) be the Harish-Chandra module of the C
∞-induced principal series repre-
sentation C∞-IndGP (δ ⊗ eν+ρA). Here δ is an irreducible representation of M . The
Weyl group of g is denoted by W . Let HΛ be the set of equivalence classes of
irreducible Harish-Chandra modules with the infinitesimal character Λ. We call Λ
generic if every principal series representation with the infinitesimal character Λ is
irreducible. The main theorem on the generic case is
Theorem 1.1 (Theorem 2.2). Let G be a real reductive linear Lie group. Suppose
Λ is generic and σ is an irreducible representation of Mη. Then I◦η,Λ is completely
reducible. Moreover, the irreducible decomposition of Iη,Λ,σ is given by
Iη,Λ,σ ≃
⊕
XP (δ,ν)∈HΛ
mδ(σ)XP (δ, ν), mδ(σ) = dimHomMη (δ|Mη , σ).(1.2)
For the non-generic case, there is little result that can be applied to general
groups. Therefore, we examine the case G = U(n, 1) in the second half of this
paper so that it becomes a springboard to the study of general cases. Let πi,j be
the irreducible Harish-Chandra module of U(n, 1) defined in § 3.2. The main result
on this case is
Theorem 1.2 (Theorem 5.16). Suppose G = U(n, 1) and the infinitesimal char-
acter Λ is regular integral. If the highest weight of σ ∈ M̂η ≃ ̂U(n− 2) × Û(1)
satisfies (4.1) for some i = 1, . . . , n− 1, j = 2, . . . , n+ 1− i, then the composition
series of Iη,Λ,σ is
Iη,Λ,σ ≃
πi−1,j+1 πi−1,j−1 πi+1,j+1 πi+1,j−1
πi−1,j πi,j+1 πi,j−1 πi+1,j
πi,j
 ""
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Here, if i+ j = n or n+ 1, the modules πa,b, a+ b > n+ 1, are regarded to be zero
and the arrows starting from or ending at such modules are omitted.
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This paper is organized as follows. The generic case is treated in §2. The main
result of this section is Theorem 2.2. From §3 later, we put G = U(n, 1) and ex-
amine the composition series of Iη,Λ,σ when the infinitesimal character is regular
integral. §3 recalls the structure of U(n, 1) and the classification of irreducible
Harish-Chandra modules of it. In §4, we first show that Iη,Λ,σ has a unique irre-
ducible submodule if it is non-zero. Also determined are the possible irreducible
modules appearing in the composition series of it. In §5, the composition series of
Iη,Λ,σ is completely determined. For this step, we use the explicit form of K-type
shift operators and the central elements of the universal enveloping algebra. The
key lemmas for our calculation are Lemma 5.7 and 5.11, and the main theorem of
the latter half of this paper is Theorem 5.16. In §6, another formulation of our
problem is discussed.
Before going ahead, we introduce notation used in this paper. For a real Lie group
L, the Lie algebra of it is denoted by l0 and its complexification by l = l0 ⊗R C.
This notation will be applied to groups denoted by other Roman letters in the same
way without comment. For a compact Lie group L, the set of equivalence classes of
irreducible representations of L is denoted by L̂. The representation space of π ∈ L̂
is denoted by V Lπ . When L is connected and π is the irreducible representation
whose highest weight is λ, we also denote it by V Lλ . For π ∈ L̂, the contragredient
representation is denoted by π∗, and if λ is the highest weight of π, then the highest
weight of π∗ is denoted by λ∗.
Suppose that K is a maximal compact subgroup of a real reductive group G.
For a (g,K)-module π, the K-spectrum {τ ∈ K̂ | τ ⊂ π|K} is denoted by K̂(π).
For a numerical vector a = (a1, . . . , aℓ) ∈ Cℓ or Rℓ, write |a| :=
∑ℓ
i=1 ai. This
notation will be applied for an element of the dual of a Cartan subalgebra when
this space is identified with numerical vector space by using some fixed basis.
The author would like to thank Hiroshi Yamashita, Kyo Nishiyama, Noriyuki
Abe and Hisayosi Matumoto for helpful discussion on this problem. He also thanks
Toˆru Umeda, Minoru Itoh and Akihito Wachi for useful advice on the determinant
type central element of the universal enveloping algebra. This research is partially
supported by JSPS Grant-in-Aid Scientific Research (C) # 19540226.
2. The generic case
In this section, we first write down the differential equations characterizing I◦η,Λ,σ.
After that, we determine the structure of the standard Whittaker (g,K)-modules
when Λ is generic. This is the first main theorem of this paper. As a corollary to the
proof of this theorem, theK-admissibility of any standardWhittaker (g,K)-module
is obtained.
The K-type decomposition of I◦η,Λ,σ is given by
I◦η,Λ,σ ≃
⊕
τ∈K̂
HomK(V
K
τ , I
◦
η,Λ,σ)⊗ V Kτ .
By Iwasawa decomposition, an element of HomK(V
K
τ , I
◦
η,Λ,σ) is determined by its
restriction to A. For φ1 ∈ HomK(V Kτ , I◦η,Λ,σ), a ∈ A, m ∈Mη and v ∈ V Kτ ,
φ1(τ(m)v)(a) = L(m)(φ1(v))(a) = φ1(v)(m
−1a) = φ1(v)(am
−1) = σ(m)φ1(v)(a).
Therefore, we may identify φ1 with an element φ2 of C
∞(A→ HomMη (V Kτ , VM
η
σ ))
by φ1(v)(a) = φ2(a)(v), v ∈ V Kτ , a ∈ A. The g action on φ1 can be transferred to
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φ2, which we denote by X · φ2: (X · φ2)(a)(v) = L(X)(φ1(v))(a). It follows that
HomK(V
K
τ , I
◦
η,Λ,σ) is isomorphic to
I◦η,Λ,σ(τ) := {φ2 ∈ C∞(A→ HomMη (V Kτ , VM
η
σ )) | z · φ2 = χΛ(z)φ2, z ∈ Z(g)},
(2.1)
and the subspace Iη,Λ,σ(τ) of I
◦
η,Λ,σ(τ) consisting of functions which grow moder-
ately at the infinity is isomorphic to HomK(V
K
τ , Iη,Λ,σ).
We write down the action of z ∈ Z(g) on φ2. Firstly, the U(k) action is
(u · φ2)(a)(v) = (L(u)φ1(v))(a) = φ1(τ(u)v)(a) = φ2(a)(τ(u)v), u ∈ U(k).
Secondly, consider the action of U(a). Denote by Π = {α1, . . . , αl} the set of
simple roots of ∆+(g0, a0). Let H1, . . . , Hl be the basis of a0 dual to α1, . . . , αl:
αi(Hj) = δij . For t = (t1, . . . , tl) ∈ (R>0)l, define
at = exp
(
−
l∑
i=1
(log ti)Hi
)
∈ A.
For u =
∑
n
cnH
n1
1 · · ·Hnll ∈ U(a), n = (n1, . . . , nl) ∈ (Z≥0)l, cn ∈ C, let
(2.2) ∂t(u) =
∑
n
cn∂
n1
1 · · · ∂nll , ∂i := ti
∂
∂ti
.
Then
(u · φ2(at))(v) = (∂t(u)φ2(at))(v), u ∈ U(a).
Lastly, we write down the action of U(n). Denote by (g0)α the root space corre-
sponding to a root α. Let {Nα,j |α ∈ ∆+(g0, a0), 1 ≤ j ≤ dim(g0)α} be a basis of
n0 such that it satisfies η(Nα,j) 6= 0 if α ∈ Π and j = 1, and η(Nα,j) = 0 otherwise.
We define
(2.3) ηt(Nα,j) =
{
tiη(Nαi,1) if α = αi ∈ Π, j = 1,
0 otherwise
and extend it to an algebra homomorphism U(n)→ C[t1, . . . , tl]. Then
(u · φ2(at))(v) = (L(u)φ1(v))(at) = ηt(u)φ1(v)(at) = ηt(u)φ2(at)(v),
for u ∈ U(n). Therefore, U(g) acts on C∞(A→ HomMη (V Kτ , VM
η
σ )) by
((unuauk) · φ2)(at)(v) = ηt(un)∂(ua)φ2(at)(τ(uk)v),(2.4)
un ∈ U(n), ua ∈ U(a), uk ∈ U(k).
Choose a Cartan subalgebra tm of m. Fix a positive system ∆
+(m, tm) of the
root system ∆(m, tm). Let δ ∈ M̂ . Its highest weight with respect to ∆+(m, tm) is
denoted by µδ. Note that since we assume every Cartan subgroup of G is commu-
tative [11, (0.1.2) f)], the highest weight µδ of the restriction of δ to the identity
component of M is well defined even if M is not connected. Let P =MAN be the
minimal parabolic subgroup of G corresponding to our Iwasawa N . For δ ∈ M̂ and
ν ∈ a∗, let XP (δ, ν) be the Harish-Chandra module of the smooth principal series
representation C∞-IndGP (δ ⊗ eν+ρA).
Definition 2.1. An infinitesimal character Λ is called generic if every principal
series representation XP (δ, ν) which admits the infinitesimal character Λ is irre-
ducible.
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Choose a Cartan subalgebra h := tm + a of g. Let W = W (g, h) and Wm =
W (m, tm) be the Weyl groups of g and m, respectively. The little Weyl group is
denoted byW (G,A). It is well known that the infinitesimal character of XP (δ, ν) is
Λ ∈ h∗ if and only if (µδ+ρm, ν) is in the orbitW ·Λ. It is also well known that two
principal series representations XP (δ, ν) and XP (δ
′, ν′) have the same composition
factors if and only if there exists w ∈ W (G,A) such that (δ′, ν′) = (w · δ, w · ν).
We denote by AΛ the set of (δ, ν) ∈ M̂ × a∗ satisfying (µδ + ρm, ν) ∈ W · Λ. The
set of equivalence classes of irreducible Harish-Chandra modules is denoted by HΛ.
Note that, if Λ is generic, every member of HΛ is a principal series representation.
Therefore, HΛ is parametrized by W (G,A)\AΛ, the set of W (G,A) -orbits in AΛ.
The first main result of this paper is the following theorem.
Theorem 2.2. Suppose Λ is generic and σ is an irreducible representation of Mη.
Then I◦η,Λ is completely reducible. Moreover, the irreducible decomposition of Iη,Λ,σ
is given by
Iη,Λ,σ ≃
⊕
XP (δ,ν)∈HΛ
mδ(σ)XP (δ, ν), mδ(σ) = dimHomMη (δ|Mη , σ).(2.5)
Proof. We first count the dimension of I◦η,Λ,σ(τ).
Let n¯ be the nilpotent subalgebra opposite to n. We denote by um and u¯m the
nilpotent subalgebras in m corresponding to ∆+(m, tm) and −∆+(m, tm), respec-
tively. Then u := um+ n¯ is the nilradical of a Borel subalgebra h+u. Let ρm be half
the sum of elements in ∆+(m, tm). We define non-shifted Harish-Chandra maps γ
′
1,
γ′2 and γ
′ by
γ′1 : U(g) = U(m+ a)⊕ (nU(g) + U(g)n¯)→ U(m + a)
γ′2 : U(m+ a) = U(h)⊕ (u¯mU(m+ a) + U(m + a)um)→ U(h)
γ′ = γ′2 ◦ γ′1 : U(g) = U(h)⊕ (u¯U(g) + U(g)u)→ U(h),
respectively. Then Harish-Chandra maps are given by
γ1 = τ1 ◦ γ′1 : Z(g)→ Z(m+ a), τ1(H) = H + ρA(H), H ∈ a,
γ2 = τ2 ◦ γ′2 : Z(m+ n) ∼→ U(h)W , τ2(H) = H − ρm(H), H ∈ h,
γ = γ2 ◦ γ1 : Z(g) ∼→ U(h)W ,
respectively. The infinitesimal character χΛ is, of course, defined by χΛ(z) =
γ(z)(Λ), z ∈ Z(g).
Choose a K-type τ ∈ K̂(I◦η,Λ,σ). Suppose z =
∑
p u
(p)
n u
(p)
a u
(p)
k ∈ U(n) ⊗ U(a)⊗
U(k) is an element of Z(g). By (2.4), elements φ2 of I
◦
η,Λ,σ(τ) are characterized by
the system of differential equations
(2.6)
∑
p
ηt(u
(p)
n )∂(u
(p)
a )φ2(at)(τ(u
(p)
k )v) = χΛ(z)φ2(at)(v), at ∈ A, v ∈ V Kτ .
We know that the system of partial differential equations z ·φ2 = χΛ(z)φ2, z ∈ Z(g),
has regular singularity at t = 0 (see the definitions (2.2), (2.3) of ∂t(u) and ηt).
Suppose there exists a non-zero solution φ2 of this system. Then its leading term
φ02 satisfies the system of differential equations
(2.7)∑
p
η0(u
(p)
n )∂(u
(p)
a )φ
0
2(at)(τ(u
(p)
k )v) = χΛ(z)φ
0
2(at)(v), z =
∑
p
u
(p)
n u
(p)
a u
(p)
k ∈ Z(g).
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Since
∑
p η0(u
(p)
n )u
(p)
a u
(p)
k is equivalent to z modulo nU(g), it is the same as γ
′
1(z).
Therefore, we may assume that, if η0(u
(p)
n ) 6= 0, then u(p)k ∈ Z(m). Suppose δ ∈ M̂
satisfies σ ⊂ δ|Mη and δ ⊂ τ |M . Choose a non-zero vector v in the δ-isotypic
subspace of V Kτ . Then u
(p)
k v = (µδ + ρm)(γ2(u
(p)
k ))v. Let ν + ρA ∈ a∗ ≃ Cl be a
characteristic exponent of a solution φ2 to (2.6). Here, we identified a
∗ with Cl by∑l
i=1 ciαi ↔ (c1, . . . , cl). The equation (2.7) says that µδ and ν satisfies∑
p
η0(u
(p)
n )(ν + ρA)(u
(p)
a )(µδ + ρm)(γ2(u
(p)
k )) = χΛ(z).
But since
∑
p η0(u
(p)
n )u
(p)
a u
(p)
k = γ
′
1(z), this means that
(2.8) χ(µδ+ρm,ν)(z) = χΛ(z) ⇔ (µδ + ρm, ν) ∈W · Λ.
Since Λ is regular, wΛ (w ∈ W ) are all different. Therefore, all the solutions of
equation (2.7) are
φ02(δ, ν, ψ1, ψ2; at)(v) := t
ν+ρAψ2 ◦ ψ1(v),(2.9)
ψ1 ∈ HomM (τ |M , δ), ψ2 ∈ HomMη (δ|Mη , σ), (µδ + ρm, ν) ∈ W · Λ.
Suppose φ2, φ
′
2 are two solutions of (2.6). If all the coefficients of φ
0
2(δ, ν, ψ1, ψ2; at),
δ ∈ M̂ , ν ∈ a∗, in the power series expansions of φ2, φ′2 are identical, then φ2 = φ′2.
It follows that the dimension of the solution space of (2.6), i.e. dim I◦η,Λ,σ(τ), is
estimated as
dim I◦η,Λ,σ(τ) ≤
∑
(δ,ν)∈AΛ
dimHomM (τ |M , δ) dimHomMη (δ|Mη , σ).(2.10)
Let I◦η,Λ(τ) = HomK(V
K
τ , I
◦
η,Λ). By (2.10), we have
dim I◦η,Λ(τ) =
∑
σ∈M̂η
dim I◦η,Λ,σ(τ) dim σ(2.11)
≤
∑
σ∈M̂η
∑
(δ,ν)∈AΛ
dimHomM (τ |M , δ) dimHomMη (δ|Mη , σ) dimσ
=
∑
(δ,ν)∈AΛ
dimHomM (τ |M , δ) dim δ.
In the fundamental paper [7], Lynch gives the dimension of the space of dual
Whittaker vectors of principal series representations. His result, together with
Theorem C in [8], says that, if (µδ + ρm, ν) ∈W · Λ, then
dimHomg,K(XP (δ, ν), I
◦
η,Λ) = #W (G,A) dim δ.
Since Λ is generic, (i) every non-zero element in Homg,K(XP (δ, ν), I
◦
η,Λ) is in-
jective, and (ii) if XP (δ1, ν1) and XP (δ2, ν2) are not equivalent, then for any
Φi ∈ Homg,K(XP (δi, νi), I◦η,Λ), i = 1, 2, ImageΦ1 ∩ ImageΦ2 = 0. Then we have
dim I◦η,Λ(τ) ≥
∑
XP (δ,ν)∈HΛ
dimHomg,K(XP (δ, ν), I
◦
η,Λ) dimHomK(τ,XP (δ, ν))
=
∑
[(δ,ν)]∈W (G,A)\AΛ
#W (G,A) dim δ × dimHomM (τ |M , δ)
≥
(2.11)
dim I◦η,Λ(τ).
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Here, we first used the Frobenius reciprocity HomK(τ,XP (δ, ν)) ≃ HomM (τ |M , δ),
and used the fact that every W (G,A)-orbit in AΛ consists of #W (G,A) elements,
since Λ is regular. It follows that every composition factor of I◦η,Λ is a submodule
of it. In other words, the modules I◦η,Λ, I
◦
η,Λ,σ and Iη,Λ,σ are completely reducible.
It also follows that the equality in (2.10) holds.
In order to complete the proof, we recall a result of Wallach’s ([13]). Let dn be
the Haar measure of N and w0 be the longest element of W (G,A) (with respect to
N). Recall the Jacquet integral
Jν :C
∞-IndGP (δ ⊗ eν+ρA)→ C∞(G/MηN ; (δ|Mη )⊗ η),(2.12)
Jν(f)(g) =
∫
N
f(gnw0)η(n)dn.
Note that Jν is right M
η-equivariant, since we may choose w0 to commute with
Mη. Let IndGP (δ ⊗ eν+ρA)′ be the continuous dual space of C∞-IndGP (δ ⊗ eν+ρA),
and Wh−∞η (XP (δ, ν)) be the space of Whittaker vectors in it. Let C
∞-IndKM (δ) be
the C∞ induced representation of K. As a K-representation, this is isomorphic to
C∞-IndGP (δ ⊗ eν+ρA)|K . Let (IndKM (δ))′ be the space of all continuous functionals
on C∞-IndKM (δ), which is endowed with the C
∞-topology.
Theorem 2.3 ([13]). Let v∗ ∈ (VMδ )∗. Then ν 7→ 〈v∗, Jν(·)(e)〉δ extends to a
weakly holomorphic map of a∗ into (IndKM (δ))
′. Moreover, for any ν ∈ a∗,
(VMδ )
∗ ∋ v∗ 7→ (f 7→ 〈v∗, Jν(f)(e)〉δ) ∈Wh−∞η (XP (δ, ν))(2.13)
is an isomorphism of vector spaces. Here, 〈 , 〉δ is the pairing of VMδ and its dual.
The image of a continuous dual Whittaker vector is characterized by the moder-
ate growth condition ([12]). From this theorem and the map (2.12), we know that
there are mδ(σ) = dimHomMη (δ|Mη , σ) copies of XP (δ, ν) in the socle of Iη,Λ,σ, if
XP (δ, ν) ∈ HΛ. As we noted before the theorem, every member of HΛ is a prin-
cipal series. So the socle of Iη,Λ,σ is the right hand side of (2.5). Since Iη,Λ,σ is
completely reducible, the theorem is shown. 
Corollary 2.4. The standard Whittaker (g,K)-modules are K-admissible and they
have finite length.
Proof. If Λ is regular, the multiplicity of each K-type is finite because of (2.10).
Such estimate is possible even if Λ is not regular. The second assertion is clear
since these modules admit an infinitesimal character and K-admissible. 
3. The group U(n, 1) and its irreducible Harish-Chandra modules
Up to now very little is known about the properties of Iη,Λ,σ with non-generic Λ,
so no smart technique can be used for the analysis of it. Therefore, we will choose
a group G such that the structure of Harish-Chandra modules of it is well know
and simple (for example K-multiplicity free), and we determine the (g,K)-module
structure of Iη,Λ,σ for non-generic Λ by direct calculation. Such an example is
expected to be a good guide to general cases.
For such reasons, we assume G = U(n, 1) and Λ is regular integral hereafter.
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3.1. Structure of U(n, 1). Denote by Eij the standard generators of gln+1(C)
and define In,1 =
∑n
p=1Epp − En+1,n+1. Let G = U(n, 1) be the subgroup of
GL(n+1,C) consisting of the matrices g satisfying tg¯In,1g = In,1. The Lie algebra
g0 = u(n, 1) consists of those matrices X ∈ gln+1(C) which satisfy tX¯In,1+In,1X =
O. Let θg = In,1gIn,1 be a Cartan involution of G. The corresponding maximal
compact subgroup K of G is
K =
{(
k 0
0 kn+1
)∣∣∣∣ k ∈ U(n), kn+1 ∈ U(1)} .
Let g0 = k0 + s0 be the corresponding Cartan decomposition of g0. Then
{Ei,n+1 + En+1,i,
√−1(Ei,n+1 − En+1,i) | 1 ≤ i ≤ n}
is a basis of s0.
Let
h := En,n+1 + En+1,n a0 := Rh,
and define f ∈ a∗0 by f(h) = 1. Then a0 is a maximal abelian subspace of s0. The
restricted root system ∆(g0, a0) is
∆(g0, a0) = {±f,±2f}.
Choose a positive system
∆+(g0, a0) = {f, 2f},
and denote the corresponding nilpotent subalgebra
∑
α∈∆+(g0,a0)
(g0)α by n0. One
obtains an Iwasawa decomposition
g0 = k0 + a0 + n0, G = KAN,
where A = exp a0 and N = expn0. Let
Xi := Ein − Eni − Ei,n+1 − En+1,i (1 ≤ i ≤ n− 1),
Yi :=
√−1(Ein + Eni − Ei,n+1 + En+1,i) (1 ≤ i ≤ n− 1),
Z :=
√−1(Enn − En+1,n+1 − En,n+1 + En+1,n).
(3.1)
Then {Xi, Yi | 1 ≤ i ≤ n− 1} is a basis of (g0)f , and {Z} is a basis of (g0)2f .
In our U(n, 1) case, M is isomorphic to U(n − 1) × U(1). It acts on the space
of non-degenerate unitary characters of N by η 7→ ηm(n) := η(m−1nm), m ∈
M . Therefore, we may choose a manageable unitary character when we calculate
Whittaker modules. We use the non-degenerate character η defined by
(3.2)
η(Xi) = 0, i = 1, . . . , n− 1, η(Yi) = 0, i = 1, . . . , n− 2,
η(Yn−1) =
√−1ξ, ξ > 0, η(Z) = 0.
It is easy to see that Mη is isomorphic to U(n− 2)× U(1).
3.2. Classification of irreducible Harish-Chandra modules. We review the
classification of irreducible Harish-Chandra modules of G = U(n, 1) with regular
integral infinitesimal character. For details, see [2], [6] for example. We use the
notation πi,j , πi,j etc in [2].
There are two conjugacy classes of Cartan subgroups in G, one is compact and
the other is maximally split. Let Hc be the compact Cartan subgroup consisting of
diagonal matrices and let hc be its Lie algebra. Define a basis {ǫi | i = 1, . . . , n+1} of
h∗c by ǫi(Ejj) = δij . Choose a maximally split Cartan subgroup Hs := (Hc ∩M)A.
The complexified Lie algebra hs of it is the linear span of Eii (i = 1, . . . , n − 1),
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Enn + En+1,n+1 and h. Define ǫ˜n ∈ (hc ∩ m)∗ by ǫ˜n(Ejj) = 0 for j = 1, . . . , n − 1
and ǫ˜n(Enn + En+1,n+1) = 1. Then ǫi, i = 1, . . . , n− 1, ǫ˜n and f is a basis of h∗s .
Consider the irreducible Harish-Chandra modules with the regular integral in-
finitesimal character Λ, which is conjugate to
(3.3)
n+1∑
p=1
Λpǫp ∈ h∗c , Λp ∈ Z+ n/2, Λ1 > Λ2 > · · · > Λn+1.
There are n+ 1 inequivalent discrete series representations πi, i = 0, . . . , n, whose
Harish-Chandra parameters are
i∑
p=1
Λpǫp +
n∑
p=i+1
Λp+1ǫp + Λi+1ǫn+1,
respectively. πi is also denoted by πi,n+1−i.
For i = 0, . . . , n− 1 and j = 1, . . . , n− i, define µi,j ∈ (hc ∩m)∗ and νi,j ∈ a∗ by
µi,j :=
i∑
p=1
Λpǫp +
n−j∑
p=i+1
Λp+1ǫp +
n−1∑
p=n−j+1
Λp+2ǫp − ρm
+ (Λi+1 + Λn−j+2)ǫ˜n
νi,j :=(Λi+1 − Λn−j+2)f,
(3.4)
where ρm :=
1
2
∑n−1
p=1 (n − 2p)ǫp. Let δi,j be the irreducible representation of M
with the highest weight µi,j , and let πi,j := XP (δi,j , νi,j). Then πi,j has the unique
irreducible quotient, which we denote by πi,j .
Theorem 3.1. The irreducible Harish-Chandra modules of U(n, 1) with the regular
integral infinitesimal character Λ are parametrized, up to K-conjugacy, by the set
{πi,j | i = 0, . . . , n, j = 1, . . . , n+ 1− i}.
The K-type structure of πi,j is explicitly known. To state the theorem, let
Λ0 := ∞ and Λn+2 := −∞. As is explained in § 1, write |v| :=
∑n+1
i=1 vi for an
element v =
∑n+1
i=1 viǫi ∈ h∗c .
Theorem 3.2 ([6]). For i = 0, . . . , n and j = 1, . . . , n + 1 − i, the K-spectrum
K̂(πi,j) is
{(τλ, V Kλ ) | Λp−1 − n/2 + p− 1 ≥ λp ≥ Λp − n/2 + p, p = 1, . . . , i;
Λp − n/2 + p− 1 ≥ λp ≥ Λp+1 − n/2 + p, p = i+ 1, . . . , n− j + 1;
Λp+1 − n/2 + p− 1 ≥ λp ≥ Λp+2 − n/2 + p, p = n− j + 2, . . . , n;
|λ| = |Λ|},
(3.5)
and each K-type occurs in πi,j with multiplicity one.
In order to state the composition series, we use diagrammatic expression.
Definition 3.3. Suppose A1, A2 are distinct composition factors of a (g,K)-module
V . If there exist elements {vi} ⊂ A1 and {Xi} ⊂ g such that
∑
iXivi is non-zero
and contained in A2, then we connect A1 and A2 by the arrow A1 → A2.
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Theorem 3.4 ([6], [2]). The composition series of πi,j, i = 0, . . . , n − 1, j =
1, . . . , n− i, is
πi,j = XP (δi,j , νi,j) ≃
πi,j
πi,j+1 πi+1,j
πi+1,j+1
 


??
??

??
??
 

If i+ j = n, the factor πi+1,j+1 does not appear.
4. Composition factors of Iη,Λ,σ
In this section we first determine the submodules of Iη,Λ,σ . For this purpose, we
need some results on the Whittaker models.
4.1. Whittaker models. Let (π, V ) be an irreducible Harish-Chandra module. A
realization of (π, V ) as a submodule of C∞(G/N ; η)K is called a Whittaker model of
(π, V ). For a Harish-Chandra module V , let V∞ be its C
∞-globalization. As in §2,
let Wh−∞η (V ) be the space of Whittaker vectors in the continuous dual space of V∞.
Note that the image of an element of Wh−∞η (V ) is characterized by the moderate
growth condition. The next theorem tells us which irreducible (g,K)-module can
be a submodule of C∞(G/N ; η)K .
Theorem 4.1 ([8], [9]). Let V be a Harish-Chandra module.
(1) V has a non-trivial Whittaker model if and only if the Gelfand-Kirillov
dimension DimV of V is equal to dimN .
(2) (Casselman) V →Wh−∞η (V ) is an exact functor.
The Gelfand-Kirillov dimensions of the irreducible modules πi,j are
Dimπ0,1 = 0,
Dimπi,1 = Dimπ0,j = n, i = 1, . . . , n, j = 2, . . . , n+ 1,
Dimπi,j = 2n− 1 = dimN, i = 1, . . . , n− 1, j = 2, . . . , n+ 1− i.
See [2] for example. Therefore, an irreducible submodule of Iη,Λ,σ is isomorphic to
one of πi,j , i = 1, . . . , n, j = 2, . . . , n+ 1− i.
4.2. Unique simple submodule. Let (π, V ) be an irreducible Harish-Chandra
module with DimV = dimN . Suppose that it is an composition factor of some
principal series representationXP (δ, ν). By Theorem 4.1(2) and Theorem 2.3, every
continuous embedding of V∞ into C
∞(G/N ; η) is a composition of (i) a realization
of V∞ as a subquotient of C
∞-IndGP (δ⊗ eν+ρA) and (ii) a Jacquet integral. Since a
Jacquet integral is rightMη-equivariant, V can be a submodule of Iη,Λ,σ only if σ ⊂
δ|Mη . Let {XP (δp, νp) | p = 1, . . . , k} be the set of principal series representations
which contain (π, V ) as a subquotient. If (π, V ) is a submodule of Iη,Λ,σ, then
by the above discussion σ ⊂ ∩kp=1δp|Mη , i.e. σ is a submodule of δi|Mη for every
p = 1, . . . , k.
Conversely, for σ ∈ M̂η, suppose that there exists a principal series XP (δ, ν) ∈
HΛ such that σ ⊂ δ|Mη . Then by Theorem 2.3, the intersection of the image of the
Jacquet integral (2.12) and Iη,Λ,σ is non-zero. Especially, Iη,Λ,σ is non-zero.
Proposition 4.2. Suppose the regular infinitesimal character Λ is integral. The
irreducible module πi,j , i = 1, . . . , n − 1, j = 2, . . . , n + 1 − i, is a submodule of
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Iη,Λ,σ if and only if the highest weight γ = (γ1, . . . , γn−2; γn−1) of the irreducible
representation σ of Mη ≃ U(n− 2)× U(1) satisfies
(4.1)
Λp − n/2 + p ≥ γp ≥ Λp+1 − n/2 + p+ 1, p = 1, . . . , i− 1,
Λp+1 − n/2 + p ≥ γp ≥ Λp+2 − n/2 + p+ 1, p = i, . . . , n− j,
Λp+2 − n/2 + p ≥ γp ≥ Λp+3 − n/2 + p+ 1, p = n− j + 1, . . . , n− 2,
γn−1 = |Λ| −
∑n−2
p=1 γp.
Especially, Iη,Λ,σ is non-zero if and only if the highest weight of σ satisfies the
condition (4.1) for some i, j. In this case, πi,j is the unique simple submodule of
Iη,Λ,σ.
Proof. By Theorem 3.4, πi,j , i = 1, . . . , n, j = 2, . . . , n + 1 − i, is a composition
factor of the principal series πk,l if and only if (k, l) = (i, j) (only when i+ j ≤ n),
(i, j − 1), (i− 1, j) or (i− 1, j − 1). Therefore, if πi,j is a submodule of Iη,Λ,σ, then
σ ⊂ δi,j |Mη ∩ δi,j−1|Mη ∩ δi−1,j |Mη ∩ δi−1,j−1|Mη . Conversely, if σ satisfies this
condition, then Iη,Λ,σ is non-zero, as is stated before this proposition.
Recall the branching rule for the restriction U(m) to U(m−1). For an irreducible
representation δµ of U(m) with the highest weight µ = (µ1, . . . , µm), the restriction
δµ|U(m−1) is a direct sum of σγ ∈ U(m− 1), with
γ = (γ1, . . . , γm−1), µp ≥ γp ≥ µp+1, p = 1, . . . ,m− 1, γp ∈ Z.
It follows that the restriction δk,l ∈ M̂ ≃ ̂U(n− 1)×Û(1) toMη ≃ U(n−2)×U(1) is
a direct sum of σγ ∈ ̂U(n− 2)×Û(1), whose highest weight γ = (γ1, . . . , γn−2; γn−1)
satisfies
Λp − n/2 + p ≥ γp ≥ Λp+1 − n/2 + p+ 1, p = 1, . . . , k − 1,
Λk − n/2 + k ≥ γk ≥ Λk+2 − n/2 + k + 1,
Λp+1 − n/2 + p ≥ γp ≥ Λp+2 − n/2 + p+ 1, p = k + 1, . . . , n− l − 1,
Λn−l+1 + n/2− l ≥ γn−l ≥ Λn−l+3 + n/2− l + 1,
Λp+2 − n/2 + p ≥ γp ≥ Λp+3 − n/2 + p+ 1, p = n− l + 1, . . . , n− 2,
γn−1 = |Λ| −
∑n−2
p=1 γp,
if k + l ≤ n − 1. The last condition for γn−1 is obtained from the action of the
center of G. Therefore, if i+ j ≤ n, then σ ∈ M̂η satisfies σ ⊂ δi,j |Mη ∩ δi,j−1|Mη ∩
δi−1,j |Mη ∩ δi−1,j−1|Mη if and only if the highest weight γ of σ satisfies (4.1). This
proves the “only if” part of proposition for the case i+j ≤ n. The case i+j = n+1
is shown analogously.
We will show that the condition is sufficient and that the multiplicity in the socle
is one.
Let (M̂η)i,j be the set of σ ∈ M̂η whose highest weight γ satisfies the condition
(4.1). Then it is easy to see that (M̂η)i,j ∩ (M̂η)k,l = ∅ if (i, j) 6= (k, l). It follows
that if σ ∈ (M̂η)i,j , then every irreducible factor in the socle of Iη,Λ,σ is isomorphic
to πi,j . Let mσ be the multiplicity of such factors. Then dimWh
−∞
η (πi,j) =∑
σ∈(M̂η)i,j
mσ dimσ. By Theorems 3.4 and 4.1, we have
dimWh−∞η (πi,j) =
∑
a,b=0,1
dimWh−∞η (πi+a,j+b) =
∑
a,b=0,1
∑
σ∈(M̂η)i+a,j+b
mσ dimσ.
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On the other hand, it is easy to see from Theorem 2.3 and (4.1) that
dimWh−∞η (πi,j) = dim δi,j =
∑
a,b=0,1
∑
σ∈(M̂η)i+a,j+b
dimσ.
Since mσ ≥ 1 for any σ ∈ ∪a,b=0,1(M̂η)i+a,j+b, they are all one. This completes
the proof of proposition. 
4.3. Composition factors. Hereafter, we denote Iη,Λ,σ by Iη,Λ,γ if the highest
weight of σ is γ. We also denote by σγ the irreducible representation of M
η whose
highest weight is γ. We first determine the irreducible representations appearing
in the composition series of Iη,Λ,γ .
Proposition 4.3. Suppose that Λ is regular integral and that γ satisfies (4.1), so
πi,j is the unique simple submodule of Iη,Λ,γ . In this case, an irreducible module
πk,l is a composition factor of Iη,Λ,γ only if (k, l) = (i + a, j + b) with a = 0,±1
and b = 0,±1.
Proof. We have seen in § 2 that, if πk,l is a composition factor of Iη,Λ,γ , eachK-type
of it must contain the representation σγ . By (3.5) and (4.1), this is possible if and
only if (k, l) = (i + a, j + b) with a = 0,±1 and b = 0,±1. 
Proposition 4.4. Suppose that γ satisfies (4.1) and (i′, j′) = (i+ a, j + b), a, b =
0,±1. Then the multiplicity of πi′,j′ in Iη,Λ,γ is at least one.
Proof. By Theorem 3.4, πi′,j′ is a composition factor of πk,l = XP (δk,l, νk,l), with
(k, l) = (i + a, j + b), a, b = 0,−1. Consider the principal series representation
XP (δk,l, ν) with ν ∈ a∗. If ν is generic, then Iη,(µk,l+ρm,ν),γ is isomorphic to
XP (δk,l, ν) by Theorem 2.2. Here we used the fact mδk,l(σγ) = 1. Choose a K-
type τ of πi′,j′ . This is also a K-type of XP (δk,l, ν). By Frobenius reciprocity, the
multiplicity of τ in XP (δk,l, ν) is one. Therefore, the space of moderately growing
solutions of (2.6), with Λ replaced by (µk,l+ρm, ν) and σ by σγ , is one dimensional.
Let fν be a non-zero moderately growing solution. Then by Theorem 2.3, this func-
tion is expressed by the Jacquet integral and it is holomorphic in ν. Suppose the
order of zero of fν at ν = νk,l is m. Let gν := fν/(ν−νk,l)m. Then gνk,l is non-zero.
It satisfies the equation (2.6) (with σ replaced by σγ) and grows moderately at the
infinity, so it is an element of Iη,Λ,γ .
We have proved that, for every K-type τ of πi′,j′ , the multiplicity of τ in Iη,Λ,γ
is at least one. Since K̂(πa,b) ∩ K̂(πa′,b′) = ∅ if (a, b) 6= (a′, b′), the multiplicity of
πi′,j′ in Iη,Λ,γ is at least one. 
5. Determination of the composition series
In this section, we determine the composition series of Iη,Λ,γ in the case when
Λ is integral. For this purpose, we need to write down the actions of Z(g) and s
on this space explicitly. The former is achieved by the determinant type central
element of U(gln+1), and the latter by the K-type shift operators.
5.1. Shift operators. We review the K-type shift operators briefly. Choose a
K-type (τλ, V
K
λ ) of Iη,Λ,σ, whose highest weight is λ. Let ψ be an element of
HomK(V
K
λ , Iη,Λ,σ). For v ∈ V Kλ and X ∈ s, define
ψ˜(v ⊗X)(g) := LX(ψ(v))(g)
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Then it is easy to see that ψ˜ is an element of HomK(V
K
λ ⊗ s, Iη,Λ,σ). Here, we
regard s as a representation of K by the adjoint action Ad. Denote by ∆s the set
of weights on s with respect to a fixed Cartan subalgebra of k. In our case, the
irreducible decomposition of V Kλ ⊗ s is ⊕α∈∆sm(α)V Kλ+α, m(α) = 0 or 1. When
m(α) = 1, let ια be the embedding of V
K
λ+α into V
K
λ ⊗ s. Define
ψ˜α(vα)(g) := ψ˜(ια(vα))(g), vα ∈ V Kλ+α.
Then ψ˜α is an element of HomK(V
K
λ+α, Iη,Λ,σ), and the correspondence ψ 7→ ψ˜α is
a K-type shift in Iη,Λ,σ coming from the s-action.
5.2. Gelfand-Tsetlin basis. In order to write down the K-type shift operators
explicitly, we realize the space HomMη (V
K
τ , V
Mη
σ ) by using the Gelfand-Tsetlin
basis ([3]).
Definition 5.1. Let λ = (λ1, . . . , λn) be a dominant integral weight of U(n). A
(λ-)Gelfand-Tsetlin pattern is a set of vectors Q = (q1, . . . ,qn) such that
(1) qi = (q1,i, q2,i, . . . , qi,i).
(2) The numbers qi,j are all integers.
(3) qi,j+1 ≥ qi,j ≥ qi+1,j+1, for any i = 1, . . . , j.
(4) qi,n = λn, i = 1, . . . , n.
The set of all λ-Gelfand-Tsetlin patterns is denoted by GT (λ).
Theorem 5.2 ([3]). For a dominant integral weight λ of U(n), let (τλ, V
U(n)
λ ) be
the irreducible representation of U(n) with the highest weight λ. Then GT (λ) is
identified with a basis of (τλ, V
U(n)
λ ).
The action of elements Eij ∈ gl(n,C) is expressed as follows. Let li,j := qi,j − i
and |qj | :=
∑j
i=1 qi,j . Let σ
±
i,j be the shift operators on GT (λ), sending qj to
qj + (0, . . . ,
i±1, 0, . . . , 0). Define ai,j(Q) and bi,j(Q) by
ai,j(Q) =
∣∣∣∣∣∣
∏j+1
k=1(lk,j+1 − li,j)
∏j−1
k=1(lk,j−1 − li,j − 1)∏j
k=1
k 6=i
(lk,j − li,j)(lk,j − li,j − 1)
∣∣∣∣∣∣
1/2
, bi,j(Q) = ai,j(σ
−
i,jQ).
(5.1)
Theorem 5.3 ([3]). For Q ∈ GT (λ), the action of the Lie algebra is given by
τλ(Ej,j+1)Q =
j∑
i=1
ai,j(Q)σ
+
i,jQ, τλ(Ej+1,j)Q =
j∑
i=1
bi,j(Q)σ
−
i,jQ,
τλ(Ejj)Q = (|qj | − |qj−1|)Q.
Remark 5.4. The Gelfand-Tsetlin basis is compatible with the restriction to smaller
unitary groups U(k), k = 1, . . . , n − 1. More precisely, the restriction of τλ to
U(n−1) is multiplicity free, and the highest weights of the irreducible representation
appearing in τλ|U(n−1) are the above qn−1’s.
Remark 5.5. The highest weight λ∗ of the contragredient representation (τλ∗ , V
K
λ∗ )
of (τλ, V
K
λ ) is λ
∗ = (−λn, . . . ,−λ1). In this case, Q∗ := (q∗1, . . . ,q∗n) ∈ GT (λ∗),
q∗i := (−qi,i, . . . ,−q1,i) is dual to Q ∈ GT (λ).
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5.3. Explicit formulas of shift operators. In §2, we identified an element φ1 ∈
HomK(V
K
λ , I
◦
η,Λ,γ) with a function φ2 ∈ I◦η,Λ,γ(τλ) (for the definition of this space,
see (2.1)). The space HomMη (V
K
λ , V
Mη
γ ) is isomorphic to (V
K
λ∗ ⊗ VM
η
γ )
Mη , the
space of Mη-invariants in V Kλ∗ ⊗ VM
η
γ . By Remark 5.4, a basis of this space is
identified with the “partial Gelfand-Tsetlin patterns”
GT ((λ/γ)∗) := {Q =(qn−2,qn−1,qn) |(5.2)
qn−2 = γ
∗,qn = λ
∗; satisfies Definition 5.1 (1)–(3)}.
The correspondence is given by
GT ((λ/γ)∗) ∋ Q 7→ 〈〈∗, Q〉〉λ ∈ HomMη (V Kλ , VM
η
γ ), where
〈〈Q′, Q〉〉λ =
{
0 if q′n−1 6= q∗n−1 or q′n−2 6= γ,
(q′1, . . . ,q
′
n−2) ∈ GT (γ) if q′n−1 = q∗n−1 and q′n−2 = γ,
(5.3)
for Q′ = (q′1, . . . ,q
′
n) ∈ GT (λ).
The action of k on GT ((λ/γ)∗) is given by 〈〈Q′, τλ∗(·)Q〉〉λ = −〈〈τλ(·)Q′, Q〉〉λ.
Let V
K/Mη
(λ/γ)∗ be the vector space spanned by GT ((λ/γ)
∗). Then we can identify
φ(a) ∈ C∞(A→ V K/Mη(λ/γ)∗ ) with φ2 ∈ I◦η,Λ,γ(τλ) via
φ2(a)(v) = 〈〈v, φ(a)〉〉λ, v ∈ V Kλ , a ∈ A.
We introduce a coordinate system on A defined by
(5.4) R>0 ∋ t 7→ at := exp(log(ξ/t)h) ∈ A.
Then the action of g on φ is given by
h · φ(at) = θφ(at), θ := t d
dt
, Yn−1 · φ(at) =
√−1t φ(at),
W · φ(at) = 0 for other basis vectors W = Xi, Yi, Z of n0,
W · φ(at) = −τλ∗(W )φ(at) for W ∈ k.
(5.5)
Here, we used the definition (3.2) of non-degenerate character η.
Fix a non-degenerate invariant bilinear form 〈 , 〉 on g0 and choose an or-
thonormal basis {Wi} of s0. Let prα∗ be the natural projection from V Kλ∗ ⊗ s ≃
⊕α∈∆sm(α)V K(λ+α)∗ to V K(λ+α)∗ . Then the K-type shift ψ 7→ ψ˜α which is explained
in §5.1 is translated into the following operator:
Pα : C
∞(A→ V K/Mη(λ/γ)∗ )→ C∞(A→ V K/M
η
(λ+α/γ)∗)
Pαφ(at) := prα∗ ◦ ∇φ(at), ∇φ(at) :=
∑
i
Wi · φ(at)⊗Wi.
Actually, if we write ια(vα) =
∑
i v
(i)
α ⊗Wi for vα ∈ V Kλ+α, then
ψ˜α(vα)(at) = ψ˜(ια(vα))(at) = ψ˜(
∑
i
v(i)α ⊗Wi)(at) =
∑
i
LWiψ(v
(i)
α )(at)
=
∑
i
〈〈v(i)α ,Wi · φ(at)〉〉λ = 〈〈
∑
i
v(i)α ⊗Wi,
∑
j
Wj · φ(at)⊗Wj〉〉′λ
= 〈〈ια(vα),∇φ(at)〉〉′λ
= 〈〈vα, Pαφ(at)〉〉λ+α.
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Here, 〈〈Q′ ⊗Wi, Q⊗Wj〉〉′λ := 〈〈Q′, Q〉〉λ × 〈Wi,Wj〉.
In our G = U(n, 1) case, ∆s = {±(ǫk − ǫn+1) | k = 1, . . . , n} and (λ± (ǫn+1−k −
ǫn+1))
∗ = λ∗∓ (ǫk− ǫn+1). We write P±k instead of P±(ǫn+1−k−ǫn+1), for simplicity.
These operators are calculated in [10]. (The expression is slightly different because
of the change of notation and setting.)
Proposition 5.6. Suppose φ(at) =
∑
Q∈GT ((λ/γ)∗) c(Q; t)Q ∈ C∞(A → V K/M
η
(λ/γ)∗ ).
Then the K-type shift operators P±k , k = 1, . . . , n is given by the following formulas:
P+k φ(at) =
∑
Q∈GT ((λ/γ)∗)
bkn(Q)(θ − |Λ| − |qn−1| − 2lk,n − 2n) c(Q; t)σ−k,nQ(5.6)
− t
n−1∑
i=1
∑
σ+i,n−1Q∈GT ((λ/γ)
∗)
bkn(Q) ai,n−1(Q)
lk,n − li,n−1 c(σ
+
i,n−1Q; t)σ
−
k,nQ,
P−k φ(at) =
∑
Q∈GT ((λ/γ)∗)
akn(Q)(θ + |Λ|+ |qn−1|+ 2lk,n + 2) c(Q; t)σ+k,nQ(5.7)
+ t
n−1∑
i=1
∑
σ−i,n−1Q∈GT ((λ/γ)
∗)
akn(Q) bi,n−1(Q)
lk,n − li,n−1 + 1 c(σ
−
i,n−1Q; t)σ
+
k,nQ.
In order to state the next lemma, let q0,n−2 :=∞ and qn−1,n−2 := −∞.
Lemma 5.7. Let φ be an element of C∞(A→ V K/Mη(λ/γ)∗ ).
(1) If γ∗k−1 < λ
∗
k and P
+
k φ = 0 for k ∈ {2, . . . , n}, then φ = 0.
(2) If γ∗k−1 > λ
∗
k and P
−
k φ = 0 for k ∈ {1, . . . , n− 1}, then φ = 0.
Proof. For any number ∗ depending on Q ∈ GT (λ), we denote it by ∗(Q), if we
need to specify Q. For example, qi,j(Q) is the qi,j part of Q ∈ GT (λ).
Since the proofs of these two are analogous, we shall show only (2). Let Q0 be an
element of GT ((λ/γ)∗) which satisfies qk,n−1(Q0) = λ
∗
k, and let Q1 := σ
+
k,n−1Q0.
Then Q1 is not in GT ((λ/γ)
∗), but σ−k,n−1Q1 = Q0 ∈ GT ((λ/γ)∗) and σ+k,nQ1 ∈
GT (λ∗ + (ǫk − ǫn+1)), because γ∗k−1 > λ∗k implies that σ+k,nQ1 satisfies the con-
ditions in Definition 5.1 (3): qk−1,n−1(Q1) ≥ γ∗k−1 ≥ λ∗k + 1 = qk,n(σ+k,nQ1) =
qk,n−1(σ
+
k,nQ1). Therefore, the term σ
+
k,nQ1 appears in (5.7), and its coefficient in
(5.7) is
ak,n(Q1) bk,n−1(Q1)
lk,n(Q1)− lk,n−1(Q1) + 1c(σ
−
k,n−1Q1; t) =
ak,n(Q0) bk,n−1(σ
+
k,nQ1)
lk,n(Q1)− lk,n−1(Q1) + 2c(Q0; t).
Here, we used the definition (5.1) of ai,j(Q) and bi,j(Q). Since the coefficient of the
right hand side is not zero, c(Q0; t) = 0 when P
−
k φ = 0. We have shown that c(Q; t)
is zero for those Q such that qk,n−1(Q) = λ
∗
k. By induction on λ
∗
k − qk.n−1(Q) and
by using (5.7), we can show c(Q; t) = 0 for all Q, if γ∗k−1 > λ
∗
k. 
5.4. Central elements of U(gln+1). In order to show Lemma 5.11 below, we use
the explicit forms of the elements in Z(g). One of the most useful forms of the
central elements of U(gln+1) is the determinant type one ([1]). For the standard
generator Eij of gln+1 and a parameter u ∈ C, let Eij(u) := Eij+uδij (Kronecker’s
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delta). We define
Cn+1(u) :=
∑
σ∈Sn+1
sgn(σ)Eσ(n+1),n+1(u + n)Eσ(n),n(u+ n− 1) · · ·Eσ(1),1(u).
Then Cn+1(u) is an element of Z(gln+1) for any u, and we obtain all the generators
of Z(gln+1) by specializing u. Since Cn+1(u) ≡
∏n+1
p=1 (Epp + u+ p− 1) modulo the
left ideal generated by strictly lower triangular matrices, the infinitesimal character
is χΛ(Cn+1(u)) =
∏n+1
p=1 (Λp + (ρg)p + u + p − 1) =
∏n+1
p=1 (u + Λp + n/2). Here,
ρg =
∑n+1
p=1 (ρg)pǫp :=
1
2
∑n+1
p=1 (n+ 2− 2p)ǫp.
Lemma 5.8. Cn+1(u) acts on Iη,Λ,γ by the scalar
∏n+1
p=1 (u+ Λp + n/2).
The exterior calculus is very useful for the manipulation of non-commutative
determinants. We use the method developed in [4].
The exterior algebra ∧C2(n+1) is an associative algebra generated by 2(n + 1)
elements e1, . . . , en+1, e
′
1, . . . , e
′
n+1 subject to the relations eiej + ejei = 0, e
′
iej +
eje
′
i = 0 and e
′
ie
′
j + e
′
je
′
i = 0. We will work in the algebra ∧C2(n+1) ⊗ U(gln+1),
where the subalgebras ∧C2(n+1) and U(gln+1) commute with each other. Consider
the following elements:
ηj(u) =
n+1∑
p=1
epEpj(u), η
′
i(u) =
n+1∑
q=1
e′qEiq(u),
Ξ(u) =
n+1∑
p,q=1
epe
′
qEpq(u) =
n+1∑
j=1
ηj(u)e
′
j =
n+1∑
i=1
eiη
′
i(u).
Lemma 5.9 ([4]). (1) For i, j = 1, . . . , n+ 1,
ηi(u + 1)ηj(u) + ηj(u + 1)ηi(u) = 0, η
′
i(u)η
′
j(u+ 1) + η
′
j(u)η
′
i(u + 1) = 0,
(2) For i, j = 1, . . . , n+ 1, [Eij ,Ξ(u)] = ejη
′
i(u)− ηj(u)e′i.
(3) For any u, v ∈ C, Ξ(u) and Ξ(v) are commutative.
For k ≥ 0, we consider the element
Ξ(k)(u) = Ξ(u)Ξ(u − 1) · · ·Ξ(u − k + 1) = Ξ(u− k + 1)Ξ(u− k + 2) · · ·Ξ(u).
By Lemma 5.9, it is not hard to see that
Ξ(k)(u) =kηj(u)e
′
jΞ
(k−1)(u− 1)(5.8)
+ (Ξ(u) − ηj(u)e′j) · · · (Ξ(u − k + 1)− ηj(u− k + 1)e′j),
=keiη
′
i(u− k + 1)Ξ(k−1)(u)(5.9)
+ (Ξ(u − k + 1)− eiη′i(u− k + 1)) · · · (Ξ(u)− eiη′i(u)),
0 =ηi(u+ n)e
′
jΞ
(n)(u + n− 1) if i 6= j.(5.10)
0 =eiη
′
j(u)eke
′
n+1Ξ
(n−1)(u + n− 1) if j 6= i, k.(5.11)
From (5.9), we obtain
(5.12) eje
′
n+1Ξ
(n)(u+ n− 1) = nejeiη′i(u)e′n+1Ξ(n−1)(u+ n− 1).
By Proposition 2.2 in [4],
(5.13) Ξ(n+1)(u+ n) = (n+ 1)!Cn+1(u)∧top,
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where ∧top := e1e′1e2e′2 · · · en+1e′n+1. We need the cofactor expansion of Cn+1(u)
along the (n+ 1)-st row and column.
By (3.1), we have
ηn+1(u + n)− ηn(u+ n) =
n−1∑
p=1
1
2
(−Xp +
√−1Yp)ep +
√−1
2
Z(en + en+1)
(5.14)
+
1
2
(h− Enn − En+1,n+1 − 2u− 2n)(en − en+1),
η′n+1(u) + η
′
n(u) =
n−1∑
p=1
1
2
(−Xp −
√−1Yp)e′p +
√−1
2
Z(−en + en+1)(5.15)
+
1
2
(h+ Enn + En+1,n+1 + 2u)(e
′
n + e
′
n+1).
For two elements x, y ∈ U(g), x ≡ y means that they are equivalent modulo the
right ideal generated by X − ηt(X), X ∈ n0. Since the actions of elements in g0 on
C∞(A→ V K/Mη(λ/γ)∗ ) are given by (5.5), we have
4
(n+ 1)n
Ξ(n+1)(u + n)
=
4
n
(ηn+1(u+ n)− ηn(u + n))e′n+1Ξ(n)(u + n− 1)
≡ 2
n
{−ten−1 + (h− Enn − En+1,n+1 − 2u− 2n)(en − en+1)}e′n+1Ξ(n)(u+ n− 1)
= 2{ten−1 − (h− Enn − En+1,n+1 − 2u− 2n)en}
× (η′n+1(u) + η′n(u))en+1e′n+1Ξ(n−1)(u+ n− 1)
≡ {t2en−1e′n−1 + t(h+ Enn + En+1,n+1 + 2u)en−1e′n
− t(h− Enn − En+1,n+1 − 2u− 2n)ene′n−1
− (h− Enn − En+1,n+1 − 2u− 2n)(h+ Enn + En+1,n+1 + 2u)ene′n}
× en+1e′n+1Ξ(n−1)(u+ n− 1).
Here, we used (5.8), (5.10) for the first equality, (5.14) for the second equivalence,
(5.11), (5.12) for the third equality, and (5.15) for the last equivalence.
By (5.13), we have
ene
′
nen+1e
′
n+1Ξ
(n−1)(u+ n− 1) = (n− 1)!Cn−1(u+ 1) ∧top .
From this equation, we see that
ene
′
n−1en+1e
′
n+1Ξ
(n−1)(u + n− 1) = (n− 1)! ad(En−1,n)Cn−1(u+ 1)∧top,
en−1e
′
nen+1e
′
n+1Ξ
(n−1)(u + n− 1) = −(n− 1)! ad(En,n−1)Cn−1(u + 1)∧top,
en−1e
′
n−1en+1e
′
n+1Ξ
(n−1)(u + n− 1)
= (n− 1)! {1− ad(En−1,n)ad(En,n−1)}Cn−1(u+ 1) ∧top .
We shall write down the action of Cn+1(u) on φ(at) =
∑
Q∈GT ((λ/γ)∗) c(Q; t)Q ∈
C∞(A→ HomMη (V Kλ , VM
η
γ )).
Let u¯m be the nilpotent subalgebra of m consisting of upper triangular matrices.
Since the qn−1 part of Q = (qn−2,qn−1,qn) ∈ GT ((λ/γ)∗) is a highest weight
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of V Kλ∗ |U(n−1), an element z ∈ Z(m) acts on Q by τλ∗(tz)Q = γ′2(z)(−qn−1)Q.
(γ′2 is the non-shifted Harish-Chandra map defined in the proof of Theorem 2.2.)
Here, we used (5.5) and defined t(Z1 · · ·Zl) := (−Zl) · · · (−Z1) for Zp ∈ g. Since
γ′2(Cn−1(u + 1)) = En−1,n−1(u + n − 1) · · ·E11(u + 1), it acts on Q by the scalar∏n−1
p=1 (u+ p− qp,n−1) =
∏n−1
p=1 (u − lp,n−1) =: S(Q).
For z ∈ Z(g), let Dλ,γ(z) be the differential operator on C∞(A → V K/M
η
(λ/γ)∗ )
defined by z · φ = Dλ,γ(z)φ. Bringing the above results together, we get the
following formula.
Proposition 5.10. The action of Cn+1(u) on φ(at) ∈ C∞(A → V K/M
η
(λ/γ)∗ ) is ex-
pressed as follows:
−4Dλ,γ(Cn+1(u))φ(at)
=
∑
Q∈GT ((λ/γ)∗)
S(Q)
[{
(θ − n)2 − (|Λ|+ |qn−1|+ 2u+ n)2 −A(Q)t2
}
c(Q; t)
− t
n−1∑
p=1
ap,n−1(Q)
u− lp,n−1 (θ + |Λ|+ |qn−1|+ 1 + 2u)c(σ
+
p,n−1Q; t)(5.16)
+ t
n−1∑
p=1
bp,n−1(Q)
u− lp,n−1 (θ − |Λ| − |qn−1|+ 1− 2n− 2u)c(σ
−
p,n−1Q; t)
− t2
n−1∑
p,r=1
p 6=r
bp,n−1(Q) ar,n−1(σ
−
p,n−1Q)
(u − lp,n−1)(u− lr,n−1) c(σ
−
p,n−1σ
+
r,n−1Q; t)
]
Q,
A(Q) :=1−
n−1∑
p=1
ap,n−1(Q)
2 − bp,n−1(Q)2
u− lp,n−1 .
Lemma 5.11. Let τλ be a K-type of Iη,Λ,γ . On the space C
∞(A → V K/Mη(λ/γ)∗ ), the
operators P−k ◦ P+k and P+k ◦ P−k , k ∈ {1, . . . , n}, are central, namely
P−k ◦ P+k = Dλ,γ(Cn+1(lk,n)), P+k ◦ P−k = Dλ,γ(Cn+1(lk,n + 1)).(5.17)
Proof. By Propositions 5.6, 5.10, we know that we may show the identity
1 =
n−1∑
p=1
ap,n−1(Q)
2
lk,n − lp,n−1 −
n−1∑
p=1
bp,n−1(Q)
2
lk,n − lp,n−1 + 1 .
This identity is obtained by comparing the coefficient of σ+k,nQ in the identity
τλ∗(En,n+1)Q = τλ∗([En,n−1, [En−1,n, En,n+1]])Q. 
5.5. Determination of composition series. In this subsection, we determine the
composition series of Iη,Λ,γ . When something concerning the irreducible modules
πa,b is described, the statement concerning them is assumed to be excluded if there
is not such module πa,b, i.e. if a+ b > n+ 1.
Lemma 5.12. Suppose that γ is given by (4.1). If a pair V1 and V2 satisfies one
of the following conditions, then there is no non-zero g-action in Iη,Λ,γ which sends
V1 to V2:
(1) V1 ≃ πi,j, V2 ≃ πi+a,j , πi,j+b, a, b = ±1.
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(2) V1 ≃ πi+a,j, V2 ≃ πi+a,j+b, a, b = ±1.
(3) V1 ≃ πi,j+b, V2 ≃ πi+a,j+b, a, b = ±1.
(Any double signs are allowed.)
Proof. If there is a g-action sending an element of πa,b to πa′,b′ , then the K-spectra
K̂(πa,b) and K̂(πa′,b′) should be adjacent, i.e. there should beK-types τλ ∈ K̂(πa,b)
and τλ′ ∈ K̂(πa′,b′) such that λ− λ′ is a weight of s.
Assume that V1 and V2 are isomorphic to πi,j and πi−1,j , respectively, and
V1 → V2. Two K-types λ ∈ K̂(πi,j) and λ′ ∈ K̂(πi−1,j) are adjacent if and only if
λi = Λi−n/2+ i, λ′i = Λi−n/2+ i−1 and λp = λ′p for p 6= i. Recall the discussion
in § 5.3. The s-action which sends an element of V Kλ ⊂ V1 to V Kλ′ ⊂ V2 is realized
by the shift operator P−n+1−iφ.
Consider the shift P+n+1−i ◦ P−n+1−iφ. Lemma 5.11 asserts that this is equal to
Dλ,γ(Cn+1(ln+1−i,n + 1))φ = χΛ(Cn+1(ln+1−i,n + 1))φ. By Lemma 5.8, we know
that χΛ(Cn+1(ln+1−i,n+1)) = 0, since ln+1−i,n = λ
∗
n+1−i− (n+1− i) = −λi− (n+
1−i) = −(Λi−n/2+i)−(n+1−i) = −Λi−n/2−1. Therefore, P+n+1−iP−n+1−iφ = 0.
Now, λ′i = Λi − n/2 + i − 1 < γi−1 implies (λ′)∗n+1−i > γ∗n−i, and the condition
1 ≤ i ≤ n− 1 of Proposition 4.2 is paraphrased as 2 ≤ n+ 1− i ≤ n. Under these
conditions, P+n+1−i is injective by Lemma 5.7, so P
−
n+1−iφ = 0. But this contradicts
V1 → V2. Therefore, V1 6→ V2. Other cases can be shown analogously. 
Corollary 5.13. The multiplicity of πi,j in Iη,Λ,γ is one.
Proof. We know that the socle of Iη,Λ,γ is isomorphic to πi,j (Proposition 4.3).
Assume that there exists a composition factor V1 which is isomorphic to πi,j but
is not in the socle. By Proposition 4.3, πa,b is a composition factor of Iη,Λ,γ only
if a = i, i ± 1 and b = j, j ± 1. By Theorem 3.2, it is adjacent to V1 if and only
if |a − a′| + |b − b′| = 1. Therefore, there exits a composition factor V2 which is
isomorphic to one of πi±1,j , πi,j±1 such that V1 → V2. But we have shown in
Lemma 5.12 that this is impossible. 
Lemma 5.14. Suppose that γ is given by (4.1).
(1) The socle of Iη,Λ,γ/πi,j is πi−1,j ⊕ πi,j+1 ⊕ πi,j−1 ⊕ πi+1,j .
(2) The multiplicities of πi±1,j , πi,j±1 in Iη,Λ,γ are all one.
Proof. (1) As we stated in the proof of the previous corollary, a composition factor
V is adjacent to πi,j only if V is isomorphic to one of πi±1,j , πi,j±1. So only πi±1,j ,
πi,j±1 can be a simple submodule of Iη,Λ,γ/πi,j . We know from Proposition 4.4
that the multiplicity of each of them in Iη,Λ,γ is at least one.
Choose a composition factor V isomorphic to, say, πi−1,j . Other cases can be
shown analogously. Recall the proof of Lemma 5.12. Let φ be the function which
characterizes the non-zero K-type λ′ of V ≃ πi−1,j . Assume that there is no non-
zero s-action from V to the unique simple submodule which is isomorphic to πi,j .
Since the multiplicity of πi,j in Iη,Λ,γ is one, P
+
n+1−iφ = 0. But we have seen in the
proof of Lemma 5.12 that this implies φ = 0. This is a contradiction, so V → πi,j .
Assume that there are two composition factors V1, V2 in the socle of Iη,Λ,γ/πi,j ,
both of which are isomorphic to πi−1,j . Let φk, k = 1, 2, be the functions which
characterize the non-zero K-type λ′ of Vk, respectively. Then both of P
+
n+1−iφk
characterize the same K-type λ of the unique simple submodule, and the multiplic-
ity of thisK-type is one, there are constants ck such that c1P
+
n+1−iφ1 = c2P
+
n+1−iφ2.
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Since P+n+1−i is injective in this case, this implies that c1φ1 + c2φ2 = 0. This con-
tradicts the fact that φk, k = 1, 2, characterize the K-types λ
′ of different factors
Vk, k = 1, 2. Therefore, the multiplicity of πi−1,j in the socle of Iη,Λ,γ/πi,j is one.
(2) Assume that there is a composition factor V1 isomorphic to, say, πi−1,j but
not in the second floor of Iη,Λ,γ . The irreducible modules which are adjacent to
πi−1,j are πi,j and πi−1,j±1. Therefore, there exists a composition factor V2 in the
third or higher floor such that it is isomorphic to one of the above and V1 → V2.
But this is impossible since (i) the multiplicity of πi,j is one and it is located in the
bottom, and (ii) πi−1,j 6→ πi−1,j±1 by Lemma 5.12(2). 
Lemma 5.15. Suppose that γ is given by (4.1).
(1) The socle of (Iη,Λ,γ/πi,j)/(πi−1,j⊕πi,j+1⊕πi,j−1⊕πi+1,j/πi,j) is πi−1,j−1⊕
πi−1,j+1 ⊕ πi+1,j−1 ⊕ πi+1,j+1. Moreover, the non-zero s-actions from the
third floor to the second are πa,j±1 → πa,j and πi±1,b → πi,b, a = i ± 1,
b = j ± 1.
(2) The multiplicities of πi±1,j±1 in Iη,Λ,γ are all one.
Proof. The proof is almost the same as that of Lemma 5.14.
Since (i) the multiplicities of πi,j±1, πi±1,j and πi,j are one, and (ii) they are in
the first or second floor, the third floor is a direct sum of πi±1,j±1’s, and there is
no higher floor in Iη,Λ,γ .
For each πi±1,j±1, there exists at least one factor isomorphic to it in Iη,Λ,γ .
Suppose, say, V1 ≃ πi−1,j+1 and V2 ≃ πi,j+1, the latter is in the second floor. Let
φ be the function which characterizes a K-type of V1 adjacent to πi,j+1. The shift
operator sending φ to a K-type of V2 is P
+
n+1−i. The proof of Lemma 5.12 says
that this is injective. Therefore, V1 → V2. The uniqueness of the factor isomorphic
to πi−1,j+1 is shown in the same way as in the proof of the previous lemma. 
We have obtained the following second main theorem of this paper.
Theorem 5.16. Suppose that G = U(n, 1) and the infinitesimal character Λ is
regular integral. If the highest weight of σ ∈ M̂η ≃ ̂U(n− 2)× Û(1) satisfies (4.1)
for some i = 1, . . . , n− 1, j = 2, . . . , n+1− i, then the composition series of Iη,Λ,γ
is
(5.18) Iη,Λ,γ ≃
πi−1,j+1 πi−1,j−1 πi+1,j+1 πi+1,j−1
πi−1,j πi,j+1 πi,j−1 πi+1,j
πi,j
 ""
EE
EE
EE
EE
E
||yy
yy
yy
yy
y
""
EE
EE
EE
EE
E
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yy
yy
y
""
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E
||yy
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y

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NN

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33
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ppp
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Here, if i+ j = n or n+ 1, the modules πa,b, a+ b > n+ 1, are regarded to be zero
and the arrows starting from or ending at such modules are omitted.
6. Ending remark
In this paper, we characterized the module Iη,Λ,σ by the conditions (1)–(3) in § 1.
The condition (1) is imposed to make the modules I◦η,Λ, I
◦
η,Λ,σ and Iη,Λ,σ suitably
small, i.e. K-admissible. The author thinks that it is interesting to investigate
the structure of modules which are characterized by other conditions that make
the modules in question K-admissible. For example, if the real rank of G is one,
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we may replace the condition “f is a joint eigenfunction of Z(g)” in (1) with “f
is an eigenfunction of the Casimir operator and admits a generalized infinitesimal
character”. Under the latter condition, the module is still K-admissible and has
finite length. For G = U(n, 1), the composition series of such module (with the
trivial generalized infinitesimal character) is
πi−1,j+1 πi−1,j−1 π
⊕2
i,j πi+1,j+1 πi+1,j−1
πi−1,j πi,j+1 πi,j−1 πi+1,j
πi,j
πi−1,j πi,j+1 πi,j−1 πi+1,j
πi,j

33
33
33
&&NN
NNN
NNN
NNN
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This structure is more symmetric than that of Iη,Λ,σ.
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