T.E Hall proved in 1978 that if S 1 ; S 2 ; U ] is an amalgam of regular semigroups in which S 1 \ S 2 = U is a full regular subsemigroup of S 1 and S 2 (i.e. S 1 ; S 2 and U have the same set of idempotents), then the amalgam is strongly embeddable in a regular semigroup S that contains S 1 ; S 2 and U as full regular subsemigroups. In this case the inductive structure of the amalgamated free product S 1 U S 2 was studied by Nambooripad and Pastijn in 1989, using Ordman's results from 1971 on amalgams of groupoids. In the present paper we show how these results may be combined with techniques from Bass-Serre theory to elucidate the structure of the maximal subgroups of S 1 U S 2 . This is accomplished by rst studying the appropriate analogue of the Bass-Serre theory for groupoids and applying this to the study of the maximal subgroups of S 1 U S 2 . The resulting graphs of groups are arbitrary bipartite graphs of groups. This has several interesting consequences. For example, if S 1 and S 2 are combinatorial, then the maximal subgroups of S 1 U S 2 are free groups. Finite inverse semigroups may be decomposed in non-trivial ways as amalgams of inverse semigroups.
Introduction
If S 1 and S 2 are semigroups such that S 1 \ S 2 = U is a non-empty subsemigroup of both S 1 and S 2 , then S 1 ; S 2 ; U] is called an amalgam of semigroups and U is the core of the amalgam. The amalgam S 1 ; S 2 ; U] is said to be strongly embeddable in a semigroup if there exists a semigroup S and injective homomorphisms A semigroup S is a regular semigroup if for each a 2 S there exists a 0 2 S such that a = aa 0 a and a 0 = a 0 aa 0 : such an element a 0 is called an inverse of a. If each element of S has a unique inverse, S is called an inverse semigroup : equivalently, an inverse semigroup is a regular semigroup whose idempotents commute. Such semigroups may be faithfully represented as semigroups of partial one -one maps on a set X. We refer the reader to Petrich 13] for this result and many other standard results and ideas about inverse semigroups.
It is well known that a semigroup amalgam S 1 ; S 2 ; U] is not necessarily strongly embeddable. On the other hand, an important theorem of T.E. Hall 3] shows that every amalgam of inverse semigroups is strongly embeddable (in an inverse semigroup) and another theorem of Hall 4] shows that if S 1 ; S 2 ; U] is a semigroup amalgam in which S 1 ; S 2 and U are regular semigroups and U is a full subsemigroup of S 1 and S 2 (i.e. U contains all of the idempotents of S 1 and S 2 ), then this amalgam is strongly embeddable in a regular semigroup S that contains S 1 ; S 2 and U as full regular subsemigroups. It follows that in this case the amalgam S 1 ; S 2 ; U] is strongly embeddable in the amalgamated free product S 1 U S 2 in the category of regular semigroups. (The regular semigroup S 1 U S 2 is de ned by the usual universal diagram of regular semigroups and morphisms). It is clear that if S 1 ; S 2 and U are inverse semigroups with U full in S 1 and S 2 then S 1 U S 2 is also inverse, so it is the amalgamated free product of S 1 and S 2 over U in the category of inverse semigroups.
Hall's proofs of his embeddability theorems are via extensions of representations and provide little information about the structure of the amalgamated free product. Considerable additional information has been obtained by Nambooripad and Pastijn 10] in the case where S 1 ; S 2 and U are regular semigroups and U is a full subsemigroup of S 1 and S 2 . Nambooripad and Pastijn make use of Ordman's work on amalgamated free products in the category of groupoids 11] .
A groupoid is a small category in which each morphism is an isomorphism. We refer to Higgins 5] for the theory of groupoids. In particular, it is useful to associate with each groupoid G an underlying directed graph whose vertices are the identities (objects) of G and whose directed edges are the morphisms of G. We denote the initial (resp. terminal) vertex of an edge g in G by i(g) (resp t(g)) and we sometimes write g : i(g) ! t(g). Then the product gh of two edges g and h in a groupoid G is de ned if and only if t(g) = i(h).
The inverse of an edge g in G is denoted as usual by g ?1 : clearly g ?1 : t(g) ! i(g). It is convenient to identify the groupoid G with the set of edges (morphisms) of G -the objects of G are identi ed with the identities of G. At each vertex v of G the set G v of morphisms from v to v forms a group with respect to the multiplication in G. We We remark that a similar result may easily be formulated without the restriction that U contains all the identities of G and H, but the relation U is not an equivalence relation in this case since U fails to be re exive. The corresponding canonical form is somewhat more cumbersome to formulate and will not be needed in this paper. We also record an essentially equivalent form of Theorem 1 which may be obtained from that theorem by a straightforward argument similar to the usual group-theoretic argument.
Corollary 1 If a 1 ; a 2 ; : : : ; a n 2 (G ? U) (H ? U) with a i 2 G ? U if and only if a i+1 2 H ? U then the product a 1 a 2 : : : a n is not an identity of G U H.
We turn now to a very brief description of Nambooripad's theory 9] of inductive groupoids and its connection with the structure of amalgams of regular semigroups. The basic idea is to associate an \inductive" groupoid with each regular semigroup in a canonical way. Here we review only the construction of the groupoid from the semigroup. If S is any regular semigoup then the set G(S) = f(x; x 0 ) : x 0 is an inverse of xg forms a groupoid with the set E(S) of idempotents of S as its set of objects (identities) and with (x; x 0 ) as a morphism from xx 0 to x 0 x. Thus a product (x; x 0 )(y; y 0 ) is de ned in G(S) if and only if x 0 x = yy 0 . In this case the product is (xy; y 0 x 0 ). Note that the vertex group of G(S) at the idempotent e of S is isomorphic to H e , the maximal subgroup of S at e. There is also a natural additional structure on G(S) with respect to which G(S) becomes what Nambooripad refers to as an \inductive groupoid" 9]. It su ces for our purposes here to note that the category of inductive groupoids is naturally equivalent to the category of regular semigroups -see 9] for details.
In 10] Nambooripad and Pastijn provided an alternative proof of Hall's theorem 4] on the embeddability of regular semigroups amalgamating a common full regular subsemigroup. In particular, their result shows how to construct a natural inductive structure on the groupoid amalgam G(S 1 ) G(U) G(S 2 ) when S 1 \S 2 = U is a full regular subsemigroup of S 1 and S 2 . We refer to 10] for the details of this. We reformulate that portion of the Nambooripad-Pastijn theorem that we need as follows.
Theorem 2 Let S 1 ; S 2 ; U] be an amalgam of regular semigroups with S 1 \ S 2 = U a full regular subsemigroup of S 1 and S 2 . Then G(U) contains all of the identities of G(S 1 ) and G(S 2 ) and G(S 1 U S 2 ) = G(S 1 ) G(U) G(S 2 ). In particular, if e is an idempotent of U then the maximal subgroup H e of e in S 1 U S 2 is isomorphic to the vertex group of G(S 1 ) G(U) G(S 2 ) at e.
We remark that in the non-full case, G(S 1 U S 2 ) 6 = G(S 1 ) G(U) G(S 2 ) in general. This is because there are more idempotents in the general case and the corresponding amalgam of groupoids must be taken in the category of inductive groupoids. Thus the point of the Nambooripad-Pastijn Theorem, is that in the case of a full amalgam, the amalgamated free product of the corresponding groupoids in the category of groupoids has a natural inductive structure.
While the theorem of Nambooripad and Pastijn implicitly carries complete information about the structure of S 1 U S 2 (when U is full in S 1 and S 2 ), we are able to obtain much more explicit structural information about the maximal subgroups of S 1 U S 2 from the previous theorem by using the Bass-Serre theory of graphs of groups.
Recall ( 2], 14]) that a graph of groups (G; X) consists of (1) a graph X: let V (X) (resp. E(X)) denote the set of vertices (resp. edges) of X: recall from 2] that each edge y of such a graph has an inverse edge denoted by y; (2) for each vertex v 2 V (X) a group G v and for each edge y 2 E(X) a group G y such that G y = G y ; and (3) for each edge y 2 E(X) an embedding : G y ! G t(y) . We de ne : G y ! G i(y) to be the embedding of G y in G t( y) = G i(y) . Then if X is connected and T is a spanning tree of X, the fundamental group of (G; X) is the group (G; X; T) generated by the set E(X) and all the vertex groups of (G; X) subject to the relations that hold in these vertex groups together with the relations y = y ?1 ; y (g)y ?1 = (g); 8g 2 G y ; 8y 2 E(X), and y = 1; 8y 2 E(T).
This group is independent of the choice of spanning tree T and is usually denoted by (G; X). See 14, 2] for details.
Recall also that if a group G acts on a tree ? with quotient graph X = Gn? (the graph of orbits of the action of G on ?), then there is a natural graph of groups (G; X) whose vertex (edge) groups are the stabilizers of the corresponding vertex (edge) of ?. One of the main theorems of Bass-Serre theory ( 14, 2] ) then asserts that G = (G; X). Thus a presentation of a group G is known once its action on a tree is understood. We shall exploit this to study the structure of a maximal subgroup of S 1 U S 2 by nding a natural action of this group on a suitable tree. The resulting graph of groups will be an arbitrary bipartite graph of groups in general, quite in contrast to the situation for amalgamated free products of groups whose associated graph of groups is a segment 14].
2 Structure of the maximal subgroups Throughout this section G; H and U will denote groupoids with G \ H = U such that U contains all of the identities of G and of H. Recall that Theorem 1 provides us with a normal form for elements of the amalgamated free product A = G U H. Fix an identity (object) e of U: we are interested in calculating the structure of the vertex group A e of A = G U H at e. For each element a 2 A denote by aU resp. aG; aH] the left coset in A of U resp. G; H] containing a. Thus aU = fau : u 2 U; t(a) = i(u)g etc.
De ne a graph X as follows. The set V (X) of vertices of X is V (X) = faG : a 2 Ag faH : a 2 Ag and the set E + (X) of positively oriented edges of X is E + (X) = faU : a 2 Ag:
The initial resp. terminal] vertex of the edge aU is i(aU) = aG resp. t(aU) = aH]. the inverse of the edge aU is denoted by (aU) ?1 : clearly i((aU) ?1 ) = aH and t((aU) ?1 ) = aG. The set of inverses of positively oriented edges is denoted by E ? (X) and the set of edges of X is E(X) = E + (X) E ? (X). It is clear from the construction of X that X is a bipartite graph : the vertices of X are naturally partitioned into two disjoint sets (cosets of G in A and cosets of H in A) and each edge of X has initial vertex in one of these sets and terminal vertex in the other. We shall show that in fact X is a forest. We rst record two easy lemmas for future reference. Lemma 
Proof. This is clear from the argument used in the proof of the previous lemma. Lemma Choose any element a 2 A and write a in normal form (1) a = a 1 a 2 : : : a n u as in Theorem 1. Suppose that i(a) = i(a 1 ) = e (an identity of A). Consider the case in which a 1 is a coset representative for U in G. Then by Lemma 1, a 1 G = eG, so a 1 U is an edge in X e with i(a 1 U) = a 1 G = eG and t(a 1 U) = a 1 H. Since t(a 1 ) = i(a 2 ) and a 2 is a coset representative of U in H we have a 1 H = a 1 a 2 H and so a 1 a 2 U is an edge in X e with i(a 1 a 2 U) = a 1 a 2 G and t(a 1 a 2 U) = a 1 a 2 H = a 1 H. Continuing by induction we see that a 1 a 2 : : : a n U is an edge in X e and so aU = a 1 a 2 : : : a n uU = a 1 a 2 : : : a n U is an edge in X e . The case in which a 1 is a coset representative for U in H is similar. From the uniqueness of the normal form (1) Proof. Consider the action of A e on the tree X e de ned above. This de nes a graph of groups (P e ; Z e ) in the usual way ( 14] , 2]). We brie y recall the construction of (P e ; Z e )
here. The graph Z e is the quotient graph Z e = A e nX e ; that is, V (Z e ) is the set of orbits of vertices of X e and E(Z e ) is the set of orbits of edges of X e under the action by A e .
Let T be a spanning tree of Z e . There is an embedding j : T ! X e of T in X e . For each x 2 V (T ) E(T) let P x be the stabilizer of jx. Extend j to a map (not a graph morphism) from Z e to X e such that for each y 2 E + (Z e ); (jy) 2 jT. The embeddings P y ! P y for y 2 E(Z e ) are de ned as follows. If y = 2 E ? (Z e ) ? E(T) then the embedding is the natural embedding of Stab(jy) into Stab(j(y )). If y 2 E ? (Z e )?E(T ) then j(y ) 6 = (jy) but they are in the same orbit : if we choose y 2 A e such that (jy) = y j(y ), then de ne the embedding P y ! P y by p ! y p y ?1 . Then by the fundamental theorem of Bass-Serre theory, A e = (P e ; Z e ).
Hence it su ces to show that the graphs of groups (P e ; Z e ) and (G e ; Y e ) are conjugate isomorphic (see 2], page 202 for this concept). We need isomorphisms between Z e and Y e and between corresponding vertex and edge groups of the two graphs of groups that are compatible up to conjugation with the embeddings of edge groups into vertex groups.
There is a map : Z e ! Y e de ned as follows. For each a 2 A for which i(a) = e we We now de ne isomorphisms between the corresponding vertex groups of the two graphs of groups. We need some notation in order to provide a clear de nition of these isomorphisms.
Let T be the spanning tree of Z e and j : T ! X e the embedding that is extended to a map j from Z e to X e as described above. As a consequence of the Nambooripad -Pastijn theorem (Theorem 2 above) it is possible to reformulate Theorem 3 in an equivalent form that provides structural information about the maximal subgroups of an amalgamated free product S 1 U S 2 in the case where S 1 ; S 2 and U are regular semigroups with U full in S 1 and S 2 . For the convenience of the reader, we provide this reformulation below. The proof of the resulting theorem is an immediate consequence of Theorems 2 and 3 and the equivalence between the category of regular semigroups and the category of inductive groupoids. Theorem 4 Let S 1 ; S 2 ; U] be an amalgam of regular semigroups with U full in S 1 and S 2 and let S = S 1 U S 2 . Then for each idempotent e 2 S, the maximal subgroup of S containing e is isomorphic to (S e ; W e ).
Some applications and examples
In this section we discuss some examples and applications of the theorem proved in the previous section. The examples that we consider are examples of inverse semigroup presentations, where the situation is particularly pleasant. We shall employ standard notation from inverse semigroup theory and refer the reader to Petrich's book 13] for any unde ned notation.
Example 1 Let S 1 = S 2 be the bicyclic monoid B. That is, B = Mon < a; b : ab = 1 > (or, when presented as an inverse monoid, B = Inv < a : aa ?1 = 1 >). Let U be a full inverse submonoid of B. If U is just the semilattice of idempotents of B then clearly U has in nitely many D-classes. It is well known that all other full inverse subsemigroups of B have only nitely many D-classes. There is exactly one full embedding of U in S 1 and S 2 . It is clear that the inverse monoid S = S 1 U S 2 is bisimple with the same semilattice of idempotents as B (a chain isomorphic as a poset to the negative integers): that is, S is a bisimple !-semigroup (in the standard notation of semigroup theory). The maximal subgroups of S may be easily calculated from Theorem 4. Since S 1 and S 2 are bisimple the graph W has two vertices (S 1 and S 2 ). The number of positively oriented edges in W is equal to the number of D-classes in U. Since all vertex and edge groups are trivial (the bicyclic monoid is combinatorial), the graph of groups (S; W) is just the graph W.
Hence its fundamental group is just a free group whose rank is one less than the number of D-classes in U (or this rank is in nite if U is just the semilattice of idempotents of B).
Remark Example 2 Denote by B n (G) the n n Brandt semigroup with maximal subgroup G in its non-zero D-class. If U is an inverse subsemigroup of B n (G) then clearly every non-zero idempotent of U is primitive, so U is a 0-disjoint union of Brandt semigroups. Suppose now that S i = B n (G i ) for i = 1; 2 and that U is a full inverse subsemigroup of each S i with U = S 1 \ S 2 . Then all of the non-zero idempotents of S 1 resp. S 2 ] are in the same D-class of S = S 1 U S 2 and each non-zero idempotent of S 1 is identi ed with some non-zero idempotent of S 2 in S, so in fact S must be an n n Brandt semigroup. The structure of the non-trivial maximal subgroup of S is immediately determined from Theorem 4.
For example suppose that S 1 = B 2 (G 1 ) and S 2 = B 2 (G 2 ) where G 1 = Z 4 (the cyclic group of order 4) and G 2 = Z 6 . Let U = B 2 (H) where H = Z 2 . There is a unique embedding of Z 2 in Z 4 and a unique embedding of Z 2 in Z 6 and these embeddings extend in an obvious way to full embeddings of U in S 1 and S 2 . By Theorem 4, the non-zero maximal subgroup of S = S 1 U S 2 is the fundamental group of a segment whose vertex groups are Z 6 and Z 4 and whose edge group is Z 2 , so this group is isomorphic to the amalgamated free product Z 6 Z 2 Z 4 in the category of groups, which is isomorphic to SL 2 (Z) by a well-known isomorphism (see 14], page 11).
On the other hand, if S 1 and S 2 are as above and U is a full subsemigroup of S i that is a semilattice of three groups, two of which are isomorphic to Z 2 and the other of which is trivial then the corresponding graph of groups has three positively oriented edges instead of two and the maximal subgroup of the non-zero D-class of S is the fundamental group of the graph of groups with two vertices and two positively oriented edges between these vertices. The vertex groups are Z 4 and Z 6 and both edge groups are Z 2 .
We indicate in the next example how a nite inverse semigroup may be decomposed as an amalgamated free product of simpler inverse semigroups in a non-trivial way. This is quite in contrast to the situation in group theory, where any non-trivial amalgamated free product is necessarily in nite.
Example 3 Let S 1 and S 2 be copies of the six element semigroup which is a 0-direct union of the ve element combinatorial Brandt semigroup and the two element semilattice. Proof. Suppose that (S; W) is a graph of groups with W connected and bipartite, so that V (W ) is a disjoint union V (W ) = V 1 V 2 and edges of W connect vertices in V 1 with vertices in V 2 . We construct inverse semigroups S 1 ; S 2 and U such that (S; W) belongs to the non-zero D-class of S = S 1 U S 2 .
De ne U to be ( S y2E(W ) G y ) f0g with multiplication of g 1 2 G y 1 and g 2 2 G y 2 given by g 1 :g 2 = g 1 g 2 if y 1 = y 2 and all other products are 0. That is, U is the 0-disjoint union of all the edge groups of W. We build S 1 and S 2 by rst constructing a collection of Brandt semigroups and then taking 0-disjoint unions of these Brandt semigroups.
Let v be a vertex of W. Let Star(v) = fy 2 E + (W ) : i(y) = vg and let S v = B n (G v ) where n = jStar(v)j. Then let S 1 resp. S 2 ] be the 0-disjoint union of the S v with v 2 V 1 resp. v 2 V 2 ]. For y 2 E(W) letŷ denote the edge in fy; yg whose origin is in V 1 . Then de ne 1 : U ! S 1 by 0 ! 0 and if g 2 G y then g ! (ŷ; (g);ŷ). The map 2 is constructed in a similar fashion. If we let (H; X) be the graph of groups determined by the amalgam S 1 ; S 2 ; U] then it is routine to see that (H; X) = (S; W).
Corollary 5 Every tree of groups (G; T) for which T is a tree with at least two vertices arises in this setting.
Proof. It is clear that a tree with at least two vertices is a bipartite graph.
The reader may contrast this with the situation that occurs with group amalgams, where the underlying graph of the associated graph of groups is a segment. The wide class of graphs of groups that can arise in connection with inverse semigroup amalgams gives rise to multiple decompositions of inverse semigroups (even nite ones) as nontrivial amalgamated free products. Let B n = B n (f1g) be the n n combinatorial Brandt semigroup and let E n = E(B n ) be its semilattice of idempotents. As we saw in Example 3, B 3 can be expressed as a non-trivial amalgamated free product over its semilattice E 3 .
Given a tree with n edges we can construct the non-zero D-classes of two inverse semigroups S 1 and S 2 and write B n = S 1 En S 2 as in the proof of Theorem 5. Conversely, suppose that B n = S 1 En S 2 is a decomposition of B n . Then S 1 and S 2 are combinatorial and by Corollary 4 the graph of groups belonging to the non-zero D-class of B n is a tree T , which has n edges by de nition. The set of idempotents of each D-class D of S 1 or S 2 is in one to one correspondence with the set of edges in the star set of the vertex of T corresponding to D. Hence the structure of the non-zero D-classes of S 1 and S 2 can be read o T as above. We have proved:
Theorem 6 The number of non-isomorphic decompositions of B n = S 1 En S 2 is equal to the number of non-isomorphic trees having n edges.
For example, B 9 can be written as a non-trivial amalgamated free product over its semilattice of idempotents in 105 di erent ways. Of course there are many more ways to write B 9 as an amalgamated free product. We close by remarking that the structure of amalgamated free products S 1 U S 2 of inverse semigroups in the case where U is not full in S 1 and S 2 is far from understood.
Some recent work along these lines is contained in the thesis of Bennett 1] and several other \ad hoc" cases have been considered, but the general case seems to be very complex.
Even the structure of the free product S 1 S 2 of two inverse semigroups is relatively complicated (see 6], 7], 8] for details).
