Abstract. As nonfundamental vector moving averages do not have causal VAR representations, standard structural VAR methods are deemed inappropriate for recovering the economic shocks of general equilibrium models with nonfundamental reduced forms. In previous literature it has been pointed out that, despite nonfundamentalness, structural VARs may still be good approximating models. I characterize nonfundamentalness as bias depending on the zeros of moving average lters. However, measuring the nonfundamental bias is not trivial because of the simultaneous occurrence of lag truncation bias. I propose a method to disentangle the bias based on population spectral density and derive a measure for the nonfundamental bias in population. In the application, I nd that the SVAR exercises of Sims (2012) are accurate because the nonfundamental bias is mild.
Introduction
Vector autoregressive (VAR) models are the dominant approach to date for the empirical validation of dynamic stochastic general equilibrium (DSGE) models. It is well known that when the structural model is nonfundamental, estimated VARs do not recover the economic shocks. Nonetheless, as shown by Sims (2012) and Beaudry et al. (2015) ECARES, Université Libre de Bruxelles E-mail address: stefano.soccorsi@ulb.ac.be.
Date : 22nd December 2015. I beneted from discussions with Marco Lippi, Massimo Franchi, Luca Fanelli, Giovanni Angelini, Mario Forni and Marco Sorge. I wish to thank Eric Sims for sharing the code for the simulation of the news shock model. 1 structural VAR (SVAR) methods may still perform well in some applications. In this paper, I show that this is the case when the VAR is aected by a mild nonfundamental bias. I provide a population measure of nonfundamentalness by disentangling the nonfundamental bias from the lag truncation bias.
In the last decade of research on DSGE models both the existence of an innite order VAR representation -see Fernandez-Villaverde et al. (2007) and Franchi and Paruolo (2014) -and its approximation with a nite order VAR -see Chari et al. (2008) , Christiano et al. (2007) , Erceg et al. (2005) and Poskitt and Yao (2012) -have been addressed. Nevertheless, those remained two separate literatures and to the best of my knowledge, no study has ever measured the nonfundamentalness in population.
However, given that the nonexistence of an innite order autoregressive representation (nonfundamentalness) implies the nonexistence of a nite order approximation, nonfundamental models are generally affected by truncation bias. Therefore, measuring nonfundamentalness requires disentangling between nonfundamentalness and lag truncation and it is misleading to evaluate the former without taking the latter into account.
If the set of observables used to estimate a VAR encloses all the relevant information necessary to retrieve the state of the economy, then the fundamentalness is granted, and the econometrician employing structural VAR methods is capable to estimate accurate impulse response functions to economic shocks. On the other side, if the information available to the econometrician is insucient, responses are contaminated by the error committed in the estimation of the state of the economy. test for sucient information in SVAR by comparing with a dynamic factor model whose estimated factors virtually include all information available acting as a proxy for the state of the economy 1 . 1 There is still an information loss due stationary transformations required for the estimation of the factor model (see Barigozzi et al., 2013) .
Nonetheless, the information used to estimate a VAR, albeit inferior, may be suciently close to that of the agents. Sims (2012) , Beaudry and Portier (2013) and Beaudry et al. (2015) show that there are applications in which invertibility failures are mild and VARs remain a useful tool. Beaudry et al. (2015) derive a R 2 diagnosis based on the fact that under fundamentalness the innovations to the econometrician information set do not correlate with the past of the factors (and of the innovations to agents' information set). Yet neither does their approach provide a measure of nonfundamentalness in population. In order to address this problem, I build on the fact that nonfundamentalness is a source of bias depending on the distance between the nonfundamental representation of the data providing the structural shocks and its unique fundamental representation. Population quantities are derived from the time series properties of the observables. Fernandez-Villaverde et al. (2007) provide a condition for nonfundamentalness. I contribute to this literature with a measure of the nonfundamental bias based on the frequency domain. Forni et al. (2015) focus on single shocks rather than the nonfundamentalness of the whole VAR system as I do in this paper.
I rst show that the error is a combination of the nonfundamental and lag truncation bias. The measure proposed here is then applied to the news shock model of Sims (2012) . I nd that the econometrician estimating the VAR of Sims (2012) is faced with little nonfundamental bias. This explains why in this application SVAR methods are found to perform well. I also nd that when the DSGE is reduced to a real business cycle (RBC) model with news shocks the lag truncation bias is at least as large as the nonfundamental bias.
While avoiding stochastic singularity in the VAR representation of a DSGE model makes impossible to increase information by adding observables so mitigating nonfundamentalness, the lag truncation bias may in principle be ameliorated by estimating high-order VARs 2 . I nd that this advice does not apply to the nonfundamental case.
The structure of the paper is as follows. Given a state-space representation of the DSGE model, the literature reviewed in section 2 provides simple conditions in order to check for nonfundamentalness and the existence of a nite order VAR representation for the observables. In section 3, I illustrate the nonfundamental bias and discuss how it relates to the truncation bias. Section 4 provides a measure of nonfundamentalness obtained by decomposing the bias of estimated VARs with a method based on the spectral density matrix of the data. Section 5 is a brief discussion of the economics of anticipated shocks and their link with nonfundamentalness in the general equilibrium literature. In section 6, I apply the method proposed here to measure the nonfundamentalness in a news shocks model along the lines of Sims (2012) . Last section concludes with practical suggestions and discusses future work.
Background: invertibility, nonfundamentalness and lag truncation
Typically the approximation to the solution of a DSGE model is cast into the state space form:
where θ is a vector of deep parameters, Y t is a n y × 1 vector of observed variables, X t is a n x × 1 vector of endogenous and exogenous state variables, and ε t ∼ iid N (0, Σ) a vector of n ε structural shocks, (2.2) is the measurement equation and (2.1) the state equation. DSGE models typically have unobserved latent states and the information enclosed in Y t is limited because avoiding singularity requires the square case -i.e. n y = n ε . Assuming that D is nonsingular, from equation (2.2) we get ε t = D −1 (Y t − CX t−1 ). Plugging this expression for the structural shocks into the state equation (2.1) and rearranging, criteria helps in reducing the truncation bias. Using nonparametric approaches Christiano et al. (2007) and Mertens (2012) nd mixed results.
the mapping between the states and the observables is
where
Proposition 1 (Fernandez-Villaverde et al. (2007) 
Denition 2 (Rozanov (1967) -Fundamentalness). In the moving prove the PMIC is a condition for fundamentalness. Whether a root of a polynomial in the lag operator lays inside (nonfundamentalness) or outside (fundamentalness) the unit disk, the inversion of the polynomial is dened over respectively negative or positive powers of the lag operator. Roots into the unit circle correspond to invertibility of the shocks in the future of the observables. Of course, in applied research it is required invertibility in the past of the observables and for this reason nonfundamentalness is a problem.
Proposition 3 (Ravenna (2007) Therefore lag truncation is a necessary condition for nonfundamentalness and measuring the latter requires disentangling from the former. Even if the econometrician knows the structural shocks, their projection on the (nite) past of the observables does not only measure nonfundamentalness but also lag truncation. This is the reason why root ipping is required to disentangle the two biases.
As pointed out by Franchi and Paruolo (2014) , the conditions above are sucient but not necessary because if the ABCD system is not minimal 4 some of its eigenvalues are irrelevant as they cancel when the system is reduced to its minimal counterpart. The minimal ABCD system is such that its state vector is of the smallest dimension possible without changing the dynamic properties of the original model (and its economic interpretation). Straightforwardly, necessary and sucient invertibility condition are obtained replacing the matrix F with and C in the minimal ABCD representation (see Franchi and Paruolo, 2014) .
The nonfundamental bias
Nonfundamentalness is a source of bias and it should not come as a surprise that it may be small. A nonfundamental moving average (MA) whose roots in the unit circle are suciently close to the circle is 4 An ABCD system is said to be minimal if it is controllable and observable. Controllability holds if
has full row rank, observability holds if
. . .
has full column rank.
generally well approximated by its fundamental counterpart. Straightforwardly, the reciprocal of a root which is close to the circle will be itself pretty close to the circle. In the same way, a white noise process corresponding to the residuals of a nonfundamental representation of the data will be pretty close to the white noise arising from the fundamental representation of the data when the MA roots of the two representations are suciently close to the unit disk. Suppose that the econometrician wants to estimate the structural MA
in which for simplicity the roots a 1 , a 2 , . . . , a p are all real
5
. Assume that the model is nonfundamental because
The fundamental MA representation of y t is:
where u t and v t are both white noise (see Lippi and Reichlin, 1994 ) but u t lies in the past, present and future of y t while v t lies in the past of y t . Therefore:
j − L which goes monotonically to zero as |a j | → 1.
I measure this distance as
(in Section 4 the measure is generalized to the multivariate case and its asymptotic behaviour as a function of MA roots is described). For example, consider the MA of order 1 y t = (1 − θL) u t . Then
The top panel of Figure 1 shows that the measure d ∞ increases in θ -the reciprocal of the MA root. The value of d ∞ for MA (1) processes is yet close to 100 percent error when θ = 1.387 and is exactly 125 percent when θ = 1.5 so the root is closer to the center of the unit disk.
Let v In a similar manner to (4.7) let us measure this distance as:
The bottom plot of Figure 1 shows the path d (p) in the MA (1) example. For a suciently high order p, the error d (p) asymptotically converges to its limiting value -i.e. the component of the error d ∞ due to the nonfundamentalness bias. The closer the root to the unit circle, the slower the convergence to d ∞ .
The nonfundamental bias in population
In this section a method to decompose the bias in population is provided. To do so in subsection 4.1 three representations of the data are employed -the structural, the fundamental and the truncated -and their properties are summarised. If the structural model is nonfundamental, subsection 4.2 describes how to get the fundamental vector moving average representation starting from the nonfundamental structural representation. Finally, in subsection 4.3, I propose a method to calculate the bias decomposition in population. This last subsection outlines the decomposition in the covariance matrix of VAR residuals employed in any identication scheme. 4.1. Alternative representations of the data. In section 2, under the assumption that the PMIC holds true, the VAR(∞) representation (2.4) of the observables has been obtained from the state space model in the ABCD form. More generally, the VAR representation of y t is:
When the PMIC is violated being some eigenvalues of F greater than one in absolute value, the VAR (4.1) is noncausal because the term (I − F z) −1 also maps in negative powers of z and H (z) is two-sided. As Saikkonen (2011, 2013) show, a noncausal VAR can be estimated although, contrary to the common practice in DSGE modeling, non-Gaussianity is required for its identication. The moving average representation associated with the non necessarily causal VAR representation (4.1) is
where G (z) := (I − H (z)) −1 . When the PMIC is violated, the VMA representation (4.2) is nonfundamental and inverts into a noncausal VAR. The fundamental VMA representation of y t
is found via multiplying and dividing by a matrix B (z) that ips the zeros into the unit circle of G (z)
In practice, the above step for getting the fundamental VMA representation (4.3) is very easy because, according to the following Proposition, it boils down to ipping the appropriate roots of (I − F z).
Proposition 5. The fundamental MA representation of the data is
. . , z m ) and
(2) the residuals v t of the fundamental MA representation are related to those of the nonfundamental MA representation u t according to
Proof. in Appendix
Finally, the innite order causal VAR representation of y t is
BD −1 z and the white noise v t is the Wold innovation for y t . In the next subsection the root ipping procedure to nd F is outlined. In the equation (4.7) the nonfundamental bias is evaluated as the distance d ∞ between the true (nonfundamental) residuals u t and the fundamental residuals v t of the innite order VAR representation.
Proposition 6. The distance between the reduced form residuals u t and v t goes monotonically to zero as the eigenvalues of F less than 1 in absolute value approach the complex unit disk.
Standard practice is to approximate the innite order VAR (4.4) with an estimated nite order VAR (p)
where: the coecients of H (p) (z) are found by projecting y t on its rst p lags, and the residuals v (p) t dier from the fundamental residuals of the innite order VAR representation v t by a truncation bias term.
Disentangling the nonfundamental bias from the lag truncation bias requires root ipping otherwise H (z) would be replaced by H (p) (z) and
t . As found in the literature on lag truncation, this practice might be somewhat inaccurate.
4.2. Root ipping. This subsection describes the method employed to ip the roots in the unit disk of the n x × n x polynomial F (z) := I − F z obtaining a new polynomial F (z) := I − F z which shares the roots of F (z) out of the unit circle and ips the roots of F (z) laying inside the unit circle.
Let n N F be the number of roots z 1 , . . . , z n N F in the unit disk of F (z) with n N F ≤ n x . Then |z k | < 1, k = 1, . . . , n N F and |F (z k )| = 0. The following steps are needed to ip the roots in the disk of F (z).
(1) As I am formally ipping the roots of the equation (2.3) I rst need to orthonormalize the right-hand side of
using the variance 6 of X t . Start with k = 1.
(2) The spectral decomposition
and V k is a diagonal matrix with the corresponding eigenvalues on the diagonal. The decomposition is such that at least one element in the diagonal of V k is equal to zero. (3) Let j ∈ [1, n x ] be an integer such that the j-th diagonal element V k,jj = 0. The number of such zero valued elements along the diagonal of V k is equal to the multiplicity of
11 (z) is equal to zero.
6 Note that by assumption of full information the state equation is always fundamental so that the roots of (I − Az) lay outside the unit disk.
(6) Computẽ 
be the spectral density matrix of the data at frequency ω, with Σ u = DΣD . It is well known that Σ y (ω) is unique, therefore it can be calculated starting from any moving average representation of y t . So it must be that Σ y (ω) = 1 2π
Exploiting the uniqueness property of the spectral density matrix, the above formula can be inverted to calculate the covariance matrix 7 Note that B k (z) is not a Blaschke factor because it has a pole into the unit circle. As in Lippi and Reichlin (1994) , a Blaschke matrix ips roots into the unit circle thanks to a Blaschke factor
The root ipping problem in this section is carried out the other way around. For a given nonfundamental representation of the data in terms of structural shocks, B k (z) is meant to ip roots from inside to outside the circle. Therefore B k (z) is the reciprocal of a Blaschke factor with a pole in z k . of any vector of residuals that can be expressed as a moving average of y t . Hence, from u t − v t = H (L) − H (L) y t , the covariance matrix
(4.6) The measure 8 is:
5. DSGE, anticipated shocks and nonfundamentalness Yet Lippi and Reichlin (1993) argue that economic models can lead to nonfundamental representations of the data. As surveyed in Alessi et al. (2011) and Lütkepohl (2012) , nonfundamentalness is basically of two kinds: one which is peculiar to the story-telling of the DSGE and the other which arises as an omitted variable problem. In the former case, nonfundamentalness is model-based and the economic shocks may well be nonfundamental with respect to any set of observables (models with imperfect information where the agents are faced with a ltering problem to infer the structural shocks). In the latter (full information), the nonfundamentalness depends on the information available to the econometrician while the agents observe the shocks. For this reason this kind of nonfundamentalness is referred to as omitted variables nonfundamentalness.
Model-based nonfundamentalness is essentially an identication issue which is not fatal for structural VARs. More generally, when this kind of nonfundamentalness is present, the vector autoregressive moving average (VARMA) representation of the DSGE model has one or more roots into the unit disk which are known. For example, in models of imperfect information it is known the link between the shocks agents observe and the economic shocks. There will be a fundamental VARMA representation -with no roots in the unit disk -in terms of innovations to agents information set and a nonfundamental VARMA representation -with some roots in the unit disk -in terms of structural shocks. The way imperfect information is modeled does generally reveal the mapping between the structural shocks and the innovations to agents information set and, therefore, the roots in the unit disk of the structural nonfundamental VARMA.
In last decade a branch of empirical macroeconomic research has focused on the (Pigouvian) idea that expectational swings could generate business cycles. In this spirit, standard models have been augmented with anticipated shocks like technology news shocks or scal foresight. Even models with anticipated shocks produce model-based nonfundamentalness if information ows are properly modelled. So the econometrician that knows the structural model also knows how to map Wold residuals to structural shocks (see Forni et al., 2013a,b; Mertens and Ravn, 2010; Leeper et al., 2013) .
On the other side, the omitted variable nonfundamentalness studied here is a potentially harmful estimation issue. In this case, the agents anticipate future shocks and the econometrician is challenged by the dicult task to infer a source of randomness which is not mapped into the few observables she is endowed with in the usual way. Observing more variables would be a panacea enabling her to match the information of the agents but the VAR representation of the DSGE model does not allow her to observe more than n ε variables. In this framework, if the econometrician cannot count on suciently forward looking variables needed to make up for the information the agents anticipate, then her analysis based on an inferior information set will be biased.
Early VAR evidence on models with technology news shocks, as that of Beaudry and Portier (2006) , has depicted positive comovements between macroeconomic aggregates in response to news shocks. with a structural factor model obtain very dierent ndings supporting wealth eects and implied negative comovements, as predicted by the standard neoclassical growth model. Barsky and Sims (2011) prove that, once the information enclosed in the analysis is carefully selected, the problem can be solved even in a VAR framework. Exploiting the information of a very forward looking set of observables they show that, at least on a qualitative level, VAR impulse response functions are in the same ballpark of those of .
Are violations of PMIC condition as stated in Proposition 1 implying that impulse responses estimated with structural VAR are inaccurate? Sims (2012) analyses a news shock model in which they are not. In the next section I nd that his result is due to small nonfundamental bias. 6. Application: Sims (2012) I study a simple generalization of the news shock DSGE model of Sims (2012) in which the technology is ln a t = g a + ln a t−1 + ξ t + η t−q (6.1)
The news shock η t ∼ iid (0, σ η ) is observed by the agents q periods before it aects a t . The econometrician observing only a t will have to wait q periods for that information, that's why η t is mapped into the future of a t . Nonetheless, as the model features two shocks, the SVAR econometrician can overcome this problem by observing one additional variable. If such variable is suciently forward looking then she will be able to retrieve η t as it will map into the present of the observables. In this sense, the anticipation may drive a wedge between agents and econometrician information sets.
is the traditional unanticipated technology shock and g a is the growth rate of the TFP. The rest of the model is a standard medium scale DSGE with nominal and real frictions (see Appendix B) . I analyze two nested specications: a frictionless RBC model and a full model with Calvo price stickiness, habit formation in consumption and investment adjustment costs. Table 1 reports the moduli of the eigenvalues of F m in the full model and RBC model respectively. When the agents learn the news with at least two period of anticipation all the models turn nonfundamental. Kurmann and Otrok (2011) nd that the same result holds for the reduced form of the DSGE model of Smets and Wouters (2007) . Table  2 tells us how large is the nonfundamental bias in the two models for q = 1, . . . , 8. Although the full model has a larger nonfundamental bias for any q ≥ 2, those numbers are relatively small. The maximum value for the nonfundamental bias is around 27 percent and requires 8 periods of anticipation which with quarterly data means news that aect technology with a two-year delay.
Like Sims (2012) the responses to a technology shock and the news shock of the two observed variables -technology a t and output y tare identied according with a short run scheme through Choleski orthogonalization 9 with technology ordered rst (the news shock has no contemporaneous eect on the technology) and a VAR (p) is estimated. Mean absolute percentage errors
are computed for variables i = {y t , a t } and shocks j = {ξ t , η t } over a horizon of h = 40 periods, where IRF i,j,m are the true response of variable i to the shock j in the model m and IRF i.j,m are VAR estimates. IRF 's are averaged across 500 samples in the small sample exercise and 5 samples in the large sample exercise. The performance of each model is further summarized by averaging the four responses estimated, so a single mean absolute percentage error M AP E (m) is obtained for every specication m = 1, . . . , n S of the exogenous news process.
In Tables 3 and 4 the MAPE in impulse response functions estimated with VAR of increasing orders for the full and RBC models in nite and large samples are reported. The rst results standing out is that, as d ∞ also the MAPE increases with q.
The distance d ∞ between the true residuals u t and the fundamental residuals v t implied by the innite order VAR representation (4.4) is much larger in the full model as compared with the RBC model. Nevertheless, the MAPE in the two models is somewhat close suggesting that in the RBC case there is relatively much more truncation and, at least in this DSGE model, the truncation bias is empirically as relevant as the nonfundamental bias. Consider for example the replication of Sims (2012) -i.e. q = 3. In Figure 2 we have that the eigenvalues of F m are much closer to those of F m in the RBC case and d ∞ = 0.048 while it is equal to 0.212 in the full model. Then the most accurate VAR is much more parsimonious in the full model (both in small and large samples) and at least in small samples the full model MAPE is even smaller than that of the RBC model.
In large samples when the data generating process is fundamentali.e. form Table 1 when q = 1 in any model -the error goes to zero. This is in line with the results of De Graeve and Westermark (2013) who show that, in the fundamental case, high-order VAR allows to recover the economic shocks. As the anticipation is increased more parsimonious VAR perform better.
Probably due to more truncation bias, in the RBC case the most accurate VARs are higher in order than in the full model which prefers parsimonious VARs. This is specially true in small samples where the most accurate VAR is always the most parsimonious while in large samples such result is achieved for q > 4. This does not mean that the untruncating strategy advocated by De Graeve and Westermark (2013) of estimating very long VAR also works in the nonfundamental case. Neither in large samples the longest VAR is the most accurate in recovering the impulse responses of the RBC model whose bias is mainly due to truncation.
The reason behind this result is that mitigating the truncation bias does only require a good approximation of the coecients of H (L) in the positive powers of the lag operator rather than the whole lter. So, while according to the Proposition 4 a good approximation of the residuals u t requires a long VAR, in practice increasing the order of a one-sided lter does not help in approximating the coecients of a two-sided lter triggering an identication bias (see Ravenna, 2007) when impulse responses to economic shocks are being estimated.
As dierent amounts of lag truncation bias aect the two models, the Monte Carlo experiment is repeated in small samples using the BIC information criterion for q = 3. In Figure 3 the estimated IRFs from such VARs represented with dashed and dotted lines are compared with those in dashed lines estimated by Sims (2012) with a VAR (8). In the full model the truncation bias is very small so the choice of the lag order does not seem to aect the shape of the responses. Dashed and dashed and dotted lines are in fact very similar in the full model.
In the RBC case the truncation plays a more important role and the conclusions are dierent. The econometrician employing the BIC criterion would estimate more precisely the responses to the traditional unanticipated technology shock, but she would also get a much worse estimation of the responses to the news shock. The interpretation of these results is straightforward. Being the introduction of news shock in the DSGE the cause of the nonfundamentalness, the BIC criterion seems to do well what it is known for. That is to choose an optimal lag length for retrieving (linear combination of) shocks which are mapped in the present and past of the observables like the unanticipated technology shock.
Conclusions and practical suggestions
An extensive literature has studied the accuracy of SVAR techniques in recovering the impulse response functions to the structural shocks of DSGE models. Addressing nonfundamentalness gained attention with the recent interest in news shocks and scal foresight. Previous literature noticed that nonfundamentalness is not an either/or proposition but no approach has been developed to determine how severe the problem is in a given application. Being nonfundamentalness sucient for the nonexistence of a nite order VAR representation, I provide a frequency domain method to measure the bias due to nonfundamentalness disentangling from that due to lag truncation.
Starting from a state-space representation of the DSGE model this measure is very easy to compute, so the suggestion here comes at no additional cost with respect to the advice of Fernandez-Villaverde et al. (2007) and provides the advantage of oering a measure of the nonfundamental bias rather than a condition for its existence. As it employs reduced form quantities it does not depend on identication assumptions. In fact, under nonfundamentalness even SVAR exercises with a correct identication scheme are invalid because no rotation of the Wold innovations can retrieve the economic shocks.
Inference on the measure proposed here can be performed considering the parametric uncertainty in the state-space representation. For example, rather than testing for nonfundamentalness as , the econometrician might nd more interesting building a condence interval for the size of the nonfundamental bias in population. I leave this for future research.
In the application, I nd little nonfundamentalness in the model of Sims (2012) which explains his nding that SVAR methods perform well. Similar results are found by Beaudry et al. (2015) . This conclusion is not general as models with more sophisticate dynamics might generate larger bias for SVAR analysis. The measure proposed in this paper is a guide for the econometrician addressing this issue. We have cov(C(L)u t , u t ) = cov(u t ). Therefore
Proposition 6.
Proof. From Proposition 5:
which goes to u t as the roots in the disk go to 1 becausē
as |z k | → 1 for all |z k | < 1.
Equations (B1) to (B7) solve the agent problem, (B8) to (B10) arise from the production sector, (B11) is the Taylor rule, (B12) and (B13) are market clearing conditions and (B14) is the resource constraint. The only exogenous process is equation (6.1) for technology.
The RBC model is obtained by setting τ = γ = φ = 0 and = ∞. Remaining parameters are set as (Sims, 2012, Table 1 ).
