The hot mix asphalt (HMA) containing recycled asphalt shingles (RAS) are substantially different in composition and properties compared with virgin HMA, leading it hard to predict the performance of asphalt mixture containing RAS. This paper explored an ANN model to predict the E* of asphalt mixture containing RAS. In this paper, the ANN model was developed using the E* database containing 1701 sets of experimental data from four different demonstration projects. A sensitivity analysis of each model parameter was conducted by correlating these parameters with dynamic modulus. The developed ANN model was compared with the Iowa model and the developed ANN model showed significantly higher prediction accuracy than the Iowa model. The results show that ANN has great potential to be used as a tool to predict the dynamic modulus (E*) of asphalt mixture containing recycled asphalt shingles.
INTRODUCTION
The stiffness of asphalt concrete mixture or hot mix asphalt (HMA) is a mechanical property that is of paramount importance in determining pavement performance associated with pavement response under loading. The stiffness of HMA has been commonly characterized as dynamic modulus, E*, for flexible pavement design.
Many studies have been conducted over the last 50 years related to the development of hot mix asphalt (HMA) dynamic modulus (E*) test procedures and prediction models. Among these, the E* test (also referred to as the Simple Performance Test) recommended by the NCHRP 9-19 study [1] and the |E*| prediction equation developed by Witczak and colleagues in 1999 [2] has been incorporated into the new mechanistic-empirical pavement design guide (MEPDG) [3] . Moreover, modern pattern recognition techniques such as neural network are increasingly being considered to develop models from data because of their ability to learn and recognize trends in the data pattern. Artificial neural networks (ANNs) are excellent substitutes for conventional physical models for analyzing complex relationships involving multiple variables [4] . In recent years, the ANNs have been extended extensively and applied to many civil engineering applications such as concrete materials, asphalt mixtures, and pavement structures [5] [6] .
Every year, approximately eleven million tons of asphalt roofing shingles are disposed of in landfills. These shingles come from two sources, scraps and rejects from the manufacturing of new shingles and the shingles removed during reconstruction of existing roofs, also known as tear-offs [7] . One alternative to landfilling these shingles is to recycle them into hot mix asphalt (HMA) pavements. Recycling of asphalt shingles in HMA has received considerable interest in recent years for technical, economical, and environmental reasons. Recent estimates indicate that recycled asphalt shingles contain 15-35% of asphalt binder, which may provide an annual savings of $1.1 billion and reduce nonrenewable energy consumption in the United States [8] . The use of RAS also allows a decrease in the amount of produced waste and helps resolve disposal problems, especially in large cities.
Over the last two decades, several studies have been conducted to evaluate the effect of RAS on the performance of HMA [9] [10] [11] [12] [13] [14] . Some research results show that the addition of waste shingles to HMA can improve the Marshall stability and rutting resistance of the mixtures and make the HMA easier to compact during construction [14] . Although the influence of RAS mixed with virgin mixtures on the E* has been studied extensively, there is no proper method to predict the E* of mixtures containing RAS yet. Therefore, the aim of this paper is to construct an ANN model to predict the E* of asphalt mixtures containing RAS.
OVERVIEW OF THE ARTIFICIAL NEURAL NETWORKS Background
A neural network is a computer model whose architecture essentially mimics the knowledge acquisition of the human brain. It consists of a number of interconnected processing elements, commonly referred to as neurons. These neurons are connected with connection link. Each link has a weight that is multiplied by transmitted signal in network. Each neuron has an activation function to determine the output. The neurons are arranged in layers and are combined through excess connectivity [15] . The predictive ability of the trained neural networks can be tested by adding observations not included previously. The basic ANN algorithm is depicted in Fig.1 . 
Back propagation Neural Network
There are many kinds of ANN models, among which the back propagation Neural Network (BPNN) model is one of the simple and most applicable networks being used in modeling the performances of asphalt mixtures, mainly due to it can adjust the weights of each layer based on the errors present at the network output. A typical structure of BPNN model consists of an input layer, one or more hidden layers and an output layer, and each layer consist of numerous neurons. Each neuron is connected to previous and next layers. Each input neuron acts as output neuron for previous layer, a typical four-layer (one input, two hidden, and one output) network was showed in Fig.2 ,The output for this configuration of the network was calculated by the following formula : In these relations, , and are introduced as transfer function for hidden layers, transfer function for output layer and target modulus values, respectively.
Obviously, the output of this layer is used to calculate the next layer input. Before using BPNN, it should be trained and then be tested. To do this, entire data are randomly divided into two parts and via data presented in the first part network is learned. BPNN is an adaptive network which is able to change effective parameters (weight, bias, transfer functions, the number of middle layers, the number of neuron of each layer, etc.) on network during the network training process until the difference between experimental data and the obtained amounts of the model reaches to a trivial amount.
DESCRIPTION OF DATABASE FOR MODEL DEVELOPMENT
In this study, for purpose of constructing the ANN model, a computer program was developed in MATLAB. A total 1701 sets of experimental data used in the ANN model was from a study by Yu （ 2012) [16] , in which the E* of 13 type of mixtures were tested at 4°C, 21°C, and 37°C and nine frequencies (0.1, 0.2, 0.5, 1, 2, 5, 10, 20, and 25Hz) at each temperature for each sample.
The percent passing #200 sieve (ρ200), cumulative percent retained #4 sieve (ρ4), cumulative percent retained 9.5 mm sieve (ρ 38 ), cumulative percent retained 19 mm sieve (ρ 34 ), air void (V a ), effective binder content (V beff ), viscosity of the asphalt binder ( η ), loading frequency ( f ) and the RAS contents ( a p ) were used as input parameters in the development of ANN model. Table 1 presents the description and ranges of values for all input and output parameters used in the ANN model. The data of ANN was divided randomly into two different subsets: the training data subset containing 1361 data points (80%) and the testing data subset consisting of 340 data points (20%). 
PERFORMANCE CRITERIA
The goodness-of-fit statistics employed are the coefficient of determination (R 2 ) with reference to the line of equality, the standard error of predicted values divided by the standard deviation of measured values (Se/Sy) and the absolute average error (AAE). Definitions of these evaluation criteria are provided in Table 2 . 
MODEL DEVELOPMENT
The accuracy of ANN model depends on the network architecture, determination of a network structure involves the selection of input parameters input layer, the number of hidden layer nodes and also a combination of transfer functions between the layers. There is no specific rule to select the number of hidden layers and nodes; a trial and error process is generally used. In Table 3 , various numbers of neuron in the hidden layer and the combination of transfer functions were tested to find the best optimal structure for the ANN model. The value of the minimum sum-squared error goal was varied based on the goodness-of-fit statistics for the testing results. Table 4 shows the variation in the goodness-of -fit statistics with different numbers of hidden nodes. Table 4 , and the comparative analysis of the correlation and error between the predicted and measure values of the two models are presented in Table 5 . The predictions of ANN model show better goodness-of-fit statistics compared to those of Iowa model. 
CONCLUSIONS
This study has proposed using an ANN model to predict dynamic modulus (E*) of asphalt mixture containing recycled asphalt shingles (RAS), in order to examine the applicability and potential of ANN in characterization of construction materials, a total 1701 set of experimental data was collated to train and tested the reliability of the dynamic modulus (E*) model. A comprehensive parametric analysis were conducted to determine optimal selection of the controlling parameters for the ANN based predictive E* models. The developed ANN models were compared with the Iowa model. It was found that ANN models showed significantly better performance compared to the Iowa model for E* prediction. It has been demonstrated that the constructed Artificial neural network has a fairly high accuracy on predicting the dynamic modulus (E*) of asphalt mixture containing recycled asphalt shingles. What's more, the authors believe that a more comprehensive database may increase the E* prediction accuracy.
