Abstract: Wired and Wireless networks are two types of challenging environment for TCP congestion control. Most of the congestion control algorithms have been proposed to improve the performance of TCPs in these two environments. Although these improved algorithm can improve network utilization, and perform excellently over disparate networks that contain both wired and wireless residue a good performance. In this study, the Enhanced Slow-Start algorithm, which can concentrate for avoiding heavy packet loss and improved network utilization for keeping a Congestion Window (CWND) increment/decrement manner, and perform very well while controlling packet loss with the standard TCP Reno algorithm. A series of experimental results to demonstrate the performance of Enhanced Slow-Start compared with other state-of-the-art algorithms. The performance of the proposed algorithm is proved to better when compared to the standard Slow-Start, Agile-SD, Reno, Vegas, Hybrid Congestion control Algorithms. The parameters used for testing are CWND size, packet delivery ratio, RTT value, Packet drop.
Introduction
Internet performance is tightly depending on Transmission Control Protocol (TCP) congestion control function. When the number of packets sent to the network is much more than the network capacity, congestion occurs in the network and thereby packets are dropped. TCP congestion control aims to adjust the sending rate of flows in order to reduce traffic and also congestion. Several variants of TCP are provides to improve the performance of the TCP [1] . TCP variants can be classified as loss-based algorithms such as TCP Reno [2] , TCP NewReno [3] and delay-based algorithm such as TCP Vegas [4] . The Fast TCP [5] , Hybrid start (Hystart) [6, 7] can enhance TCP performance over high loss wireless links but cannot fully adapt to the rapid growth of network utilization over both networks. The Compound TCP [8] , High speed TCP (HSTCP) [9] , Scalable TCP [10] and TCP CUBIC [11] achieve remarkable throughput in wired networks. These advanced protocol to improve the TCP performance in high-speed networks and to manage efficiency friendliness methods are above, as loss based protocol using RTT metrics have been proposed. E.g., Gentle High speed TCP [12] , Compound TCP [13] , TCP-LP [14] , TCP Africa [15] . They can adaptively switch their congestion control phase to the congestion level measurement estimate from RTT. The Congestion Control Algorithm (CCA) is one of the main part of TCP. It significantly affects the overall performance of such networks, because it still suffering from the problem of heavy packet loss, network under utilization, especially if the applied buffer regime is very small. This under utilization of bandwidth is caused by the performance of the networks which results in either a slow growth of congestion window (CWND) or an over injection of data into the network.
In order to solve the problem of heavy packet loss over wired/wireless networks, a modified version of CCA namely Enhanced Slow-Start has been proposed. By increasing the CWND in safety manner and maintaining the sender window size. For each connection, at the sender limits the maximum amount of unacknowledged traffic in transit in networks. The rest of this paper is organized as follows. Related works are described in Section 2. The section 3 discusses the proposed approach based on agility to increase the CWND in safety manner. Section 4 presents the simulation results, and finally Section 5 bring concluding remarks.
Concept of congestion control
Basically, to control congestion, is adjust the window of data transmission at sender side in such a way that is preventing buffer overflow in the recipient, but also in the intermediate routers. To achieve this, TCP uses another variable to control congestion window (CWND). The congestion control represents a number of segments of appreciation that can be injected in the network without causing congestion. The challenge is to take advantage of the available space in the network routers. Routers do not participate in the TCP layer and cannot be used to adjust the TCP ACK frame. To resolve this problem, TCP assumes network congestion as the retransmission timer expires and that it interacts with the network congestion by adjusting the congestion window using two algorithms, a Slow-Start and Congestion Avoidance, as shown in the Fig. 1 .
In the slow start phase when the connection is established, initially set the value of CWND to 1 and then each received ACK value is updated as CWND = CWND ×2 which means doubling the CWND per RTT. The rapid growth of CWND continues until the packet loss was observed, causing the value of Slow Start Threshold (SSThreshold) is updated as SSThreshold = CWND / 2.After losing the packet, the connection starts from slow start again with CWND = CWND ×2 and is increased exponentially until the window is equal to SSThreshold, the estimate of available bandwidth in the network. At this point, it goes to the congestion avoidance phase, where the value of CWND is less aggressive with the pattern CWND = (CWND + (1/CWND)), which implies a linear rather than exponential growth and also continue to increase until it incur the packet loss.
Related works
Congestion detection mechanism is an important module of TCP algorithms. The most widely used congestion detection mechanism is adopted by many popular TCP algorithms such as TCP Reno [2, 16] [20, 21] . TCP Westwood uses queuing delay to measure network bandwidth and thus avoid the impact packet losses to TCP congestion control in wireless networks. TCP Veno adopts queuing delay as an index to adjust AIMD parameters for different random packet loss rates in fast-start-up [22, 23] . The Agility based Agile-SD [24] is used in high speed and short distance networks. The performance of these TCP variants are good for the application scenarios for which they were originally designed. However, an emerging generation of highbandwidth wireless networks and heterogeneous networks that contain segments of both large BDP and wireless links still presents challenges to such algorithms.
TCP reno
The Reno retains the basic principle of Tahoe, such as slow starts and the coarse grained retransmit timer [16] . Reno performed very poorly if connection suffered from multiple packets dropping in one window of data. These because of Reno need to wait for the expiration timer of retransmission before restarting flow of data. Reno is applied diverse algorithm to control the network congestion which consists of four phases; Slow Start, congestion avoidance, fast retransmit and fast recovery. Reno is tried to exploiting the losses in packets to determining the existing bandwidth capacity in the network. It execute Slow Start [2] . The congestion control of Reno does not decrease the transmission flow rate except if it notes a dropping in packet and that will happen only if network suffer from overload situation. Reno try to balance the size of window for different connections. The size of window in Reno is regularly changed in a distinctive situation. The size of window stays to be enlarged till packet loss happens. Whenever Reno receive 3 duplicate ACK's it will take it as a sign that the segment was lost, so the Reno re-transmit the segment without waiting for timeout. Thus it manage to re-transmit the segment with the pipe almost full. Another modification that Reno makes is in that after a packet loss, it does not reduce the Congestion Window (CWND) to 1.
TCP vegas
Vegas is a Transmission Control Protocol (TCP) implementation which is a modification of Reno [4] . It builds on the fact that proactive measure to encounter congestion is much more efficient than reactive ones. It tried to get around the problem of coarse-grained timeout by suggesting an algorithm which checks for timeout at a very efficient schedule. Also it overcomes the problem of requiring enough duplicate acknowledgements to detect a packet loss, and it also suggests a modified slow start algorithm which prevents it from congesting the network. It does not depend solely on packet loss as a sign of congestion. It detects congestion before the packet loss occur. However it still retains the other mechanism of Reno and Tahoe, and a packet loss can still be detected by the coarse-grained timeout of the other mechanisms fail. Vegas exploits the simple idea that the number of bytes in transit is directly proportional to the expected throughput. In Vegas the modified Slow Start mechanism which allows an exponential growth of Congestion Window (CWND) at every other Round Trip Time (RTT) and in between compares its current transmission rate with the expected rate see to the path has still some point to increase. Vegas maintains an estimate RTT minimum of the minimum measured RTT, corresponding to the RTT encountered when the bottleneck queue is empty. It allows an exponential growth of CWND at every other RTT and also, compares its current transmission rate with the expected rate to see whether the path has still some point to increase. The modified slow start of Vegas is known to incur a premature termination of slow start because of an abrupt increase of RTT caused by temporal queue buildups in the router during bursty TCP transmission. TCP Vegas records the smallest measured round trip time as Base RTT and computes the available bandwidth as: The difference between the Expected Bandwidth and Actual Bandwidth is used to adjust the Window Size. The difference is calculated as:
Diff = Expected Bandwidth -Actual Bandwidth
If the actual throughput is smaller than the expected throughput, TCP Vegas takes this as indication of network congestion, and if the actual throughput is very close to the expected throughput, it is suggested that the available bandwidth is not fully utilized, so TCP Vegas increases the window size. This mechanism used in TCP Vegas to estimate the available bandwidth does not purposely cause any packet loss. Hence the oscillatory behavior is removed and a better throughput is achieved. Retransmission mechanism used by TCP Vegas is more efficient as compared to TCP Reno as it retransmits the corresponding packet as soon as it receives a single duplicate ACK and does not wait for three ACKs. TCP Vegas as compared to TCP Reno is more accurate and is less aggressive, thus it does not reduce its CWND unnecessarily. It has problems when packets do not follow the same route and when large delays are present. When routes change for a certain TCP Vegas flow, the Base RTT recorded from the previous route is not become unstable when there is large network delay for a flow; later established connections cannot get a fair share of the bandwidth, and when they coexist with TCP Reno connections, TCP Reno connections use most of the bandwidth. 
Hystart (Hybrid start)
In general, the standard TCP doubles its congestion window (CWND) in every Round Trip Time (RTT) during Slow-start. However exponential growth of CWND results in burst packet loss. Hystart [25] reduces burst packet losses during Slow-Start and hence achieves better throughput and lower system load. This algorithm does not change Hybrid start [6] (Hystart) that finds a "safe" exit point of Slow-Start at which Slow-Start can finish and safely move to congestion avoidance without causing any heavy packet losses. This algorithm does not change the doubling of CWND during Slow-Start [7] but based on round trip delays it heuristically finds safe exit point at which it can finish Slow-Start and move to congestion avoidance, before CWND overshooting. When packet loss occurs during Slow-start, Hystart behaves the same way as the Slow-start.
Agile-SD
Agile-SD [13] mechanism which is geared to work on high-speed and short-distance networks to enhance the overall performance and bandwidth utilization while preserving the fairness. Agile-SD initializes its CWND by 2 packets in order to focus on the impact of Congestion avoidance on bandwidth utilization.
Proposed algorithm

Agility based safety growth enhanced slowstart algorithm
In this section we describe the enhanced SlowStart algorithm that avoid and control the congestion, reduce the heavy packet losses during Slow-Start. This algorithm is a combination of Hybrid [25] and Agile-SD [24] . Main objective of this algorithm is to avoid the congestion before receiving three duplicate Acknowledgement (ACK). The algorithm need to change the doubling of CWND during the Slow-Start after finding the safe exit point, and also finding the agility factor mechanism to solve the problem of bandwidth under utilization over high speed networks. The latest studies have deployed that all of the current TCP variants have different to handle bandwidth utilization and queuing buffer. But every algorithm check their position and start the process in ACK basis. Hence the congestion incur very first then after they need to reduce the data flow. So it is very essential that to avoid the congestion and also control the congestion. Thus it becomes very essential to design a new Congestion Avoidance Algorithm to avoid the starting level congestion and also queuing delay, then simultaneously increase a bandwidth utilization.
In this paper we have to compare our proposed work to a latest techniques are Agile-SD [24] , Hybrid [25] , and also compared to basic algorithms are Reno [2] , Vegas [4] , finally the proposed technique has performed very well to compare those algorithms.
Algorithm overall behavior
The intention of the Slow-Start is to find an appropriate sending rate and to follow the selfclocking mechanism. However the Slow-Start is not perfect in all situations. First, it takes a long time until a sender can fully utilize the available bandwidth on the path. Second the exponential increase may also be too strong and reason multiple packet drops if large CWND is reached. Finally the Slow-Start not ensures that new flows converge quickly to a reasonable share of resources.
The network limit C is computed using the following equation:
where B is a unused buffer space and S is the available buffer space. The congestion window size checked initially, if the value of CWND is greater than the C, next it wait for the three duplicate ACK. Suppose the CWND is less than the C, it check whether the CWND < Slow-start Threshold (ssthreash) value for control the exponential increment of the CWND.When the result is true it will increment the congestion window by exponentially as CWND = CWND ×2, otherwise congestion window is modified as CWND = CWND+CWND / 2 and CWND = CWND + CWND / 4 manner. If the sender receives the three duplicate ACK this algorithm work in Agile-SD [13] basis. The main contribution of Agile-SD is the unique CWND growth function which relies on the agility factor mechanism which symbolized by λ, as shown in the following equation:
gaptotal=max((cwnd_loss-cwnd_degraded),1) (3)
Moreover, Fig. 2 shows the control flow diagram of Enhanced slow start algorithm. The Algorithm -1 explains the proposed strategy to enhance the overall performance and control the packet loss and improve the network utilization. 
Algorithm-1: Enhanced Slow-Start Algorithm
Improved round trip time (RTT) independent
The RTT independent epoch time method enhances the performance of Agile-SD [24] algorithm. In RTT dependent every transaction depending to RTT and followed time out for every segment. So need to wait the time out for new transmission so the delay increased and also network utilization decreased. In that situation, to overcome the problem of unnecessary delay, the RTT independent epoch time methodology is utilized. This methodology used to reduce the delay, and also increase the network utilization. Agile-SD [24] increases its CWND independently from the Round Trip Time (RTT). The epoch time needed by the standard TCP, which is "RTT-dependent" [9] , is the number of needed cycles time RTT, so it will equal to 80ms. For more understanding, assume that there is a TCP link with cwnd_loss = 12; cwnd_degraded = 9 and a constant RTT equal to 20ms, and the congestion avoidance stage is just started after the loss directly. Thus, the number of cycles needed by any CCA to reach cwnd_loss is 4 cycles is equal to (cwnd_loss-cwnd_degraded+1) which consequently, the epoch time needed by the standard TCP, which is "RTT-dependent", is the number of needed cycles times RTT, so it will be equal to 80ms. Instead, Agile-SD increases its CWND independently from the RTT. Thus, every cycle consumes a time of RTT = λ to send a number of CWND = λ packets during that cycle, then it increases its CWND by 1.
Epoch Time is the number of needed cycles. Suppose λmin and λmax are set to1and 4, respectively. So, λi will take the value of (4, 3, 2, 1) sequentially, which will result in an epoch time equal to 41.66ms. Thus, the epoch time of Agile-SD [24] will be shrunk by around 48% from the epoch time of the standard TCP on the same network link. The epoch time of this algorithm will be shrunk by around 50% from the epoch time of the Agile-SD on the same network link calculated by interval difference of RTT. (5) This behavior helps this algorithm to increase its CWND more quickly and consequently improves the bandwidth utilization.
Here also we have to compare our proposed work to a latest techniques are Agile-SD [24] , Hybrid [25] , and also compared to basic algorithms are Reno [2] , Vegas [4] , finally the proposed technique has performed very well to compare those algorithms.
Performance evaluation of enhanced slow start
The experiments setup
The proposed work is tested using the standard well known simulator called NS2. The result is obtained with three main scenarios such as singleflow, packet send, packet drop, CWND stability. The parameters used for simulation is given in Table  1 .
Results and discussion
This subsection presents an analytical discussion of the behavior exhibited by the proposed algorithm and compared to various congestion control algorithms. As well as, it presents the results of the performance evaluation and shows the measurements of the CWND, loss ratio, send ratio. the buffer size change. Due to the mechanism of agility this method expectedly the average CWND growth to compare other congestion control techniques as followed.
The CWND evolution
Packet send ratio
In the next scenario, as shown in Fig.4 , Enhanced Slow-Start (ESS) has overcome the various Congestion Control Algorithm (CCA) in terms of sending rate due to its safety growth of CWND resulted by the combination of safe exit point and agility factor. In the next scenario, as shown in Fig. 5 , Enhanced Slow-Start (ESS) has performed in different TCP variants better than the other CCAs in terms of sending rate due to its safety growth of CWND.
Packet drop ratio
In the next scenario, as shown in Fig. 6 , Enhanced Slow-Start (ESS) has control the packet drop to compare other Congestion control algorithms (CCA) in terms of safety growth of congestion window.
RTT independent
In the next scenario, as shown in Fig. 7 , RTT level of different Congestion control algorithms. Here the result in an epoch time equal to 20ms. Thus, the epoch time of this method will be shrunk by around 80%, 50% from the epoch time of Agile-SD [24] , Hybrid [25] , Reno [2] , Vegas [4] , finally the proposed technique has performed very well to compare those algorithms. This behavior helps this method to increase its CWND more quickly than the another compared other CCA and consequently improves the bandwidth utilization.
As we can see from the graph the sending rate reach the maximum in RTT independence to compare RTT dependence and also decrease the waiting time for change a CWND this technique has smoothly increase bandwidth utilization and also ESS is better than other CCAs. The normal approach has increase the CWND in Congestion avoidance and standard Slow-Start manner, but the Enhanced Slow-Start approach increased the Congestion window in safety manner, hence Packet Send ratio is automatically increased in Enhanced Slow-Start method. From the results obtained, it is observed that the performance of network.
Conclusion
In this paper, the performance of the network is enhanced in terms of packet delivery ratio, delay, packet drop. The main contribution of this Congestion Control Algorithms (CCAs) is to implement the mechanism of agility factor. The need of the proposed CCA has the inability of the existing standard TCP CCAs in achieving a full bandwidth utilization over high-speed networks, especially when a small buffer regime is applied. Our enhanced Slow-Start protocol, detecting safe exit points of Slow-Start that does not lead to heavy packet losses or low network utilization, preventively avoiding heavy system overload or low performance during the start-up of TCP. It uses the concept of packet trains and RTT delay increase to find the safe exit points. Main objective of this algorithm is to avoid the congestion before receiving 3 Ack. The algorithm need to change the doubling of CWND during the Slow-Start after finding the safe exit point, and also finding the agility factor mechanism to solve the problem of bandwidth under utilization over high speed networks. Finally, this method helps this algorithm to increase its CWND in safety manner and consequently improves the bandwidth utilization and control the packet loss smoothly. The result shown prove that the proposed algorithm, ESS performs well when compared to Agile-SD [24] , Vegas [4] , Reno [2] , and Hybrid [25] . In the future, the proposed work is integrated with Retransmission Time Out (RTO) based congestion avoidance, for improving the performance of TCP.
