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Abstract
Let X be a real-valued Levy process and At the time spent on (0;1) before time t. Suppose
that 0 is not polar. We determine the distribution of (T; AT ) where T is the rst return time to 0
in the irregular case, and the inverse local time at 0 in the regular case. This generalizes a recent
result of Fitzsimmons and Getoor (1995). c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider a real-valued Levy process X which is not a compound Poisson process,
let it start from 0 and denote by At the time spent in (0;1) before time t:
At =
Z t
0
1fXs > 0g ds:
Motivated by a recent work of Fitzsimmons and Getoor, we are concerned with the
distribution of A at certain random times T where XT = 0. To this end we assume
henceforth that 0 is not polar, viz.
P(Xt = 0 for some t > 0)> 0:
In this situation one has to distinguish according to whether 0 is regular or not, i.e.,
whether the probability that X immediately returns to 0 is one or zero.
Suppose, rst, that 0 is regular. Denote by Lt the (continuous) local time at 0 and
by t = inffs; Ls > tg its right-continuous inverse. It is well known (see, for instance,
Bretagnolle, 1971) that for every q> 0 there exists a continuous resolvent density uq
such thatZ 1
0
e−qtEf(Xt) dt =
Z 1
−1
f(y)uq(y) dy; (1)
for every bounded measurable function f.
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The strong Markov property entails that (t ; At ) is a bivariate subordinator. We
determine its Laplace transform:
Theorem 1. Assume that 0 is regular. Then for all positive real numbers t; q and 
we have
E(exp(−qt − At )) = exp(−t(q; )) (2)
with
(q; )−1 = −1
Z q+
q
ur(0) dr:
Theorem 1 appears as the main result of Fitzsimmons and Getoor (1995) under
the additional assumption that the semi-group of X is absolutely continuous. More
precisely, this assumption is used to dene bridges and enables the authors to derive
Theorem 1 from the so-called uniform law for Levy bridges. Our proof is direct and
elementary; it is based on a combinatorial argument that lies at the heart of classical
uctuation theory.
The advantage of this method is that it also applies when 0 is irregular but non-
polar. Recall that this is equivalent to X having bounded variation and non-zero drift
coecient d (see Bretagnolle, 1971). In this framework, (1) holds except that the
resolvent density uq cannot be chosen continuous. Nonetheless, it admits a unique q-
coexcessive version uq that is continuous on R− f0g and has a right and a left limit
at 0. We put
uq(0) = sup
x2R
uq(x):
Alternatively we can express this quantity as
uq(0) = lim sup
x!0
uq(x)
=
8<
:
lim
x!0−
uq(x) if d< 0
lim
x!0+
uq(x) if d> 0:
We stress that uq(0)<uq(0).
Theorem 2. Suppose that 0 is irregular and put T1 = infft > 0; Xt = 0g. Then for
all q; > 0 we have
E(exp(−qT1 − AT1 )) = K(q; ); (3)
with
(1− K(q; ))−1 = jdj

Z q+
q
ur(0) dr:
We have already mentioned that Fitzsimmons and Getoor deduced Theorem 1 from
a uniform law for Levy bridges (Theorem 3.1 in Fitzsimmons and Getoor, 1995; see
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also Knight, 1996). In turn, a direct consequence of Theorems 1 and 2 is the following
result:
Corollary 1. Suppose that 0 is not polar, let t > 0 be a xed time, and put gt =
supfs< t; Xs = 0g. Then
(gt; Agt )
(d)
=(gt; Ugt);
where U is uniformly distributed on [0; 1] and independent of gt .
It is well known that when the semigroup of X is absolutely continuous, the condi-
tional law of (Xu)06u6gt given (gt = s) agrees with the law P(:jXs = 0) of the bridge
from 0 to 0 on the time interval [0; s] (which is dened as a space{time harmonic
transform). In this case Corollary 1 is merely a restatement of the uniform law for
Levy bridges.
The remainder of this note is devoted to the proofs of the results.
2. Proof of the results
2.1. Proof of the theorems
We shall handle simultaneously the case when 0 is regular and the case when X has
bounded variation and a positive drift coecient d. In the rst case it is convenient
to agree that uq(0) = uq(0). The case when X has bounded variation and d< 0 only
requires obvious modications and will therefore be omitted.
Dene the local time at 0 as follows:
Lt = lim
!0+
1

Z t
0
1f0<Xs < g ds:
Then Lt is the continuous local time in the regular case, whereas Lt = d−1Cardfs 2
[0; t); Xs = 0g when X has bounded variation (to see the latter point, use the Markov
property at the passage times at 0 and recall that Xt=t converges to d almost surely as
t ! 0).
The proof of Theorems 1 and 2 amounts to computing the quantity
B(q; ) = E
Z 1
0−
exp(−qt − At) dLt

:
More precisely it follows immediately from (2) that B(q; ) = 1=(q; ) in the reg-
ular case whereas in the irregular case an application of the Markov property at the
successive passage times at 0, combined with (3), gives B(q; ) = 1=d(1− K(q; )).
We use the method of moments for our calculation. Write
B(q; ) = E
 Z 1
0−
1X
n=0
e−qt
(−At)n
n!
dLt
!
: (4)
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Note that j(−At)nj6(t)n and that for 06<q:
E
 Z 1
0−
1X
n=0
e−qt
(t)n
n!
dLt
!
= E
Z 1
0−
e−(q−)t dLt

= B(q− ; 0)<1:
Thus we can apply Fubini’s theorem to (4) for 06<q, and we get
B(q; ) =
1X
n=0
(−)nan=n! (5)
with
an = E
Z 1
0−
e−qtAnt dLt

:
A standard computation (see, for instance, formula (3.4) in Fitzsimmons and Getoor,
1992) yields
a0 = uq(0)
and for n>1
an = n!
Z 1
0
  
Z 1
0
dy1 : : : dynuq(y1) : : : uq(yn − yn−1)uq(−yn): (6)
In order to simplify this expression, we use a probabilistic interpretation of an. Let
us rst outline an informal argument. The identity (6) reminds us of a random walk
whose increments have density quq, started from 0, returning to 0 after n + 1 steps
(i.e. an (n + 1)-step bridge) and conditioned to be positive. We construct such a
conditioned walk by considering an (n + 1)-step bridge and exchanging the pre- and
post-minimum parts. This kind of path transformation is a classical tool in uctua-
tion theory (for a recent account see, for example, Chaumont (1997)), and was used
in a similar way by Getoor and Sharpe (1994). The rigorous argument lies in the
following.
Lemma 1. Let n>1 be an integer and 1; : : : ; n+1 be independent exponential
times with parameter q> 0, independent of X . Then the distribution function Fn of
X1++n+1 is absolutely continuous with respect to the Lebesgue measure; it admits
a continuous derivative fn such that fn(0) = (n+ 1)qn+1an=n!.
Proof. As the law of X1 is absolutely continuous with density qu
q we get by convo-
lution
fn(x) = qn+1
Z 1
−1
  
Z 1
−1
dx1 : : : dxn uq(x1) : : : uq(xn)uq
 
x −
nX
i=1
xi
!
;
and the boundedness of uq entails the continuity of fn.
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Now consider the (n + 1)-step deterministic walk with successive increments xi
(i = 1; : : : ; n) and last increment xn+1:=x −
Pn
i=1 xi. Let m be the step at which this
walk reaches its overall inmum for the rst time. We can decompose
fn(0) = qn+1
nX
i=0
Ci
with
Ci =
Z 1
−1
  
Z 1
−1
dx1 : : : dxn uq(x1)uq(x2) : : : uq(xn)uq
 
−
nX
i=1
xi
!
1fm=ig:
On fm = ig we use the change of variables yk = xj+1 +   + xj+k where xl = xl−n−1
for l>n+ 2. We get
Ci =
Z 1
0
  
Z 1
0
dy1 : : : dyn uq(y1)uq(y2 − y1) : : : uq(yn − yn−1)uq(−yn)
= an=n! :
Summing these equalities for the i = 0; : : : ; n proves the lemma.
Remark. The proof of Lemma 1 is closely related to the combinatorial argument used
by Feller (1971, Section XII.8) to establish the Sparre Andersen identity. In particular,
the fact that all the Ci are equal can be seen as a uniform law for the minimum of
the bridge of a random walk, cf. Theorem XII.8.3. in Feller (1971).
We shall dene F0 as well as the distribution function of X1 . Then F0 admits a
right-continuous derivative f0(x) = quq(x) for x 6= 0 and f0(0) = quq(0). In other
words, the formula for fn(0) in Lemma 1 is also valid for n = 0.
We deduce from the lemma and formula (5) that
@
@
(B(q; )) =
1X
n=0
(n+ 1)(−)nan=n!
=
1X
n=0
(−=q)nfn(0)=q:
It is therefore natural to consider the absolutely continuous function
F =
1X
n=0
(−=q)nFn=q;
which has derivative
f =
1X
n=0
(−=q)nfn=q;
and f is right-continuous. It is easy to identify F : indeed for every integer n, the
random time 1+  +n+1 has distribution Gamma (n+1; q) with density qe−qt(qt)n=n!.
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Thus for every x 2 R we have
F(x) =
1X
n=0
(−=q)nP(X1++n+16x)=q
=
1X
n=0
Z 1
0
(−=q)ne−qt(qt)n=n!P(Xt6x) dt:
=
Z 1
0
e−(q+)tP(Xt6x) dt:
So it appears that F has derivative uq+. As f is right-continuous and uq+ admits a
right-continuous version with value uq+(0) at 0 we get
@
@
(B(q; )) = uq+(0):
From (5) we get B(q; 0) = uq(0), so that we have the following formula:
B(q; ) = −1
Z q+
q
ur(0) dr; (7)
valid for any real q> 0 and any <q.
Now x q> 0, then (q; ) and K(q; ) are analytic with respect to , according to
(2) and (3), and so is B(q; ). On the other hand, 1=ur(0) is also given by a Laplace
transform:
E(exp(−rt)) = exp(−t=ur(0)):
in the regular case and
E(exp(−rT1)) = 1− (dur(0))−1
in the irregular case. As it never vanishes we deduce that uq+(0) is analytic with
respect to  as well. Therefore formula (7) holds for every q> 0 and every > 0 and
Theorems 1 and 2 are proved.
Remark. In the case when X has no positive jumps the results can be deduced from
an explicit description of the excursions away from 0. For instance let us examine the
case when 0 is irregular (which forces the drift coecient d to be positive).
Recall (cf. Bertoin, 1996, Chapter VII) that when X has no positive jumps we can
dene the Laplace transform
E(eXt ) = et (); >0:
The function  is convex and we denote by  its pseudoinverse: (x) = supfy;  (y)
= xg.
Let S1 be the rst hitting time of (−1; 0) : S1 = inffs> 0; Xs < 0g. Then X > 0
on (0; S1) and X < 0 on (S1; T1), so that AT1 = S1. The joint distribution of (S1; XS1 )
has been determined by Prabhu (1970), (Theorem 1): for ; > 0 we have
E(exp(−S1 + XS1 )) = 1−
−  ()
d(()− ) :
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On the other hand, the Laplace transform of return times is well known (see Bertoin,
1996, Chapter VII): if X starts from x< 0 and T denotes the rst hitting time of
0; T = infft > 0; Xt = 0g, then
Ex(e−T ) = exp(x()):
Applying the two preceding formulas and using the strong Markov property at time S1
yields
E(exp(−S1 − (T1 − S1))) = 1− − d(()− ()) :
We deduce
K(q; ) = E(exp(−qT1 − AT1 ))
= E(exp(−(q+ )AT1 − q(T1 − AT1 )))
= E(exp(−(q+ )S1 − q(T1 − S1)))
= 1− 
d((q+ )− (q)) :
On the other hand, the following identity holds for every x> 0 (see, Bertoin, 1996,
Chapter VII, Exercise 2):
ur(x) = 0(r)exp(−x(r)):
Consequently ur(0) = 0(r), so that
(q+ )− (q) =
Z q+
q
ur(0) dr;
and we recover Theorem 2.
2.2. Proof of the corollary
We shall restrict ourselves to the regular case; the proof is essentially the same in
the irregular case.
Let e be an exponential time with parameter r, independent of X . Then
E(exp(−qge − Age))
= E
Z 1
0
re−rtexp(−qgt − Agt ) dt

= E
 X
s>0
r
Z s
s−
e−rvexp(−qs− − As−) dv
!
= E
 X
s>0
exp(−(q+ r)s− − As−)(1− exp(−r(s − s−)))
!
:
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By using the Poisson representation of excursions away from 0 for X and the com-
pensation formula (see, for instance, Bertoin, 1996, Section 0.5) we get
E(exp(−qge − Age)) = E
Z 1
0
exp(−(q+ r)t − At ) dt

N (1− e−rV );
where N denotes the excursion measure and V the length of an excursion. In particular,
sending q and  to 0 yields
N (1− e−rV ) = ur(0):
Using (7) we deduce
E(exp(−qge − Age)) = (ur(0))−1
Z q+r+
q+r
us(0) ds:
If  = 0 the formula yields
E(exp(−qge)) = uq+r(0)=ur(0):
Now let U be a random variable with uniform distribution on [0; 1], independent of X
and e. Then
E(exp(−(q+ U )ge)) = (ur(0))−1
Z q+r+
q+r
us(0) ds
= E(exp(−qge − Age));
and we deduce that the distribution of Age =ge is uniform on [0; 1]. This does not depend
on the parameter r of e, hence the uniform law holds for almost every t > 0.
Now x an arbitrary s> 0. The denition of gt entails that it is left-continuous.
Thus Ags =gs = limt!s−Agt =gt and
E(exp(−Ags =gs)) = limt!s−E(exp(−Agt =gt)) = (1− e
−)=;
since the uniform law holds for almost all t. We conclude that the uniform law also
holds for s and the corollary is proved.
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