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BRESSOUD STYLE IDENTITIES FOR REGULAR PARTITIONS
AND OVERPARTITIONS
KAG˘AN KURS¸UNGO¨Z
Abstract. We construct a family of partition identities which contain the following identi-
ties: Rogers-Ramanujan-Gordon identities, Bressoud’s even moduli generalization of them,
and their counterparts for overpartitions due to Lovejoy et al. and Chen et al. We obtain
unusual companion identities to known theorems as well as to the new ones in the process.
The proof is, against tradition, constructive and open to automation.
1. Introduction
Euler defined the integer partitions, noticed their intimate connection with q−series, and
gave the first known identities in the field [11, Ch. 16]. Afterwards, arguably the longest
stride was made by Rogers, Ramanujan, and Schur by independently discovering the Rogers-
Ramanujan identities [18, 14, 20]. The first of the said identities is given below.
Theorem 1 (the first Rogers-Ramanujan identity). Given a non-negative integer n, the
number of partitions of n into distinct non-consecutive parts equals the number of partitions
of n into parts that are ≡ ±1 (mod 5).
Then, one of the significant generalizations was given by Gordon [13].
Theorem 2 (Rogers-Ramanujan-Gordon identities). Let k and a be integers such that k ≥ 2
and 1 ≤ a ≤ k. Given a non-negative integer n, the number of partitions of n in which the
combined number of occurrences of any two consecutive parts is at most k − 1 and 1 can
appear at most a− 1 times equals the number of partitions of n into parts that are 6≡ 0,±a
(mod 2k + 1).
The Rogers-Ramanujan-Gordon identities spawned fruitful research in the area. One of the
follow-up questions was whether or not there was an even moduli analogue. This question
was first addressed and partially solved by Andrews [2], and finally settled by Bressoud [5].
The extension case of his theorem was as follows, where fi denotes the number of occurrences
of i in a given partition.
Theorem 3. Given integers k, a such that k ≥ 2 and 1 ≤ a < k, let Ck,a(n) denote the
number of partitions of n such that f1 < a, fi + fi+1 < k for all i, and if fi + fi+1 = k − 1,
then ifi+(i+1)fi+1 ≡ a−1 (mod 2); and Dk,a(n) denote the number of partitions of n into
parts 6≡ 0,±a (mod 2k). Then Ck,a(n) = Dk,a(n).
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Recently, Corteel and Lovejoy defined overpartitions [9]. An overpartition is a regular par-
tition in which the first occurrence of each part may be overlined. Then, a wave of results
was the overpartition analogues of (regular) partition identities.
Lovejoy found two cases in Rogers-Ramanujan-Gordon identities for overpartitions [17], and
then the theorem for all cases was given by Chen, Sang and Shi [7]. Then, Corteel, Lovejoy
and Mallet extended Bressoud’s theorem to overpartitions in one case [10], and Chen, Sang
and Shi showed the identities in all cases [8].
In this paper, we prove a theorem (Theorem 14) which contains all of the above theorems
inside an infinite family of identities. In particular, we derive a (mod d) analogue of Bres-
soud’s (mod 2) condition. We show that the (regular) partition theorems naturally sit inside
the overpartition theorems. That is, the identities are not just stated in a single theorem,
but they are proved simultaneously.
In all of the cited works, the approach is to work with multiplicity conditions on partitions on
the one hand, and to work with variants of known series on the other hand, and eventually
arguing that the functional equations and the initial conditions match. Two separate lines
of computations are reconciled at the end. Here in contrast, we construct series from scratch
using those functional equations that are implied by the recurrences that come from the
definition of classes of partitions. In other words, the construction is linear. This is a
modification of the method given in [15].
The construction gives unusual companion identities as well. Unusual in the sense that while
the known results assert equality between two partition counters, the companion identities
give equalities between combinations of partition counters.
In Section 2, we collect all definitions for the sake of completeness, give a few examples and
some straightforward facts involving infinite series and products. In Section 3, the main
results are stated and proven. Finally, in Section 4, the construction is explained in detail
with its extent and shortcomings. We conclude with some directions for future research and
open questions.
2. Preliminaries
Definition 4. A partition of a non-negative integer n is a non-increasing sum of positive
integers
n = λ1 + λ2 + · · ·+ λm
where λ1 ≥ λ2 ≥ · · · ≥ λm > 0. The number of parts m is also known as the length of the
partition.
Alternatively, one can write
n = 1f1 + 2f2 + 3f3 + · · ·
for the same partition, where fi denotes the number of occurrences, or the frequency, of i
among λ1, λ2, . . . , λm.
Obviously, only finitely many of the fi can be nonzero. For example the non-increasing sum
(1) 5 + 5 + 3 + 3 + 2 + 1 + 1 + 1
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is a partition of 21, where
f1 = 3, f2 = 1, f3 = 2, f4 = 0, f5 = 2, and fi = 0 for i ≥ 6.
Definition 5. An overpartition of a non-negative integer n is a partition of n in which the
first occurrence of each part may be overlined. One can write
n = 1f1 + 1f1 + 2f2 + 2f2 + 3f3 + 3f3 + · · ·
where fi denotes the number of occurrences, or the frequency, of i (non-overlined), and fi
denotes that of i (overlined).
Again, only finitely many of fi or fis can be non-zero. In addition, fi’s may be 0 or 1 only.
For example,
(2) 8 + 8 + 7 + 7 + 5 + 5 + 4 + 3 + 3 + 2 + 1 + 1
is an overpartition of 54 where
f1 = 1, f1 = 1, f2 = 0, f2 = 1, f3 = 2, f3 = 0, f4 = 0, f4 = 1, f5 = 2, f5 = 0,
f6 = 0, f6 = 0, f7 = 2, f7 = 0, f8 = 2, f8 = 0, and fi = fi = 0 for i ≥ 9.
Definition 6. Given an overpartition and an arbitrary positive integer i that need not occur
in the overpartition,
ρ(i) =
i∑
j=1
(−1)jfj.
In other words, ρ(i) is the signed sum of number of occurrences of overlined parts that are
less than or equal to i.
For instance, the overpartition (2) has
ρ(1) = −1, ρ(2) = 0, ρ(3) = 0, and ρ(i) = 1, for i ≥ 4.
The unsigned sum V (i) =
∑i
j=1 fj was defined in [10] and used in [8, 10]. Again, as an
example, the overpartition (2) has
V (1) = 1, V (2) = 2, V (3) = 2, and V (i) = 3, for i ≥ 4.
For ease of reference, we collected the partition counters used in this paper in the following
definition.
Definition 7. Let n, m, k, a, d, s be non-negative integers such that
k ≥ 2, 1 ≤ a ≤ k, 1 ≤ d ≤ k, 0 ≤ s ≤ d− 1.
dAk,a(n) = the number of partitions of n using parts 6≡ 0,±a (mod 2k+2−d), unless
2a = 2k + 2− d.
dAk,a(n) = number of overpartitions of n where non-overlined parts 6≡ 0,±a
(mod 2k + 1− d), if 2a 6= 2k + 1− d,
number of overpartitions of n where all parts 6≡ 0 (mod k + (1 − d)/2),
if 2a = 2k + 1− d.
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dB
s
k,a(n) = number of partitions of n such that fi + fi+1 < k, f1 < a,
and for δ = 1, 2, . . . , d− 1, if fi + fi+1 = k − δ,
then a + s− 1− fodd ≡ 0, 1, . . . , δ − 1 (mod d),
where fodd = fi if i is odd, and fodd = fi+1 if i is even.
dB
s
k,a(n) = number of overpartitions of n such that fi + fi + fi+1 < k, f1 < a,
and for δ = 1, 2, . . . , d− 1, if fi + fi + fi+1 = k − δ,
then a + s− 1− fodd − ρ(i) ≡ 0, 1, . . . , δ − 1 (mod d),
where fodd = fi + fi if i is odd, and fodd = fi+1 if i is even.
db
s
k,a(m,n) = number of partitions of n counted by dB
s
k,a(n) which have exactly m parts.
db
s
k,a(m,n) = number of overpartitions of n counted by dB
s
k,a(n) which have exactly m
parts.
It is straightforward to check that the partition (1) is counted by 4b
1
5,3(8, 21), and the over-
partition (2) is counted by 4b
1
5,3(12, 54).
We follow the q-series notation in [12]. Below, n is a non-negative integer, z, z1, z2, . . . zr
are arbitrary indeterminates, and q is a complex number such that |q| < 1. The condition
on q ensures the absolute convergence of all products and series in this note.
(z; q)n = (1− z)(1 − zq) · · · (1− zq
n−1),
(z; q)∞ = lim
n→∞
(z; q)n,
(z1, z2, . . . , zr; q)∞ = (z1; q)∞(z2; q)∞ · · · (zr; q)∞.
Proposition 8. Let the parameters and enumerants be as in Definition 7. Then,
∑
n≥0
dAk,a(n)q
n =
(qa, q(2k+2−d)−a, q(2k+2−d); q(2k+2−d))∞
(q; q)∞
,
∑
n≥0
dAk,a(n)q
n =
(−q; q)∞(q
a, q(2k+1−d)−a, q(2k+1−d); q(2k+1−d))∞
(q; q)∞
.
Proof. The only case entitled to justification is 2a = 2k + 1 − d in the second identity, the
others being evident. In that case, let κ = a = k + (1− d)/2 so that the infinite product on
the right hand side becomes
(−q; q)∞(q
κ, qκ, q2κ; q2κ)∞
(q; q)∞
=
(−q; q)∞(q
κ; qκ)∞(q
κ; q2κ)∞
(q; q)∞
=
(−q; q)∞(q
κ; qκ)∞
(−qκ; qκ)∞(q; q)∞
=
∑
n≥0
dAk,k+(1−d)/2(n) q
n.
We used Euler’s identity in the penultimate equation [4, equation (1.2.5)]. 
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3. Main Results
Lemma 9. Let the parameters and enumerants be as in Definiton 7. Then,
db
s
k,a(m,n) =db
s+1
k,a−1(m,n) + db
0
k,k−a+1−s(m− a+ 1, n−m),(3)
db
s
k,a(m,n) =db
s+1
k,a−1(m,n) + db
0
k,k−a+1−s(m− a+ 1, n−m)(4)
+ db
0
k,k−a−s(m− a, n−m),
db
s
k,a(0, n) =db
s
k,a(0, n) =
{
1, if n = 0
0, if n > 0
,(5)
db
s
k,0(m,n) =db
s
k,0(m,n) = 0.(6)
In the right-hand-sides of equations (3) and (4), the superscript s is understood as a residue
class modulo d, so when s = d− 1, s+ 1 = 0.
Proof. Equation (5) says that the only partition or overpartition with no parts is the empty
partition or empty overpartition of zero. Equation (6) is true because there are no partitions
or overpartitions where the number of occurrences of (non-overlined) 1 is strictly less than
zero. A part cannot occur a negative number of times.
We will prove equation (4), and then argue that it implies equation (3).
Let
dB
s
k,a(m,n) = the collection of overpartitions enumerated by db
s
k,a(m,n),
U =overpartitions in dB
s
k,a(m,n) for which f1 < a− 1,
V =overpartitions in dB
s
k,a(m,n) for which f1 = a− 1 and f1 = 0,
W =overpartitions in dB
s
k,a(m,n) for which f1 = a− 1 and f1 = 1.
First, dB
s
k,a(m,n) is the disjoint union of U , V, and W, because the conditions f1 < a and
f1 = 0 or 1 that are satisfied by all overpartitions in dB
s
k,a(m,n) can be divided into the
mutually exclusive and complementary cases stipulated by U , V, and W.
Next, an overpartition η ∈ dB
s
k,a(m,n) has f1 < a−1 if and only if η ∈ dB
s+1
k,a−1(m,n). In the
condition involving fi+ fi+ fi+1 = k− δ, observe that the quantity a+ s ≡ (a− 1)+ (s+1)
(mod d) remains invariant. So, U is in one-to-one correspondence with dB
s+1
k,a−1(m,n).
When an η ∈ dB
s
k,a(m,n) has f1 = a−1, and f1 = 0, we can produce η˜ by deleting the 1’s in
η, and subtracting 1 from all other parts. Then η˜ is an overpartition of n−m with m−a+1
parts, since deleting 1’s also correspond to subtracting 1 from them.
In η˜, call the frequencies of i and i f˜i and f˜i, respectively, so f˜i = fi+1 and f˜i = fi+1. η˜ also
satisfies f˜i+ f˜i+ f˜i+1 < k. Given that if f1+f1+f2 = k− δ then a+ s−1−f1−f1−ρ(1) ≡
0, 1, . . . , δ − 1 (mod d); since f1 = a− 1, f1 = 0, ρ(1) = 0 in η, s ≡ 0, 1, . . . , δ − 1 (mod d).
Because s is fixed, δ can take values s+1, s+2, . . . , d−1. In other words, f1+f2 = a−1+f2
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is allowed to take the values k − s− 1, k − s− 2, . . . , k − d− 1; so f2 = f˜1 < k − a+ 1− s.
This is why the latter lower index of the second summand on the right hand side of equation
(4) is k − a+ 1− s.
Finally, fi+1 + fi+1 + fi+2 = k − δ in η whenever f˜i + f˜i + f˜i+1 = k − δ in η˜. Moreover,
fodd + f˜odd = k − δ. Because f1 = 0 in η, ρ˜(i) = −ρ(i + 1). ρ˜ gives the ρ−statistic in η˜.
Subtracting 1 from parts switched parity, and thus switched the sign of the ρ−statistic. We
are now down to showing
(7) a + s− 1− fodd − ρ(i+ 1) ≡ 0, 1, . . . , δ − 1 (mod d)
if and only if
(8) (k − a+ 1− s) + 0− 1− f˜odd − ρ˜(i) ≡ 0, 1, . . . , δ − 1 (mod d)
for fixed δ. Making the substitutions per the above paragraph, congruence (8) is equivalent
to
−a− s+ δ + fodd + ρ(i+ 1) ≡ 0, 1, . . . , δ − 1 (mod d),
which in turn is equivalent to congruence (7) after multiplying by −1 and adding δ − 1 to
both sides. Consequently, η˜ ∈ dB
0
k,k−a+s−1(m− a + 1, m− n).
Conversely, each such η˜ ∈ dB
0
k,k−a+s−1(m−a+1, m−n) yields an η ∈ V by adding 1 to each
part and appending (a− 1) extra 1’s. This shows that there is a one-to-one correspondence
between dB
0
k,k−a+s−1(m− a + 1, m− n) and V.
This procedure shows a one-to-one correspondence between dB
0
k,k−a+s(m− a,m− n) and W
as well. In this case, η is losing a parts, (a − 1) 1’s and a 1; and ρ(i + 1) = 1 − ρ˜(i). This
establishes equation (4).
To see equation (3), simply observe that a (regular) partition is an overpartition with no
overlined parts, hence W is empty, and ρ(i) = 0 for all i in η. 
Making the reasonable assumption that db
s
k,a(m,n) and similar partition counters are zero
when n orm is negative, one sees that the equations (3) - (6) uniquely determine db
s
k,a(m,n)’s
and db
s
k,a(m,n)’s. We then have the following corollary.
Corollary 10. Let the parameters and enumerants be as in Definition 7. Set
dF
s
k,a(x; q) =
∑
m,n≥0
db
s
k,a(m,n)x
mqn,
dF
s
k,a(x; q) =
∑
m,n≥0
db
s
k,a(m,n)x
mqn.
Then,
dF
s
k,a(x; q)− dF
s+1
k,a−1(x; q) =(xq)
a−1
dF
0
k,k−a+1−s(xq; q),
dF
s
k,a(x; q)− dF
s+1
k,a−1(x; q) =(xq)
a−1
dF
0
k,k−a+1−s(xq; q) + (xq)
a
dF
0
k,k−a−s(xq; q),
dF
s
k,a(0; q) =dF
s
k,a(0; q) = 1,
dF
s
k,0(x; q) =dF
s
k,0(x; q) = 0.
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The listed functional equations and initial conditions uniquely determine dF
s
k,a(x; q)’s and
dF
s
k,a(x; q)’s.
Lemma 11. Let the parameters be as in Definition 7. Set
dG
s
k,a(x; q) =
∑
n≥0
dα[s]n(x; q)q
−na + dβ[s]n(x; q)(xq
n+1)a,
dG
s
k,a(x; q) =
∑
n≥0
dα[s]n(x; q)q
−na + dβ[s]n(x; q)(xq
n+1)a,
where
dα[s]n(x; q) =
((xq)d; qd)∞
(xq; q)∞
(−1)n
x(k+1−d)n q(2k+2−d)n(n+1)/2
(qd; qd)n ((xqn+1)d; qd)∞
× (q−n)s
(
qdn (xq)d−s
(1− (xq)s)
(1− (xq)d)
+
(1− (xq)d−s)
(1− (xq)d)
)
,
dβ[s]n(x; q) = −
((xq)d; qd)∞
(xq; q)∞
(−1)n
x(k+1−d)n q(2k+2−d)n(n+1)/2
(qd; qd)n ((xqn+1)d; qd)∞
× (q−n)d−s
(
(1− (xq)s)
(1− (xq)d)
+ qdn (xq)s
(1− (xq)d−s)
(1− (xq)d)
)
,
dα[s]n(x; q) =
((xq)d; qd)∞
(xq; q)∞
(−1)n
x(k+1−d)n q(2k+1−d)n(n+1)/2
(qd; qd)n ((xqn+1)d; qd)∞
(−q; q)n (−xq
n+1; q)∞
× (q−n)s
(
qdn (xq)d−s
(1− (xq)s)
(1− (xq)d)
+
(1− (xq)d−s)
(1− (xq)d)
)
,
dβ[s]n(x; q) = −
((xq)d; qd)∞
(xq; q)∞
(−1)n
x(k+1−d)n q(2k+1−d)n(n+1)/2
(qd; qd)n ((xqn+1)d; qd)∞
(−q; q)n (−xq
n+1; q)∞
× (q−n)d−s
(
(1− (xq)s)
(1− (xq)d)
+ qdn (xq)s
(1− (xq)d−s)
(1− (xq)d)
)
.
Then,
dG
s
k,a(x; q)− dG
s+1
k,a−1(x; q) =(xq)
a−1
dG
0
k,k−a+1−s(xq; q),(9)
dG
s
k,a(x; q)− dG
s+1
k,a−1(x; q) =(xq)
a−1
dG
0
k,k−a+1−s(xq; q) + (xq)
a
dG
0
k,k−a−s(xq; q),
dG
s
k,a(0; q) =dG
s
k,a(0; q) = 1,
dG
s
k,0(x; q) =dG
s
k,0(x; q) = 0 ( if 2s ≡ 0 (mod d) ).(10)
Here again, s in the superscripts is understood as a residue class modulo d, so when s = d−1,
s+ 1 = 0 in the superscripts.
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Proof. One verifies the following functional equations:
dα[s]n(x; q) (q
−n)a − dα[s+ 1]n(x; q) (q
−n)a−1 = (xq)a−1 dβ[0]n−1(xq; q) (xq
n+1)k−a+1−s,
dα[s]n(x; q) (q
−n)a − dα[s + 1]n(x; q) (q
−n)a−1 = (xq)a−1 dβ[0]n−1(xq; q) (xq
n+1)k−a+1−s
+ (xq)a dβ[0]n−1(xq; q) (xq
n+1)k−a−s,
dβ[s]n(x; q) (xq
n+1)a − dβ[s+ 1]n(x; q) (xq
n+1)a−1 = (xq)a−1 dα[0]n(xq; q) (q
−n)k−a+1−s,
dβ[s]n(x; q) (xq
n+1)a − dβ[s+ 1]n(x; q) (xq
n+1)a−1 = (xq)a−1 dα[0]n(xq; q) (q
−n)k−a+1−s
+ (xq)a dα[0]n(xq; q) (q
−n)k−a−s
for s = 0, . . . , d− 2, and
dα[d− 1]n(x; q) (q
−n)a − dα[0]n(x; q) (q
−n)a−1 = (xq)a−1 dβ[0]n−1(xq; q) (xq
n+1)k−a+2−d,
dα[d− 1]n(x; q) (q
−n)a − dα[0]n(x; q) (q
−n)a−1 = (xq)a−1 dβ[0]n−1(xq; q) (xq
n+1)k−a+2−d
+ (xq)a dβ[0]n−1(xq; q) (xq
n+1)k−a+1−d,
dβ[d− 1]n(x; q) (xq
n+1)a − dβ[0]n(x; q) (xq
n+1)a−1 = (xq)a−1 dα[0]n(xq; q) (q
−n)k−a+2−d,
dβ[d− 1]n(x; q) (xq
n+1)a − dβ[0]n(x; q) (xq
n+1)a−1 = (xq)a−1 dα[0]n(xq; q) (q
−n)k−a+2−d
+ (xq)a dα[0]n(xq; q) (xq
−n)k−a+1−d.
These are straightforward calculations. The two groups of recurrences are separated for
emphasis on how s is interpreted. Then one verifies the following:
dα[s]0(0; q) =dα[s]0(0; q) = 1,
dα[s]n(x; q) =− dβ[s]n(x; q),
dα[s]n(x; q) =− dβ[s]n(x; q).
The last two identities hold only when s = 0 or 2s = d, hence the condition 2s ≡ 0
(mod d). 
Corollary 12. Let dF
s
k,a(x; q), dF
s
k,a(x; q), dG
s
k,a(x; q), and dG
s
k,a(x; q) be given as in Corol-
lary 10 and Lemma 11. Then,
dF
s
k,a(x; q) = dG
s
k,a(x; q)
when 2(a+ s) ≡ 2(k + 1) ≡ 0 (mod d), and
dF
s
k,a(x; q) = dG
s
k,a(x; q)
when d = 1 or d = 2.
Proof. Since dF
s
k,a(x; q) and dG
s
k,a(x; q) satisfy the same functional equations and same initial
conditions when
2(a+ s) ≡ 0 (mod d), and 2(k − a+ 1− s + 0) ≡ 0 (mod d)
the first identity follows. The latter congruence is necessary because the series on the right
hand side of equation (9) is subject to the same initial conditions.
Similar considerations for dG
s
k,a(x; q) bring
2(a+s) ≡ 0 (mod d), 2(k−a+1−s+0) ≡ 0 (mod d), and 2(k−a−s+0) ≡ 0 (mod d).
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The last two congruences imply 2 ≡ 0 (mod d), forcing d = 1 or d = 2. 
Proposition 13. Let the parameters be as in Definition 7, and dG
s
k,a(x; q) and dG
s
k,a(x; q)
be defined as in Lemma 11. Then,
dG
s
k,a(1; q) =
(qd−s − qd)
(1− qd)
(qa+s−d, q(2k+2−d)−(a+s−d), q(2k+2−d); q(2k+2−d))∞
(q; q)∞
+
(1− qd−s)
(1− qd)
(qa+s, q(2k+2−d)−(a+s), q(2k+2−d); q(2k+2−d))∞
(q; q)∞
=
(qa+s − qa)
(1− qd)
(qd−a−s, q(2k+2−d)−(d−a−s), q(2k+2−d); q(2k+2−d))∞
(q; q)∞
+
(1− qd−s)
(1− qd)
(qa+s, q(2k+2−d)−(a+s), q(2k+2−d); q(2k+2−d))∞
(q; q)∞
,
dG
s
k,a(1; q) =
(qd−s − qd)
(1− qd)
(−q; q)∞ (q
a+s−d, q(2k+1−d)−(a+s−d), q(2k+1−d); q(2k+1−d))∞
(q; q)∞
+
(1− qd−s)
(1− qd)
(−q; q)∞ (q
a+s, q(2k+1−d)−(a+s), q(2k+1−d); q(2k+1−d))∞
(q; q)∞
.
Proof. We will demonstrate the former string of identities only, the latter is completely
analogous.
dG
s
k,a(1; q) =
∑
n≥0
dα[s]n(1; q)q
−na + dβ[s]n(1; q)(q
n+1)a
=
1
(1− qd) (q; q)∞
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q−an
[
q−sn
(
qdn+d−s(1− qs) + (1− qd−s)
)]
−(−1)nq(2k+2−d)n(n+1)/2 qa(n+1)
[
q−n(d−s)
(
(1− qs) + qdn+s(1− qd−s)
)]
=
1
(1− qd) (q; q)∞
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q−an
[
q−n(s−d)(qd−s − qd) + q−ns(1− qd−s)
]
−(−1)nq(2k+2−d)n(n+1)/2 qa(n+1)
[
q(n+1)(s−d)(qd−s − qd) + q(n+1)s(1− qd−s)
]
=
1
(1− qd) (q; q)∞
{
(qd−s − qd)
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q−n(a+s−d)
+(qd−s − qd)
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q(n+1)(a+s−d)
+(1− qd−s)
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q−n(a+s)
+(1− qd−s)
∑
n≥0
(−1)nq(2k+2−d)n(n+1)/2 q(n+1)(a+s)
}
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Now substitute n← −n in the first and third sums, n← n−1 in the second and the fourth.
=
1
(1− qd) (q; q)∞
{
(qd−s − qd)
∑
n≤0
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s−d)
+(qd−s − qd)
∑
n≥1
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s−d)
+(1− qd−s)
∑
n≤0
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s)
+(1− qd−s)
∑
n≥1
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s)
}
=
1
(1− qd) (q; q)∞
{
(qd−s − qd)
∞∑
n=−∞
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s−d)
+(1− qd−s)
∞∑
n=−∞
(−1)nq(2k+2−d)n(n−1)/2 qn(a+s)
}
Finally use Jacobi’s triple product identity [12, equation (1.6.1)] to obtain the first identity
in the former string of equations.
For the second identity there, one just needs to notice that
(qd−s − qd)(1− qa+s−d) = (qa+s − qa)(1− qd−(s+a))
implies
(qd−s − qd)
(1− qd)
(q(a+s−d), q(2k+2−d)−(a+s−d); q(2k+2−d))∞
=
(qs+a − qa)
(1− qd)
(q(d−a−s), q(2k+2−d)−(d−a−s); q(2k+2−d))∞.

We had better recall part of Definition 7 in the main result.
Theorem 14. Let n, m, k, a, d, s be non-negative integers such that
k ≥ 2, 1 ≤ a ≤ k, 1 ≤ d ≤ k, 0 ≤ s ≤ d− 1.
dAk,a(n) = the number of partitions of n using parts 6≡ 0,±a (mod 2k+2−d), unless
2a = 2k + 2− d.
dAk,a(n) = number of overpartitions of n where non-overlined parts 6≡ 0,±a
(mod 2k + 1− d), if 2a 6= 2k + 1− d,
number of overpartitions of n where all parts 6≡ 0 (mod k + (1 − d)/2),
if 2a = 2k + 1− d.
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dB
s
k,a(n) = number of partitions of n such that fi + fi+1 < k, f1 < a,
and for δ = 1, 2, . . . , d− 1, if fi + fi+1 = k − δ,
then a + s− 1− fodd ≡ 0, 1, . . . , δ − 1 (mod d),
where fodd = fi if i is odd, and fodd = fi+1 if i is even.
dB
s
k,a(n) = number of overpartitions of n such that fi + fi + fi+1 < k, f1 < a,
and for δ = 1, 2, . . . , d− 1, if fi + fi + fi+1 = k − δ,
then a + s− 1− fodd − ρ(i) ≡ 0, 1, . . . , δ − 1 (mod d),
where fodd = fi + fi if i is odd, and fodd = fi+1 if i is even.
Then, in case s = 0,
(11) dAk,a(n) = dB
0
k,a(n)
when 2a ≡ 2(k + 1) ≡ 0 (mod d),
dAk,a(n) = dB
0
k,a(n)
when d = 1 or d = 2,
and in case s 6= 0,
dAk,a+s(n)− dAk,a+s(n− (d− s)) + dAk,a+s−d(n− (d− s))− dAk,a+s−d(n− d)(12)
= dB
s
k,a(n)− dB
s
k,a(n− d)
when 2(a+ s) ≡ 2(k + 1) ≡ 0 (mod d), 2(a+ s) 6= 2k + 2 + d, and d < a+ s,
dAk,a+s(n)− dAk,a+s(n− (d− s)) = dB
s
k,a(n)− dB
s
k,a(n− d)
when 2(a+ s) ≡ 2(k + 1) ≡ 0 (mod d), 2(a+ s) 6= 2k + 2 + d, and d = a+ s,
dAk,a+s(n)− dAk,a+s(n− (d− s)) + dAk,d−a−s(n− (a+ s))− dAk,d−a−s(n− a)
= dB
s
k,a(n)− dB
s
k,a(n− d)
when 2(a+ s) ≡ 2(k + 1) ≡ 0 (mod d), 2(a+ s) 6= 2k + 2 + d, and d > a+ s,
dAk,a+s(n)− dAk,a+s(n− (d− s)) + dAk,a+s−d(n− (d− s))− dAk,a+s−d(n− d)
= dB
s
k,a(n)− dB
s
k,a(n− d)
when d = 1 or d = 2, and d < a+ s,
dAk,a+s(n)− dAk,a+s(n− (d− s)) = dB
s
k,a(n)− dB
s
k,a(n− d)
when d = 1 or d = 2, and d = a+ s.
The case d > a+ s is vacuous for d = 1 or 2, and s 6= 0.
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Proof. Observe that equations (11) and (12) are equivalent to the identity of the generating
functions
(qd−s − qd)
(1− qd)
∑
n≥0
dAk,a+s−d(n) +
(1− qd−s)
(1− qd)
∑
n≥0
dAk,a+s(n) =
∑
n≥0
dB
s
k,a(n)
which is a consequence of Proposition 8, Corollary 12, and Proposition 13 combined. The
same line of reasoning applies to other equations mutatis mutandis. 
4. Discussion and Further Research
When d = 1, the condition (mod 1) is vacuous, so Theorem 14 yields Rogers-Ramanujan-
Gordon identities [13] (Theorem 2), and Gordon’s theorem for overpartitions [7, 17].
For d = 2 and s = 0, the condition 2a ≡ 2(k + 1) ≡ 0 (mod 2) is satisfied by any k or a.
Also, the only possible value of δ is 1. So we just need to show the equivalence of
ifi + ifi + (i+ 1)fi+1 ≡ V (i) + a− 1 (mod 2)
and
a− 1− fodd − ρ(i) ≡ 0 (mod 2).
when ifi + ifi + (i + 1)fi+1 = k − 1. This is a consequence of 1 ≡ −1 (mod 2), and
ifi+ifi+(i+1)fi+1 ≡ fodd (mod 2). We can switch to (regular) partitions from overpartitions
as described in the proof of Lemma 9. So we recover Bressoud’s all-moduli generalization
of Rogers-Ramanujan-Gordon identities [5] (Theorem 3), and that for overpartitions [8, 10]
via Theorem 14.
For all other combinations of d and s, the results are new. The reader may find obtaining
the d = 2, s = 1 cases from the d = 2, s = 0 cases of Theorem 14 an amusing combinatorial
exercise.
The construction of the series in Lemma 11 is a little different from the construction in
[15]. There, the construction progresses linearly from the definition to the series. Here in
contrast, one begins with Bressoud’s extension of Rogers-Ramanujan-Gordon identities [5]
or its counterpart for overpartitions [8, 10], and reasons that there must be a companion
identity.
For demonstration purposes, let’s work with (regular) partitions. In the extension of Rogers-
Ramanujan-Gordon due to Bressoud [5], the extra condition
fi + fi+1 = k − 1 ⇒ i fi + (i+ 1)fi+1 ≡ a− 1 (mod 2)
on top of Gordon’s condition has the obvious companion
fi + fi+1 = k − 1 ⇒ i fi + (i+ 1)fi+1 6≡ a− 1 (mod 2).
Then, one labels generating functions for partitions satisfying the former condition and
partitions satisfying the latter condition. These are 2F
0
k,a(x; q) and 2F
1
k,a(x; q), respectively,
in our notation (cf. the equivalence of conditions at the beginning of this section). After
BRESSOUD STYLE IDENTITIES 13
that, one constructs series 2G
0
k,a(x; q) and 2G
1
k,a(x; q) as instructed in [15, sec. 4]. One of the
matrix equations one gets is[
q−n −1
−1 q−n
] [
2α[0]n(x; q)
2α[1]n(x; q)
]
= (xqn+1)k 2β[0]n−1(xq; q)
[
1
(xqn+1)−1
]
Those matrix equations have nice solutions that yield compatible series with the Jacobi’s
triple product identity [12, equation (1.6.1)], and one has the d = 2 case for (regular)
partitions in Theorem 14.
At this point, one has two choices. The first is to try and find general conditions (mod d)
which reduce to the conditions above when d = 2. And then, use (not automated so far)
machinery of [15] to construct series for partition generating functions. One always gets
some series, but they may or may not be product identity friendly. This path has not been
very fruitful in this setting.
The other choice is, try and find product-identity friendly series first, which coincide with the
known series in d = 1 and d = 2 cases (together with their functional equations), and then
set those series as a departure point to produce the definitons. The above matrix equation
may be extended to larger sizes as
q−n −1
q−n −1
. . .
−1 q−n


dα[0]n(x; q)
dα[1]n(x; q)
...
dα[d− 1]n(x; q)
 = (xqn+1)k dβ[0]n−1(xq; q)

1
(xqn+1)−1
...
(xqn+1)−(d−1)

and 
xqn+1 −1
xqn+1 −1
. . .
−1 xqn+1


dβ[0]n(x; q)
dβ[1]n(x; q)
...
dβ[d− 1]n(x; q)
 = (q−n)k dα[0]n−1(xq; q)

1
qn
...
q(d−1)n

These matrix equations together with the initial conditions set in Lemma 11 produce the
product identity friendly series dG
s
k,a(x; q), which reduce to the known series for d = 1 and
d = 2, s = 0.
Then we use Corollary 12 to identify the series as partition generating functions, and the
equivalence of Corollary 10 and Lemma 9 gives us recurrences (3), (5) and (6). Now, one
stipulates that these are induced by conditions (mod d) that pertain to frequencies of two
consecutive parts. One already has Gordon’s conditions, namely fi + fi+1 < k and f1 < a.
Also, the recurrence (3) relates two partitions one of which is obtained from the other by
deleting 1’s and subtracting 1 from the remaining parts. It is fairly easy to get the rest of
the definition of db
s
k,a(m,n), and hence, of dB
s
k,a(n).
Same route with overpartitions brings the definition of the ρ−statistic (Definition 6) as well,
used in the definition of dB
s
k,a(n). Incidentally, the ρ−statistic reduces to the V−statistic for
overpartitions [8, 10] in cases d = 1 and d = 2, and one has to be content with the companion
identity to Bressoud’s theorem for overpartitions. However, the point is, although we do not
have infinite product representations for d > 2, there is more to the multiplicity condition
side than it meets the eye.
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The bottleneck in the construction is the initial condition (10). This initial condition alone
brings the extra unpleasant conditions 2(a + s) ≡ 2(k + 1) ≡ 0 (mod d) or d = 1 or d = 2
in Theorem 14.
Thus, a problem for future investigation is: Can one find another condition (mod d) on the
multiplicity side for overpartitions on top of Gordon’s condition which reduce to Bressoud
type generalization for overpartitions when d = 2, and still yield congruence conditions on
the right hand side for d ≥ 3? In other words, can one have a nicer condition (mod d) which
brings infinite products, or some combination of infinite products as generating functions on
the right hand side?
Rogers-Ramanujan-Gordon theorem and their extensions go hand in hand with Andrews-
Gordon type identities. In other words, some of the partition counters in Definition 7 have
their generating functions expressed as multiple sums. Known examples are the Andrews-
Gordon identities themselves [3], their counterpart for Bressoud’s all-moduli generalization
[6], Andrews-Gordon identities for overpartitions [7], and their Bressoud style generalization
for overpartitions [19]. These constitute multiple series generating functions for 1B
0
k,a(n),
2B
0
k,a(n), 1B
0
k,a(n), and 2B
0
k,a(n).
Using Gordon marking for partitions [16], it is possible to have a multiple series generating
function for 2B
1
k,a(n), and using Gordon marking for overpartitions [7], it must be possible
to have a multiple series generating function for 2B
1
k,a(n). This takes care of all cases when
d = 1 or d = 2.
Another open question, therefore, is the possibility of construction of multiple series gen-
erating functions for dB
s
k,a(n) and dB
s
k,a(n) for d ≥ 3. Gordon marking for either (regular)
partitions or overpartitions behaves nicely with parity, but does not seem to do so with
higher moduli.
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