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Abstract
Synthetic Aperture Radar (SAR) is an important technique
used for imaging of objects. Its strength lies in the fact that
it is the only successful all-weather imaging system. How-
ever, SAR images suffer from clutter and speckle, and much
research has been devoted to developing a pre-processor
which can eliminate these. In this paper, we show that clas-
siﬁcation based on scaling information is naturally invari-
ant to speckle and clutter. The methodology makes use of
two kinds of scaling information in images - H¨ older ex-
ponents and wavelet transform. It has been shown that
these two features correspond to two different multiscale
formalisms and essentially capture different kinds of be-
haviour. When used in conjunction with each other, they
yield accurate classiﬁcation on the MSTAR public domain
database images.
1. Introduction
Synthetic Aperture Radar (SAR) is an air-borne or space-
borne radar which obtains a “photograph” of the ground
below using transmission and reception of electromagnetic
energy. The resolution in the x-direction is obtained by
controlling the transmitted pulsewidth. The resolution in
the y-direction is obtained from the incremental doppler
shift of adjacent positions on the ground. A SAR system
produces a two-dimensional image of the electromagnetic
scatterers within a scene wherein each pixel in the image
has corresponding range and cross-range values (coordi-
nates). SAR imaging has received a tremendous amount
of research attention since it is unaffected by seasonal vari-
ations and weather conditionsand is the only successful all-
weather imaging system[15]. One of the main applications
of SAR imaging is in military surveillance for the recogni-
tion of military targets. While this can be considered to be
a classical pattern recognition problem, there are some spe-
cial factors which set apart SAR image processing: Firstly,
due to the inherent imaging mechanism, SAR images are
corrupted by a multiplicative noise known as speckle. Sec-
ondly, reﬂections from the background, referred to as clut-
ter, also affect the quality of the image. Most features ex-
tracted from optical images are not invariant to multiplica-
tive noise, and hence, specially designed features are re-
quired for SAR image classiﬁcation. If classical features
such as edges or momentsare considered,a pre-ﬁlteringop-
eration is required [2, 7] to remove the speckle and clutter.
Current approaches to SAR object recognitionconsist of
a segmentation step followed by a recognition step. Apart
from the additional computation involved in segmentation,
the accuracy of the overall classiﬁer is affected by the accu-
racy of the segmentation algorithm. Hence, there is a need
to eliminate the segmentation pre-processing step from the
feature-extraction step. The scaling features presented in
this paper have been shown to represent the target charac-
teristics well and can be used directly in a classiﬁer without
an initial segmentation. Further, these features are invari-
ant to the relative size of an object and also to rotations and
translations of the target. This is of particular importance in
SAR imagery,where the target is imaged at different ranges
and also from various angles.
The idea of making features invariant to object sizes is
captured through the multiresolution representation. Fea-
tures are extracted at each level of resolution. An advantage
of this method is that certain features are more obvious at
certain scales than in the original image. Further, since fea-
tures are present in an image at multiple scales, one can ob-
tainareliableandcompletecharacterizationofall theimage
attributes. However,a disadvantagewith the multiscale rep-
resentation per se is that each level of representation gives
rise to a separate set of feature vectors. These have to be
combined in a meaningful manner to obtain a good classiﬁ-
cation. Some algorithms make use of multi-level classiﬁca-
tion and combining the results[12]. However, such a propo-
sition is computationally very expensive. Further, common
attributes which may be present at different scales of reso-
lution are largely ignored. The purpose of this paper is to
use multi-scale information in such a manner that a single
feature vector is obtained and one round of classiﬁcation
is sufﬁcient. Thus, the algorithm proposed here not only
eliminates a pre-processing routine, but also the need for
multiple classiﬁcations.
Feature vectors are sometimes found to perform well
with only a particular kind of classiﬁer. In order to ensure
that the feature vector captures the distinguishing charac-
teristics of the data, it has to perform well on any classiﬁer.In this paper, we have implemented two standard classiﬁers
- the Nearest-Neighbour Classiﬁer (NNC) and the Support
Vector Machine (SVM). Both classiﬁers were used with a
minor modiﬁcation wherein a separate reject criterion was
incorporated. This was done to enable the classiﬁer to re-
ject a particular sample in case it could not be assigned with
reasonable accuracy to any of the speciﬁed classes.
This paper is organized as follows: Section 2 describes
scalinginformationinimagesandtheirimportanceinobject
classiﬁcation. Section 3 describes the classiﬁcation algo-
rithm used for SAR target identiﬁcation. Results and con-
clusions are presented in Section 4 and Section 5 respec-
tively.
2. Scaling information in images
It has been widely recognized [9] that features “reside” at
several scales in an image. As one zooms into the image,
more detail is visible and the constituent length scale de-
creases. Often, the optimal scale at which features should
be extracted is not known a priori. Hence, a complete char-
acterization of an image involves representation at all its
constituent scales. Images also display some commonchar-
acteristics across several scales. Such informationcan often
be used [5, 13] to study the generic nature of systems.
In a typical SAR image, the constituent scales (in de-
creasing order of length) are those corresponding to back-
ground, target, details of target/background and speckle
noise. If it is required to distinguish between two differ-
ent targets (as in the case of object recognition), both the
highestandlowestscales (correspondingto backgroundand
speckle noise) do not play a role and need to be neglected.
The comparison then needs to be performed on features in
the intermediate scale range.
There are several ways of obtaining a multiscale repre-
sentation such as Gaussian ﬁltering, morphological trans-
form, wavelet transform, Partial Differential Equations etc.
Most ofthese methodologiesrepresentan imageat different
resolutions by essentially performing a spatial averaging.
The size of the image throughout the evolution remains the
same. However, since coarser representations of the image
carry lesser information content, they may be subsampled
withoutloss ofinformation. Twoformalismshaveexploited
this idea to study systems at different scales:
￿ Wavelet Transforms
￿ Multifractals
2.1 The Wavelet transform
Mallat[11] proposed a Multiresolution Approximation
(MRA) based on the wavelet transform wherein any func-
tion
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contains the high-frequency components of the function.
The next level of approximation is obtained by decompos-
ing the space
￿ again into its two orthogonalcomplements.
Thus a multiscale description of the signal can be obtained
by repeated application of the wavelet decomposition. Pro-
jections onto the space
￿ and
￿ can both be subsampled
by a factor of two without any loss of information. The
energy of the wavelet transform at various scales yields lo-
cal texture measurements over neighbourhoods of varying
sizes. Thus, wavelets are particularly well-suited to analyse
and extract local features in signals [17] which accounts for
their popular use in signal and image processing.
2.2 Multifractal Formalism
The wavelet transform can capture the frequency informa-
tion of a regularsignal at variousscales. However,singular-
ities and irregular structures often carry essential informa-
tion in an image. In order to characterize local regularities
and singularities through the wavelet transform, one has to
study the decay of the wavelet transform (or its modulus
maxima) across different scales. Except for a small class
of signals, there are no good algorithms to compute the rate
of decay reliably. An equivalent method of obtaining the
scaling exponents is through the notion of multifractals [1]
which uses the idea of studying behaviour common to sev-
eral scales and is also numerically efﬁcient. Multifractals
were ﬁrst proposed [3, 4] to study systems with more than
one scaling behaviour. The central concept in the notion
of multifractal formalism is that of H¨ older exponents
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An advantage of H¨ older exponents is that they can be
computed for any kind of measure. Singularities of the
measure can be detected as pixels whose exponents lie in
a certain range [10]. Thus, they characterize both regular
as well as singular behaviour. For instance, the H¨ older ex-
ponent of any pixel in a constant gray-level region is 2, the
topological dimension of the image. Edges, on the other
hand, correspond to a H¨ older exponentclose to 1 [10]. This
is also intuitively convincing, since edges are essentially2s1 brdm2
btr60 d7
slicy t62
zil zsu
Figure 1: Sample targets and their SAR images
one-dimensional structures and carry a topological dimen-
sion 1. H¨ older exponents can also be obtained through an
information-theoreticcharacterizationof an image [16, 19].
3. Classiﬁcation of objects in SAR im-
age
We now apply the principles of scaling theory to the de-
tection of objects in SAR images. The images were taken
from the public domain MSTAR library [8] and consist of 8
classes of targets : 2s1,brdm2, btr60,d7,slicy,t62,zil31,zsu1
(sample images in Figure 1). These correspond to images
of battle tanks. These targets are stationary and are imaged
by a radar mounted on an aircraft at various depression and
azimuth angles.
SAR image classiﬁcation techniques almost invariably
include a pre-ﬁltering step [7]. However, while this reduces
speckle, it also results in a smoothing of the object interiors
and thus destroys any scaling information. Hence, in this
work, we have not attempted any kind of segmentation. We
have, however, performed a cropping of the image which
encloses the target within a box which includes as little of
the background as possible. The following features were
considered for object detection:
Wavelet feature The image was decomposed into 5 lev-
els, thus yielding one approximateimage and 15 detail
1These are referred to as classes 1 through 8 in the results
images. The average root mean square (rms) value of
eachimagewas takentoforma16-dimensionalfeature
vector (Figure 3). The rms value was chosen because
it gives an indication of the total average strength of
the singularities in an image. The Haar wavelet was
chosen as the basis function. Apart from being one of
the simplest wavelets, it is best suited for analysis of
regular geometric objects such as military tanks. Mili-
tary targets contain large regions of ﬂat surfaces which
can be represented by fewer number of coefﬁcients.
Multifractal feature The H¨ older exponent was computed
at each pixel by considering the total measure inside
neighbourhoods of different sizes
+
. This was then
plotted against
+
on a double-logarithmic plot. The
slope of the straight line ﬁtted to the data yields the
local H¨ older exponent. The histogram of the H¨ older
exponents was used as the feature vector (Figure 2).
Such a feature vector has the advantage of capturing
local scaling information as well as global distribution
of the scaling exponents.
On examiningthe histogram, it was foundthat some of
the histogram values (those corresponding to the three
lowest and highest H¨ older exponents) were found to
be identical across classes. This is also consistent with
our earlier surmise that the lowest and highest scales
correspond to areas outside the object and need to be
neglected. Thus, the multifractal exponent captures
only target scales. Scales corresponding to speckle as
well as clutter are present in roughly the same magni-
tude in all targets and are averaged out in the compu-
tation of the H¨ older exponent.
3.1 Classiﬁcation
The Nearest-neighbour classiﬁer was modiﬁed to incorpo-
ratea criterionforrejectinginputpatternsin case theycould
not be assigned to any of the classes with reasonable accu-
racy. The distance metric used was the Mahalanobis dis-
tance [18]
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The advantagein using the Mahalanobisdistanceinstead
of the Euclidean metric is that surfaces in
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where the
distance is constant are hyper-ellipsoids instead of hyper-
spheres. Thus, if the cluster is non-spherical, the Maha-
lanobis distance follows the contour of the cluster better
than the Euclidean distance. The unknown feature vector is
said tobelongto theclass towhichits Mahalanobisdistance
is the minimum. If this distance is greater than a threshold,
the input data is assigned to the reject class. The thresholdfor each class is deﬁned to be the maximum Mahalanobis
distance from any vector in a class to its class mean in the
training data.
In order to show the insensitivity of the feature vector
to the classiﬁer, we have also used a Support Vector Ma-
chine (SVM)[6] for classiﬁcation. SVM solves a 2-class
problem by an appropriate nonlinear mapping which trans-
forms the given feature vector to a higher dimensional vec-
tor. In this higher dimension, two classes are linearly sepa-
rable by a hyperplane. John Platt’s algorithm of Sequen-
tial Minimal Optimisation(SMO)[14] was used for train-
ing the SVM with parameters
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The hyperplane was computed using a Radial-basis ker-
nel of
H
￿
I
B
J
F
B
J
@
. In order to use the SVM algorithm on
the MSTAR database, the 8-class problem was transformed
intoeight 2-class problemswherethe positivesamples were
from one particular class and the rest of the classes formed
the negative samples. Thus, 8 SVMs were trained. Dur-
ing testing, the SVM which gave the highest positive output
was deemed to be the winner. If all outputs were negative,
the sample was rejected.
4. Results
In this section, we present the results of two classiﬁca-
tionalgorithmsusing scalingfeatures onthe MSTAR image
database. The results from the two classiﬁers gave almost
identical results. Each class contains approximately 200-
300 images, of which roughly half were chosen for training
and the remaining for validation. The data also corresponds
tothefollowinganglesofdepression:
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,
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,
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Results with the Nearest-Neighbour classiﬁer were as
follows: for a depression angle of
@
L
O
*
M
, multifractal features
gave an average classiﬁcation accuracy of 85% and average
misclassiﬁcation error2 of 15% (Table 1) while wavelet fea-
turesgaveanaverageclassiﬁcationaccuracyof86%withan
averagemisclassiﬁcationerrorof9% (Table2). On combin-
ing the two features, the classiﬁcation accuracyimprovedto
97.2%(Table3)with a misclassiﬁcation errorof 0%. Classi-
ﬁcation accuracies for other depression angles are summa-
rized in Table 4.
The results of the SVM classiﬁer are detailed in Table 5
fordata relating to
@
L
O
￿
M
and in Table 6 for the other angles of
depression. It can be seen that the results are almost simi-
lar to those obtained with the Nearest-NeighbourClassiﬁer.
We may therefore conclude that the scaling features used
are capable of distinguishing the classes irrespective of the
classiﬁer used.
Effect of background A very common pitfall in SAR ob-
ject classiﬁcation is that the background plays a sig-
2obtained as percentage of images that were neither assigned to the
correct class nor were rejected
Classiﬁcation
1 2 3 4 5 6 7 8 None
1 97 1 0 2 0 0 0 0 0
2 0 72 26 1 0 0 0 1 1
3 1 20 79 0 0 0 0 0 0
4 0 0 0 100 0 0 0 0 0
5 0 0 0 0 100 0 0 0 0
6 11 0 0 1 0 66 22 0 0
7 1 0 0 1 0 18 72 7 0
8 1 5 0 0 0 1 1 92 1
Table 1: Classiﬁcation using NNC with H¨ older exponents
Classiﬁcation
1 2 3 4 5 6 7 8 None
1 96 0 0 0 0 0 0 0 4
2 0 94 1 0 0 0 0 0 5
3 0 0 91 0 2 0 0 0 8
4 0 64 0 36 0 0 0 0 0
5 0 0 0 0 97 0 0 0 3
6 0 0 3 0 0 90 0 0 7
7 0 0 0 0 0 0 93 1 6
8 0 0 0 0 0 0 0 95 5
Table 2: Classiﬁcation using NNC with wavelet coefﬁcients
niﬁcant role in the classiﬁcation and may aid the clas-
siﬁcation. To avoid such a situation, the image was
cropped to include the entire target and as little of
the background as possible. Another crop of the im-
age was taken to include only the background and
classiﬁcation separately performed on the two sets to
determine the relative contribution of the object and
background. Since the images corresponding to pure
background were very small in size (sometimes just
S
B
U
T
Q
B
),H¨ olderexponentscouldnotbecomputedreli-
ably(Sincetheseexponentsarecomputedas astraight-
line ﬁt, it is required that the box-sizes over which
measurementsaretakenspanat leastoneorderofmag-
nitude.) Hence, classiﬁcation in this case was per-
formedwithonlythe waveletfeatures(describedin the
previous section). Classiﬁcation based on the back-
ground alone yielded an accuracy of 37%. Moreover,
the error was distributed uniformly among the various
classes (Table 7) which indicates that the background
did not play a signiﬁcant role in the classiﬁcation.
Effect of depression angle The effect of depression angle
on the classiﬁcation accuracy was found to be quite
pronounced. For the combined feature set, the clas-
siﬁcation accuracy was good for angles close to that
on which the classiﬁer has been trained, but poor forClassiﬁcation (percentage)
1 2 3 4 5 6 7 8 None
1 100 0 0 0 0 0 0 0 0
2 0 100 0 0 0 0 0 0 0
3 0 0 96 0 0 0 0 0 4
4 0 0 0 96 0 0 0 0 4
5 0 0 0 0 91 0 0 0 9
6 0 0 0 0 0 97 0 0 3
7 0 0 0 0 0 0 100 0 0
8 0 0 0 0 0 0 0 98 2
Table 3: Classiﬁcation using NNC with combined features
Depression Classiﬁcation Reject Error
angle
15 96.4 3.6 0
17 97.2 2.8 0
30 98.4 1.6 0
45 97.7 2.3 0
Table 4: Classiﬁcation accuracy using NNC for combined
features
angles far from that on which it was trained. For in-
stance, if data from
@
C
K
N
M
was used to train the classiﬁer,
the accuracy of classiﬁcation was good for data corre-
sponding to
@
C
K
*
M
and
@
L
O
￿
M
but deteriorated gradually for
Q
B
N
M
and
R
K
￿
M
. However,ifdata fromall angleswas used
to train the classiﬁer, classiﬁcation accuracy remained
good for all depression angles (Table 8).
5. Conclusion
A new methodology for classiﬁcation of military targets
fromSAR images has beenpresented. This methodis based
on a multiresolution approach and incorporates features at
each level of decomposition (via the wavelet transform) as
well as features that remain invariant across multiple scales
(via the multifractal formalism). A common attribute with
both kinds of features is that they characterize the scaling
information in an image. The overall scaling dimension is
represented by the energy of the wavelet transform detail
signal[11]. Details of different scaling behaviour in differ-
ent regions of the image are given by the multifractal spec-
trum. A combination of the two features has been shown to
provide accurate classiﬁcation. This indicates that the fea-
tures capture the object characteristics accurately. In order
to reduce the misclassiﬁcation further, the classiﬁers were
modiﬁedto incorporatea reject criterion. The features were
found to be sensitive to the depression angle, which is to be
expected since changing the depression angle changes the
Classiﬁcation (percentage)
1 2 3 4 5 6 7 8 None
1 100 0 0 0 0 0 0 0 0
2 0 99 0 0 0 0 0 0 1
3 0 0 99 0 0 1 0 0 0
4 0 0 0 100 0 0 0 0 0
5 0 0 1 0 99 0 0 0 0
6 0 0 0 0 0 100 0 0 0
7 0 0 0 0 0 0 100 0 0
8 0 0 0 0 0 0 2 93 5
Table 5: Classiﬁcation using SVM with combined features
Depression Classiﬁcation Reject Error
angle
15 97.4 1.9 0.7
17 98.8 0.8 0.4
30 99.5 0.3 0.2
45 98.8 0.8 0.4
Table 6: Classiﬁcation accuracy using SVM for combined
features
aspect ratio of the image and hence, its scaling behaviour.
However, this problem can be overcome by using data from
all depression angles for training the classiﬁer. Further, it
has been shown that the background and object correspond
todifferentpatternsofscalinganddonotinterferewitheach
other for purposes of classiﬁcation. Thus, although in the
present work, we have performeda clipping of the image to
include only the target area, such a procedure may not be
required.
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Figure 2: Sample Hoelder features
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Figure 3: Sample Wavelet features
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5 4 5 32 0 57 1 1 0 0
6 24 7 43 0 7 16 4 0 0
7 6 12 35 0 0 0 42 0 4
8 1 0 55 0 8 0 5 31 0
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