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We compare two sets of multimode quantum channels acting on a finite collection of har-
monic oscillators: (a) the set of linear bosonic channels, whose action is described as a linear
transformation at the phase space level; and (b) Gaussian dilatable channels, that admit a
Stinespring dilation involving a Gaussian unitary. Our main result is that the set (a) coin-
cides with the closure of (b) with respect to the strong operator topology. We also present an
example of a channel in (a) which is not in (b), implying that taking the closure is in general
necessary. This provides a complete resolution to the conjecture posed in Ref. [K.K. Sabap-
athy and A. Winter, Phys. Rev. A 95, 062309 (2017)]. Our proof technique is constructive,
and yields an explicit procedure to approximate a given linear bosonic channel by means of
Gaussian dilations. It turns out that all linear bosonic channels can be approximated by a
Gaussian dilation using an ancilla with the same number of modes as the system. We also
provide an alternative dilation where the unitary is fixed in the approximating procedure.
Our results apply to a wide range of physically relevant channels, including all Gaussian
channels such as amplifiers, attenuators, phase conjugators, and also non-Gaussian channels
such as additive noise channels and photon-added Gaussian channels. The method also pro-
vides a clear demarcation of the role of Gaussian and non-Gaussian resources in the context
of linear bosonic channels. Finally, we also obtain independent proofs of classical results
such as the quantum Bochner theorem, and develop some tools to deal with convergence of
sequences of quantum channels on continuous variable systems that may be of independent
interest.
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I. INTRODUCTION
In this work we investigate fundamental properties of quantum transformations on modes of
electromagnetic radiation field, an example of a continuous variable system, i.e. systems whose
degrees of freedom are continuous in nature [1]. In particular, we study optical implementations
of what are known as linear bosonic channels, as introduced by Holevo and Werner [2]. The term
‘linear’ has many connotations in quantum optics, but in this article linear channels are those
for which the input signal undergoes a linear transformation when described at the level of phase
space characteristic functions, i.e. phase-space linear (see Eq. (15) below). Linearity at the level of
density operators is always assumed.
Although the class of linear bosonic channels is special in many respects, it turns out to encom-
pass many examples of physically relevant channels. For instance, all bosonic Gaussian channels [3]
are linear, as well as some non-Gaussian operations such as general additive classical noise chan-
nels [4], photon-added Gaussian channels [5], to list a few. Linear channels are instrumental in ob-
taining benchmarks for teleportation and storage of squeezed states [6], and have been investigated
from an information-theoretic point of view with respect to reversibility [7] and extremality [8].
Capacities of the general additive noise channels have been studied in both the classical [9] and
quantum settings [10].
An important observation is that the set of linear channels contains all so-called ‘Gaussian
dilatable channels’, defined as those that can be obtained through quadratic interactions between
the system and an ancillary environment prepared in an arbitrary state [5]. We will explore this
connection in detail in this article. Note that Gaussian dilatable channels can be implemented in a
relatively easy way when compared to general non-Gaussian transformations, while still retaining
some of the interesting features of the latter. This is particularly important as it is known that
non-Gaussian resources, notwithstanding the complexity of their harnessing, are indispensable for
many quantum information processing and quantum computation protocols [11].
To motivate the need to go beyond the Gaussian formalism in quantum optics, consider e.g. that
in spite of the rich structure Gaussian entanglement exhibits [12–16], it turns out that it can not
be distilled using Gaussian operations alone [17–19]. More generally, a similar no-go result holds
for generic state conversion tasks in arbitrary Gaussian resource theories [20]. On the other hand,
non-Gaussian operations are provably necessary to realize universal quantum computation [21] and
many other quantum information processing tasks [22–30]. In view of these limitations, it will not
3come as a surprise that a substantial effort has been put into developing a consistent resource
theory of non-Gaussianity. Many non-Gaussianity measures have been proposed and studied in
the past decade [31–36], that can be applied e.g. to bound the conversion rates between arbitrary
states by means of Gaussian operations [35]. Recently, a resource theory of non-Gaussianity for
channels has also been put forth [37].
Another reason to study Gaussian dilatable channels besides the fact that they constitute one of
the few analytically treatable classes of non-Gaussian operations, is that they provide a systematic
way of investigating classes of operations with certain physically meaningful properties, e.g. those
that can be implemented by means of passive optics and arbitrary states [4] or passive optics with
passive ancillary states [38], the latter being motivated from a thermodynamic context, and also
for obtaining the operator-sum representations of the corresponding channels [5, 39].
In view of their operational and theoretical importance, in this paper we study the set of linear
bosonic channels in great detail. Our main result establishes that every linear bosonic channel can
be approximated by a sequence of Gaussian dilatable channels. Mathematically speaking, we prove
that the closure of the set of Gaussian dilatable channels in the strong operator topology coincides
with the set of linear bosonic channels (Theorem 8). Taking the closure is necessary, as we show
that there are linear bosonic channels that have no Gaussian dilations, even when one allows the
ancillary state to have infinite energy. An example is provided by the ‘binary displacement channel’,
which displaces the input state by +s or −s (with s fixed) with equal probabilities (Corollary 11).
Our results solve the question posed in [5, Conjecture 1] (see also [7, Remark 5]).
Remarkably, our solution is entirely explicit, and in fact it gives also a feasible experimental
procedure to approximate the action of any desired linear bosonic channel by means of a single
(possibly non-Gaussian) state and Gaussian unitary dynamics. If this unitary is allowed to vary
with the degree of approximation, the ancillary system can be chosen to have the same number of
modes as the system on which the channel acts (Corollary 9). Incidentally, this also entails that
although 2n modes may be required for an exact dilation of an n-mode Gaussian channel [40], only
n ancillary modes suffice if we choose to approximate instead (Remark 9). In order to accommodate
possible experimental feasibility of our approximation procedure, we also consider the case when the
Gaussian unitary is necessarily fixed, and one can only vary the ancillary state. In this setting we are
able to construct strong operator approximations of any given n-mode linear bosonic channel that
require an ancillary system with n+k modes, where k is a number that depends only on the matrix
that implements the (linear) phase space transformation induced by the channel (Proposition 12).
Our exposition is meant to be entirely self-contained. Along the way, we give independent
and simplified proofs of many classical results such as the quantum Bochner theorem (Lemma 2)
and the complete positivity condition for linear bosonic channels (Lemma 3), which may be of
independent interest. Our aim is to guide the reader through some of the subtleties of convergence
in infinite dimension, and to provide a small handbook of handy convergence results that are of
broad applicability in quantum optics. Most notably, we dig out of previous literature a very
handy lemma to establish convergence of sequences of density operators in various topologies (the
‘SWOT convergence’ Lemma 4), and we use it to give an analogous criterion for the convergence of
sequences of bosonic channels (the ‘SWOTTED convergence’ Lemma 5). We demonstrate how this
tool can be used to verify convergence in the strong operator topology – equivalently, uniformly
on energy-bounded states – almost effortlessly by applying it to the family of Gaussian additive
noise channels that model the transformations induced by the Braunstein-Kimble [41] continuous
variable teleportation protocol (Remark 4).
The rest of the paper is structured as follows. In § II we introduce the basic formalism (§ II A),
define linear bosonic channels (§ IIB), and discuss operator topologies (§ IIC). The following § III
is devoted to the presentation of our main results. In § IIIA we start by showing that linear
bosonic channels form a strong operator closed set, and in § IIIB we construct Gaussian dilatable
4approximations for all such channels. In § IIIC we discuss an example of a linear bosonic channel
that is not exactly Gaussian dilatable, while in § IIID we provide a more experimentally feasible
procedure to implement the above approximations. Finally, in § IV we summarise our contributions
and highlight some open problems.
II. BOSONIC STATES AND CHANNELS
A. Phase-space formalism
Let us consider a system of n electromagnetic modes described as quantum harmonic oscillators.
The associated Hilbert space is the space of square integrable functions in 2n real variables, denoted
by Hn ..= L
2(R2n). The quadrature operators xj, pk (j, k = 1, . . . , n) can be conveniently grouped
together to form the vector r ..= (x1, p1, x2, p2, · · · , xn, pn)⊺. The canonical commutation relations
then take the form
[rj , rk] = iΩjk , (1)
where
Ω ..=
(
0 1
−1 0
)⊕n
(2)
is the standard symplectic form. In what follows we denote by T(Hn) the space of trace-class
operators acting on Hn.
A particularly important role is played by the family of unitary Weyl–Heisenberg displacement
operators, defined as
D(ξ) ..= eiξ
⊺Ωr , (3)
for all ξ ∈ R2n. Applying the Baker–Campbell–Hausdorff formula and making use of Eq. (1) we
see that
D(ξ1)D(ξ2) = e
− i
2
ξ⊺
1
Ωξ2D(ξ1 + ξ2) , (4)
referred to as the Weyl form of the canonical commutation relations. In fact, the formulation in
Eq. (4) is preferable to that in Eq. (1) in many respects, not least because it involves bounded
(unitary) operators instead of unbounded ones.
Among the important properties of these operators, we recall that the associated coherent states
|λ〉 ..= D(λ) |0〉 satisfy the completeness relation
〈α|β〉 =
∫
d2nλ
(2π)n
〈α|λ〉 〈λ|β〉 ∀ |α〉 , |β〉 ∈ Hn , (5)
which we can also symbolically write as∫
d2nλ
(2π)n
|λ〉〈λ| = I , (6)
where I is the identity operator. At this level, we regard Eq. (6) as a purely formal representation
of Eq. (5), so that we do not need to worry about the convergence of the above integral in the
operator sense. Mathematically, one says that the integral in Eq. (6) is understood to converge in
5the weak operator topology. For a brief introduction to operator topologies, we refer the reader to
§ IIC.
Quantum states are described by density operators, i.e. positive semidefinite trace-class1 op-
erators of unit trace. The set of all density operators on a Hilbert space H will be denoted by
D(H). To every trace-class operator T ∈ T(Hn) we can associate a characteristic function
χT : R
2n → C, defined as
χT (ξ) ..= Tr [TD(ξ)] . (7)
Characteristic functions are important because they encode all the information about their parent
operator, which can be reconstructed as [42, Corollary 5.3.5]
T =
∫
dnξ
(2π)n
χT (ξ)D(−ξ) , (8)
where again the integral converges in the weak operator topology. As originally proved in [43] (see
also [42, § 5.3]), the above correspondence T ↔ χT , which we have defined only for trace-class T ,
can in fact be extended to an isometry between the Hilbert space of Hilbert–Schmidt operators on
Hn and that of square-integrable functions on R
2n, denoted by L2(R2n). The fact that the mapping
is an isometry can be expressed through the noncommutative Parseval’s identity [42, Eq. (5.3.22)]
Tr
[
T †1T2
]
=
∫
d2nξ
(2π)n
χT1(ξ)
∗χT2(ξ) . (9)
We can ask what are the conditions a given function f : R2n → C must satisfy to ensure that
it is the characteristic function of a quantum state. To answer this question we introduce some
terminology.
Definition 1. [44]. Given a skew-symmetric 2n× 2n matrix A, a function f : R2n → C is said to
be A-positive if for all finite collections of vectors ξ1, . . . , ξN ∈ R2n one has(
f(ξµ − ξν)e
i
2
ξ⊺µAξν
)
µ,ν=1,...,N
≥ 0 , (10)
meaning that the matrix on the l.h.s. is positive semidefinite.
Remark 1. It is elementary to observe that any A-positive function f : R2n → C (for A skew-
symmetric) must satisfy f(−ξ) = f(ξ)∗ for all ξ ∈ R2n, and in particular f(0) must be real (and
nonnegative). In fact, it can be seen that an A-positive function f remains such under inversion
of the argument, i.e. the new function g defined by g(ξ) ..= f(−ξ) is again A-positive.
The answer to the above question regarding the physical validity of a characteristic function is
then given in terms of the following ‘quantum Bochner theorem’, established in [44, 45] (see also [42,
Theorem 5.4.1]). In Appendix A we provide a direct proof which is independent of the analogous
result for classical probability theory and does not seem to have appeared in the literature before.
Lemma 2 (Quantum Bochner Theorem). [44, 45]. A complex-valued function f : R2n → C on
R
2n is the characteristic function of a density operator if and only if the following three conditions
are satisfied:
(i) f(0) = 1;
1 A positive operator A acting on a Hilbert space is said to be trace-class if it has finite trace, i.e. if
∑
m 〈m|A|m〉 < ∞
for some (and thus all) orthonormal bases {|m〉}m.
6(ii) f is continuous at 0; and
(iii) f is Ω-positive in the sense of Definition 1, where Ω is given by Eq. (2).
Remark 2. It is known that every function that meets requirements (i), (ii) and (iii) of the above
Lemma 2 is necessarily bounded in modulus by 1 and continuous everywhere (see Lemma 14).
We conclude this brief exposition by introducing quantum Gaussian states. These can be
equivalently defined as thermal states of Hamiltonians that are quadratic in the canonical operators
rj , or as those density operators whose characteristic function is a Gaussian. If
χρ(ξ) = e
− 1
4
ξ⊺Ω⊺VΩξ+is⊺Ωξ (11)
for some 2n × 2n real matrix V and some vector s ∈ R2n, we say that ρ is a Gaussian state with
covariance matrix V and mean s (compare with [46, Eq. (4.48)]). Clearly, Gaussian states are
uniquely specified by these two quantities. It can be seen that the function on the r.h.s. of Eq. (11)
is the characteristic function of a quantum state if and only if
V + iΩ ≥ 0 , (12)
which can be regarded as a manifestation of Heisenberg’s uncertainty principle [46, Eq. (3.77)].
This well-known fact can also be deduced from Lemma 15 in Appendix A. The vacuum state |0〉〈0|
is an example of a Gaussian state; its mean is 0 and its covariance matrix is V = 1, hence
χ|0〉〈0|(ξ) = e
− 1
4
ξ⊺ξ. (13)
B. Linear bosonic channels
One of the fundamental notions of quantum information theory is that of a quantum channel.
A quantum channel describes transformations induced on open physical systems by unitary inter-
actions with an environment that is subsequently discarded [47, Chapter 8]. In our context, we can
define a bosonic channel acting on n modes as a completely positive and trace-preserving linear
map Φ acting on the set of trace-class operators T(Hn). It is sometimes convenient to describe
the action of the channel at the level of characteristic functions, by writing Φ : χρ(ξ) 7→ χΦ(ρ)(ξ)
and giving an explicit expression for this latter function. Equivalently, we can also switch to the
Heisenberg picture and specify instead the action of Φ† on all displacement operators.
Particularly simple examples of bosonic channels are the so-called linear bosonic channels,
that act as
Φ†X,f (D(ξ))
..= D(Xξ)f(ξ) , (14)
where X is a 2n × 2n real matrix, and f : R2n → C is a complex-valued function. We can rewrite
this transformation at the level of characteristic functions as
χρ(ξ) 7→ χΦ(ρ)(ξ) = χρ(Xξ)f(ξ) . (15)
Because of the simplicity of their phase space action, linear bosonic channels have consistently
played a major role in theoretical quantum optics [2, 7, 8]. It is natural to ask what conditions on
X and f ensure that ΦX,f is a legitimate quantum channel. The first solution of this problem was
put forward in [48] (see also [49, 50]). We provide a self-contained proof in Appendix B.
Lemma 3. [48]. A map ΦX,f whose action is given by (15) is completely positive and trace-
preserving, and hence a linear bosonic channel, if and only if:
7(i) f(0) = 1;
(ii) f is continuous at 0; and
(iii) f is J(X)-positive according to Definition 1, where
J(X) ..= Ω−X⊺ΩX . (16)
Observe that every Gaussian channel [46, § 5.3] is a linear bosonic channel, but the converse
fails to hold. The simplest example of linear bosonic channel that is not a Gaussian operation is
probably the additive noise channel, defined by
ρ 7−→
∫
D(−s)ρD(s)µ (d2ns) , (17)
χρ(ξ) 7−→ χρ(ξ)f(ξ) . (18)
where µ is an arbitrary probability measure over R2n, and f is its Fourier transform
f(ξ) ..=
∫
eiξ
⊺Ωsµ
(
d2ns
)
. (19)
In a way, linear bosonic channels can thus be thought of as a natural generalisation of Gaussian
channels. While this point of view may be mathematically well motivated, it is not operationally
satisfactory, because Eq. (15) does not tell us anything about how to implement a given linear
bosonic channel in a physically feasible way. To amend this we can decide to look at Gaussian
dilatable channels instead [5]. By definition, a Gaussian dilatable channel acts as
ρ 7−→ TrE
[
UAE(ρA ⊗ σE)U †AE
]
, (20)
where: E is an m-mode optical system; UAE is a Gaussian unitary on the bipartite system AE
(obtained by combining arbitrary displacements on A and E with symplectic unitaries on AE [46,
§ 5.1.2]); and σE is an arbitrary state of the system E. For a pictorial representation of Eq. (20),
see Figure 1. From a practical point of view, remember that the Gaussian unitary UAE can
be implemented by means of multimode interferometers (passive optics) and single-mode squeez-
ers [51]. In turn, multimode interferometer can be decomposed into two-mode beam splitters and
phase-shifters [52, 53], so that these two operations together with single-mode squeezers suffice
to reproduce the action of UAE . If we want to specify that an m-mode ancillary state suffices to
implement a Gaussian dilation, we say that the channel is Gaussian dilatable on m modes.
The requirement that USE is a Gaussian unitary here is crucial; in fact, by Stinespring’s dilation
theorem [54] every quantum channel can be represented as in Eq. (20) for some unitary UAE and
some ancillary state σE .
We now derive the explicit action of a Gaussian dilatable channel on characteristic functions.
Remember that Gaussian unitaries can be always factorised as UAE = (DA(s)⊗DE(t)) U˜AE , where
U˜AE is a symplectic unitary whose corresponding symplectic matrix we denote by SAE . This means
that the transformation ρAE 7→ U˜AEρAEU˜ †AE translates to χρ(ζ) 7→ χρ(SAEζ) at the phase space
level. Decomposing SAE according to the splitting A⊕ E as
SAE =
(
X Y
Z W
)
, (21)
where X is 2n× 2n and Y is 2n× 2m, it is not difficult to verify that the channel in Eq. (20) acts
on characteristic functions as [5]
χρ(ξ) 7−→ eis⊺Ωξχρ(Xξ)χσ(Y ξ) , (22)
8FIG. 1. A Gaussian dilatable channel Φ is one that can be realized through a system-environment Gaussian
unitary evolution UAE generated by a quadratic Hamiltonian, with any environment state ρE , and the
environment degrees of freedom being subsequently discarded. The resulting channel is Gaussian or non-
Gaussian depending on whether the environment state ρˆE is Gaussian or not.
where
X⊺ΩX + Y ⊺ΩY = Ω . (23)
In particular, every Gaussian dilatable channel is linear bosonic. As we shall see in what follows,
the converse is not true (Corollary 11). The main result of the present paper is however that every
linear bosonic channel can be approximated by Gaussian dilatable channels to any desired degree
of accuracy, in a precise sense (Theorem 8). See Figure 2 for a pictorial representation of all the
different classes of channels discussed in this paper.
Note. The two matrices Ω on the l.h.s. of Eq. (23) are of sizes 2n and 2m, respectively. Without
further specifying it, in what follows we will always assume that all matrices Ω are of the correct
size.
It is worth noting that Eq. (23) is the only condition to be obeyed in order for the transformation
in Eq. (22) to derive from a Gaussian dilatable channel. In other words, Eq. (23) implies that one
can find matrices Z and W with the property that the matrix in Eq. (21) is symplectic. This is a
consequence of the completion theorem for symplectic bases [55, Theorem 1.15].
As we mentioned before, Gaussian channels are always Gaussian dilatable, and the correspond-
ing state σE of Eq. (20) can always be chosen to be Gaussian [40, 56]. Another important subclass
of Gaussian dilatable channels is that composed of passive dilatable channels [4, 57], i.e. those
for which Eq. (20) holds with UAE satisfying [UAE ,HAE ] = 0 for the free-field Hamiltonian (number
operator) HAE =
1
2r
⊺r.
C. Operator topologies in a nutshell
As discussed above, the main result we present in this article is that every linear bosonic channel
can be approximated to any desired degree of accuracy by Gaussian dilatable channels. To make
this statement mathematically rigorous, we need to clarify in what sense this approximation holds.
This corresponds to introducing a topology, i.e. a notion of convergence of (generalised) sequences,
on the set of quantum channels. Since channels are (super)operators, the relevant concept is that
of operator topology.
In the present context, the two most important operator topologies to be given to the space T(H)
of trace-class operators on some Hilbert spaceH are the norm topology (aka strong topology) and
the weak operator topology (WOT). A sequence of trace-class operators Tk is said to converge
to T ∈ T(H) in the norm topology (or strongly) if ‖T − Tk‖1 −−−→k→∞ 0, where ‖T‖1 ..= Tr
√
T †T
is the trace norm. In this case we write also Tk
s−−−→
k→∞
T . The same sequence is instead said to
9FIG. 2. The different classes of bosonic channels. Linear channels are those that implement linear transfor-
mations on the input signal at the phase space level. Gaussian dilatable channels are realised by Gaussian
unitaries, resulting in a Gaussian channel if the environment is a Gaussian state. Restricting the Gaussian
unitary to a passive unitary leads to a passive dilatable channel. PAL is the photon-added lossy channel and
PAA is the photon-added amplifier channel. Cubic represents a cubic phase gate, QPG for quadrature phase
gates (of which cubic phase gate is an example), and Kerr stands for the higher-order non-linear Kerr effect,
BPS stands for the binary phase-shift channel, and all of these lie outside linear channels. The lossy channel
is Gaussian dilatable and in particular passive dilatable, and Noise represents all additive noise channels of
which AGN is the additive Gaussian noise channel. The dashed lines correspond to sets of channels whose
relation to the other sets are previous unknown and explored in this article.
converge to T in the weak operator topology, and we write Tk
WOT−−−→
k→∞
T , if
lim
k→∞
〈α|Tk|β〉 = 〈α|T |β〉 ∀ |α〉 , |β〉 ∈ H . (24)
Remark 3. It is not difficult to come up with sequences of density operators that do not converge
strongly but tend to zero in the weak operator topology. An example is given by the sequence
Tk = |k〉〈k| of projectors onto the Fock basis states of a single harmonic oscillator. In particular,
neither the trace nor the trace norm are continuous with respect to the weak operator topology!
For sequences of trace-class operators, it turns out that the above example captures the only way
in which the above two notions of convergence can lead to different conclusions.
The following lemma is a well-known result from the theory of operators on Hilbert spaces. The
acronym ‘SWOT’ stands for ‘Strong/Weak Operator Topology’.
Lemma 4 (SWOT convergence lemma). Let (ρk)k ∈ T(Hn) be a sequence of density operators on
the Hilbert space Hn associated with n harmonic oscillators. Then the following are equivalent:
(i) (ρk)k converges to a density operator in the weak operator topology;
(ii) (ρk)k converges in norm to a trace-class operator;
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(iii) the sequence (χρk)k of characteristic functions converges pointwise to a function that is con-
tinuous at 0.
If any of the above conditions is met, then the two limits in (i) and (ii) are the same, and their
characteristic function coincides with the limit in (iii).
The equivalence between conditions (i) and (ii) seems to have been discovered by Davies [58,
Lemma 4.3], and later generalised by Arazy [59]. Cushen and Hudson [60, Theorem 2] proved that
(ii) ⇔ (iii) using Le´vy’s continuity theorem [61, Theorem 19.1]. The full power of the implication
(iii)⇒ (ii) has been exploited for instance in [62]. In Appendix C we provide a self-contained proof
of Lemma 4 for the sake of completeness.
In what follows we will often deal with convergence questions also at the level of superoperators
acting on T(H) (e.g. quantum channels). The strongest notion of convergence in this context is that
of uniform convergence. A sequence (Φk)k of maps Φk : T(HA) → T(HA) is said to converge
to Φ : T(HA) → T(HA) uniformly, and we write Φk u−−−→k→∞ Φ, if ‖Φk − Φ‖⋄ −−−→k→∞ 0, where the
diamond norm is defined by [63, 64]
‖∆‖⋄ ..= sup {‖(∆A ⊗ IB)(ρAB)‖1 : HB Hilbert space, ρAB ∈ D(HA ⊗HB)} . (25)
The name ‘uniform’ is justified since the action of the map Φ is approximated by that of the maps
Φk independently of the input state and of the correlations it has with any external system.
As detailed in [65, 66], uniform convergence is often too stringent of a requirement to be useful
for applications in quantum information theory. A weaker notion of convergence that is still
operationally very relevant is the following: (Φk)k is said to converge to Φ in the strong operator
topology, and we write Φk
SOT−−−→
k→∞
Φ, if
Φk(ρ)
s−−−→
k→∞
Φ(ρ) ∀ ρ ∈ D(H) . (26)
Observe that in the above definition we can replace D(H) with T(H), as every trace-class operator
is a linear combination of at most two quantum states. Strong operator convergence implies that
the action of the map Φ on any known input state can be approximated by that of the maps Φk;
for this reason, it is a strictly weaker condition than uniform convergence. The strong operator
topology is studied for instance in [67]. On the mathematical level, one of its main strengths is that
the set of completely positive and trace-preserving maps is closed with respect to it, i.e. the strong
limit of a sequence of quantum channels is another quantum channel. Another important feature
is that compositions and tensor products behave well under limits. More precisely, for all pairs of
sequences (Φk)k, (Ψk)k of trace-norm bounded maps Φk,Ψk : T(H) → T(H) such that Φk SOT−−−→k→∞ Φ
and Ψk
SOT−−−→
k→∞
Ψ, one has [65, 67, 68]
Φk ◦Ψk SOT−−−→k→∞ Φ ◦Ψ , (27)
Φk ⊗Ψk SOT−−−→k→∞ Φ⊗Ψ . (28)
Recently, the strong operator topology was also shown to be connected with the notion of
uniform convergence on the set of quantum states of bounded energy [65, 66], a result which
greatly bolstered its physical interpretation. In our case, the energy can be defined with respect to
the free-field Hamiltonian H ..= 12r
⊺r, and uniform convergence on energy-bounded states is given
by
‖Φk −Φ‖⋄E −−−→k→∞ 0 , (29)
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Space Topology/convergence Notation Definition
Operators
weak Tk
WOT−−−→
k→∞
T 〈α|Tk|β〉 −−−→
k→∞
〈α|T |β〉 ∀ |α〉 , |β〉 ∈ H
strong Tk
s−−−→
k→∞
T ‖T − Tk‖1 −−−→
k→∞
0
Superoperators
uniform Φk
u−−−→
k→∞
Φ ‖Φk − Φ‖⋄ −−−→
k→∞
0
strong Φk
SOT−−−→
k→∞
Φ Φk(ρ)
s−−−→
k→∞
Φ(ρ) ∀ ρ ∈ D(H)
uniform
on energy-bounded states
Φk
u,E−−−→
k→∞
Φ ‖Φk − Φ‖⋄E −−−→
k→∞
0
TABLE I. Summary of the different notions of convergence/operator topologies on the space of trace-class
operators and channels (superoperators) acting on a given Hilbert space H. Here {Tk}k and {Φk}k are
a sequence of operators and superoperators respectively; ‖ · ‖1, ‖ · ‖⋄, and ‖ · ‖⋄E denote respectively the
trace norm of operators, diamond norm and energy-constrained diamond norm of superoperators. The final
column provides the how the sequences {Tk}k and {Φk}k converge respectively to T and Φ. The details of
the convergence are explained in this subsection.
where the energy-constrained diamond norm is defined via [65, Eq. (1)]. We remind the reader that
for the special case of interest here, i.e. that of a free-field Hamiltonian, a related definition was
previously put forward in [69]. The resulting norm is equivalent to the one of [65, 66], but because
of some desirable properties of the latter, we have chosen that definition. We briefly summarize
the various notions of convergence for operators and superoperators in Table I.
In this paper we will be mostly interested in the convergence of sequences of bosonic channels
to other bosonic channels. In this context a similar result to Lemma 4 holds, as we now set out to
establish.
Lemma 5 (SWOTTED convergence lemma). Let (Φk)k be a sequence of bosonic channels Φk :
T(Hn)→ T(Hn). Then the following are equivalent:
(i) (Φk)k converges to a bosonic channel uniformly on energy-bounded states (i.e. Eq. (29) is
satisfied);
(ii) (Φk)k converges in the strong operator topology;
(iii) for all |ψ〉 ∈ Hn, the sequence of characteristic functions
(
χΦk(|ψ〉〈ψ|)
)
k
converges pointwise to
a function that is continuous at 0.
If any of the above conditions is met, then the limit in (i) is the same as that in (ii) (call it Φ),
and that in (iii) is χΦ(|ψ〉〈ψ|).
Note. The acronym ‘SWOTTED’ stands for ‘Strong / Weak Operator Topology / Topology of
Energy-constrained Diamond norms’.
Proof. The fact that (i) and (ii) are equivalent is proved in [65, Proposition 3(B)]. Observe that
our Hamiltonian H = 12r
⊺r satisfies the required conditions. Moreover, applying Lemma 4 with
ρk = Φk(|ψ〉〈ψ|) we deduce that (ii) implies (iii). All that is left to prove is that (iii) implies (ii).
Start by observing that if (iii) holds then for all finite-rank operators A the sequence χΦk(A)
converges pointwise to a function that is continuous at 0. For a given density operator ρ and some
fixed ǫ > 0, choose a projector Π onto a finite-dimensional space such that ‖ρ−ΠρΠ‖1 ≤ ǫ (this is
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possible because ρ is trace-class). Since ρk ..= Φk(ΠρΠ) satisfies Lemma 4(iii), from Lemma 4(ii)
we deduce that Φk(ΠρΠ)
s−−−→
k→∞
Φ(ΠρΠ), i.e. ‖Φk(ΠρΠ) − Φ(ΠρΠ)‖1 ≤ ǫ for all k ≥ k0. Using the
fact that quantum channels are trace-norm contractions, we find
‖Φ(ρ)−Φk(ρ)‖1 ≤ ‖Φ(ρ)− Φ(ΠρΠ)‖1 + ‖Φ(ΠρΠ) − Φk(ΠρΠ)‖1 + ‖Φk(ΠρΠ)− Φk(ρ)‖1
≤ 2‖ρ−ΠρΠ‖1 + ‖Φ(ΠρΠ)− Φk(ΠρΠ)‖1
≤ 3ǫ
for all k ≥ k0. Since ǫ was arbitrary, we deduce that Φk(ρ) s−−−→k→∞ Φ(ρ) for all density operators ρ,
implying that Φk
SOT−−−→
k→∞
Φ.
Remark 4. Equipped with Lemma 5, it is really elementary to show that the Braunstein-Kimble
continuous variable teleportation protocol [41] performed using as a resource a two-mode squeezed
state of energy E implements a sequence of channels that converge to the identity in the strong
operator topology [41, 68] or – equivalently – uniformly on bounded energy states, but not uniformly
on all states [41, 70]. Indeed, the transformation in [41, Eq. (9)] can be rewritten at the level of
characteristic functions as
χρ(α) 7→ χρ(α)e−σ¯|α|2 ,
where we temporarily reverted to the complex notation. Here, σ¯ is a parameter that will be
made to tend to 0 to increase the accuracy of the approximation. Since the function on the r.h.s.
clearly converges pointwise to that on the l.h.s. for all fixed input states ρ, Lemma 5 guarantees
that the channel convergence happens with respect to the strong operator topology, or uniformly
on energy-bounded states. These statements have been the subject of discussion in some recent
papers [68, 70].
Remark 5. Another elementary consequence of Lemma 5 concerns the family of Gaussian channels
known as quantum limited attenuators. These are channels acting on an arbitrary number of modes
and defined by
Aλ : χρ(ξ) 7−→ χρ
(√
λξ
)
e−
1−λ
4
ξ⊺ξ, (30)
where 0 ≤ λ ≤ 1. A swift application of Lemma 5 shows that
Aλ
SOT−−−→
λ→1
id , (31)
with id being the identity channel, a fact already mentioned in [66, Section IV.B]. In [66, Proposi-
tion 1] it is also shown that the convergence in Eq. (31) is not uniform.
III. MAIN RESULTS
We have seen that linear bosonic channels constitute a mathematically natural generalisation
of the set of Gaussian channels. On the other hand, Gaussian dilatable channels are a physically
meaningful class of operations for which there exists an operationally feasible implementation that
requires only moderate resources (namely, a single non-Gaussian state and a Gaussian unitary).
The main result of the present paper is that these two sets of operations are deeply related with
each other, namely the latter is the strong operator closure of the former (Theorem 8).
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A. The set of linear bosonic channels is closed
Implicit in the above statement is the claim that linear bosonic channels form themselves a
closed set. Let us start by investigating this question, whose affirmative answer is the content
of our first result. Our proof technique rests crucially upon the SWOTTED convergence lemma
(Lemma 5).
Theorem 6. The set of all linear bosonic channels acting on an n-mode system is closed with
respect to the strong operator topology.
Proof. Consider a sequence of linear bosonic channels (ΦXk,fk)k, and assume that ΦXk,fk
SOT−−−→
k→∞
Φ
for some completely positive trace-preserving map Φ : T(Hn) → T(Hn). We have to prove that
also Φ is a linear bosonic channel. To this end, start by considering the sequence of matrices (Xk)k.
If the sequence
(
(X⊺kXk)jj
)
k
is unbounded for some fixed j = 1, . . . , 2n, then for almost all ξ the
sequence ξ⊺X⊺kXkξ is also unbounded (this does not happen only on the zero-measure hyperplane
ξj = 0). Remembering that the characteristic function of the vacuum state is given by Eq. (13), we
deduce that the sequence of complex numbers χ|0〉〈0|(Xkξ) has a vanishing subsequence for almost
all ξ. Since all functions fk are upper bounded by 1 in modulus, the same is true for the sequence
χ|0〉〈0|(Xkξ)fk(ξ) = χΦXk,fk (|0〉〈0|)
(ξ). This however converges to χΦ(|0〉〈0|)(ξ) by Lemma 5, hence we
conclude that χΦ(|0〉〈0|)(ξ) = 0 for almost all ξ. As χΦ(|0〉〈0|) is necessarily continuous, we conclude
that it must vanish everywhere. This is absurd as χΦ(|0〉〈0|)(0) = 1 by the quantum Bochner theorem
(Lemma 2).
We then conclude that (X⊺kXk)jj is bounded for all j, and hence there exists M > 0 such
that ‖Xk‖1→2 ..= maxj(X⊺kXk)
1/2
jj ≤M . This means that the sequence (X⊺kXk)k is itself bounded,
because ‖ · ‖1→2 is a norm on the set of matrices. Since we are in a finite-dimensional space, there
will exist a converging subsequence Xkm −−−→m→∞ X.
We now show that X is the limit of (Xk)k. In fact, if this were not the case there would exist
another limit point X ′ 6= X, i.e. Xk′m −−−→m→∞ X ′ 6= X for some other subsequence (Xk′m)m. We
can use the fact that ΦXk,fk(ρ)
s−−−→
k→∞
Φ(ρ) for all density operators ρ to deduce a contradiction.
Choose as ρ a Gaussian state with covariance matrix 1 and mean s, i.e. ρ = |s〉〈s| where |s〉 is a
coherent state. Using the explicit expression in Eq. (11) for the characteristic function together
with Lemma 5, we obtain
lim
k
e−
1
4
ξ⊺X⊺kXkξ+is
⊺ΩXkξfk(ξ) = lim
k
χΦXk,fk (|s〉〈s|)
(ξ) = χΦ(|s〉〈s|)(ξ) . (32)
Since on the two subsequences (km)m and (k
′
m)m the exponential factor on the l.h.s. of the above
equation converges to a nonzero limit, also the sequences (fkm(ξ))m and (fk′m(ξ))m have to converge.
Let us define
g(ξ) ..= lim
m
fkm(ξ) , g
′(ξ) ..= lim
m
fk′m(ξ) . (33)
Taking the limit in Eq. (32) over these two subsequences yields
e−
1
4
ξ⊺X⊺Xξ+is⊺ΩXξg(ξ) = lim
m
e−
1
4
ξ⊺X⊺kmXkmξ+is
⊺ΩXkmξfkm(ξ)
= χΦ(|s〉〈s|)(ξ)
= lim
m
e
− 1
4
ξ⊺X⊺
k′m
Xk′m
ξ+is⊺ΩXk′m
ξ
fk′m(ξ)
= e−
1
4
ξ⊺(X′)⊺X′ξ+is⊺ΩX′ξg′(ξ) .
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Since χΦ(|s〉〈s|)(0) = 1 and χΦ(|s〉〈s|) is continuous at 0 by the quantum Bochner theorem (Lemma 2),
in an appropriate neighbourhood U of 0 in R2n it must hold that χΦ(|s〉〈s|)(ξ) 6= 0. From the above
chain of equalities we deduce also that g(ξ) 6= 0 for all ξ ∈ U. Hence
e
1
4
ξ⊺((X′)⊺X′−X⊺X)ξ+is⊺Ω(X−X′)ξ =
g′(ξ)
g(ξ)
∀ ξ ∈ U . (34)
The problem with Eq. (34) is that the r.h.s. does not depend explicitly on s. The only way in
which this can happen on the l.h.s. as well is if X = X ′, which is what we wanted to prove.
We have established that Xk −−−→k→∞ X. Then, the identity in Eq. (32) can only hold if the
sequence (fk)k converges pointwise to some function f , i.e. fk(ξ) −−−→k→∞ f(ξ) for all fixed ξ. For an
arbitrary state ρ we then obtain
χΦ(ρ)(ξ) = lim
k
χΦXk,fk (ρ)
(ξ) = lim
k
χρ(Xkξ)fk(ξ) = χρ(Xξ)f(ξ) ,
where the last equality follows from the continuity of χρ. This shows that also Φ is a linear bosonic
channel.
B. Approximate Gaussian dilatation for any linear bosonic channel
Before we state our main result, we look at the simplified case where the matrix J(X) of Eq. (16)
is invertible. When this happens, it turns out that the problem of writing linear bosonic channels
as (limits of) Gaussian dilatable channels simplifies considerably.
Lemma 7. [2]. Any linear bosonic channel ΦX,f that acts on an n-mode system and satisfies
detJ(X) 6= 0, where J(X) is defined by Eq. (16), is Gaussian dilatable using n auxiliary modes.
Proof. It is a well-known fact from elementary linear algebra that all invertible skew-symmetric
matrices are equivalent up to congruences [71, Corollary 2.5.14(b)]. In particular, if det J(X) 6= 0
there will exist a 2n× 2n (invertible) matrix Y such that
Ω−X⊺ΩX = J(X) = Y ⊺ΩY . (35)
Remember that the complete positivity conditions for ΦX,f as expressed by Lemma 3 imply that
f is J(X)-positive. It is not difficult to verify that the function g : R2n → C given by
g(ξ) ..= f(Y −1ξ) (36)
will then be Ω-positive. Since g(0) = f(0) = 1 and moreover g is clearly continuous at 0 as the
same is true for f , all conditions of the quantum Bochner theorem (Lemma 2) are met, and hence
g(ξ) = χσ(ξ) for some n-mode quantum state σ. Substituting ξ 7→ Y ξ we can then rewrite Eq. (36)
as f(ξ) = χσ(Y ξ). Inserting this into Eq. (15) we obtain Eq. (22) for s = 0. Since X and Y satisfy
Eq. (23), the channel ΦX,f is Gaussian dilatable. This is summarized as algorithm 1.
Remark 6. The above argument shows that any pair X, f that satisfies conditions (i)-(iii) of
Lemma 3 and such that det J(X) 6= 0 induces a map ΦX,f that admits the representation in
Eq. (20) for some Gaussian unitary UAE and some quantum state σE. In particular, ΦX,f must be
a bosonic channel (completely positive and trace-preserving). This proves that conditions (i)-(iii) of
Lemma 3 are sufficient in order for ΦX,f to be a bosonic channel, at least when detJ(X) 6= 0. This
observation can be used to give an independent proof of Lemma 3, see Remark 7 and Appendix B.
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Algorithm 1: Obtaining an exact Gaussian dilation for a linear bosonic channel with
invertible J(X).
Input: X, f of a linear bosonic channel ΦX,f .
1 Compute the matrix Y whose existence is guaranteed by Eq. (35).
2 Obtain g using Eq. (36).
3 Determine σ (the ancillary state) from g using Eq. (8); this is possible by Lemma 2.
4 Complete (X Y· · ) to a symplectic matrix SAE .
5 Obtain the Gaussian unitary UAE for the dilation from SAE .
Output: Gaussian dilation of ΦX,f .
Lemma 7 solves our problem as long as J(X) is an invertible matrix. However, a quick inspection
reveals that this is not always the case, the most notable counterexample being the identity channel,
for which we have X = 1 and hence J(X) = 0. We are now ready to state and prove our main
result.
Theorem 8. The set of linear bosonic channels coincides with the closure of the set of Gaussian
dilatable channels with respect to the strong operator topology.
Proof. Since we know from Theorem 6 that the set of linear bosonic channels is strong operator
closed, we only have to show that the closure of the set of Gaussian dilatable channels contains it.
To this end, pick a linear bosonic channel ΦX,f . For all sufficiently small ǫ > 0, let us consider the
channels ΦX,f ◦ A(1−ǫ)2 , where Aλ is a quantum limited attenuator as defined by Eq. (30), and ◦
denotes composition. It can be readily verified by concatenating the transformations in Eq. (30)
and (15) that
ΦX,f ◦A(1−ǫ)2 = ΦXǫ, fǫ (37)
is another linear bosonic channel of parameters
Xǫ ..= (1− ǫ)X, (38)
fǫ(ξ) ..= f(ξ)e
− 1
4(1−(1−ǫ)
2)ξ⊺X⊺Xξ. (39)
Even if the matrix J(X) of Eq. (16) fails to be invertible, we claim that J(Xǫ) is invertible for
all sufficiently small ǫ > 0. This can be easily deduced by observing that p(ǫ) ..= detJ(Xǫ) is a
polynomial in ǫ which satisfies p(1) = detJ(0) = detΩ = 1, hence it is not identically zero and
thus has only isolated zeros.
Now, since J(Xǫ) is invertible, Lemma 7 implies that ΦXǫ,fǫ is Gaussian dilatable. Moreover,
since A(1−ǫ)2
SOT−−−→
ǫ→0
id by Eq. (31), and channel composition behaves well under strong topology
convergence, as formalised in Eq. (27), we have that
ΦXǫ,fǫ = ΦX,f ◦A(1−ǫ)2 SOT−−−→ǫ→0 ΦX,f ◦ id = ΦX,f . (40)
This shows that any linear bosonic channel is the strong operator limit of a sequence of Gaussian
dilatable channels, concluding the proof.
Remark 7. Continuing along the lines of Remark 6, we argue that the above construct in fact
proves also that conditions (i)-(iii) of Lemma 3 are sufficient in order for ΦX,f to be a bosonic
channel. This is because we constructed a sequence of strong operator approximations to ΦX,f
that are guaranteed to be bosonic channels (because they are Gaussian dilatable), and the set
of all channels is closed with respect to the strong operator topology. For further details see
Appendix B.
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Our proof of Theorem 8 is constructive, in that we give an explicit sequence of Gaussian dilatable
channels that approximates a given linear bosonic channel. Among other things, this shows that
n-mode ancillary states suffice to implement Gaussian dilatable approximations. We formalise this
observation below and summarize the steps for obtaining the approximate dilation in Algorithm 2.
Corollary 9. Every linear bosonic channel on n modes can be approximated to any desired degree
of accuracy in the strong operator topology by channels that are Gaussian dilatable on n modes
only.
Algorithm 2: Obtaining an approximate Gaussian dilation for any linear bosonic channel
using n auxiliary modes.
Input: X, f of a linear bosonic channel ΦX,f .
1 Choose ǫ > 0 such that J ((1− ǫ)X) is non-singular.
2 Compose the original channel with an attenuator: ΦXǫ,fǫ
..= ΦX,f ◦A(1−ǫ)2 .
3 Obtain a Gaussian dilation for ΦXǫ,fǫ using Algorithm 1.
4 Limit ǫ→ 0+ provides the required approximation to ΦX,f via Gaussian dilatable channels ΦXǫ,fǫ .
Output: Approximate Gaussian dilation of ΦX,f .
Remark 8. Corollary 9 also applies to channels that are already Gaussian dilatable, but whose
corresponding ancillary state (the σE of Eq. (20)) is specified on a large number of modes (> n)
irrespective of it being Gaussian or not. The resulting resource compression could prove useful
from a practical point of view.
Remark 9. A special case that is of great interest is that of Gaussian channels. In this context,
Corollary 9 should be compared with the results of [40]. There the authors give an upper bound
on the number of modes that are needed in order to construct a Gaussian dilation of any given
Gaussian channel (with the ancillary state in Eq. (20) being also Gaussian). For instance, for a
Gaussian additive noise channel, i.e. an additive noise channel as in Eq. (18) whose function f
is Gaussian, a 2n-mode ancilla is required [40, Eq. (48)]. However, our findings show that it is
possible to construct approximate Gaussian dilations of any n-mode Gaussian channel by means
of an n-mode ancillary system only. Moreover, the proof of Theorem 8 shows that in this case the
corresponding states σ can be chosen to be Gaussian.
C. Why the closure is necessary
A very natural question at this point is the following: is the closure in Theorem 8 really nec-
essary? In other words, are there examples of linear bosonic channels that are not Gaussian
dilatable? Here we argue that this is indeed the case by constructing an explicit example. This
question has been recently investigated by the authors of [37], who developed a body of techniques
to study non-Gaussian operations. Using these techniques, they were able to provide an example
of a non-Gaussian channel (the ‘binary phase-shift channel’ that applies a phase space inversion
with probability 1/2 on a single mode) that does not admit an exact Gaussian dilation in which
the ancilla has finite energy. Observe that the channel they considered is not linear bosonic, so
this result does not have immediate implications for the above question. Moreover, it does not
seem possible to employ the techniques in [37], which rely crucially on the theory of relative en-
tropy measures of non-Gaussianity [31, 34], to exclude the existence of a Gaussian dilation whose
corresponding ancillary state does not have finite first- or second-order moments.
One could argue that an exact Gaussian dilation such as that in Eq. (20) in which σ has
unbounded energy can not be physically realised if not approximately. However, in this case
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the approximation one can aim for is uniform instead of merely in the strong operator topology.
Indeed, it is not difficult to realise that if Π is a projector onto a finite-dimensional space such
that σ′ ..= ΠσΠTr[σΠ] – which has finite energy – satisfies ‖σ − σ′‖1 ≤ ǫ, the Gaussian channel Φ′
defined by the same formula as in Eq. (20) with σ′ instead of σ (and the same unitary U) satisfies
‖Φ−Φ′‖⋄ ≤ ǫ, where the diamond norm ‖·‖⋄ is defined by Eq. (25). In view of these considerations,
we see that an exact Gaussian dilation for a quantum channel is still operationally meaningful even
if the involved ancilla has infinite energy, because it leads to a sequence of uniform approximations
via physically implementable Gaussian dilatable channels. This situation should be contrasted
with the approximations we constructed in the proof of Theorem 8, which are with respect to the
strong operator topology and therefore ‘less accurate’ in a precise sense.
In what follows we give an explicit example of a linear bosonic channel that is not exactly
Gaussian dilatable, even if the ancillary state used for the dilation is allowed to have infinite
energy. The channel we consider is a ‘binary displacement channel’, which is a particular example
of an additive noise channel (see Eq. (17)) and is defined by the action
Es(ρ) ..=
1
2
D(−s)ρD(s) + 1
2
D(s)ρD(−s) ∀ ρ ∈ D(Hn) , (41)
where 0 6= s ∈ R2n is a fixed vector. At the phase space level Eq. (41) translates to
Es : χρ(ξ) 7−→ χρ(ξ) cos (s⊺Ωξ) , (42)
which proves that Es is indeed a linear bosonic channel. We now set out to show that it can not
be Gaussian dilatable.
Lemma 10. Any characteristic function χσ of an m-mode quantum state σ satisfies
|χσ(ζ)| < 1 ∀ ζ ∈ R2m : ζ 6= 0 . (43)
Proof. We already commented on the fact that characteristic functions of quantum states are upper
bounded by 1 in modulus (see Lemma 14). The problem is to show that there is strict inequality
in Eq. (43) whenever ζ 6= 0. Let σ =∑∞µ=0 pµ |ψµ〉〈ψµ| be the spectral decomposition of σ, where
the series converges strongly (i.e. in trace norm). Let us write
|χσ(ζ)| = Tr[σD(ζ)] =
∣∣∣∣∣∣
∞∑
µ=0
pµ 〈ψµ|D(ζ)|ψµ〉
∣∣∣∣∣∣ ≤
∞∑
µ=0
pµ |〈ψµ|D(ζ)|ψµ〉| ≤
∞∑
µ=0
pµ = 1 ,
where we used the fact that D(ζ) is unitary. From the above chain of inequalities it is clear
that |χσ(ζ)| = 1 if and only if D(ζ) |ψµ〉 = eiϕµ |ψµ〉 for all µ such that pµ > 0, where ϕµ ∈
R. In particular, there exists a vector |ψ〉 ∈ Hm such that D(ζ) |ψ〉 = eiϕ |ψ〉, implying that
D(ζ) |ψ〉〈ψ|D(−ζ) = |ψ〉〈ψ|. Computing the trace against a displacement operator D(η) of both
sides of this identity and using Eq. (4) we obtain
eiζ
⊺Ωηχ|ψ〉〈ψ|(η) = e
iζ⊺Ωη Tr [D(η) |ψ〉〈ψ|]
= Tr [D(−ζ)D(η)D(ζ) |ψ〉〈ψ|]
= Tr [D(η)D(ζ) |ψ〉〈ψ|D(−ζ)]
= χD(ζ)|ψ〉〈ψ|D(−ζ)(η)
= χ|ψ〉〈ψ|(η) ,
from which we deduce that χ|ψ〉〈ψ|(η) = 0 whenever e
iζ⊺Ωη 6= 1, i.e. whenever [D(ζ),D(η)] 6= 0.
Since ζ 6= 0 and Ω is invertible, this happens almost everywhere in η. The continuity of χ|ψ〉〈ψ| as
established in Lemma 14 entails that χ|ψ〉〈ψ|(ζ) ≡ 0 for all ζ, which is in contradiction with the fact
that χ|ψ〉〈ψ|(0) = 1 as required by the quantum Bochner theorem (Lemma 2).
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Corollary 11. The linear bosonic channel Es defined in Eq. (41) is not Gaussian dilatable for
s 6= 0.
Proof. Assume by contradiction that Es were Gaussian dilatable. Comparing Eq. (42) with
Eq. (22), we see that we would be able to find an m-mode state σ and a 2m × 2n matrix Y
such that Y ⊺ΩY = 0 and
χσ(Y ξ) = cos (s
⊺Ωξ) . (44)
Observe that for all ξ ∈ R2n such that s⊺Ωξ 6= 0 we have that ξ˜ ..= 2πs⊺Ωξ ξ satisfies
χσ(Y ξ˜) = cos
(
s⊺Ωξ˜
)
= cos(2π) = 1 .
Applying Lemma 10, we conclude that this is only possible if Y ξ˜ = 0 and hence Y ξ = 0. Since the
constraint s⊺Ωξ 6= 0 holds almost everywhere in ξ, and linear transformations are continuous, we
conclude that Y = 0 as a matrix. This is naturally in contradiction with Eq. (44), as the r.h.s. of
the equation is not constant.
Along the same lines, we suspect that the example in Eq. (41) can be generalised as to encompass
all discrete convex combinations of conjugations by different displacement operators. We conjecture
that all such linear bosonic channels are not exactly Gaussian dilatable.
D. Number of auxiliary modes required
We now discuss the practical feasibility of approximating any linear bosonic channel with Gaus-
sian dilatable maps. The main advantage of the technique we adopted to prove Theorem 8 is that
it is fully explicit, and that it requires an ancillary system with the same number of modes as the
system itself (Corollary 9). However, the main disadvantage is that when det J(X) = 0 we had to
construct a sequence of Gaussian dilations with varying Gaussian unitaries and varying ancillary
states. This may be far from practical from an experimental point of view, as it would be more
desirable to fix the unitary while varying only the ancillary state. It turns out that it is possible to
do so, as we will now show. The following result is a generalisation of Lemma 7, and it is proved
in the same spirit.
Proposition 12. Let ΦX,f be a linear bosonic channel acting on an n-mode system A. Let E be
an ancillary system composed of n + k modes, where k ..= 12 dimker J(X), and J(X) is defined
by Eq. (16). Then there is a Gaussian unitary UAE and a sequence of states σE(ǫ) such that the
corresponding Gaussian dilatable channels defined through Eq. (20) converge to ΦX,f in the strong
operator topology for ǫ→ 0+.
Proof. We start by looking at the 2n× 2n skew-symmetric matrix J(X) defined by Eq. (16). We
can find an orthogonal matrix O ∈ O(2n) such that [71, Corollary 2.5.14(b)]
J(X) = O⊺
(⊕n
j=1
(
0 dj
−dj 0
))
O , (45)
where dj ≥ 0 are n real numbers. Defining k ..= 12 dimker J(X), we see that exactly k of these
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numbers are zero. We now construct a (2n+ 2k)× 2n matrix Y defined as follows:
Y ..=
(⊕n
j=1
Y ′j
)
O , (46)
Y ′j
..=

d
1/2
j 12 if dj > 0,(
1 0
0 0
0 1
0 0
)
if dj = 0.
(47)
We first show that this Y satisfies Eq. (23). Before we do that, observe that the standard symplectic
form of n+ k modes can be written as
Ω ..=
⊕n
j=1
Ωj , (48)
Ωj ..=

(
0 1
−1 0
)
if dj > 0,(
0 1
−1 0
0 1
−1 0
)
if dj = 0.
(49)
With this in mind, it is easy to check that indeed
Y ⊺ΩY = O⊺
(⊕n
j=1
(Y ′j )
⊺ΩjY
′
j
)
O = O⊺
(⊕n
j=1
(
0 dj
−dj 0
))
O = Ω−X⊺ΩX .
Now, consider the Moore–Penrose inverse of Y , call it Y˜ . One has
Y˜ = O⊺
(⊕n
j=1
Y˜ ′j
)
, (50)
Y˜ ′j =
{
d
−1/2
j 12 if dj > 0,
( 1 0 0 00 0 1 0 ) if dj = 0.
(51)
Observe that
Y˜ Y = 12n , (52)
Y Y˜ = P , (53)
where 12n denotes the 2n×2n identity matrix, while P is an orthogonal projector acting on R2n+2k.
Define a family of (2n + 2k) × (2n + 2k) matrices W (ǫ) (where ǫ > 0 will later be taken to 0) via
the identities
W (ǫ) ..=
⊕n
j=1
Wj(ǫ) , (54)
Wj(ǫ) ..=

( 0 0 ) if dj > 0,( ǫ
1/ǫ
ǫ
1/ǫ
)
if dj = 0.
(55)
Because of the way it is constructed, it is elementary to verify that W (ǫ) obeys
W (ǫ) ≥ i (Ω− PΩP ) . (56)
Moreover, note that
Y ⊺W (ǫ)Y = ǫQ , (57)
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where Q is an orthogonal projector acting on R2n and defined by
Q ..= O⊺
(⊕n
j=1
Q′j
)
O , (58)
Q′j
..=
{
( 0 0 ) if dj > 0,
( 1 1 ) if dj = 0.
(59)
We are in position to define the quantum state σ, which will pertain to an (n + k)-mode system.
Let us set
χσ(ǫ)(η)
..= f
(
Y˜ η
)
e−
1
4
η⊺W (ǫ)η. (60)
We now claim that for all ǫ > 0: (a) σ(ǫ) is a legitimate quantum state; and (b) χσ(ǫ)(Y ξ) =
f(ξ)e−
ǫ
4
ξ⊺Qξ holds for all ξ ∈ R2n. To prove (a), it suffices to show that χσ(ǫ) meets the conditions
(i)-(iii) of the quantum Bochner theorem (Lemma 2). Condition (i) is clear, since χσ(ǫ)(0) = f(0) =
1; (ii) is also straightforward, since the continuity at 0 of f implies that of χσ(ǫ). The problem is
to verify (iii), i.e. Ω-positivity. For a finite collection of vectors η1, . . . , ηN ∈ R2n+2k, let us write
χσ(ǫ)(ηµ − ην)e
i
2
η⊺µΩην = f
(
Y˜ ηµ − Y˜ ην
)
e
i
2
η⊺µΩην−
1
4
(ηµ−ην)⊺W (ǫ)(ηµ−ην)
= f
(
Y˜ ηµ − Y˜ ην
)
e
i
2(Y˜ ηµ)
⊺
J(X)(Y˜ ην)
· e− 14 (ηµ−ην)⊺W (ǫ)(ηµ−ην)− i2(Y˜ ηµ)
⊺
J(X)(Y˜ ην)+ i2 η
⊺
µΩην
Since f is J(X)-positive by Lemma 3, we deduce that(
f
(
Y˜ ηµ − Y˜ ην
)
e
i
2(Y˜ ηµ)
⊺
(Ω−X⊺ΩX)(Y˜ ην)
)
µ,ν
≥ 0 .
To see why, it suffices to write out condition in Eq. (10) with A = J(X) and ξµ = Y˜ ηµ. Using the
fact that the Hadamard product of positive matrices is positive [71, Theorem 7.5.3], we conclude
that in order to show that χσ(ǫ) is Ω-positive it suffices to check that the matrix
M ..=
(
e−
1
4
(ηµ−ην)⊺W (ǫ)(ηµ−ην)−
i
2 (Y˜ ηµ)
⊺
J(X)(Y˜ ην)+ i2 η
⊺
µΩην
)
µ,ν
is positive. Observe that
Y˜ ⊺J(X)Y˜ = Y˜ ⊺Y ⊺ΩY Y˜ =
(
Y Y˜
)
⊺
Ω
(
Y Y˜
)
= PΩP .
This allows us to rewrite
Mµν = e
− 1
4
(ηµ−ην)⊺W (ǫ)(ηµ−ην)+
i
2
η⊺µ(Ω−PΩP )ην .
Since W (ǫ) ≥ i(Ω−PΩP ) by Eq. (56), it is not difficult to check (Lemma 15) that M ≥ 0, indeed.
This concludes the proof of claim (a). The argument for claim (b) is much easier:
χσ(ǫ)(Y ξ) = f
(
Y˜ Y ξ
)
e−
1
4
ξ⊺Y ⊺W (ǫ)Y ξ = f(ξ)e−
ǫ
4
ξ⊺Qξ,
where in the second step we used Eq. (52) and Eq. (57).
Until now we have shown that if ΦX,f is a linear bosonic channel then the channels acting as
χρ(ξ) 7−→ χρ(Xξ)f(ξ)e−
ǫ
4
ξ⊺Qξ (61)
are Gaussian dilatable on n + k modes for all ǫ > 0. We now complete the argument by proving
that these approximate ΦX,f in the strong operator topology. This is an immediate consequence
of Lemma 5(iii), since as ǫ → 0+ the r.h.s. of Eq. (61) converges pointwise to χρ(Xξ)f(ξ), which
is manifestly continuous at 0. For convenience we summarize in Algorithm 3 the steps to obtain
the approximate dilation of a linear bosonic where the unitary in the dilation is fixed.
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Algorithm 3: Obtaining an approximate Gaussian dilation for any linear bosonic channel
using a fixed unitary in the dilation.
Input: X, f of a linear bosonic channel ΦX,f .
1 Compute the canonical form for J(X) from Eq. (45); set k = 12dimkerJ(X).
2 Obtain Y˜ using Eq. (50).
3 For any choice of ǫ > 0 define W (ǫ) as in Eq. (54)-(55).
4 Obtain the characteristic function of the ancillary (n+ k)-mode state σ(ǫ) using Eq. (60).
5 Complete (X Y· · ) to a symplectic matrix SAE .
6 Obtain the Gaussian unitary UAE for the dilation from SAE .
7 Limit ǫ→ 0+ provides the required approximation to ΦX,f via Gaussian dilatable channels.
Output: Approximate Gaussian dilation of ΦX,f with fixed unitary.
IV. DISCUSSION AND CONCLUSIONS
In this paper we investigated the set of linear bosonic channels by relating it to the physically
meaningful set of Gaussian dilatable channels. Our main result (Theorem 8) states that the former
set coincides with the strong operator closure of the latter. Operationally, this means that the
action of every linear bosonic channel on any fixed state can be very well approximated by that of
a sequence of suitable Gaussian dilatable channels (that do not depend on the state). We showed
that taking the closure is in general necessary, as there are examples of linear bosonic channels for
which no exact Gaussian dilation can be constructed, even if infinite-energy ancillary states are
available (Corollary 11). Our results solve the open question raised in [5] (see also [7, Remark 5])
on the existence of Gaussian dilations for linear bosonic channels. Note that as it is formulated
there, [5, Conjecture 1] is false, as Corollary 11 shows that there are examples of linear bosonic
channels that are not exactly Gaussian dilatable. However, the conjecture is ‘almost’ true (i.e. it
is true up to approximations).
Our proof strategy yields an explicit recipe to construct approximate Gaussian dilations of any
given linear bosonic channel. We proved that if the associated Gaussian unitary is allowed to vary,
an ancillary system with the same number of modes as the input system suffices (Corollary 9).
We can also require the unitary not to change when the approximation is sharpened, which yields
a more experimentally friendly procedure. In this case we are still able to construct approximate
Gaussian dilations, albeit with a larger number of ancillary modes (Proposition 12). When applied
to Gaussian channels, our findings complement those of [40], in which only exact Gaussian dilations
are considered (see Remark 9).
Some of the technical tools we developed are of broad interest in the field of quantum information
with continuous variables. We highlight especially the SWOTTED convergence Lemma 5, which
gives easily verifiable necessary and sufficient conditions for a sequence of quantum channels to
converge in the strong operator topology or – equivalently – uniformly on energy-bounded states.
This is based on an analogous result for states (Lemma 4) that was known in the literature before.
Our techniques also allowed us to give an alternative proof of the quantum Bochner theorem
(Appendix A). Our argument is entirely elementary and independent of the proof of the analogous
result for classical probability theory, which requires – one may argue – more sophisticated measure
theory tools. Our main theorem can also be used to prove directly that conditions (i)-(iii) of
Lemma 3 suffice to ensure that the corresponding linear bosonic map is in fact a quantum channel.
That they are also necessary is even easier to prove, as shown in Appendix B, thus we also obtain
a proof of Lemma 3 that is independent of that presented in [48].
We now discuss some open problems. The careful reader may have noticed that in defining
Gaussian dilatable channels (see Eq. (20)) we did not require the ancillary state to have finite
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energy. It would be interesting to investigate what happens when one has an energy constraint on
the ancillary state. Another related aspect still to be explored is the most efficient way to implement
linear bosonic channels via approximate Gaussian dilations, especially from an experimental point
of view. In this context, we could for instance ask whether the constructions in the proofs of
Theorem 8 and Proposition 12 are in some sense optimal, either from the point of view of the
energy of the ancillary state, or from that of the number of modes required. Finally, our results
could help to solve an interesting open question about the extremality of linear bosonic channels [8,
Remark 2].
In conclusion, this paper provides a number of novel insights into the structure of linear bosonic
channels, further bolstering their status as an important subject of study in continuous variable
quantum information.
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Appendix A: A direct proof of quantum Bochner theorem
In this appendix we provide a self-contained proof of the quantum Bochner theorem (Lemma 2)
that is moreover entirely elementary, in that it requires only widely known results from standard
analysis and no notion of measure theory. For comparison, the arguments in [72, Proposition 3.4(7)]
and [73, §6.2.3] make use of the classical Bochner theorem (which in turn depends on Helly’s selec-
tion principle or the Banach–Alaoglu theorem, see [74, Theorem 5.5.3] for a standard proof), while
that in [42, Theorem 5.4.1] employs the Stone–von Neumann uniqueness theorem. Remarkably,
this is one of the few cases in which the quantum version of the statement is actually easier to
prove that its classical counterpart.
1. On some properties of Ω-positive functions
Before we delve into the proof of Lemma 2, it is useful to familiarise with the important notion
of Ω-positive function. We start by studying the regularity properties of these functions, of which
we made ample use in the main text. We need a preliminary lemma.
Lemma 13. Let
A =
 a x yx∗ a z
y∗ z∗ a
 ≥ 0 (A1)
be positive semidefinite. Then
|y − z|2 ≤ ℜ [(a− z)(a+ z∗ − 2xy∗)] ≤ 4a|a− z| . (A2)
Proof. Follows by rearranging the inequality detA ≥ 0.
Lemma 14. Let f : R2n → C be an Ω-positive function. Then |f(ξ)| ≤ f(0) for all ξ, and moreover
f is continuous everywhere if and only if it is continuous at 0.
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Proof. For A = Ω, N = 2, ξ1 = ξ, and ξ2 = 0, the condition in Eq. (10) reads(
f(0) f(ξ)
f(ξ)∗ f(0)
)
≥ 0 ,
from which we deduce that f(0) ≥ |f(ξ)|. For N = 3 and ξ1 = 0, ξ2 = −ζ1 and ξ3 = −ζ2 we obtain
instead  f(0) f(ζ1) f(ζ2)f(ζ1)∗ f(0) f(ζ2 − ζ1)e i2 ζ⊺1Ωζ2
f(ζ2)
∗ f(ζ2 − ζ1)∗e− i2 ζ
⊺
1
Ωζ2 f(0)
 ≥ 0 .
Applying Lemma 13 to the above matrix yields
|f(ζ1)− f(ζ2)|2 ≤ 4f(0)
∣∣∣f(0)− f(ζ2 − ζ1)e i2 ζT1 Ωζ2∣∣∣ .
This shows that when ζk → ζ the sequence f(ζk) approaches f(ζ) at a rate that does not differ
much from that of the convergence f(ζ − ζk)→ 0. Hence, f is continuous everywhere whenever it
is continuous at 0.
Before we move on to the proof of the quantum Bochner theorem, it is useful to make a simple
sanity check. The characteristic function of a Gaussian state with zero displacement is given by
χρ(ξ) = e
− 1
4
ξ⊺Ω⊺V Ωξ, where V ≥ iΩ is the covariance matrix. According to Lemma 2, this must be
an Ω-positive definite function. Is there a way to verify this directly? The answer is affirmative,
as we now set out to see.
Lemma 15. Let V and A be 2n×2n real matrices. Assume V is symmetric and A skew-symmetric.
The Gaussian function f : R2n → C defined by f(ξ) ..= e− 14 ξ⊺V ξ is A-positive in the sense of
Definition 1 if and only if V ≥ iA.
Proof. We first show that if f is A-positive then necessarily V ≥ iA. We evaluate the A-positivity
condition of Eq. (10) on an arbitrary complex vector x ∈ CN such that
N∑
µ=1
xµ = 0 , (A3)
obtaining ∑
µ,ν
x∗µxνe
− t
2
4
(ξµ−ξν)⊺V (ξµ−ξν)+
it2
2
ξ⊺µAξν ≥ 0
for all t ∈ R and finite collections ξ1, . . . , ξN ∈ R2n. Expanding to second order in t around 0 and
using Eq. (A3) yields ∑
µ,ν
x∗µxν
(
−1
2
(ξµ − ξν)⊺V (ξµ − ξν) + iξ⊺µAξν
)
≥ 0 .
Making use of Eq. (A3) once again we can further simplify this to
∑
µ,ν
x∗µxν
(
ξ⊺µV ξν + iξ
⊺
µAξν
)
=
(∑
µ
xµξµ
)†
(V + iA)
(∑
ν
xνξν
)
≥ 0 .
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Since every vector z ∈ C2n can be written as z =∑4µ=1 xµξµ for x = 12(1,−1, i,−i) (which satisfies
Eq. (A3)), ξ1 = −ξ2 = ℜz and ξ3 = −ξ4 = ℑz, it must hold that V + iA ≥ 0.
Conversely, let us prove that if V + iA ≥ 0 then the condition in Eq. (10) is always met. Start
by rewriting
f(ξµ − ξν)e
i
2
ξ⊺µAξν = e−
1
4
ξ⊺µV ξµe
1
2
ξ⊺µ(V+iA)ξνe−
1
4
ξ⊺νV ξν .
Up to congruences by diagonal matrices, it is enough to show that Rµν ..= exp
[
1
2ξ
⊺
µ(V + iA)ξν
]
identifies a positive semidefinite matrix. Observe that R is the Hadamard (i.e. entrywise) expo-
nential of the Gram matrix Hµν ..=
1
2ξ
⊺
µ(V + iA)ξν of a positive semidefinite form V + iA, hence it
is itself positive semidefinite. Since Hadamard exponentials preserve positive semidefiniteness [75,
Theorem 6.3.6], we conclude that R ≥ 0 as claimed.
2. Proof of quantum Bochner theorem
We are ready to discuss our proof of Lemma 2. Compared to other proofs that have appeared
in the previous literature on the subject, ours relies heavily on the following elementary lemma,
whose importance seems to have been somewhat overlooked.
Lemma 16 (Diagonal integration lemma). Let f : Rp → C be a bounded integrable function, i.e.
let it be measurable and such that |f(ξ)| ≤M and ∫ dpξ |f(ξ)| <∞. Then
∫
dpξ f(ξ) = lim
L→∞
1
Lp
∫ L/2
−L/2
dpξ1d
pξ2 f(ξ1 − ξ2) , (A4)
where it is understood that the integration region on the right-hand side is [−L/2, L/2] for all
components of the vectors ξ1, ξ2.
Proof. We limit ourselves to showing the case p = 1, since the others are analogous and follow by
iteration of the same method. Let us write
lim
L→∞
1
L
∫ L/2
−L/2
dξ1
∫ L/2
−L/2
dξ2 f(ξ1 − ξ2) 1= lim
L→∞
1
L
∫ L
−L
dζ
∫ L+|ζ|
2
−L+|ζ|
2
dη f(ζ)
= lim
L→∞
1
L
∫ L
−L
dζ (L+ |ζ|)f(ζ)
= lim
L→∞
∫ L
−L
dζ
(
1 +
|ζ|
L
)
f(ζ)
2
=
∫ +∞
−∞
dζ f(ζ) .
The justification of the above steps is as follows: 1: we defined ζ ..= ξ1 − ξ2 and η ..= ξ1+ξ22 ; 2: we
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observed that∣∣∣∣∫ +∞
−∞
dζ f(ζ)−
∫ L
−L
dζ
(
1 +
|ζ|
L
)
f(ζ)
∣∣∣∣ =
∣∣∣∣∣
∫
|ζ|≥L
dζ f(ζ)−
∫ L
−L
dζ
|ζ|
L
f(ζ)
∣∣∣∣∣
≤
∫
|ζ|≥L
dζ |f(ζ)|+
∫ L
−L
dζ
|ζ|
L
|f(ζ)|
≤
∫
|ζ|≥L
dζ |f(ζ)|+
∫
L1/3≤|ζ|≤L
dζ |f(ζ)|+
∫ L1/3
−L1/3
dζ
|ζ|
L
|f(ζ)|
≤
∫
|ζ|≥L1/3
dζ |f(ζ)|+
∫ L1/3
−L1/3
dζ
|ζ|
L
·M
=
∫
|ζ|≥L1/3
dζ |f(ζ)|+ M
L1/3
,
and both terms tend to zero as L→∞.
Proof of Lemma 2. First of all, let us show that conditions (i)-(iii) are necessary for f to be a
characteristic function of a quantum state. This part of the proof is totally standard, see for
instance [42, Theorem 5.4.1]. If ρ is a normalised trace-class operator, by putting ξ = 0 in Eq. (7) we
find χρ(0) = Tr[ρD(0)] = Tr ρ = 1, which proves the necessity of (i). Now, Stone’s theorem ensures
that the correspondence ξ 7→ D(ξ) is strongly operator continuous (i.e. limξ→0 ‖ |ψ〉−D(ξ) |ψ〉 ‖ = 0
for all vectors |ψ〉, see § IIC), and in particular continuous in the weak operator topology. This
latter fact can be equivalently rephrased as limξ→0Tr[ρD(ξ)] = Tr[ρ] for all trace-class ρ (see
e.g. [76, Lemma 7]), which is to say that χρ is continuous at 0 for all quantum states ρ. We move
on to showing the necessity of requirement (iii). For N ∈ N, ξ1, . . . , ξN ∈ R2n and c ∈ CN , observe
that
0 ≤ Tr
[(∑
ν
cνD(ξν)
)†
ρ
(∑
µ
cµD(ξµ)
)]
=
∑
µ,ν
cµc
∗
ν Tr[D(−ξν) ρD(ξµ)]
=
∑
µ,ν
cµc
∗
ν Tr[ρD(ξµ)D(−ξν)]
=
∑
µ,ν
cµc
∗
νe
i
2
ξ⊺µΩξν Tr[ρD(ξµ − ξν)]
=
∑
µ,ν
cµc
∗
νe
i
2
ξ⊺µΩξνχρ(ξµ − ξν) .
This is equivalent to Eq. (10) for A = Ω and f = χρ.
Now we have to show the converse, i.e. that all functions f satisfying (i)-(iii) are characteristic
functions of some quantum state. By Lemma 14 we know that f is continuous and bounded by 1 in
modulus. Let us first focus on the case when f is square-integrable, i.e. such that
∫
d2nξ |f(ξ)|2 <
∞. This is more or less the strategy adopted in [74, Theorem 5.5.3]. Under this assumption, one
can construct
ρf ..=
∫
d2nξ
(2π)n
f(ξ)D(−ξ) , (A5)
which is well-defined in the sense of weak convergence (see [42, §5.3], in particular Eq. (5.3.18) and
Theorem 5.3.3). Observe that ρf is a Hilbert–Schmidt operator since f is square-integrable, and
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that it satisfies
Tr[ρfD(ξ)] = f(ξ) (A6)
and
Tr[ρ2f ] =
∫
d2nξ
(2π)n
|f(ξ)|2 , (A7)
which is just a specialisation of Eq. (9). We now show that ρf is indeed positive semidefinite, i.e.
that 〈ψ|ρ|ψ〉 ≥ 0 for all (normalised) vectors |ψ〉. Write
〈ψ|ρf |ψ〉 1=
∫
d2nξ
(2π)n
f(ξ) 〈ψ|D(−ξ)|ψ〉
2
= lim
L→∞
1
L2n
∫ L/2
−L/2
d2nξ1d
2nξ2 f(ξ1 − ξ2) 〈ψ|D(−ξ1 + ξ2)|ψ〉
3
= lim
L→∞
1
L2n
∫ L/2
−L/2
d2nξ1d
2nξ2 f(ξ1 − ξ2)e−
i
2
ξ⊺
1
Ωξ2 〈ψ|D(−ξ1)D(ξ2)|ψ〉
4
= lim
L→∞
1
L2n
∫ L/2
−L/2
d2nξ1d
2nξ2 f(ξ1 − ξ2)e−
i
2
ξ⊺
1
Ωξ2
∫
d2nλ
(2π)n
〈ψ|D(−ξ1)|λ〉 〈λ|D(ξ2)|ψ〉
5
= lim
L→∞
1
L2n
∫
d2nλ
(2π)n
∫ L/2
−L/2
d2nξ1d
2nξ2 f(ξ1 − ξ2)e−
i
2
ξ⊺
1
Ωξ2 〈ψ|D(−ξ1)|λ〉 〈λ|D(ξ2)|ψ〉
6≥ 0 .
The above steps are justified as follows: 1: is an application of Eq. (A5); 2: follows from Lemma 16
because ξ 7→ f(ξ) 〈ψ|D(−ξ)|ψ〉 is integrable, as can be seen by writing∫
d2nξ
(2π)n
|f(ξ) 〈ψ|D(−ξ)|ψ〉| ≤
(∫
d2nξ
(2π)n
|f(ξ)|2
)1/2(∫
d2nξ
(2π)n
|〈ψ|D(−ξ)|ψ〉|2
)1/2
=
(∫
d2nξ
(2π)n
|f(ξ)|2
)1/2
<∞ ,
where we used Eq. (9) and the assumed square-integrability of f ; 3: is an instance of Eq. (4); 4:
uses Eq. (5); 5: is an application of Fubini–Tonelli theorem: since the iterated integral∫ L/2
−L/2
d2nξ1d
2nξ2
∫
d2nλ
(2π)n
∣∣∣f(ξ1 − ξ2)e− i2 ξ⊺1Ωξ2 〈ψ|D(−ξ1)|λ〉 〈λ|D(ξ2)|ψ〉∣∣∣
=
∫ L/2
−L/2
d2nξ1d
2nξ2 |f(ξ1 − ξ2)|
∫
d2nλ
(2π)n
|〈ψ|D(−ξ1)|λ〉 〈λ|D(ξ2)|ψ〉|
≤
∫ L/2
−L/2
d2nξ1d
2nξ2 |f(ξ1 − ξ2)|
(∫
d2nλ
(2π)n
|〈ψ|D(−ξ1)|λ〉|2
)1/2(∫
d2nλ
(2π)n
|〈λ|D(ξ2)|ψ〉|2
)1/2
=
∫ L/2
−L/2
d2nξ1d
2nξ2 |f(ξ1 − ξ2)| 〈ψ|D(−ξ1)D(ξ1)|ψ〉1/2 〈ψ|D(−ξ2)D(ξ2)|ψ〉1/2
=
∫ L/2
−L/2
d2nξ1d
2nξ2 |f(ξ1 − ξ2)| 〈ψ|ψ〉
≤ L4n
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is clearly finite, we are free to exchange the integration order; finally, 6: is a consequence of the
fact that ∫ L/2
−L/2
d2nξ1d
2nξ2 f(ξ1 − ξ2)e−
i
2
ξ⊺
1
Ωξ2 〈ψ|D(−ξ1)|λ〉 〈λ|D(ξ2)|ψ〉 ≥ 0
for all λ ∈ R2n, since this is an integral of a continuous bounded function over a bounded in-
terval, hence it is a limit of Riemann sums, and each sum is positive because it is of the form∑
µ,ν c
∗
µcνf(ξµ − ξν)e
i
2
ξ⊺µΩξν ≥ 0, where the latter inequality holds because f is assumed to be
Ω-positive. We have shown that ρf defined in Eq. (A5) is positive semidefinite for all square-
integrable functions f . In fact, in this case ρf is actually trace-class, because Tr |ρf | = Tr ρf =
Tr[ρfD(0)] = f(0) = 1, where we employed Eq. (A6) together with hypothesis (i).
We now show that the working assumption that f is square-integrable is actually a consequence
of the properties of f . Since |f | is bounded by 1 by Lemma 14, we can define the sequence of
functions fǫ(ξ) ..= f(ξ) e
−ǫ ξ⊺ξ, where ǫ > 0. For these functions, which are square-integrable and
furthermore can be shown to be Ω-positive as a consequence of Lemma 15, one can construct a
trace-class, positive semidefinite operator ρfǫ as in Eq. (A5). As all legitimate density matrices,
these will satisfy Tr[ρ2fǫ ] ≤ 1. Then, using Eq. (A7) one has
1 ≥ Tr [ρ2fǫ] = ∫ d2nξ(2π)n |fǫ(ξ)|2 .
For all L > 0, using Lebesgue’s dominated convergence theorem we can write∫ L/2
L/2
d2nξ
(2π)n
|f(ξ)|2 = lim
ǫ→0
∫ L/2
L/2
d2nξ
(2π)n
|fǫ(ξ)|2 ≤ lim
ǫ→0
∫
d2nξ
(2π)n
|fǫ(ξ)|2 ≤ 1 .
Upon taking the limit L→∞, this shows that f is indeed square-integrable, as claimed.
Appendix B: Complete positivity of linear bosonic maps
Throughout this appendix we show that an elementary and self-contained proof of Lemma 3
can be obtained as a by-product of our main result. Our argument should be compared with the
original one by Demoen, Vanheuverzwijn and Verbeure [48] (see also [49, 50]), which requires at
the very least quite a few notions of functional analysis.
Proof of Lemma 3. As observed in Remark 7, the proof of Theorem 8 combined with that of
Lemma 7 shows that conditions (i)-(iii) are sufficient for the map ΦX,f to be a bosonic channel.
Indeed, we showed that any such map is in the strong operator closure of the set of Gaussian
dilatable channels, and quantum channels form a strong operator closed set.
Now we prove that conditions (i)-(iii) are also necessary. Since χΦX,f (ρ)(ξ) = χρ(Xξ)f(ξ) must
be the characteristic function of a quantum state for all input states ρ, (i) and (ii) follow in an
elementary way from the quantum Bochner theorem (Lemma 2). We then move on to (iii). First
of all, we employ Eq. (4) and Eq. (14) to write
e−
i
2
ξ⊺µΩξνΦ†X,f (D(ξµ)D(−ξν)) = Φ†X,f (D(ξµ − ξν))
= D(Xξµ −Xξν)f(ξµ − ξν)
= D(Xξµ)D(−Xξν)e−
i
2
ξ⊺µX
⊺ΩXξνf(ξµ − ξν) ,
28
which implies that
e
i
2
ξ⊺µJ(X)ξνf(ξµ − ξν)I = D(−Xξµ)Φ†X,f (D(ξµ)D(−ξν))D(Xξν) , (B1)
where on the l.h.s I stands for the identity operator on Hn. If {|0〉 , |1〉 , . . .} is an orthonormal basis
of Hn (called from now on the ‘computational basis’), define the truncated maximally entangled
states on Hn ⊗Hn as
|φm〉 ..= 1√
m
m−1∑
j=0
|jj〉 . (B2)
Observe that
〈φm|A⊗B|φm〉 = 1
m
Tr
[
ΠmA
TΠmB
]
, (B3)
where
Πm ..=
m−1∑
j=0
|j〉〈j| ,
and the transposition is taken with respect to the computational basis. Using Eq. (B3) and the
fact that ΠmAΦm
s−−−→m→∞ A for all trace-class A, it is not difficult to see that
lim
m→∞
m 〈φm|A⊗B|φm〉 = Tr[AB] ∀ A ∈ T(Hn), ∀ B ∈ B(Hn) , (B4)
where B(Hn) stands for the set of bounded operators.
Now, take an arbitrary test density matrix ρ ∈ D(Hn), whose specific nature is irrelevant to us.
For ξ1, . . . , ξN ∈ R2n and c ∈ CN , construct the bounded operator B ..=
∑
µ cµD(−Xξµ)∗⊗D(−ξµ),
where ∗ denotes complex conjugation again with respect to the computational basis. Write
0
1≤ lim
m→∞
m Tr
[
(I ⊗ ΦX,f ) (|φm〉〈φm|) B†(ρ⊺ ⊗ I)B
]
2
= lim
m→∞
m 〈φm|
(
I ⊗ Φ†X,f
)(
B†(ρ⊺ ⊗ I)B
)
|φm〉
= lim
m→∞
m
∑
µ,ν
c∗µcν 〈φm|D(−Xξµ)⊺ρ⊺D(−Xξν)⊗ Φ†X,f (D(ξµ)D(−ξν)) |φm〉
=
∑
µ,ν
c∗µcν limm→∞
m 〈φm|D(−Xξµ)⊺ρ⊺D(−Xξν)∗ ⊗ Φ†X,f (D(ξµ)D(−ξν)) |φm〉
3
=
∑
µ,ν
c∗µcν Tr
[
D(Xξν) ρD(−Xξµ)Φ†X,f (D(ξµ)D(−ξν))
]
=
∑
µ,ν
c∗µcν Tr
[
ρD(−Xξµ)Φ†X,f (D(ξµ)D(−ξν)) D(Xξν)
]
4
=
∑
µ,ν
c∗µcν e
i
2
ξ⊺µJ(X)ξνf(ξµ − ξν) .
The justification of the above steps is as follows: 1: since ΦX,f is assumed to be completely positive,
the operator (I ⊗ ΦX,f ) (|φm〉〈φm|) must be positive semidefinite; 2: we applied the definition of
adjoint of a linear map; 3: we used Eq. (B4); and 4: we employed the identity in Eq. (B1) together
with the fact that Tr ρ = 1. Since the above inequality holds for all c ∈ CN , we have that(
f(ξµ − ξν)e
i
2
ξ⊺µJ(X)ξν
)
µ,ν
≥ 0 ,
showing that f is J(X)-positive.
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Appendix C: Proof of the SWOT convergence lemma
Proof of Lemma 4. We start by showing that (i) ⇒ (ii). Assume that ρk WOT−−−→k→∞ ρ, with ρ being a
density operator. Fix ǫ > 0, and pick a projector Π onto a subspace of finite dimension such that
‖ρ−ΠρΠ‖1 < ǫ. We start by applying the triangle inequality:
‖ρ− ρk‖1 ≤ ‖ρ−ΠρΠ‖1 + ‖ΠρΠ−ΠρkΠ‖1 + ‖ΠρkΠ− ρk‖1 .
The first term of the sum on the r.h.s. is already small, while the second can also be made smaller
than ǫ by taking k ≥ k0 for some large enough integer k0 (this is because ΠρΠ− ΠρkΠ has finite
rank). As for the third term, thinking of ΠρkΠ as a post-measurement state we see that it must
be close to the initial state ρk whenever the corresponding probability Tr [ρkΠ] is close to 1. Since
limk Tr [ρkΠ] = Tr [ρΠ] (as follows from convergence in the weak operator topology), we can require
that Tr [ρkΠ] > 1− ǫ for k ≥ k0. Then the ‘gentle measurement lemma’ [77, Lemma 9] yields
‖ρk −ΠρkΠ‖1 ≤ 2
√
1−Tr[ρkΠ] < 2
√
ǫ .
Putting all together shows that
‖ρ− ρk‖1 < 2ǫ+ 2
√
ǫ ,
completing the proof that (i) ⇒ (ii).
The implication (ii) ⇒ (iii) is obvious, since if ρk s−−−→k→∞ ρ then for all ξ ∈ R
2n one has that
|χρk(ξ)− χρ(ξ)| = Tr [(ρk − ρ)D(ξ)] ≤ ‖ρk − ρ‖1 −−−→k→∞ 0 .
The only missing step is thus (iii) ⇒ (i). To show this, assume that χρk converges pointwise
to a function f that is continuous at 0. We start by showing that f is the characteristic function
of a quantum state. First, f(0) = limk χρk(0) = limk 1 = 1, so the normalisation condition is met.
Secondly, f is continuous at 0 by hypothesis. Third, the numbers
f(ξµ − ξν)e
i
2
ξ⊺µΩξν = lim
k
χρk(ξµ − ξν)e
i
2
ξ⊺µΩξν
are the entries of an N×N positive semidefinite matrix for all ξ1, . . . , ξN , because the set of positive
semidefinite matrices of a fixed size is closed, and the numbers inside the limit on the r.h.s. of the
above equation are the entries of a positive semidefinite matrix for all k. By the quantum Bochner
theorem, we conclude that f must be the characteristic function of a quantum state, i.e. f = χρ
for some density operator ρ.
We now show that ρk
WOT−−−→
k→∞
ρ. Pick a finite-rank operator A and ǫ > 0, and for some radius
R > 0 yet to be determined write
|Tr [(ρ− ρk)A]| =
∣∣∣∣∫ dξ (χρ(ξ)− χρk(ξ))χA(−ξ)∣∣∣∣ (C1)
≤
∫
|ξ|≤R
dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)|+
∫
|ξ|>R
dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)| (C2)
≤
∫
|ξ|≤R
dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)| (C3)
+
(∫
|ξ|>R
dξ |χρ(ξ)− χρk(ξ)|2
)1/2(∫
|ξ|>R
dξ|χA(ξ)|2
)1/2
(C4)
≤
∫
|ξ|≤R
dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)|+ 2
(∫
|ξ|>R
dξ|χA(ξ)|2
)1/2
, (C5)
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where for the last step we observed that(∫
|ξ|>R
dξ |χρ(ξ)− χρk(ξ)|2
)1/2
≤
(∫
dξ |χρ(ξ)− χρk(ξ)|2
)1/2
= ‖ρ− ρk‖2 ≤ 2 .
Now, since χA ∈ L2(R2n) is a square-integrable function, the second addend of Eq. (C5) can be
made smaller than ǫ/2 by taking R large enough. As for the first addend, we can apply Lebesgue’s
dominated convergence theorem and show that it converges to 0 for all fixed R. Indeed, since the
integrable functions |χρ(ξ)− χρk(ξ)| |χA(−ξ)| tend to 0 pointwise, and moreover are bounded by 2
on the whole ball |ξ| ≤ R, we have
lim
k
∫
|ξ|≤R
dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)| = 0 .
and therefore
∫
|ξ|≤R dξ |χρ(ξ)− χρk(ξ)| |χA(−ξ)| < ǫ/2 for n ≥ N . Putting all together, we see that
|Tr [(ρ− ρk)A]| < ǫ
when k ≥ k0, which shows that
Tr [ρkA] −−−→k→∞ Tr [ρA] (C6)
for all finite-rank operators A. This is the same as saying that ρk
WOT−−−→
k→∞
ρ, thereby completing the
proof.
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