Common shocks, similarities in central bank reaction functions, and international trade potentially produce common components in international inflation rates. This paper characterizes such links in international inflation rates with a dynamic latent factor model that decomposes 64 national inflation rates into world, regional, and idiosyncratic components. The world and regional components account for 35% and 16%, respectively, of annual inflation variability on average across countries, so that international influences together explain just over half of inflation variability. The importance of the world and regional components, however, differs substantially across countries. Economic policy choices and development measures strongly explain the cross-sectional variation in the relative importance of international influences. A subsample analysis reveals that the regional (world) factor increases in importance for a number of North American and European (Latin American and Asian) countries since 1980.
Introduction
This paper investigates the extent to which international inflation rates move together and what factors influence regional and global comovements. 1 A variety of channels potentially link inflation rates in different countries. A fixed exchange rate system-for example, a unilateral peg, the Bretton Woods system, or the European Economic and Monetary Union (EMU)-requires participating countries to adopt similar monetary policies. Even in the absence of a de jure fixed exchange rate regime, a desire to stabilize exchanges rates can prompt central banks to mirror each other's policy shifts (Canzoneri and Gray, 1985; Calvo and Reinhart, 2002; Devereux and Engel, 2007) .
Common macroeconomic shocks, such as oil price shocks, also potentially link international inflation rates. The fact that central banks may respond similarly to common shocks amplifies such comovements (e.g., Henriksen et al., 2011) . Even a macroeconomic shock that clearly originates in a particular country can spill over to other countries' inflation rates through international trade in goods and services and assets. In summary, a variety of macroeconomic shocks, as well as economic and political pressures for central banks to respond similarly to shocks, are capable of producing comovements in inflation rates across countries.
While such factors potentially create common fluctuations in national inflation rates, a given country's inflation rate can behave in a highly idiosyncratic manner if its central bank pursues monetary policies that substantially differ from those of the rest of the world. For example, countries that rely on seignorage to finance fiscal outlays will see domestic needs swamp foreign influences on inflation. Furthermore, political, cultural, demographic, and technological factors affect a country's openness and therefore the degree to which trade channels link its inflation rate to foreign rates.
Although theory suggests transmission channels for shocks to inflation rates, the extent to which countries' inflation rates move together is ultimately an empirical issue. We tackle this issue by applying a dynamic latent factor model to 64 national inflation rates over the postwar era . This approach models covariation among many variables in a unified framework, as a function of a small number of latent factors, rather than using pair-wise correlations and related techniques that are difficult to summarize. Kose et al. (2003 Kose et al. ( , 2008 , among others, have recently used dynamic latent factor models to study international comovements in real macroeconomic variables. We follow Kose et al. (2003 Kose et al. ( , 2008 by estimating the model with Bayesian techniques.
Our dynamic latent factor model relates national inflation rates to one world, seven regional, and 64 country-specific factors. The variance decompositions measure the extent to which world, regional, and country-specific components explain the variation in national inflation rates. The extent to which the world and regional factors explain a high proportion of inflation variability in many countries indicates the importance of international influences on national inflation rates.
Previewing our results, we find that international components significantly influence national inflation rates. The world factor explains 35% of annual inflation variability on average across the 64 countries, the regional factor explains 16% of inflation variability on average, and the countryspecific component explains 49%. To put these figures in context, we also estimate a dynamic latent factor model for inflation rates in 18 U.S. metropolitan areas and find that the national factor explains 92% of inflation volatility on average across the 18 areas, while the regional and metropolitan-area components explain only 1% and 6%, respectively. Because the United States is a currency union, with very similar fiscal and regulatory environments, it is much more integrated than one could expect the global economic environment to be in the foreseeable future. Therefore, the importance of the U.S. national factor in metropolitan inflation rates provides an upper-bound benchmark against which to measure the maximal possible effect of global influences on national inflation rates.
While the world factor explains about a third of inflation variability on average across countries, its importance within that group varies substantially. For example, the world factor explains 83% of inflation variability in Canada but less than 10% of inflation volatility in a number of countries.
Cross-sectional regression results imply that the world inflation factor more strongly influences developed economies with strong institutions, developed financial markets, low average inflation, and independent central banks.
To examine whether changes such as the end of the Bretton Woods system and/or monetary integration in Europe have affected the relative importance of world, regional, and country-specific factors in determining national inflation rates, we compare estimated factor models for the 1951-1979 and 1980-2009 subsamples. The relative importance of the factors is fairly stable over the two subsamples, although the regional (world) factor clearly increases in importance for a number of North American and European (Latin American and Asian) countries during the second subsample.
Our findings on the stability of sensitivity to international inflation influences contrast with those of Heathcote and Perri (2004) on real variables. Those authors document that real components-employment, investment, consumption, output-of the U.S. business cycle became less correlated with those of the rest of the developed world over their 1972-1986 and 1986-2000 subsamples, despite increasing global financial integration. Heathcote and Perri (2004) create a model in which financial frictions limit risk sharing and rising country-specific risk increases financial integration.
The authors conclude that a combination of increasing country-specific shocks and the endogenous response of financial globalization can explain the decline in real correlations. In contrast, the sensitivity of national inflation rates to international factors is broadly stable over our subsamples.
In characterizing and explaining countries' sensitivity to international factors, this paper has a very different goal than four other approximately contemporaneous papers that analyze factors in international inflation rates. Ciccarelli and Mojon (2010) look for a global component in 22 OECD inflation rates, finding a global factor that is useful for forecasting national inflation rates. Mumtaz and Surico (2011) consider inflation rates from eleven industrialized countries, concluding that inflation rates have become more similar and less predictable since the 1960s but that there has been no common trend in inflation persistence. Monacelli and Sala (2009) investigate factors in disaggregated price data for four OECD countries. Beck et al. (2009) investigate euro area and national factors in disaggregated price data and find that euro area effects account for approximately half of monthly price variation.
We emphasize that we are interested in measuring and explaining common fluctuations in international inflation rates around their long-run averages, but not in explaining the cross-sectional variation in the national long-run averages themselves. A sizable literature does explain long-run average inflation rates with country characteristics (e.g., Grilli et al., 1991; Cukierman et al., 1992; Romer, 1993; Lane, 1995; Campillo and Miron, 1997) . Our paper complements this literature by measuring the sensitivity of fluctuations in national inflation rates to international influences.
Further, we explain the cross-sectional variation in such sensitivities with national characteristics.
The rest of the paper is organized as follows. Section 2 describes the dynamic latent factor model and outlines how we estimate it. Section 3 presents factor model estimation results, including the variance decompositions. Section 4 reports cross-sectional regression results relating the variance decompositions to country characteristics. Section 5 reports results for a subsample analysis. Section 6 concludes.
Econometric methodology
The dynamic latent factor model is given by
where y i,t is the demeaned CPI inflation rate for country i (i = 1, . . . , N) from year t − 1 to t (t = 1, . . . , T ). The first factor, f w t , is common across all of the N = 64 national inflation rates we consider. The regional factors, f r j,t ( j = 1, . . . , J), are common to the countries in each of J = 7 specific regions. The loadings, β w i and β r i , measure the responses of an individual country's inflation rate to changes in the world and regional factors, respectively. A higher β w i , for example, means that country i's inflation rate responds more strongly to the world inflation factor. Finally, ε i,t is the country-specific or idiosyncratic component of nation i's inflation rate, which captures purely national influences on inflation.
Because ε i,t , f w t , and f r j,t follow autoregressive (AR) processes, (1) is a dynamic latent factor model. Each idiosyncratic component follows an AR(p) process:
where u i,t ∼ N(0, σ 2 i ) and E(u i,t u i,t−s ) = 0 for s = 0. Similarly, AR(q) processes generate the world and regional factors:
where u w t ∼ N(0, σ 2 w ), u r j,t ∼ N(0, σ 2 j,r ), and E(u w t u w t−s ) = E(u r j,t u r j,t−s ) = 0 for s = 0. As is standard in the literature, we assume that the shocks in (2)-(4) are uncorrelated contemporaneously and at all leads and lags, so that the world, regional, and country-specific factors are orthogonal. We set the orders of the AR processes, p and q, equal to two when estimating the dynamic factor model.
Other non-zero values for p and q produce similar results.
We reiterate that the dynamic factor model attributes all of the comovements in national inflation rates to the world and regional factors, f w t and f r j,t , via the factor loadings, β w i and β r i . In the extreme, a country with β w i = β r i = 0 will thus have an inflation rate that is completely idiosyncratic (y i,t = ε i,t ), displaying no covariation with other countries' inflation rates.
Neither the signs nor scales of the factors and factor loadings are separately identified in (1).
For example, multiplying the world factor by −2 and the loadings on that factor by −1/2 would produce exactly the same model. To normalize the signs of the factors/loadings, we follow a strategy similar to Kose et al. (2003) and restrict the loading on the world factor for Barbados and the loadings on the regional factors for Barbados, Argentina, Austria, the Republic of the Congo, Hong Kong, Egypt, and Australia to be positive. We choose these representatives from the world and each of the seven regions-North America, Latin America, Europe, Africa, Asia, the Middle East, and Australasia-arbitrarily, as these countries are the first (alphabetically) in each group. To normalize the scales, we assume that each of the factor shock variances, σ 2 w and σ 2 j,r ( j = 1, . . . , J), is equal to one (Sargent and Sims, 1977; Watson, 1989, 1993) . The sign and scale normalizations do not have any economic content and do not affect any economic inference. For example, the variance decompositions at the center of our analysis are invariant to these normalizations. The sign normalizations happen to provide convenient interpretations, however, as they make most of the means of the loading posterior distributions in Section 3 positive-62 of 64 and 47 of 64 for the world and regional loadings, respectively-implying that inflation rates are generally positively related to the factors.
The latent nature of the factors in (1) precludes the use of common regression methods to estimate the model. Instead, we follow Otrok and Whiteman (1998) and Kose et al. (2003 Kose et al. ( , 2008 and use Bayesian techniques with data augmentation to estimate the model (Tanner and Wong, 1987) . As pointed out by Kose et al. (2003) , Bayesian procedures efficiently handle large cross sections of data and a large number of factors in dynamic factor models. Bayesian estimation entails simulating draws from the complete posterior distribution for the model parameters and factors by successively drawing from a series of conditional distributions using a Markov chain Monte Carlo (MCMC) procedure. Posterior distribution properties for the model parameters and factors are based on 200,000 MCMC replications after 20,000 burn-in replications. 2 To implement Bayesian analysis, we use the following conjugate priors, which are similar to 2 Otrok and Whiteman (1998) and Kose et al. (2003) detail the estimation procedure. In the MCMC algorithm, we enforce the sign normalizations described above by discarding draws of the factor loadings that do not satisfy the restrictions. In practice, inadmissible factor loadings are rarely drawn after the burn-in replications.
those used in Kose et al. (2003) :
where IG denotes the inverse-gamma distribution. These are relatively agnostic priors, and our results are not sensitive to reasonable perturbations of them. Equations (6)- (8) imply that the prior distributions for the AR parameters become more tightly centered on zero as the lag length increases, similar to the treatment of lagged coefficients in the "Minnesota Prior." The prior for the idiosyncratic shock variances is very diffuse [see (9)]; Otrok and Whiteman (1998) observe that the third and higher-order moments do not exist for this proper prior. Our prior information also assumes that the AR processes in (2)-(4) are stationary, implying that inflation rates are I (0) processes. Ng and Perron (2001) unit root tests generally support this I(0) assumption. 3 We can measure the extent of global influences on domestic inflation by computing the world factor's contribution to the total variability in a country's inflation rate. This variance decomposition is straightforward to compute for orthogonal factors:
where
and θ w i is the proportion of the total variability in country i's inflation rate attributable to the world factor. The relative magnitudes of θ w i and θ w j depend on both the factor loadings and relative inflation volatility in countries i and j. θ r i and θ c i (the proportions of the total variability in country i's inflation rate attributable to the regional factor and country factor, respectively) are defined similarly. Because θ w i , θ r i , and θ c i are functions of the model's parameters and data, the MCMC algorithm draws from the respective posterior distributions on each statistic for each replication for each country. 4
Dynamic latent factor model estimation results
This section summarizes the inflation data and presents results from Bayesian estimation of the dynamic latent factor model. We discuss the patterns in the time series of the world and regional factors, as well as the extent to which each of the factors explains national inflation rates through variance decompositions (θ w i , θ r i , and θ c i ). 5
Data
We use annual CPI data from Global Financial Data for 64 countries-all of the countries for which CPI data are continuously available for 1950-2009. We measure annual inflation as first differences in the log-levels of the CPI, which produces 59 inflation rate observations for each country. The summary statistics in Table 1 show that Latin American countries as a group experienced the greatest inflation volatility, as well as the highest average inflation-by sizable margins-followed by Middle Eastern, African, and Asian countries.
We note that any regional grouping is, to some extent, subjective. For example, we group
Barbados and Trinidad and Tobago with North America, rather than Latin America, because those countries are English-speaking. Likewise, we divide Africa at the Sahara, putting Arabic-speaking countries like Egypt and Tunisia in the Middle East group, rather than with sub-Saharan Africa.
We observe two facts about our chosen regional grouping. First, given that the world and regional factors are orthogonal in the dynamic factor model, inferences concerning the world factor do not depend on the regional grouping; that is, we obtain the same f w t , β w i , and θ w i estimates for any regional grouping. 6 Second, we obtain similar results concerning the regional and country-specific factors for reasonable perturbations of the regional grouping.
While it is natural to define world and regional factors when analyzing international comovements in national macroeconomic variables, it would be, of course, also possible to consider additional factors relating to, for example, culture, fixed exchange rates, or trading blocs. To keep the model tractable, we do not consider additional factors in this version. As discussed above, inmodel, samples taken at each step of the Markov chain will not necessarily be uncorrelated due to sampling error. To ensure that θ w i , θ r i , and θ c i sum to one, we follow Kose et al. (2003) and orthogonalize the factors (using the worldregion-country factor ordering) when computing the variance decompositions at each replication. Since the sample correlations are small, this has little influence on the results.
cluding these additional factors would not affect our inferences concerning the world and regional factors because all of the factors are orthogonal in the dynamic factor model. 7 Researchers have widely studied and debated the origins of the Great Inflation and the subsequent Great Disinflation, and they broadly agree that changing ideas on the objectives and scope of monetary policy were critical to the development of the episode. This literature has disproportionately emphasized the U.S. experience, despite the fact that the Great Inflation was a world-wide phenomenon. There is little doubt that the Federal Reserve failed to respond sufficiently to inflation in the 1960s and 1970s (e.g., Taylor, 1999) , but there is disagreement over why the Fed failed to act. DeLong (1997) believes that the Great Depression left the Federal Reserve with no mandate to control inflation at the expense of unemployment. In contrast, Romer and Romer (2002) implicitly argue that the Fed used a fairly sophisticated but deeply flawed model that claimed to offer an exploitable inflation-unemployment tradeoff. Nelson (2005a Nelson ( , 2005b and Nelson and Nikolov (2004) argue that "monetary neglect"-emphasis on non-monetary factors in inflation-largely explains the Great Inflation not only in the United States but also in Canada, Australia, New Zealand, and the United Kingdom. 7 We leave a consideration of additional factors to future research. It would also be interesting to explore selecting regions endogenously, although this would substantially complicate estimation. It is interesting that Latin American inflation increased substantially in the 1980s, just as much of the world was disinflating. Conventional wisdom attributes the sharp increase in inflation to governments' reactions to the U.S. disinflation of the early 1980s. The disinflation produced high real dollar interest rates and thus an increasing burden in servicing U.S. dollar-denominated debt for many Latin American countries. This greatly increased the demand for seignorage revenue, as governments monetized the growing debt, generating inflation. 10 Expecting higher inflation, agents began substituting U.S. dollars for the local currency, further fueling inflation (Sargent et al., 2009 ). The popularity of "structuralist" economic philosophy also freed central banks from the belief that they ought to stabilize prices (Bernanke, 2005) . Various "heterodox" disinflationary strategies in the mid 1980s failed to correct the underlying fiscal problems and were ultimately unsuccessful (Acemoglu et al., 2008 ). More successful measures-which often included fixed exchange rates and/or dollarization-did bring inflation down sharply from its 1990 peak in a number of Latin American countries. The estimated Latin America factor in Figure 1 The Africa, Middle East, and Australasia factors in Panels E, G, and H, respectively, in Figure   1 do not display significant fluctuations. The dynamic latent factor model thus generally fails to detect significant comovements across inflation rates in the regions of Africa, the Middle East, and Australasia (after accounting for world-wide comovements in inflation). 13
World and regional factors and loadings

Variance decompositions
We turn next to the estimates of the variance decompositions, our key metric for assessing the strength of international comovements in national inflation rates. Figure 5 show that θ w i is usually estimated fairly precisely, which gives us some confidence in our results. The fact that the dark and light gray bars in Figure 5 are usually longer than the black bars indicates that θ r i and θ c i are generally less precisely estimated than θ w i , but these decompositions are still reasonably precisely estimated for many countries. To summarize the results in Figure 5 , Table 2 reports averages across various country groups of the means and quantiles portrayed in Figure 5 . Table 2 shows that the average Figure 5 reveal that the θ w i estimates vary substantially across regions and sometimes even within regions. North American countries have relatively high θ w i estimates, with an average of 0.65, indicating that the world factor plays a leading role in explaining North American inflation variability. Canada has the highest θ w i estimate, 0.83, in both North America and the 64 countries in the world-wide sample. The world factor accounts for 59% of inflation volatility across European countries, and this average is only below that of North America. Belgium, France, the United Kingdom, Ireland, Italy, and Sweden all have θ w i estimates above 0.70, while Greece, Malta, and the Netherlands have relatively low θ w i estimates, below 0.40. Similar to North America and Europe, the world factor accounts for a majority of inflation variability on average for the small, open economies of Australasia. The average of the θ w i estimates across the countries 13 We omit complete results for the AR parameters in (2)-(4) for brevity. They are available upon request from the authors. The averages across all countries of the point estimates of ρ i,1 and ρ i,2 in (2) are 0.34 and 0.08, respectively. The world factor is estimated to be only moderately persistent, with ρ w 1 and ρ w 2 estimates of 0.16 and −0.06, respectively, while the Latin America and Europe factors display the most persistence among the regional factors.
of Australasia is 0.59, led by Australia with a value of 0.70.
The world factor only modestly influences inflation rates in most Latin American countries, where the average of the θ w i estimates is 0.10. Among Latin American countries, Chile has the highest θ w i estimate (0.35), while the other θ w i estimates are all equal to or less than 0.21, often substantially so. Chile's relatively long-standing monetary reforms might boost its sensitivity to the world factor. The world factor fails to account for most inflation variability in any African, Asian, or Middle Eastern nation, and the averages of the θ w i estimates for these regions are 0.25, 0.25, and 0.16, respectively. While these averages are relatively low, they vary substantially across countries. Indonesia, Iran, and Turkey all have very low θ w i estimates equal to or less than 0.01, while Mauritius, Hong Kong, Japan, Malaysia, and Singapore have much higher estimates above 0.40. Overall, the world factor explains a much lower portion of Latin American, Asian, African, and Middle Eastern inflation than it does for North America, Europe, and Australasia.
As we have observed, on average the regional factors explain only 16% of inflation volatility across all countries; 43 of the 64 θ r i estimates are less than or equal to 0.20, and 34 are less than or equal to 0.10. Some countries, however, exhibit sizable θ r i estimates. For example, the Latin America factor explains nearly half or more of inflation volatility in Argentina, Brazil, the Dominican Republic, Guatemala, and Peru. The high explanatory power for the Latin American regional factor contrasts with the low explanatory power of the global factor for that region. Among the Asian countries, the regional factor is most important for India, Malaysia, and Singapore, accounting for 35%-44% of inflation volatility. Given the efforts toward economic integration in Europe over the postwar period, culminating in the EMU, it is somewhat surprising that the average θ r i estimate across European countries is only 0.08; we discuss the importance of the Europe factor in more detail in Section 5. Table 2 and Figure 5 suggest that national inflation rates have reasonably strong international influences, with the world and regional factors explaining 35% and 16%, respectively, of the variability in a country's inflation rate on average. Global influences on inflation appear to be especially important for industrialized countries: The world factor alone explains nearly two-thirds or more of inflation variability for Canada, the United States, Belgium, France, the United Kingdom, Ireland, Italy, Luxembourg, Sweden, and Australia. 14 14 To allow for variation in the unconditional means of national inflation rates, we also estimated the dynamic latent factor model with HP-filtered inflation rates (with a smoothing parameter of ten for annual data) replacing demeaned inflation rates. We obtain qualitatively similar results, although the idiosyncratic factor becomes somewhat more important on average in explaining inflation variability at the expense of the world factor. Complete results are available upon request from the authors.
The inflation variance decompositions in
A benchmark for the variance decompositions
To construct a benchmark for the magnitudes of the θ w i estimates, we estimate a dynamic latent factor model for U.S. metropolitan area inflation rates that includes national, regional, and areaspecific factors. As a common currency area with factor mobility, low internal barriers to trade, and similar legal systems and institutions across the country, U.S. metropolitan areas will exhibit strong common inflation trends, even with the geographical expanse of the United States. The explanatory power of a national factor for U.S. metropolitan area inflation rates provides an upperbound benchmark for assessing the maximal values that one could reasonably expect for the θ w i estimates in Table 2 and Figure 5 .
The dynamic latent factor model for U.S. metropolitan areas is similar to that for the international system:
where y US i,t is the demeaned inflation rate for U.S. metropolitan area i in year t, f n,US t is a national factor, f r,US j,t is a regional factor common for one of four U.S. regions (Northeast, South, Midwest, and West), and ε US i,t is an idiosyncratic shock. We again assume that the factors are mutually independent and follow AR processes. Section 2 describes how we estimate the model. and 6%, respectively, of inflation variability on average across the metropolitan areas.
Comparing the θ n,US i estimates to the θ w i estimates in Figure 5 , the θ n,US i estimates are, as expected, consistently higher. Nevertheless, the largest θ w i estimates for the international dynamic 15 The 18 metropolitan areas and their regions are: New York-Northern New Jersey-Long Island, PhiladelphiaWilmington-Atlantic City, Boston-Brockton-Nashua, Pittsburgh (Northeast); Chicago-Gary-Kenosha, CincinnatiHamilton, Cleveland-Akron, Detroit-Ann Arbor-Flint, Kansas City, Milwaukee-Racine, Minneapolis-St. Paul, St. Louis (Midwest); Atlanta, Houston-Galveston-Brazoria (South); Los Angeles-Riverside-Orange County, PortlandSalem, San Francisco-Oakland-San Jose, Seattle-Tacoma-Bremerton (West). 16 They are available upon request from the authors. latent factor model (e.g., for Canada, Belgium, France, Italy, the United Kingdom, and Sweden)
are not much less than the lowest of the θ n,US i estimates, and the world factor clearly explains most variability in North American, European, and Australasian inflation rates. The average θ w i estimate of 0.35, however, is far below the benchmark average estimate of θ n,US i , which equals 0.92. As one would expect, global influences on inflation are much less important in an international context on average than are national influences in the U.S. domestic context.
Country characteristics
What characteristics explain a country's sensitivity to global or regional influences on inflation?
We examine this systematically by relating the θ w i , θ r i , and θ c i estimates presented in Section 3 to a variety of country characteristics. Data limitations preclude us from exhaustively investigating the relation between country characteristics and international inflation influences. Nevertheless, we examine a number of potentially important characteristics that determine the extent to which world, regional, and country-specific factors affect a nation's inflation rate.
We consider eight explanatory variables that potentially influence a country's sensitivity to world, regional, and idiosyncratic inflation factors: (1) Sachs and Warner (1995) We expect openness, institutional quality, financial development, and real GDP per capita to be positively associated with the variance explained by the world factor, as countries with these characteristics tend to respond similarly to common shocks. In contrast, average inflation and inflation volatility are likely to be negatively associated with the world factor, because these characteristics signal a greater reliance on seignorage to finance fiscal needs. The signs of the theoretical relationships are less obvious for the government share and central bank independence. A greater government share could reflect a higher level of development or uncontrolled government spending, funded by monetization. An independent central bank might be associated with good institutions and high commonality with other central bank reaction functions, or it could mean that the central bank is concerned solely with maintaining domestic inflation, which could produce an inflation rate that covaries only weakly with international inflation trends.
To investigate the ability of country characteristics to explain sensitivity to international infla-tion influences, we regress the proportion of inflation variance explained by the world, regional, and idiosyncratic factors on the eight explanatory variables, both individually and jointly. The bivariate regression models are given bȳ
whereθ w i is the point estimate (given by the posterior mean) of the proportion of the variance of country i (i = 1, . . . , 64) that the world factor explains and X k,i is the value for characteristic k (k = 1, . . . , 8) in country i. The multiple regression model is given bȳ
Similar regressions explainθ r i andθ c i . Of course, given thatθ w i ,θ r i , andθ c i sum to one, the coefficients from one of the trio of regressions [for (13) or (14)] withθ w i ,θ r i , andθ c i serving as regressands will be redundant. We nevertheless provide results from all three regressions for clarity. We estimate (13) and (14) using OLS with White (1980) heteroskedasticity-consistent standard errors. 17 The cross-sectional regressions have limitations. Each observation on each of the regressors consists of a national average of the variable in question over a large portion of the postwar period or its value at a point in time. The explanatory variables, however, will not just vary across countries but also over time. For example, the relative wealth of countries in the sample will change over time. Nevertheless, we think that such intertemporal variation is of distinctly secondary importance compared to the cross-sectional variation; that is, countries that are relatively open, wealthy, or have good institutions in one part of the sample will also tend to exhibit these relative qualities in the rest of the sample. Table 3 presents the cross-sectional regression results. 18 The bivariate regression results in Panel A show that openness, institutional quality, financial development, and real GDP per capita all have a significantly positive relation withθ w i at the 1% level. Average inflation, inflation volatility, and central bank independence are significantly negatively related toθ w i at the 1% level. Because a higher value for the central bank independence index denotes less independence, the world 17 Note that data on country characteristics are not always available for all of the 64 countries appearing in our dynamic latent factor model, so that the number of usable observations in (13) can be less than 64 in a particular crosssectional regression. We drop the last country characteristic, central bank independence, from (14), as its inclusion would significantly decrease the number of usable observations in (14) . 18 We recognize that we are being somewhat philosophically inconsistent in evaluating the cross-sectional regressions using a frequentist approach while evaluating the dynamic latent factor model in Section 3 using Bayesian techniques. As we discussed in Section 2, Bayesian techniques are especially useful for estimating dynamic latent factor models. The literature commonly combines Bayesian and frequentist approaches (e.g., Kose et al., 2003) . factor more strongly influences inflation in countries with greater central bank independence. The signs of the estimated coefficients in the bivariate regression models accord with our prior beliefs.
The country characteristics often substantially explain the variation inθ w i in the bivariate regressions, as evidenced by the adjusted R 2 statistics in Table 3 , Panel A. Institutional quality has an adjusted R 2 of 0.71, and openness, real GDP per capita, and central bank independence all have adjusted R 2 statistics greater than 0.50. The estimated coefficients in Table 3 , Panel A also imply sizable economic effects for several of the country characteristics in the bivariate regressions; for example, the estimated coefficient on log(average real GDP per capita) means that a doubling of a country's average living standard corresponds to an increase inθ w i of 0.24. The bivariate regression results forθ r i andθ c i in Panels B and C, respectively, of Table 3 produce coefficients that are opposite in sign to those in theθ w i regressions in Panel A (with the exception of government share in Panel B) and usually statistically significant. Examination of scatterplots-omitted for brevity-suggests that the bivariate regression results are robust to outliers.
With multiple regressors, institutional quality, financial development, and real GDP per capita remain significantly positively related toθ w i at the 1% level (see Table 3 , Panel A). Average inflation is also still negatively related to θ w i in the multiple regression, but the relationship is now only significant at the 10% level. The other country characteristics are no longer significantly related toθ w i in the multiple regression, presumably due in part to multicollinearity. The multiple regression model forθ w i has an adjusted R 2 of 0.75 (and the F-statistic rejects the null hypotheses that the slope coefficients are jointly zero at the 1% level), so that the country characteristics together explain three-quarters of the variation inθ w i across countries. Characteristics such as real GDP per capita continue to have economically important effects in the multiple regression model forθ w i . The multiple regression results in Table 3 , Panel B indicate that the country characteristics jointly explain 32% of the cross-sectional variation inθ r i , and the F-statistic rejects the null that the slope coefficients are jointly zero at the 1% level; however, none of the characteristics are individually significant according to the t-statistics, again presumably due in part to multicollinearity.
Panel C of Table 3 shows that the characteristics jointly account for 39% of the cross-country variation inθ c i (and the F-statistic again signals rejection of the null that the slope coefficients are jointly zero at the 1% level), with institutional quality and financial development individually significant predictors at the 1% level.
In summary, Table 3 supports the notion that wealthy economies with strong institutions, devel-oped financial markets, low average inflation, and independent central banks are most influenced by global trends in inflation. These country characteristics likely reduce idiosyncratic influences exerted on inflation by the vicissitudes of local political business cycles and fiscal financing.
Subsample analysis
As a final exercise, we divide the full 1951-2009 sample in half and estimate the dynamic factor model, (1), separately over the 1951-1979 and 1980-2009 Figure 7 , which reports the average point estimates of θ w i , θ r i , and θ c i across all countries and each regional country group, confirms this. While the variance decompositions appear reasonably stable overall across the subsamples, some interesting patterns emerge. The importance of the world (regional) factor decreases (increases) across North American countries during the second subsample, perhaps due to the renewed commitment to price stability by North American central banks in the second subsample.
While the share of inflation variability accounted for by the world factor generally declines across 19 Kose et al. (2008) estimate a dynamic factor model for G-7 real output, consumption, and investment quarterly growth rates over three subsamples: 1960 :1-1972 1972 :3-1986 and 1986:3-2003:4 , globalization period. We experimented with three similar subsamples for our annual inflation data for 64 countries, but the shorter subsamples prevented the factors and model parameters from being reasonably accurately estimated. 20 Del Negro and Otrok (2008) model time variation in a dynamic factor model using a time-varying parameter (TVP) approach. Their method, however, is less amenable to models (such as ours) with a large number of crosssectional units (N) and a relatively large number of factors.
Latin American countries during the second subsample, it increases markedly in Chile, consistent with the implementation of substantial economic reforms in Chile near 1980.
Monetary integration in Europe, including the creation of the European Monetary System, increased the importance of the regional factor, which explains a greater proportion of inflation variability on average across European countries during the second subsample. Such increases are particularly notable for Belgium, Denmark, Finland, France, Ireland, Iceland, Italy, Luxembourg, the Netherlands, and Norway. The world factor decreases in importance for the African countries during the second subsample. For African countries such as Kenya and Senegal, these decreases are likely due in part to political instabilities, which often resulted in more inward-oriented policies.
While the relative importance of the world factor is essentially constant on average across Asian countries over the subsamples, the world factor becomes substantially more important for Japan and South Korea during the second subsample, consistent with increasing emphases on exportled growth strategies. Similar to North American countries, the importance of the world (regional) factor decreases (increases) on average across Australasian countries during the second subsample.
Conclusion
This paper characterizes international inflation rates with a dynamic latent factor model that decomposes 64 national inflation rates into world, regional, and idiosyncratic components. Common shocks, similar policy reactions, international trade, and financial links can produce significant common components in international inflation rates. World and regional factors explain 35% and 16%, respectively, of inflation variability on average across the 64 countries. While international factors significantly influence national inflation rates, results from a benchmark model of U.S. metropolitan inflation rates indicates that global influences are much less important in an international context on average than are national influences in the U.S. domestic context.
Our results also show that the importance of the world factor in accounting for inflation variability varies markedly across countries. In bivariate cross-sectional regressions, seven variablesopenness to trade, institutional quality, financial development, average real GDP per capita, average inflation, inflation volatility, and central bank independence-strongly explain the cross-sectional variation in the proportion of inflation variance accounted for by the world factor. These results indicate that idiosyncratic factors less strongly affect wealthier countries and those with more advanced institutions and developed financial markets.
Finally, we check the stability of the variance decompositions by estimating the dynamic latent factor model for the 1951-1979 and 1980-2009 subsamples. The relative importance of the world, regional, and idiosyncratic factors is generally stable across the two subsamples. Nevertheless, the regional factor typically increases in importance for North American and European countries during the second subsample, likely as the result of increased efforts toward economic integration in these regions. Furthermore, the importance of the world factor increases markedly in some Latin American and Asian countries during the latter period, in line with an emphasis on outwardoriented policies. Notes: The table reports cross-sectional regression results for models withθ w i ,θ r i , andθ c i serving as the regressand in Panels A, B, and C, respectively. The bivariate regressions include each country characteristic in turn as a regressor. The multiple regressions include all of the country characteristics (with the exception of central bank independence) jointly as regressors. All regression models include an intercept term. N is the number of countries in the regression. The t-statistics are based on White (1980) heteroskedasticity-consistent standard errors.R 2 is the adjusted R 2 statistic. F-statistic is for a test of the null hypothesis that the slope coefficients are jointly zero; the F-statistic is based on the White (1980) heteroskedasticity-consistent covariance matrix. † , * , and * * indicate significance at the 10%, 5%, and 1% levels, respectively. 
