Using a dynamic linear equation that has a conditionally homoskedastic moving average disturbance, we compare two parameterizations of a commonly used instrumental variables estimator (Hansen (1982) ) to one that is asymptotically optimal in a class of estimators that includes the conventional one (Hansen (1985) ). We find that for some plausible data generating processes, the optimal one is distinctly more efficient asymptotically. Simulations indicate that in samples of size typically available, asymptotic theory describes the distribution of the parameter estimates reasonably well, but that test statistics sometimes are poorly sized.
Introduction
This paper uses asymptotic theory and simulations to evaluate instrumental variables estimators of a scalar dynamic linear equation that has a conditionally homoskedastic moving average disturbance. Equations such as the one we consider arise frequently in empirical work (e.g., the inventory papers cited below, Rotemberg (1984) , Oliner et al. (1992) ), as do related nonlinear equations (e.g., Epstein and Zin (1991) ).
The conventional approach to estimating such equations is to specify a priori an instrument vector of fixed and finite length and select the linear combination of the instruments that is asymptotically efficient in light of the serial correlation and (when relevant) conditional heteroskedasticity of the disturbance (Hansen (1982) ). We examine two versions of this estimator, the two differing only in the specification of instrument vector. We also consider a single version of an estimator that begins by defining a wide space of possible instrument vectors, and uses a data-dependent method to choose the instrument vector that is asymptotically efficient in that space (Hansen (1985) ). In our application, we define this space in such a fashion that it includes the first two instrument vectors. So this estimator by definition must be at least as efficient as the other two, and in our application is strictly more efficient.
Our aims are threefold. The first is to quantify the asymptotic efficiency gains from using the optimal estimator, for some plausible data generating processes. The second is to supply simulation evidence on the finite-sample behavior of the estimators, with regard to both parameter estimates and test statistics. The third is to illustrate the implementation of the optimal estimator.
The initial impetus for this paper came from our own and others' empirical work with inventory models (indeed, the data generating processes that we use in this paper are calibrated to estimates from inventory data). A comparison of several empirical papers indicates that seemingly small changes in specification or estimation technique result in large changes in estimates (see West (1993) ). But such problems do not seem to be unique to inventory applications, as is indicated by the other papers in this symposium. Also, it is known that test statistics often are poorly sized in time series models (see the references below, and the other papers in this symposium).
In some applications, it is possible to use bootstrapping rather than conventional asymptotic theory to construct test statistics. But in many applications, nonlinearities or an inability or unwillingness to simultaneously model all endogenous variables make it difficult or impossible to solve for decision rules or reduced forms; the absence of a tractable data generating process then makes such bootstrapping problematic. In any case, the quality of parameter estimates is important even in applications in which bootstrapping of test statistics is straightforward.
There is therefore a critical need to understand the finite-sample behavior of the Hansen (1982) estimator that is used in much work, and to evaluate alternative instrumental variables estimators whose asymptotic or finite-sample behavior may be preferable. Work that has considered asymptotic properties includes Hayashi and Sims (1982) , who found that for some stylized data generating processes, an alternative estimator sometimes yielded dramatic asymptotic efficiency gains relative to that of Hansen (1982) . Hansen and Singleton (1988) found the same, for the optimal estimator that we, too, consider.
Some earlier work has evaluated the finite-sample performance of the Hansen (1982) estimator (as well as that of another estimator that we do not consider ["iterated GMM"]), in nonlinear and linear equations with moving average (Tauchen (1986) , Popper (1992) , West and Wilcox (1993) ) or serially uncorrelated disturbances (Kocherlakota (1990) , Ferson and Forster (1991) ).
This work has found that asymptotic approximations to the finite-sample distributions of parameter estimates and test statistics often but not always are reasonably accurate.
The nature of such discrepancies as do arise varies from paper to paper, and seems not to be easy to characterize in general terms. To our knowledge, there is no evidence on the finite-sample behavior of the other estimator that we consider.
We find that for a sample size of 300, asymptotic theory generally provides a tolerably good approximation to the finite-sample distribution of parameter estimates for all three of our estimators. For the most part, estimates are only slightly more dispersed than asymptotic theory predicts, and are centered correctly. For a sample size of 100, dispersion is rather greater and centering more erratic, but the theory still provides at least a rough guide.
In particular, then, the parameter estimates of the optimal estimator tend to be more tightly concentrated around the true parameter values than are those of the conventional one. In some but not all data generating processes, the efficiency gains from the optimal estimator are dramatic, with this estimator having asymptotic standard errors and finite-sample confidence intervals that are smaller by a factor of two than those of the conventional estimator whose instruments are the variables in the reduced form of the model.
Asymptotic theory is somewhat less successful in approximating the behavior of test statistics. Consistent with the simulations in some recent work on estimation of covariance matrices in the presence of serially correlated disturbances (e.g., Andrews (1990) , Newey and West (1994) ), as well as some of the simulations in Kocherlakota (1990) and Ferson and Forster (1992) , we find that tests sometimes are badly sized. In one extreme case, a nominal .05 test for the conventional estimator has an actual size of about .01 even in samples of size 10,000. Overall, test statistics for the optimal estimator are sized as well (or poorly) as are those of the conventional estimator.
Three important limitations of our study should be noted. The first is that our own previous work (West and Wilcox (1993) ), which used exactly the data generating processes we use here, generally gave a more pessimistic picture than do the simulations here on the distribution of the parameter estimates of one of our two versions of the conventional estimator. 2 We have selected for further analysis and comparison the best performing of the estimators that we previously studied. Taken by itself, then, this paper probably gives too supportive an evaluation of the finite sample behavior of our estimators. Second, we experiment with only a limited range of data generating processes. The contrast between the results in Kocherlakota (1990) and Tauchen (1986) An Appendix contains some technical details. An additional appendix available on request contains some material omitted from the published paper to save space.
The Model and Data Generating Processes
We consider estimation of a first order condition from an inventory model studied by (among others) West (1986a) , Eichenbaum (1989) , Ramey (1991) , Krane and Braun (1991) and Kashyap and Wilcox (1993 parameters whose estimation is the subject of our study. In line with some of the empirical work just cited, we include deterministic terms in both our data generating processes and our econometric estimation, but suppress these terms for the moment for notational economy. Equation (2.1) is a first order condition for optimality in inventory behavior. (See West (1993) .) To close the model, we must specify a process for sales. For simplicity, we specify that sales follow an exogenous AR (2) 
B. Generating the Synthetic Data
To generate data, we need to specify (a)the cost parameters, which are imbedded in the 's in (2.1); (b)the parameters of the forcing processes,
i.e., the autoregressive coefficients of the sales process ( 1 and 2 ) and the variance-covariance matrix of (u t , St )'; (c)the coefficients on deterministic terms.
In all data generating processes, the discount factor b was set to 0.995 (appropriate if the data are assumed to be monthly). We experiment with four sets of values of the 's in (2.1); these are given in Table 1A . All are based on studies using U.S. data of one sort or another. That the 's typically have a number of non-zero digits (rather than just being, say, integers) should not be construed as indicating that it is a matter of substance that the 's be exactly as indicated. Rather, the 's are nonlinear functions of some underlying economically interpretable parameters, which we set to be round numbers. A footnote, which likely will be of interest only to someone interested in reproducing the results of our study, gives these underlying parameters.
3
In Table 1 , parameter set A is roughly consistent with the estimates for post-war aggregate data in West (1990) and those for automobile data in Blanchard and Melino (1985) , parameter sets B and C with those for post-war two-digit manufacturing in Ramey (1991) and West (1986a) respectively, parameter set D with those for auto data from the 1920s and 1930s in Kashyap and Wilcox (1993) . Table 1B reports parameters for exogenous processes. The autoregressive coefficients of 0.7 and 0.2 were chosen to match roughly the estimates of an AR(2) around trend fit to real sales of nondurable goods manufacturing industries, monthly, 1967-1990 . The sales innovation variance of 0.120833 was chosen so that the implied unconditional variance of sales is 1 (a harmless normalization). The variance of the cost shock u t and its correlation with the sales shock St were chosen so that, in conjunction with the cost parameters of parameter set A (Table 1A) , the implied ratio var(H t )/var(S t ) and the implied correlation of H t and S t approximately matched that of monthly nondurables manufacturing industries, , with H t total inventories.
All regressions and instrument lists included a constant and trend.
Thus, the reduced form used to generate the data was not literally (2.2) but (2.3a) S t = 1 S t-1 + 2 S t-2 + constant + trend + St , (2.3b)
Coefficients on trend terms in (2.3a) and (2.3b) were chosen so that the implied coefficients of variation of S t and H t were each 0.2, a figure that approximately matches estimates for monthly nondurables, 1967-1990 . Because different choices of cost parameters imply different autoregressive coefficients in (2.3b), the coefficient on the trend term in (2.3b) varies from data generating process to data generating process.
A complete data generating process (DGP) is specified by combining a given set of cost parameters (A, B, C or D) with the sales and cost shock processes. Given one of our four DGPs, we generate data as follows. Most of our experiments used a sample size of either 100 or 300, in which case we use observations 1 and 2 for lags, observations 103/104 or 303/304 for leads, and discard the final 10,000-104 or 10,004-304 observations. These 9700 additional observations were reserved for some additional experiments. 1000 samples were generated for each data generating process. A sample size of 300 was chosen because there are currently about 300 monthly observations available on manufacturing inventories at the two-digit level in the U.S..
The sample size of 100 was chosen for comparison. 
Estimating the Parameters
For algebraic simplicity, we ignore constant and trend terms throughout this section. In the simulations, all equations and instrument lists included a constant and a trend.
A. Conventional Instrumental Variables
We make the first order condition (2.1) estimable by replacing expected
with realized values and moving all variables but H t to the right-hand side:
As is typical in empirical work, we impose a value of b, which allows us to construct X 1t and X 2t ; the value chosen is that used in generating the data, b=0.995. Our conventional instrumental variables (IV) estimator calculates linearly as follows. Let Z t be a qx1 vector of instruments. Apart from deterministic terms, q=4 or q=12 in the Monte Carlo experiments, and Z t consists of (q/2) lags of H t and of S t . We let "IVq" denote the estimator (3.3) defined below, when there are q instruments:
(Note that the presence of the cost shock u t invalidates the use of H t and S t as instruments; see (2.2) .) See section B below on the rationale for use of lags beyond those in the reduced form.
Let T be the sample size (T=100 or T=300 in most of the Monte Carlo experiments). Let Z be a Txq matrix whose t'th row is Z t ', and, similarly let X =[X t '] be the Tx3 matrix of right-hand-side variables, Y = [H t ] the Tx1 vector of the left-hand-side variable. Given Z t , the instrumental variables estimator that has the smallest possible asymptotic variance-covariance matrix
where Ŵ is a qxq matrix that is an estimate of the inverse of the spectral density at frequency zero of the qx1 vector Z t v t+2 , i.e., the inverse of j =-EZ t Z t-j 'v t+2 v t+2-j . Since the cost shock u t is iid, Z t v t+2 is MA (2) and this infinite sum collapses to
The scalar j 's are the same for any choice of Z t ; the matrix C j 's and j 's change with different Z t 's. The asymptotic variance-covariance matrix of
We construct Ŵ as follows. Let °v t+2 be the two stage least squares residual, and let
The weights 1-j/(m+1) guarantee that Ŵ is positive definite. Newey and West (1994) provide analytical and simulation evidence on this technique for estimating W (although that paper did not consider truncating m at 10 or at any bound less than the sample size; we do that here to speed computation).
B. The Optimal Instrumental Variables Estimator
In the textbook simultaneous equations model, in which regression disturbances are iid, use of instruments other than those in the reduced form would yield no asymptotic gain and possibly a finite sample penalty. That this is not true when disturbances are serially correlated is implicitly recognized in textbook discussions of generalized least squares (here, we interpret OLS and GLS as IV estimators where the instruments are the right-hand-side variables or transformations of those variables). Hayashi and Sims (1982) pointed out that while the usual GLS estimator is inconsistent in models with moving average errors and predetermined but not exogenous instruments, a transformation similar to that of GLS can yield an estimator more efficient than that of Hansen (1982) . More generally, Hansen (1985) established conditions for optimality of an instrumental variables estimator in models in which instruments are predetermined but not exogenous, and the orthogonality condition is potentially infinite dimensional. Such is the case in many time series models, including ours, in that any and all lags of predetermined variables (in our case, H t and S t ) are legitimate instruments.
In our application, a smaller asymptotic variance-covariance matrix is obtained when a larger number of lags of H t and S t is used as instruments in estimation of (3.3) . Thus, the asymptotic variance-covariance matrix of, say, IV6 is smaller than that of IV4, and that of IV12 is smaller still. For models in which the disturbance follows a conditionally homoskedastic moving average process, such as ours, Hansen (1985) provides a closed form expression for the linear combination of instruments that emerges asymptotically as the number of instruments used approaches infinity. Because this estimator is optimal in the class of estimators that use linear combinations of lags of H t and S t as instruments, we call it IV* rather than IV . (2.2) . It follows that if 1 and 2 are close to zero, efficiency gains from using instruments other than those in the reduced form will be small, while if 1 and 2 are large, in the sense that one or both of the roots of z 2 -1 z-2 are near unity in modulus, such efficiency gains potentially will be large. For each of our four DGPs, Table 2 presents 1 and 2 along with the modulus of the larger root of z 2 -1 z-2 . It may be seen that this root is smallest for DGP B, suggesting that the efficiency gains from use of IV* will be relatively small with that DGP. Table 3 presents the ratio of the standard errors of (1)IVq for various q's to (2)IV*, for each of our four DGPs. Diminishing returns to use of instruments beyond those in the reduced form set in fairly rapidly; indeed, when 12 instruments (6 lags each of H t and S t ) are used, the asymptotic standard errors in all cases are within 8 percent of those of IV*. On the other hand, for DGPs A, C and D, there are substantial gains to using instruments beyond the 4 in the reduced form. Table 3 persuaded us to include IV12 in our simulation analysis: in DGPs A, C and D it is much more efficient than IV4; it is roughly as efficient as IV* asymptotically, but may (and in fact does) perform worse in samples of typical size than IV*, presumably because of the large number of parameters that is estimated in the first stage regression. 3 We operationalize (3.10) for a given artificial sample of size T as follows. (1 Hodrick (1991) . It may be shown that Ŵ * so defined is consistent. A computation like (3.18) might also be used to estimate Ŵ or ^ .
We followed conventional practice and did not: (3.17) requires estimates of the 's, which are already available for our optimal estimator but not for the other two.
Simulation Evidence on Distribution of Parameter Estimates
Tables 4 and 5 present some Monte Carlo results on the distribution of the parameter estimates, Table 4 for a sample size T=100, Table 5 for T=300.
They are organized by DGP. For each DGP the tables present results for three estimators, IV4 (equations (3.2)), IV12 ((3.3) ) and IV* (3.12, 3.13) . The "asy*" rows in each panel give asymptotic quantities for IV*, while the "asy4"
row at the bottom of the table does the same for IV4; in light of For each of the three parameters, the columns labelled "50% CI" gives a 50 percent confidence interval constructed by dropping the largest 250 and smallest 250 of the 1000 standardized parameter estimates, or, for "asymptotic", the values appropriate for a N(0,1) variable. The difference between the upper and lower bounds of these confidence intervals is the interquartile range. "Median" gives the median of the 1000 estimates.
"Trimmed MSE" gives a mean squared error computed by (1)dropping all entries greater than 3.0 in absolute value, (2)calculating the average squared value of the remaining observations, and (3)dividing by .9735, which is the variance of a N(0,1) variable doubly truncated at -3 and +3 (Johnson and Kotz (1970, p83) ). We trimmed before computing the MSE because the simultaneous equations literature indicates that second moments of our estimator may not exist, since our equation has only one more instrument than right hand side variable (e.g., Phillips (1983) ). The decision to truncate at 3.0 was arbitrary; in related work, which only considered a sample size of 300 (West and Wilcox (1993) ) we found little sensitivity to the exact point of truncation.
In conjunction with Table 3, we read Tables 4 and 5 as follows. First, as measured by either interquartile range (width of the 50% CIs) or trimmed MSE, the asymptotic theory underpredicts the variability of all three estimators. The discrepancies between asymptotic and simulation are larger for T=100 rather than T=300 (no surprise) and larger for 3 than for 1 or 2 (for reasons that are not clear to us). Of the three estimators, the asymptotic approximation predicts variability most poorly for IV12. The trimmed MSE for this estimator is generally more than twice the approximate theoretical figure in the asy* row, as is the width of the interquartile range. By the same measures, the theory does moderately better for IV*, but better still for IV4.
On the other hand, the measures of dispersion that are probably most relevant in practice are the raw figures themselves rather than those figures relative to asymptotic theory. Our second point is that in this light IV12 is less variable than IV4, slightly so with T=100 (Table 4) , more notably so with T=300. But IV* is notably less variable than IV4 and IV12 for both sample sizes (although there are occasional exceptions).
Our third point pertains to bias. For T=100, centering of parameters is a little erratic. While there does not appear to be a persistent tendency for median bias to be of a particular sign, median bias is often substantial from the point of view of asymptotic theory. In particular, if one standardizes the IV12 estimate by the corresponding asymptotic standard deviation, rather than the IV4 standard errors used in Tables 4 and 5 , all 12 estimates have a median value of ^ . -. that is more than 0.4 asymptotic standard deviations, and 10 are greater than 0.5. For all three estimators, asymmetry in the 50% CIs is also evident in Table 4 . On the other hand, Table 5 indicates that while some problems remain, particularly with IV12, by and large the estimators are centered correctly for T=300.
Once again, however, the measure of bias that is more relevant in practice is that reported in the Tables, in which all parameter estimates are normalized by the same asymptotic standard error. Our fourth point, then, is that the IV12 estimator shows the most median bias, IV* the least.
Some of these points are clearly illustrated in Figure 1 . For T=300, DGP A, this plots estimates of the density of the simulation estimates of the parameters (solid lines) along with the theoretical normal density suggested by the asymptotic theory (dashed lines). We constructed the simulation densities using a normal kernel and a bandwidth of .27
1.06(1000) -1/5 = 1.06(sample size) -1/5 (see, e.g., Silverman (1986) ). Note that while the horizontal scales are the same on all 9 plots, the vertical scale for IV4 (row 1) is different from that for IV12 (row 2) and IV* (row 3).
The Figure illustrates that the asymptotic approximation works best for IV4, worst for IV12. The IV12/IV* discrepancies between simulation results and asymptotic theory are, however, sufficiently small that either is less disperse than is IV4. The IV4 and IV* simulation densities are noticeably better centered than are those of IV12. The appendix available on request has comparable figures for the other DGPs and for T=100. These tell a qualitatively similar story. So, too, do estimates that set the bandwidth at (.75)x(bandwidth in Figure 1 ) and (1.25)x(bandwidth in Figure 1 ).
Overall, then, IV12 probably shows the sharpest departures from asymptotic theory, perhaps because of overfitting in the first stage regression; IV4 shows the least. By our measures of variability, IV4 is worst, IV* best; by our measures of bias, IV12 is worst, IV* best. Regardless of how one trades off variability versus bias, then, IV* seems the best performing estimator. With the exception of 3 for DGPs B and C for T=100 and T=300, IV* is better than either of the other two estimators as measured by median bias, trimmed MSE or width of 50% CI. Asymptotically each test statistic is 2 (1), and the table reports the fraction of the 1000 simulations for which the computed statistic was greater than 3.84 (the .05 critical value for a 2 (1) random variable). For IV4 and IV*, tests for 1 and 2 typically were well-behaved for both T=100 and T=300
(at least by the standards of recent work such as Newey and West (1994)!); actual sizes ranged from about .02 to about .12. For IV12, test statistics of 1 and 2 were more poorly sized, especially for T=100 (e.g., in DGP C, both sizes were about .26). This latter result is perhaps unsurprising, in that Tables 4 and 5 and Figure 1 indicated that the asymptotic approximation works more poorly for parameter estimates of IV12 than for IV4 or IV*.
Those tables and that figure also indicated that all three estimators had greater difficulty estimating 3 than 1 or 2 . Table 6 does indeed show that tests on 3 were generally more problematic than those on 1 and 2 , but in a fashion that surprised us: IV4 and IV12 tend to reject not too much but too infrequently. Presumably this indicates that even though the parameter estimates are too spread out (Tables 4 and 5 ), the relevant entries of the variance-covariance matrices are even more spread out, the result being egregious under-rejection rather than egregious over-rejection. IV* suffers from no such problem, we conjecture due more to the way the covariance matrix was estimated (see section 3D) than to something inherent in the way the parameters were estimated.
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Once again, some of these points are clearly reflected in a figure, this time the Figure 2 plot of actual versus nominal sizes for DGP A, T=300. All three estimators reject slightly too much for 1 and 2 (columns 1 and 2), as does IV* for 3 . This applies not only to nominal .05 tests (the focus of Table 6 ) but to tests of nominal sizes ranging from .01 to .25. IV4 and IV12 reject much too infrequently for 3 (column 3, rows 1 and 2). Analogous plots for other DGPs and for T=100 are available in the additional appendix, and are also consistent with Table 6. IV4 is sufficiently simple computationally that we repeated our simulation exercise for DGP A with samples of size 10000 (relaxing the constraint on the maximum value of the bandwidth m [defined below (3.6) Panel B of Table 6 indicates that J-tests are approximately correctly sized for IV4, poorly sized for IV12.
Empirical Example
Here, we apply the IV4, IV12 and IV* estimators to aggregate inventories and sales of nondurables manufacturing industries, monthly, seasonally adjusted. After accounting for lags and leads, the sample was 1967: 3-1992:10. In applying IV*, we used the procedure described in section 2, including use of the Schwarz criterion, which happened to choose R t = (H t-1 ,S t-1 ,H t-2 ,S t-2 )'.
Our aim is not to provide a reinterpretation or even a refinement of the existing inventory literature, but merely to underscore the ease with which the IV* estimator can be applied.
The first row of Table 7 has the IV4 estimates. The estimates of the moving average parameter yield an implied larger root of 0.42, about the same size as that for DGP B (see Table 2 ). Accordingly, dramatic efficiency gains in going to either IV12 or IV* are not to be expected. Lines 2 and 3 bear out this expectation. While the t-statistic on 1 becomes noticeably larger, that on 2 falls and that on 3 falls for IV*, rises for IV12. Upon transforming the estimates of the i 's to the underlying economic parameters (see footnote 1), we find that two of the four underlying parameters are positive for IV4, three of four for IV12 and IV*. Some (but not all) investigators have argued that all four underlying parameters should be positive. For all our estimators, the asymptotic theory characterizes the distribution of parameter estimates tolerably well. But test statistics occasionally are very poorly sized. The recommended estimator would seem to be the one that is most efficient. This is the estimator suggested by Hansen (1985) , which for three of our four data generating processes yielded substantial asymptotic and finite-sample benefits relative to conventional instrumental variables estimators.
Because earlier, related work has found sensitivity of results to choice of data generating processes, one priority for future work includes experimentation with additional data generating processes. Other priorities include development of alternative methods of computing test statistics and of refined asymptotics to better characterize finite sample distributions.
The reduced form parameters in (2.2b) 2. This model and data generating processes were also used in West and Wilcox (1993) , so some of the entries in the Tables, and some of the prose in this section, are also found in that paper. 5. We repeated the Table 6 calculation for T=300 for IV*, calculating equation 3.17's Ŵ * in a fashion analogous to that described in equations 3.6 and 3.7.
The size of 6. For each estimator, at least one of the four must be positive by construction. Additional information, of interest only to aficionados of the linear-quadratic inventory model: the parameter estimates that were positive for both IV* and IV4 were the costs of production and of changing production.
The inventory holding cost estimate was positive for IV* as well. The estimate of the parameter that determines the target inventory-sales ratio was negative. Since the simulations found it particularly difficult to get a reliable estimate of 3 , it may be noteworthy that the two parameter estimates that were positive may be inferred from the estimates of 1 and 2 , without use of the estimate of 3 , while the estimates that were negative relied in part on the estimate of 3 . Table 1 Data Generating Processes 1. 1 and 2 are the parameters of the MA(2) disturbance v t+2 ; see (3.1) and (3.9) . The modulus presented is that of the larger of the two roots to z 2 -1 z-2 = 0. 1. IVq is the conventional instrumental variables estimator described in (3.2) and (3.3) , where Z t consists of q instruments (q=4,6,8, or 12) ; IV* is the 1. In each of 1000 simulations, we computed t-statistics testing whether each of the three i s equals its Table 1A population value. Panel A presents the fraction of simulations in which the square of the t-statistic exceeded 3.84, which is the .05 critical value for a 2 (1) random variable.
2. In each of 1000 simulations, tests of instrument-residual orthogonality were computed as in (3.16) . Panel B presents the fraction of simulations in which the resulting statistic was greater than 3.84 (IV4) or 16.92 (IV12), which are the .05 critical values for 2 (1) and Table 7 Estimates of Aggregate Nondurables in Manufacturing, 1967 Manufacturing, -1992 (1) (2) (3) (4) (5) (6) (7) Modulus of Estimator
