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We make a study of lattices representable by commuting equivalence relations, 
which we call linear lattices. We develop a proof theory for implications valid in 
linear lattices, which differs from classical proof theories in that its deductions 
transform representative graphs rather than well-formed formulas. Using graph- 
theoretic arguments, we establish a duality theorem and a normal form theorem for 
this proof theory. (? 1985 Academic Press. Inc. 
The classical theory of lattices, as it evolved out of the nineteenth cen- 
tury through the work of Boole, Charles Saunders Peirce, and Schroder, 
and later in the work of Dedekind, Ore, Birkhoff, Von Neumann, 
Dilworth, and others, can today be viewed as essentially the study of two 
classes of lattices, together with their variants and their implications for 
their naturally occurring models. These are the classes of distributive lat- 
tices, whose natural models, which they capture exactly, are systems of sets 
or, from another point of view, of logical propositions; and modular lat- 
tices, whose natural but by no means only models are quotient structures 
of algebraic entities such as groups, rings, modules, and vector spaces. 
In actuality, the lattices of normal subgroups of a group, ideals of a ring, 
or subspaces of a vector space are more than modular; as Birkhoff and 
Dubreil-Jacotin were first to observe, they are lattices of equivalence 
relations which commute relative to the operation of composition of 
relations. The combinatorial properties of lattices of commuting 
equivalence relations are not mere consequences of their modularity, but 
rather the opposite; the consequences of the modular law derived since 
Dedekind, who originally formulated it, have mainly been guessed on the 
basis of examples which were lattices of commuting equivalence relations. 
This paper begins a study of lattices of commuting equivalence relations, 
which we have named linear lattices, a term suggested by G.-C. Rota for its 
evocation of the archetypal example of projective geometry. It is predicated 
on the supposition that in the linear lattice case, there is hope of carrying 
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out the dream of Birkhoff and Von Neumann, to understand modular lat- 
tices through a “modular” extension of classical logic, just as distributive 
lattices had been so effectively understood through the constellation of 
ideas connecting classical propositional logic, the theory of sets, and 
visualization via the device of Venn diagrams. Accordingly, our main con- 
cern has been to develop the proof theory for a logic of linear lattices, 
along lines that we believe to be new. 
The fundamental need for a spatial visualization of statements pertaining 
to a logic was recognized by Birkhoff and Von Neumann when they 
proposed replacing the visual aid of Venn diagrams with the visual aid of 
configurations of subspaces in a vector space. Unfortunately, no one has 
ever been able to visualize any but the simplest propositions on subspaces 
of a vector space, and the suggestion met with limited success. 
Our proposal is to visualize statements pertaining to linear lattices with 
the aid of series-parallel networks (extensively studied in combinatorics 
and circuit theory). On this basis we proceed to develop a full-fledged proof 
theory for the logic of linear lattices. 
It is by now understood and accepted that the central fact of classical 
logic is a decision procedure (due to Herbrand, Gentzen, Beth, Hintikka, 
Smullyan, and others, and for which there is unfortunately no generic 
name) whereby an algorithm is given for the verification of logical 
statements which either ends with the actual verification, or else goes on 
indefinitely, but produces a counterexample in the process. The actual 
decidability of logical statements is a secondary issue to the fact that such 
an algorithm either verifies the given statement or refutes it, in a manner 
fully consonant with the expectations of logical reasoning. 
Briefly, our procedure is to represent a lattice implication whose truth is 
to be verified for linear lattices by pairs of series-parallel networks 
corresponding to the hypotheses and conclusion of the implication. The 
truth of the conclusion, subject to the hypotheses, is then seen to follow 
from the existence of a generalized graph homomorphism mapping one of 
the series-parallel networks to the other. We describe a construction which 
either produces such a homomorphism at some finite stage, or else con- 
tinues indefinitely and in so doing, automatically produces a counter- 
example. This construction can be viewed as an analog of Herbrand’s 
theorem, or of Gentzen’s proof theory, for linear lattices. 
In the second half of this paper, guided by the analogy of our result with 
Gentzenian proof theory, we derive a normal form theorem for proofs of 
inequalities in linear lattices, which may be viewed as a linear lattice analog 
of Gentzen’s Hauptsatz for classical first-order logic. This is the deepest 
result of the present investigation, for while it falls short of establishing the 
decidability of the equational theory of linear lattices, it allows us to clearly 
enunciate what step needs to be taken to settle the question. 
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We stress the value of these results as a practical method of guessing, 
verifying, and visualizing linear lattice identities. A major application of our 
method is to finding and proving theorems of projective geometry relating 
to incidence of subspaces, independent of dimension. As illustrations of our 
methods, we produce a hierarchy of generalizations of Desargues’ theorem, 
including a particularly elegant form of Jonsson’s Arguesian identity. In 
addition, we single out a lattice inequality which we expect may settle 
Jonsson’s question of whether all Arguesian lattices are linear. 
We wish to emphasize also the relevance of the present work to the 
invariant theory of linear varieties, approached along the lines initiated by 
Gel’fand and Ponomarev in their influential papers on representations of 
free modular lattices and recently further developed by Herrmann, Huhn, 
Wille, and others. We expect that the remarkable structural features found 
by Gel’fand and Ponomarev in their linear (in the sense of linear algebra) 
quotients of free modular lattices will manifest themselves already in free 
linear lattices, in our sense of representability by commuting equivalence 
relations. If so, the proof-theoretic tools we have developed for linear lat- 
tices may contribute substantial insights and simplifications to this line of 
work. 
This paper may be read as an argument for the contention that much of 
the combinatorial subtlety of synthetic projective geometry (typically, the 
Von Staudt/Von Neumann coordinatization theorem) resides in the 
combinatorics of commuting equivalence relations; and further that 
commutativity of equivalence relations can be understood by a parallel 
reasoning to the classical logical ideas that explain distributivity. It is our 
belief that the theory of linear lattices, because of its combinatorial 
elegance, its intuitively appealing proof theory, and its broad range of 
potential applications, may finally come to exert on algebra, combinatorics, 
and geometry the unifying influence that modular lattices, despite their 
great historical significance, failed to achieve. 
Preliminaries 
This section consists of basic terminology, definitions, and properties for 
lattices, linear lattices, graphs, and series-parallel graphs. The reader will 
find a quick reading now, with referal back later as necessary, adequate for 
most of this material. 
One point deserving special attention is the definition of series-parallel 
graph. This concept is fundamental to the statement of each major result in 
this thesis. While it is a simple and natural concept, this fact may be more 
readily appreciated from examples than from the definition. Therefore, a 
reader not already familiar with series-parallel graphs would do well to 
look at Figs. 5, 6, 9 (first and last drawing), 10, and 11, as well as reading 
the text below. Attention should also be given to Lemma 1.1, which follows 
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the description of series-parallel graphs. Lemma 1.1 contains the root 
connection between series-parallel graphs and linear lattices. The 
Main Theorem on Proof Theory of the next section relies heavily upon 
Lemma 1.1. 
Lattices. Our terminology is mostly standard (see Cl, 3, or 141). By a 
lattice polynomial we mean a term in the similarity type ( A, v ) of arity 
(2,2) over a fixed alphabet d = {a, b,...,}. If P, Q are lattice polynomials, 
wehaveP=QiffP v Q<P A QandP<QiffP v Q=Qinanylat- 
tice, so we freely use the word identity to refer to an inequality P 6 Q. 
We have occasion to substitute least and greatest element symbols 0 and 
1 for some,,of the variables in an identity P Q Q. Since 0 and 1 are not in 
our similarity type, what we shall mean is to substitute and then simplify 
by the rules 0 A x=x A O=O, 0 v x=x v 0=x, 1 A x=x A 1 =x, 
1 v x=x v 1 = 1. If neither P nor Q simplifies to 0 or 1, we get a new 
identity which we consider the result of the substitution. Otherwise the 
result is one of two extra “identities” denoted T and F: T if P simplifies to 0 
or Q simplifies to 1; Fin the remaining cases. T is defined to hold in every 
lattice; F is defined to hold only in the one-element lattice. 
If L is a lattice, Ld denotes the dual lattice with the same underlying set 
as L and the meet and join operations interchanged. If P is a lattice 
polynomial, Pd denotes the dual polynomial obtained from P by inter- 
changing the operation symbols A and v . If P < Q is an identity, the dual 
identity is Qd< Pd. 
Linear lattices. Let p(S) denote the lattice of equivalence relations (or 
partitions) on the set S. A function p: L -p(S) is a representation of the 
lattice L by commuting equivalence relations if for all X, YE L, 
P(X A Y)=P(X)nP(Y) and P(X v Y) = P(X)OP(Y) = P(Y)OP(X) = 
p(x) v p(y) (recall that for equivalence relations r, s: r 0 s = r v s iff r 0 s is 
an equivalence relation). Jonsson [36] called such a representation 
“type I.” We prefer the more suggestive term linear representation, and call 
L a linear lattice if L has a faithful, i.e., injective, linear representation. 
If r z S x S is any relation, we write U- v[r] for (u, v) E r. As above let 
p : L + p(S) be a linear representation. When p is understood from context 
and XE L, we write U-v[x] for U-u[p(x)]. Given an interpretation 
j: d + L of our alphabet into L, we extend j by evaluation to an inter- 
pretation of all lattice polynomials into L and write U- u[J’(P)] for 
-4YPvl a+j(a)(os.et))l. 
If p: L -p(S) and p’: L’ +p(S’) are linear representations with 
SnS’=@, their sum pop’: Lx L’-+p(SuS’) defined by 
p@p’((x, x’)) = p(x) up(x’) is also a linear representation. If L = L’ we 
also refer to (p 0 p’) 0 A : L + Su S’, where A : L + L x L is A(x) = (x, x), 
as the sum of the representations p, p’ of L. Sums of arbitrary finite or 
infinite collections of representations are defined analogously. 
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Graphs. As usual, a graph G consists of a set V(G) of vertices, a set E(G) 
of edges, and an incidence relation i(G) c E(G) x I’(G) such that each edge 
is incident with one or two vertices. Loops and multiple edges are allowed. 
Most graphs in this thesis have a distinguished edge &G (or just E, when 
there is no danger of confusion) incident with distinguished vertices sGO and 
eG, (or just Ed and .sl). We admit the possibility that so=el. All graphs 
have labelled edges, i.e., come equipped with a label function 
1: E(G)\& -+ d. 
We at times invoke certain common manipulations on graphs without 
explicitly defining them. Thus we say “identify vertices x, y of G” instead of 
“construct a graph G’ with V(G’) = V(G)\{x, y} u {z} where z is a new 
element, and E(G’) = E(G), defining i( G’) so that each edge incident in G 
with x or y is incident in G’ with z and i(G’) n (E(G’) x (V(G)\ {x, y))) = 
i(G) n (E(G) x ( V(G)\ {x, y > )).” Other examples are “partition a vertex” 
(opposite of identifying vertices), “form a disjoint union of two graphs,” 
and so on. 
When there is an isomorphism between two graphs preserving the dis- 
tinguished edge and vertices and the labelling, we usually regard them as 
identical. 
A subgraph H c G consists of a subset E(H) c E(G) of the edges, 
together with the subset V(H) 5 V(G) of those vertices incident with edges 
in E(G). i(H) is the restriction of i(G) to E(H) x V(H). Note that subgraphs 
need not be induced. H inherits its labelling from G. 
If eEE(G), the deletion G\e is the subgraph whose edge set is E(G)\e 
(note our convention is to write singleton sets without brackets). The con- 
traction G/e is obtained by first identifying the vertices incident with e, if 
there are two of them, then deleting e. Deletions and contractions com- 
mute, so the notation G/{ e,f, . . . . } \ {h, k ,..., } is unambiguous. 
Given a planar graph G and a particular plane embedding, G” denotes 
the planar dual of G. E(Gd) = E(G); the labelling and distinguished edge are 
those of G. V(Gd) is the set of regions into which the embedding of G 
divides the plane. e E E(Gd) is incident in Gd with the regions that lie on 
either side of the path representing e in the embedding of G (these regions 
may be the same). &o and E, are the regions on either side of the path 
representing E. 
Series-parallel graphs. Let G, H be graphs with distinguished edges and 
vertices. To form the parallel connection G A H, first form a disjoint union 
G u H. Then identify &GO with ~~~ to form the distinguished vertex so in 
G A H. Identify sG1 and ~~~ to form el. Finally, remove &G and Ed and 
replace them by a new distinguished edge E incident with co and E 1. 
To form the series connection G v H, again form first a disjoint union 
Gu H. Identify &GI with sHO and let sGO and eH1 become the distinguished 
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vertices of G v H. Again remove Ed and Ed and replace them by a new dis- 
tinguished edge E incident with sO = sGO and E, = sH1. 
If bE&, the atomic series-parallel graph b has V(b) = {Ed, Ed}, 
E(b) = (E, e}, l(e) = b, and i(b)=E(b)x V(b) so that both E and e are 
incident with so and sl. 
A series-parallel graph is defined recursively to be either 
(i) an atomic series-parallel graph b, 
(ii) a parallel connection G A H of series-parallel graphs G, H, or 
(iii) a series connection G v H of series-parallel graphs G, H. 
Let P be a lattice polynomial. Interpreting A, v, a, b, c ,..., as v, A, a, 
b, c,..., P defines a series-parallel graph G labelled with the variables 
occurring in P. G is the series-parallel graph associated to P. 
For an extended discussion of series-parallel graphs and matroids, 
including classical characterizations, various interesting properties, and (in 
Brylawski) an elegant formulation in the category of matroids- 
with-base-point and strong maps, we refer the reader to [8] and [2]. 
Among the properties we shall need are: 
(i) Every series-parallel graph is planar. 
(ii) bd g b, (GA H)drGd v Hd, and (G v H)dzGd A Hd in 
suitable plane embeddings. 
(iii) Series-parallel graps G, H have Gdr Hd in some embedding iff G 
and H are associated to polynomials defining the same element of the free 
algebra with commutative and associative operations A and v. G and H 
with the above properties are said to be equivalent series-parallel graphs. 
Graphs as relational operators. Let G be a graph with distinguished 
edge and vertices E, co, el. Suppose given an interpretation j: d --+ 2’” ’ 
assigning to each label symbol a E d a reflexive and symmetric relation j(a) 
on a set S. Then there is a reflexive relation j(G) on S defined by 
x-~C.dG)l if there is a function f: V(G) -+ S such that 
f(eo) = x,~(E,) =y, and for e E E(G)\& incident with U, v E V(G), 
f(u)-S(v)CMe))l. 
It follows from this definition that j(a) = j(a), j(G A H) =j(G) nj(H), 
and j( G v H) =j( G) oj( H). Consequently, we have the following lemma. 
LEMMA 1.1. Let j: d -+ L be an interpretation of the alphabet into a 
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linear lattice L represented on a set S. Let P be a lattice polynomial and G 
its associated series-parallel graph. Then for x, y E S, 
x-YC.ml if and only if x-y[j(G)]. 
1.0. FR~~F THEORY 
The proof theory we present in this section addresses the generalized 
word problem for linear lattices: namely, is a lattice equation P < Q a con- 
sequence for all linear latices of a set of assumptions (Pi < Qij iE I>? In 
other words, we are interested in the valid (inlinitary) universal Horn sen- 
tences [20,28] 
VaVb...(i~,Pi~Qj-P~Q) (1.1) 
in the theory of linear lattices. 
A proof-theoretic approach to the word problem for a class of lattices 
means one modelled on the proof theory for classical propositional logic, 
viewed as a solution to the word problem for distributive lattices. In this 
classical theory, we read A, v, and < as and, or, and implies, and seek to 
establish (1.1) as a theorem of logic (equivalently, of distributive lattices) 
by deducing Q from P according to rules of inference which specify the 
possible deductions, some absolute (from A and B deduce A A B) and 
some relative (from Pi deduce Qi) [ 13, 31, 321. 
For non-distributive classes of lattices, there may be non-classical rules 
of inference which are correct and complete for the universal Horn (or 
sometimes just equational) theories of these classes. Such proof theories 
can be found for instance in [29] for general lattices and orthocomplemen- 
ted lattices, and in [23] for n-permutable congruence lattices on universal 
algebras, including as special cases modular lattices (3-permutable con- 
gruences on sets) and linear lattices (2-permutable congruences on sets). 
Czedli [S] has described an approach to the general lattice word problem 
that can be construed as a graphical proof theory, a quality it shares with 
the present work. 
Our purpose is to describe a new proof theory for the class of linear lat- 
tices. Our theory departs in format from those just mentioned in that 
instead of anything resembling “well-formed formulas” in the classical 
sense, the deductions of our theory apply to graphs. This change of view- 
point gains us access to topological graph-theoretic notions which we 
exploit to get a partial duality result for our proof theory, and, in the 
second half of the paper, a Normal Form theorem, or “Hauptsatz,” for its 
proofs. 
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THEOREM 1.1 (MAIN THEOREM ON PROOF THEORY). The universal Horn 
sentence (1.1) is valid in all linear lattices tf and only tf the series-parallel 
graph associated to Q can be obtained from that associated to P via a finite 
sequence of deductions from the list which follows. Any lattice satisfying all 
the valid Horn sentences (1.1) is linear. The list of deductions (which are 
schematically illustrated in Fig. 1) is: 
(A) Parallel duplication of an edge. If e # E is an edge with label 
l(e) = a, replace it by new edges e’, err with l(e) = l(e”) = a, making e’ and e” 
incident with the same vertex or vertices as e was. 
(B) Coalescence of series edges. Let e #E andf # E be edges with label 
l(e) = l(f) = a. Suppose that e is incident with vertices u, v; f is incident with 
v, w; and no other edge is incident with v. Then remove e, f, and v and replace 
them with a new edge e’ with l(e’) = a, making e’ incident with u, w. 
(C) Uncontraction of an edge. Let G be the graph present before the 
deduction. Pass to a graph H containing a new edge e with any label a E d, 
such that G = H/e. 
(D) Deletion of an edge. Delete any edge e # E. 
(E) Reversal of a series-parallel subgraph. Let J be a subgraph of the 
graph G present before the deduction. Suppose J is attached to the rest of G 
at only two vertices uO, ul. That is, uO and u, are the only vertices incident 
with edges of both J and G\J, Suppose further that E $ J and that upon 
deleting G/J and replacing it by a new distinguished edge E with co = ug, 
El =u1, a series-parallel graph J’ results. Then make each e E E(J) that is 
(E) 
F) 
FIG. 1. The deductions. 
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incident in G with ui incident instead with u, _ i (i = 0, 1). The effect of this is 
to detach J and reattach it with the ends exchanged. 
(F) Substitution of Qi for Pi. Let J be as in (E) and suppose J’ is the 
series-parallel graph associated to Pi. Then remove J and replace it with a 
new subgraph K attached as J was and for which K’ is the series-parallel 
graph associated to Qi. 
We also allow passage from a graph to another isomorphic to it as part of 
a derivation, without explicitly considering this a deduction. 
Proof outline of Theorem 1.1. As the proof of Theorem 1.1 is fairly 
intricate, we outline it here before beginning it. Let us from now on refer to 
a derivation of Q from P via deductions (A)-(F) as a proof of ( 1. I ). Our 
first step is to verify that (1.1) is indeed valid if it has a proof. That being 
done, we define transitive, commutative, and conditional extensions of a 
graph. In Lemmas 1.2 and 1.3 we show how each can be constructed using 
deductions (A)-(F). From these extensions we build representations of 
“locally free” linear lattices satisfying P, $ Qi for all i E I. In Lemma 1.4, we 
set forth the properties of these lattices and show that if a certain one 
satisfies P Q Q, then (1.1) has a proof. Finally, given a lattice L satisfying 
all linearly valid implications (1.1) we combine “locally free” linear lattices 
so as to construct a linear representation of L from a presentation of L. We 
remark that the linearity of any lattice satisfying all the valid Horn senten- 
ces (1.1) follows from [25], but we include the proof here as it comes 
almost for free once the rest is done. 
Proof of Theorem 1.1. Let L be a linear lattice represented on a set S. Fix 
an interpretation j: d -+ L, and suppose that Pi < Qi is satisfied under j for 
each ie I. Let s,,, s, f: S have 
Let G be any graph derivable from the series-parallel graph associated to P 
by deductions (A)-(F). We claim that so-~, [j(G)]. Indeed, when G is the 
series-parallel graph associated to P, this is true by Lemma 1.1. The con- 
dition s O-~, [j(G)] is unaffected by deduction (A) applied to G, and only 
weakened by deduction (D). It is preserved by (C) because the relations 
j(a) are reflexive. It is preserved by (B) because the j(a) are transitive. 
Preservation by (E) follows from Lemma 1.1 applied to a lattice 
polynomial R with associated series-parallel graph J’, where J is the sub- 
graph reversed, and the fact that j(R) is a symmetric relation. Preservation 
by (F) follows from Lemma 1.1 applied to P, and Qi and the fact that L 
satisfies Pi < Qi under the interpretation j. 
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If (1.1) has a proof, therefore, we have sO -$I [i(H)] where H is the 
series-parallel graph associated to Q, so 
so-SICAQJI 
by Lemma 1.1. This shows that L satisfies PQ Q under j and the 
implication (1.1) is valid. 
Let G be a graph. For each a~&‘, the edges of G define a reflexive and 
symmetric relation k(a) on V(G) by 
SN @Ha)1 ifs = t or 3e E E(G) incident with s and t, 
and I(e) = a. 
If J is another graph, with distinguished edge and vertices, the inter- 
pretation k : d + 2 ‘(‘) ’ ‘(‘) induces a relation k(J) on V(G) as in the 
remarks before Lemma 1.1 in the preliminaries. 
We now define transitive, commutative, and conditional extensions of a 
graph. These form the building blocks for the coming construction of 
“locally free” linear lattices. 
For each extension, we begin with a graph G and vertices uO, u1 E V(G) 
with uO-ul[k(J)], h w  ere J has a specified form. To make the extension, 
we take a graph N (with distinguished edge and vertices), depending on J, 
and attach it to G at uO and ul. More precisely, we form a disjoint union 
G u (N\E), then identify a0 with .sNO and U, with sN1. Note that if uO = &GO 
and u, = Ed,, then the extension is the same as G A N. Note also that 
necessarily u. - 24r [k(N)] in the extended graph. 
When J is of the form K v K for a series-parallel graph K, take N = K. 
Then the graph formed as above is a transitive extension of G. 
When J is of the form K v H for series-parallel graphs K, H, take 
N = H v K. Note that N is attached so that H and K are oriented 
oppositely to their “images” in G. In this case, the graph formed as above is 
a commutative extension of G. 
Finally, when J is the series-parallel graph associated to Pi, take N to be 
the series-parallel graph associated to Qi. In this last case, the graph for- 
med as above is a conditional extension of G relative to Pi < Qi. 
The three types of extensions are illustrated schematically in Fig. 2. 
An extension is determined up to isomorphism by its type (transitive, 
commutative, or conditional, and if conditional, relative to which 
hypothesis Pi < Qi) and by uO, ul, J, and N. Thus we may speak of “all” 
extensions of G, by which we.actually mean a set consisting of one 
representative of each isomorphism class. Let us take the new subgraphs N 
added to G by different extensions to be disjoint, so that we can refer 
unambiguously to the union of extensions. 
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transitive 
conditional 
FIG. 2. The three extensions of a graph 
It proves convenient to define one more extension. When J is any finite 
not necessarily series-parallel graph with distinguished edge and vertices, 
take N= J and call the graph formed by attaching N a plain extension 
of G. 
LEMMA 1.2. Any plain extension of G can be derived from G using deduc- 
tions (A), (C), and (D). 
Proof: Let uO, 2.4,) J, N= J define the extension and let H be the 
resulting graph. Recall that u,,-ul[k(J)] means there is a function f: 
V(J) + V(G) such that f(sO) = u,,, f(sr) = ul, and whenever e E E(J)\& is 
incident with v, w  E V(J), eitherf(v) =f(w) or 3g, E E(G) incident withf(u) 
and f(w), such that I( g,) = Z(e). 
We now define some graphs. For every u E V(J)\ {co, E, }, add an edge e, 
to H incident with v and f(v). Call the resulting graph I. Contract all the 
edges e, to get K=l/{e,}. S ome edges e E E( J)\E c E(N) = E(K) may be 
loops in K. Contract them to get L = K/(loops of J}. Now V(L) = V(G) as 
each vertex UE V(.Z)\{ sO, .sl > = V(H)\ V(G) has been identified in L with 
f(u) E V(G). Also E(G) c E(L) and each e E E(L)\E(G) s E( J) is parallel to 
(i.e., incident with the same vertices as) g,. Since Z(e) = Z(g,), L can be 
obtained from G by applying deduction (A) once for each e E E(L)\E(G). 
L is a contraction of Z by a finite set of edges, so I can be obtained from L 
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by repeated application of (C). Finally, H can be obtained from I by using 
deduction (D) to delete each edge e,. 1 
LEMMA 1.3. Any transitive, commutative, or conditional extension of G 
can be derived from G using deductions (A)-(F). 
ProoJ For a commutative extension, use Lemma 1.2. to make a plain 
extension by K v H. Three applications of (E)-one to turn the whole 
K v H around and two to point the subgraphs K and H back in the 
original direction-convert the attached K v H to an attached H v K. 
Similarly, a plain extension followed by an application of (F) realizes 
conditional extensions. 
We now show how to convert an attached K v K into an attached K by 
applications of (B), (C), (D), and (E), realizing transitive extensions and 
completing the proof of the Lemma. If K is atomic, one application of (B) 
works. Otherwise, suppose by induction that H v H can be converted to H 
for each proper series-parallel subgraph H of K. If K = A v B is a series 
connection, then (E) converts KvK=AvBvAvB into 
A v A v B v B. Separate conversions of A v A to A and B v B to B con- 
vert this to A v B= K. If A A B is a parallel connection, let u be the com- 
mon vertex of the two subgraphs A A B of K v K= (A v B) v (A A B). 
Using (C), uncontract an edge z at u, partitioning u into vertices u’ and u”, 
both incident with Z, so that edges from subgraphs A are incident with u’ 
and edges from subgraphs B are incident with u”. Then delete Z, using (D). 
This leaves (A v A) A (B v B), from which A v A and B v B can be 
separately converted to A and B to get A A B = K. 1 
Using one last Lemma, we can now complete the proof of Theorem 1.1. 
Consider again the implication (1.1). We define an infinite sequence of 
graphs 
G,sG,zG,G . . . . 
G, is the series-parallel graph associated to P. For m > 0, G, is inductively 
defined to be the union of all extensions (transitive, commutative, or con- 
ditional relative to P, < Qi in (1.1)) of G, ~, . We set also 
G,= 0 G,. 
m>O 
Recall from the remarks preceding the definition of the extensions the 
interpretation k of the alphabet d by relations on V(G,) : 
s- tC4b)l ($9 tE VG,)) 
if either s = t, or there is an edge g E E(G,) with I(g) = b which is incident 
with s and t. 
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LEMMA 1.4. The relations k(b), b E d, generate a linear lattice L, 
represented on the set V(G,). L, satisfies P, < Qi for all iE I. Zf L1 satisfies 
P < Q under k then the series-parallel graph associated to Q is derivable 
from GO by deductions (At(F). 
Proof Recall that for each series-parallel graph T the interpretation k 
induces a reflexive relation k(T) on V(G,) such that 
k(b) = k(b) for each variable b, 
k(UA V)=k(U)nk(V), (1.2) 
k(U v V)=k(U)ok(V), 
and for s, t E V(G,), 
s-t[k(T)] 
iff there is a function f: V(T) --) V(G,) such that f (CO) = s, f (s,) = t, and for 
eEE(T)\E incident with o, WEI’( either f(u)=f(w) or f(u)-f(w) 
Ck(l(e))l. 
Suppose for some s, t E V( G, ) that 
swt[k(U)ok(V)=k(Uv V)]. 
This says there is a function f: V( U v V) + V(G,) with the above proper- 
ties. Since U v V is finite, the conditions on f are already satisfied in some 
G, and s 5 t[k( U v V)] in G,. Since G, + , contains every commutative 
extension of G,, it follows that in G,, , , hence in G,, 
swt[k(Vv U)=k(V)ok(U)]. 
Therefore the relations k(T) commute. Using this fact, an induction on 
(1.2) shows the k(T) are symmetric. 
Suppose 
sbt[k(U)ok(U)=k(Uv U)] 
Then there is a function f: V( U v U) + V(G,) with the properties specified 
above. Since U v U is finite, the conditions on f are already satisfied in 
some G,. Since G, + , contains every transitive extension of G, it follows 
that in G,+l, hence in G,, 
s-tCk(Wl 
and the relations k(T) are transitive. Hence the k(T) are commuting 
equivalence relations, so 
k(U)ok(V)=k(U) v k(V). 
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From this it follows by induction on (1.2) that k(R) = k(R), where R is a 
lattice polynomial and R its associated series-parallel graph. This proves 
the first assertion of the Lemma. 
Applying once again the argument used to show that the k(T) commute 
and are transitive, but working now with conditional extensions, we obtain 
the second assertion, that I,, satisfies Pi < Qi for each in Z. 
For the last assertion, note that in the representation of L, on V(G,), 
co-s, [k(P)] by Lemma 1.1, the definition of k, and the fact that Go s G, 
is the series-parallel graph associated to P. If L, satisfies P < Q under the 
interpretation k then E~-E l[k(Q)]. Let H be the series-parallel graph 
associated to Q. By Lemma 1.1 there is a function f: V(H) -+ V(G,) such 
that .f(~~~) = coy f(~~~) = q, and for e E E(H)\& incident with u, w  E V(H), 
either f(v) =f( w) or f(v) and f( w  are incident with an edge g,E E(G,) ) 
having I( g,) = f(e). These conditions on f depend only on finitely many 
edges of E(G,), so are already satisfied in a finite subgraph NS G,. We 
show that N can be derived from Go by a finite sequence of deductions 
(A)-(F). By Lemma 1.2, another finite sequence of deductions then realizes 
the plain extension of N by H attached at so, cl. Finally, applications of 
(D) remove the original edges of N, leaving behind H, the series-parallel 
graph associated to Q, and proving the last assertion of the Lemma. 
That N is derivable from Go by a finite sequence of deductions follows 
from Lemma 1.3 and the observation that any finite subgraph Ng G, 
is contained in a subgraph of G, obtainable from G, by finitely many 
transitive, commutative, and conditional extensions. 
To verify this observation, note that NE G,,, for some m because N is 
finite. If m = 0, the observation is trivial. By induction, assume the obser- 
vation is true for all finite subgraphs of G, _ 1, when m > 0. G, is the union 
of all extensions of G, ~ 1, so N, being finite, is contained in the union of 
finitely many of them, say 
j=l 
where each Mi is an extension (determined, say, by u,,,, ujil, Jj, and Nj) of 
G, _ , . The conditions for the extension depend only on finitely many edges 
of G IV-l> so are already satisfied in some finite subgraph T, E G, ~ I. Define 
N’=(NnG,-,)v fi Tj. 
j=l 
N’ is a finite subgaph of G, _ , . By induction we can find N + c G, ~ 1 con- 
taining N’ such that N + is obtainable from Go by a finite sequence of 
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extensions. Let Mj+ consist of IV+ together with the new part of the exten- 
sion M, of G,- r. Since Tj z N+, M,? is an extension of N+. Furthermore, 
so the union on the right-hand side is the required subgraph. 
Suppose now that (1.1) holds in every linear lattice. Then in particular, it 
holds in L, and by Lemma 1.4, (1.1) has a proof. 
Since we have already shown that if (1.1) has a proof then it holds in 
every linear lattice, Lemma 1.4 tells us that as Q varies, L, satisfies exactly 
those inequalities P 6 Q which are consequences for all linear lattices of the 
inequalities Pi < Qi. Were P and Q both allowed to vary, this property 
would make L, a free linear lattice relative to the conditions Pi < Qi. Since 
P is fixed for the lattice L,, we prefer to say that it is “locally free” at P. 
Finally, let L be an arbitrary lattice satisfying every implication (1.1) 
that has a proof. Select a set of elements generating L and for the moment 
take the alphabet d to be this set. Define {Pi d Qi 1 i E I} to be the set of all 
polynomial inequalities in the generators that hold in L. For every lattice 
polynomial P in the generators, construct G,(P) as above. Lemma 1.4 
gives a lattice L,(P) represented on V(G,(P)) and since L,(P) satisfies 
Pi d Qi for all i E I, there is a canonical homomorphism 
PP: L -+ L,(P) 
which provides a not necessarily faithful linear representation of L on 
V(G,(P)). Form the sum of these representations for all P to get a 
representation of L on the disjoint union 
S = u VG,(P)) 
P 
This representation is faithful: for suppose p < q for p, q E L. Let p = P, 
q = Q be expressions of p and q as lattice polynomials in the generators. By 
assumption, 




cannot have a proof since L satisfies (1.3) but not (1.4) under the canonical 
interpretation of the elements of d (which are generators of L) as them- 
607/58/3-2 
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selves. By Lemma 1.4, then, Pi Q is not satisfied in L,(P) and so there are 
vertices s, t (in fact, sO, si) in V(G,(P)), hence in S, such that 
This completes the proof of Theorem 1.1. i 
Remarks on duality. Recall that the dual of a lattice L is the lattice Ld on 
the same underlying set as L, but in which meet and join have been 
interchanged, or what is the same, the partial order reversed. As is well 
known, the varieties of distributive lattices, modular lattices, and all lattices 
are closed under dualization. Jonsson [26] showed that the variety of 
Arguesian lattices is also self-dual in this sense (see (2.2)) 
While it remains an open question whether the class of all linear lattices 
is self-dual, there is an intrinsic duality to the list of deductions (A)-(F), 
Under certain circumstances, we can exploit this duality to obtain from a 
proof of (1.1) a proof of the dual implication. We now explain how this can 
be done. 
The dual implication to (1.1) is the implication 
VaVb . . . (,f, Qy < Pf s- Q” < P”). (1.5) 
It follows from the planar duality of A and v mentioned in the 
preliminaries that the series-parallel graph associated to Pd is planar dual 
to that associated to P. 
Suppose ( 1.1) has a proof in which each intermediate graph appearing in 
the derivation of Q from P is planar. Suppose further that we can select 
plane embeddings of these graphs in such a way that each deduction “takes 
place in the plane.” This requirement has a precise meaning. For all deduc- 
tions but (C), it is that (i) only the plane embedding of the part of the 
graph replaced or removed by the deduction is changed, and (ii) the edges 
removed from the old graph and those introduced in the new graph are 
embedded within a simply connected region containing no other part of 
either graph. For deduction (C), the meaning is that the contraction from 
the new graph back to the old can be realized by a continuous deformation 
of the plane. Under these hypotheses, we say that (1.1) has a planar proof. 
COROLLARY 1.1 (PROOF DUALITY). Zf (1.1) has a planar proof, the dual 
implication (1.5) has a proojI 
Proof. Let GO, G1,..., G, be the sequence of intermediate plane graphs 
occurring in the planar proof of (1.1). G,, and G, are the series-parallel 
networks associated to P and Q, respectively, so G,d and G{ are associated 
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to Qd and Pd or to polynomials equivalent to them up to associativity and 
commutativity of A and v. 
We claim that G$ Gt-, ,..., Gz is the sequence of intermediate graphs in a 
proof of (1.5). In fact, it is easy to check that if G,, 1 is derived from Gi by 
deduction (A), (B), (C), or (D), taking place in the plane, then G,” can be 
derived from G,d+, by deduction (B), (A), (D), or (C), respectively. If Gj+ , 
is derived from Gj by deduction (E), then G,“+ 1 can be derived from Gy by 
zero or more applications of (E), depending upon how the reversed sub- 
graph is embedded. Finally, if G.i+ r is derived from Gj by deduction (F) 
using P,Q Qi, then G,” can be derived from G,“+, by (F) using Qf< Py, 
together with some applications of (E) if necessary to adjust the embed- 
ding. 1 
EXAMPLE 1.1. The Arguesian implication [24, 361 is 
implies 
(a v a’) A (b v 6’) <c v c’ (1.6a) 
(a v b) A (a’ v b’)< [(a v c) A (a’ v c’)] v [(c v b) A (c’ v b’)]. (1.6b) 
If a, b, c, a’, b’, c’ are points in a projective plane (i.e., atoms in its lattice 
of flats), then (1.6a) expresses that lines aa’, bb’, and cc’ are concurrent, or 
that triangles abc and a’b’c’ are “centrally perspective.” (1.6b) expresses 
that points abna’b’, bcn b’c’, and acna’c’ are collinear, or that abc and 
a’b’c’ are “axially perspective.” That the latter follows from the former in a 
coordinatizable projective plane is Desargues’ theorem of projective 
geometry; hence, “Arguesian implication.” Figure 3 shows the plane con- 
figuration just described. 
A proof of (1.6) is shown in Fig. 4. Series-parallel graphs are shown with 
their associated lattice polynomials. The sequence of deductions is detailed 
at the bottom. The proof shown is planar. The planar dual to each graph is 
FIG. 3. The Desargues configuration, P and L are the center and axis of perspectivity. 
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FIG. 4. Proof of Desargues’ implication and its dual. 
shown beside it with a primed number. Reading the primed graphs 
backward gives a proof of the dual implication 
c A c’< (a A a’) v (b A b’) (1.7a) 
implies 
[(U A C) V (a’ A C’)] A [(C A b) V (C’ A b’)] <(U A b) V (a’ A b’). (1.7b) 
In fact, (1.6a, b) and (1.7a, b) are equivalent in any lattice [26], as an easy 
substitution shows. 
Closure properties. We end this section with some remarks on closure 
properties of the class of linear lattices under various general algebraic con- 
structions. By general theorems of universal algebra ([ 151, Appendix 4, 
Theorems 3, 4, for instance), the axiomatizability of the class of linear lat- 
tices by universal equational Horn sentences, such as (1.1 ), is equivalent to 
the closure of the class of linear lattices under isomorphism, sublattices, 
and products. These closure properties can also be seen directly. Namely, 
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closure under isomorphism and sublattices are built into the definition, and 
closure under products is given by the sum of representations construction. 
From Theorem 1.1 it is clear that every implication (1.1) depends on 
only finitely many of its hypotheses Pi < Qi. This fact implies the further 
closure of the class of linear lattices under direct limits. It does not seem 
possible, however, straightforwardly to construct a representation of a 
direct limit of linear lattices from representations of the individual lattices. 
It also does not seem possible, straightforwardly or otherwise, to con- 
struct a linear representation of an arbitrary homomorphic image of a 
linear lattice. To do so, of course, would show that the class of linear lat- 
tices is a variety, answering the most important open question concerning 
linear lattices. Whether linear lattices form a variety or not, one can in any 
case study the variety they generate, i.e., study the valid linear lattice iden- 
tities as opposed to implications. We begin this study in the next section. 
2.0. IDENTITIES AND NORMAL FORM 
We turn now from the universal Horn theory of linear lattices to their 
equational theory, i.e., to the identities 
P<Q (2.1) 
satisfied in all linear lattices. Since a lattice identity is the same thing as an 
implication with no hypotheses, the Main Theorem on Proof Theory tells 
us that (2.1) holds if and only if it has a proof using deductions (A)-(E). 
Our program is to convert any such proof into one having a canonical 
form. This form is stated in Theorem 2.2, which is thus a Normal Form 
Theorem for linear lattice proof theory. 
The Normal Form Theorem comes very close to giving a solution of the 
word problem for free linear lattices. We advance two conjectures, one 
much stronger than the other, either of which would if true make the Nor- 
mal Form Theorem a solution of the free linear lattice word problem. This 
would of course stand in contrast to the situation for free modular lattices, 
proved in [9] to have unsolvable word problems. 
We prove the stronger conjecture for the special case of proofs not using 
deduction (E), but remark that there are proofs in which use of (E) is 
essential. We also give an example of a linear lattice identity whose dual 
fails if the stronger conjecture holds. Thus a proof of the stronger conjec- 
ture would have quite far-reaching consequences, as it would show that 
linear lattices generate a non-self-dual variety, which then could not be 
equal to the variety of Arguesian lattices. 
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Our Normal Form Theorem rests upon three main ideas, which we 
develop separately before stating the theorem. The first idea is to eliminate 
repeated and unbalanced variables from the identity P< Q. The second is 
to reduce P 6 Q to what we call a “short” identity. The third is to apply 
certain commutativity relationships which hold among the deductions. 
We begin with a result due to G.-C. Rota (unpublished communication). 
PROPOSITION 2.1. Any lattice identity P d Q is equivalent to one in which 
every variable appears exactly once on each side. 
Prooj Let x be a variable appearing in P 6 Q. If x appears only in P, 
substitute 1 for each occurrence of x. If x appears only in Q, substitute 0 
for each occurrence of x. Otherwise, x appears m times in P and n times in 
Q for some m, n 3 1. Introduce new variables xii (1 Q id m, 1 <j< n). 
Replace the ith occurrence of x in P by xi, A . . . A xi,, for each 1 d i < m. 
Dually, replace the jth occurrence of x in Q by xii v *. . v x,;. 
Let the resulting identity be P’ < Q’, and suppose P’ < Q’ is valid in a 
lattice L. If x appeared only in P, then Q = Q’ and P < P’ = PI,, 1 because 
lattice operations are monotonic. Hence P< Q is valid in L. If x appeared 
only in Q, then P = P’ and Q’ < Q by monotonicity. Hence again P < Q is 
valid in L. If x appeared in both P and Q, substitute x for each xii in 
P’ 6 Q’. We then recover P 6 Q, so again P d Q is valid in L. 
Conversely, suppose P B Q is valid in L. If x appeared only in P, sub- 
stitute 1 for x in P 6 Q. This gives P’ < Q’, which is therefore valid in L. If 
x appeared only in Q, substitute 0 for x in P < Q. This again gives P’ < Q’ 
which is therefore valid in L. If x appeared in both P and Q, substitute 
for x in P < Q. Now for any particular i,,, j, we have 
n m 
2 6 /j v  xii 6 x,jo v  . . ’ v  xmjo. 
j=1 i=l 
P’ < Q’ is then valid in L by monotonicity. This shows that P’ < Q’ is an 
equivalent identity to P < Q. 
Carrying out the above procedure for each variable appearing in P < Q 
and simplifying to eliminate O’s and l’s we obtain the required equivalent 
identity. fl 
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EXAMPLE 2.2. The Arguesian identity ([36, 7]-our version is a sim- 
plified equivalent form [17]) is 
c A ([(a v a’) A (b v b’)] v c’) 
<a v ([((a v b) A (a’ v b’)) v ((b v c) A (6’ v c’))] A (a’ v c’)). 
We now apply Proposition 2.1. Since every variable already occurs exactly 
once on the left-hand side, the second subscript on the replacement 
variables does not vary, and we suppress it. The equivalent form then reads 
C A ([((a, A Qz) V (0; A 0;)) 
V ((h, A b,) V (h; A b;))] V (C; A C;)) 
d 111 v ([((a2 v b,) A bi v b;)) 
V ((b2 V C) A (b; V C;))] A (U; V C;)). V-2) 
It is a remarkable fact that (2.2) becomes its own dual after exchanging 
the symbols a, ++ c, a; +-+ c’, , a, t* b,, and a; c-f b;. (2.2) is the first explicitly 
self-dual form of the Arguesian identity to have been found. Jonsson’s [26] 
proof that the variety of Arguesian lattices is self-dual made use of the 
equivalence of the Arguesian identity to the Arguesian implication (Exam- 
ple 1.1) and the equivalence of that in turn to its dual. 
Short identities. Let P 6 Q be a lattice identity, valid or not. Let x be a 
variable occurring in P< Q. Substituting 1 for x in P and 0 for x in Q 
yields an identity P’ < Q’ which is stronger than P 6 Q by monotonicity. 
That is, if P’ f Q’ is valid in L, then so is P 6 P’ < Q’ < Q. If P’ 6 Q’, hence 
also P Q Q, is valid in all linear lattices, we say that P’ < Q’ is a shorter 
linear lattice identity than P < Q. A linear lattice identity P < Q is short if 
there is no shorter valid identity. 
Evidently, we lose no generality by confining our attention to short iden- 
tities. For every linear lattice identity is a consequence of a short identity 
obtained by shortening it with respect to zero or more of its variables. 
Therefore, if we have a way to recognize the members of a set of valid iden- 
tities that includes all the short ones, we can recognize any valid identity by 
examining all shortenings of it. 
Commututivity relationships. Under appropriate conditions, certain 
sequences of deductions may be replaced by others, without altering the net 
effect on the graphs on which they act. We call these relationships com- 
mututivity relationships, and our next step is to exhibit a list of those we 
need. For this purpose, it is helpful to use a shorthand notation. We give 
the original sequence of deductions by their letter names, A through E, 
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then an arrow, then the replacement sequence. Conditions under which the 
replacement is allowed we indicate in parentheses. When we must indicate 
on what edges a deduction acts, we signify them by symbols in brackets 
after the deduction name, as follows: 
A[e; e’, e”] e is the duplicated edge; e’, e” the duplicates. 
B[e,f; e’] e, fare the two series edges; e’ is the coalesced edge. 
CC4 e is the uncontracted edge. 
WeI e is the deleted edge. 
LEMMA 2.5. 
BLe,f; e’l, ACg; g’, $I--, A, B (g+e’) 
+ A, A, C, D, B, B (g=e’) 
CCel, AELf ',f “I-+ A, C 
-+ c, c 
A[e; e’, e”], D[f ] -+ D, A 
-0 
D, A -+ A, D 
E, A -+ A, E 
B, C + C, B 
CCel, BCf, s;f’l --, B, C 
-0 
BCe,f; e’l, D[gl + Q B 
-, D, D 
B, E + E, B 
D, C + C, D 
(e#f 1 
(e=f) 
(f# e’,f # e”) 
(f = e’ orf = e”) 
(eZf,eZs) 
(e =for e = g) 
(g#e’) 
(s=e’) 
CCel, JXfl --t D, C (eff) 
C, E -+ E, C 
E, D --) D, E 
CCel, CLf I+ CCf I, Uel 
WeI, DCf I-, DCf I, WeI. 
Proof: None of the verifications is difficult. We write out only some of 
the less obvious ones. 
We,f;e’l, ACg;g’,g”l +A A, C, JA B, B (g=e’): 
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The original deductions replace the series pair e, f by the parallel pair g, 
g’, all four edges having a common label I(e) = 1(f) = I(g) = f( g’) = a. Let u 
be the vertex incident with both edges of the series pair e, J: Apply (A) 
twice to duplicate e and f, getting e’, e” and f ‘, f I’. u is now incident with 
the edges e’, e”, f ‘, f’ and no others. Using (C), uncontract an edge h at u, 
partitioning u into u’ incident with e’, f ‘, h, and u” incident with e”, ,f”, h. 
Using (D), delete h. e’, f’ and e”, f” are now series pairs. Apply (B) to 
coalesce each, constructing the required graph. 
E, A -+ A, E: 
Let J be the subgraph reversed by (E) and e the edge duplicated by (A). 
The order of the duplication and reversal obviously has no effect on the 
final graph. The only problem is that applying (A) first might interfere with 
the preconditions for applying (E). But these preconditions are only that J 
is series-parallel and attached at two vertices. Duplicating an edge, whether 
in J or not, affects neither condition. 
E, D -+ D, E: 
Again, the only problem is that applying (D) first might interfere with 
the preconditions for applying (E). To prevent this, we must allow a 
possibly non-2-connected subgraph of a series-parallel graph to be con- 
sidered series-parallel. This is a harmless technical modification which does 
not change what can be proved according to the Main Theorem on Proof 
Theory. Therefore we accept this modification from now on. 
CCel, CCf I-+ CCf I, (Tel: 
Let the left-hand side take us from a graph G to a graph H. Then 
Gr H/(e, f } g (H/e)/ Using the deductions on the right-hand side, we can 
go from G to H/e to H. 
The rest of the verifications are straightforward and left to the reader. 1 
THEOREM ~.~(NORMAL FORM THEOREM). Let P<Q be a short identity 
valid in linear lattices, in which every variable appears exactly once on each 
side. Then P 6 Q has a proof in which: 
(I) All deductions (A) occur at the beginning. 
(II) AN deductions (B) occur at the end. 
(III) AN deductions (C) and (D) occur in consecutive pairs (C), (D) in 
which the edge uncontracted is immediately deleted. Thus (C) and (D) can be 
replaced by a single deduction (CD) which consists of partitioning a vertex. 
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ProoJ: Since P< Q is valid, it has a proof 9. We first show how to con- 
vert 9 into a proof satisfying (I) and (II). As long as 9 does not satisfy (I), 
at least one of the rules 
BCe,~e’l,ACg;g’,g”l~A,B (gfe’) 
+ A, A, C, D, B, B (g=e’) 
CCel, AMf’,f”l+ A, C (e#f) 
+ c, c (e=f) 
D, A -+ A, D 
E, A + A, E 
(2.3) 
may be applied to it. Any proof $9 consists of a finite sequence of deduc- 
tions. Let S, ,..., Sk be the maximal subsequences consisting of consecutive 
deductions other than (A), and preceding some instance of (A). Thus any 
deductions after the last occurrence of (A) are not included in the Si. Let 
1 Sil be the length of Si, and set 
p(9)= i 5”-‘IS;). 
r=l 
Evidently, p(9) > 0 with equality if and only if 9 satisfies (I). Furthermore, 
applying any of the rules (2.3) decreases p(g) by at least 1. Note that the 
factor gk-’ assures this even for the rule 
B, A -+ A, A, C, D, B, B. 
Hence 9 can be converted into a proof satisfying (I) by at most p(9) 
applications of the rules (2.3). 
As long as 9 satisfies (I) but not (II), at least one of the rules, 
B, C --t C, B 
BCe,f; e’l, DCsl --) Q B (g+e’) 
(2.41 
+ D, D (g=e’) 
B, E -+ E, B 
may be applied to it, without affecting (I). Let T,,..., T, be the maximal 
subsequences consisting of consecutive deductions in 9 other than (B), and 
following some instance of (B). Thus any deductions before the first 
occurrence of (B) are not included in the Ti. Set 
r(S)= i i\Til. 
,=l 
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Evidently, r(9) > 0 with equality if and only if 9 satisfies (II). Since each 
of the rules (2.4) decreases r(9) by at least 1, 9 can be converted into a 
proof satisfying (I) and (II) by at most r(9) applications of these rules. 
Therefore let 9 be a proof of P < Q satisfying (I) and (II). Suppose e is 
an edge introduced by a deduction (C) and later coalesced with another 
edge f by a deduction (B). Applying the rules 
C[el, BCg, k $1 -, B, C (efg, e#h) 
WI, CCgl --+ CCsl, CCel 
CCel, DCgl + D, C (e#g) 
C, E + E, C 
we can assume that e is uncontracted and then immediately coalesced. By 
the rule 
C[el, BCL s;f’l -, Qr (e =for e = g) 
we get a proof in which e is never introduced at all, and the total number 
of instances of (C) has been decreased. Therefore we may assume no edge 
is uncontracted using (C) and later coalesced using (B). 
By a completely symmetric argument, using the rules 
A[e; e’, e”], D[f] -+ D, A 
DCel, DCf I-+ JXf 1, DCel 
(f# e’, f # e”) 
CCel, D[f I-+ D, C 
E, D + D, E 
(e#f) 
and 
ACe; e’, e”l, DCf 1 -, 63 (f=e’orf=e”), 
we may assume no edge f is introduced by (A) and later deleted by (D). 
Suppose e is uncontracted by deduction (C) and not deleted by any later 
deduction (D). Then e remains in the final graph H, the series-parallel 
graph associated to Q. x = I(e) is then a variable occurring in P d Q. There 
can be no applications of (B) in 9 to edges with label x. Otherwise the 
edge introduced by the last one would remain in H, but e is the only edge 
with label x in H because x appears only once in Q. 
Since x also appears in P, there is an edge f with f(e) =x in the initial 
graph G, the series-parallel graph associated to P. There can be no 
application of (A) duplicatingf: For the duplicate edgesf’, f” would have 
to be deleted by (D), be coalesced by (B), or remain in H, but we have 
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already ruled out each of these possible fates. Of the same possible fates for 
fitself, the last two are again ruled out. Thereforefis eventually deleted by 
an instance of (D). 
Introduce new variables x0 and xi. Change the label off to xi and the 
label of e to x0. Since no application of (A) or (B) involves e or J and the 
other deductions do not care about labels, we get a proof of 
PI.~=.x,~Qe.~=.x,. 
The proof of Proposition 2.1 shows that (2.5) is equivalent to 
(2.5) 
P I x = 1 6 Q I .x = 0. 
Since this contradicts that P < Q is short, we conclude that every edge 
uncontracted by a deduction (C) is later deleted by a deduction (D). 
Suppose e is deleted by a deduction (D) and that e was not uncontracted 
by an earlier deduction (C). An argument symmetric to the preceding one 
shows that e was in G and again x=,(e) is a variable. As before, no 
instance of (A) or (B) can involve edges with label y, and the single y 
appearing in Q corresponds to an edge f in H which could only have been 
uncontracted by deduction (C). Changing the lables of e and f to new 
variables y, and y, we once again get a proof of an identity shorter than 
P<Q. 
We have now shown that every edge uncontracted by (C) is later deleted 
by (D) and vice versa. Let e be such an edge. Using rules 
C, E + E, C 
E, D -+ D, E 
CCel, Wfl + D, C (e#f) 
CCel, WI + WI, WI 
WeI, Wfl-, DCfl, D[el, 
we can arrange for each such edge that D[e] immediately follows C[e]. 
Thus we obtain a proof satisfying (III) as well as (I) and (II), proving the 
Theorem. 1 
EXAMPLE 2.3. One form of the modular law is the identity 
(bvc)Aa~bv(cA(avb)). 
Proposition 2.1 converts this identity to 
((6, A b2) V C) A U<b, V (C A (a V b2)). (2.6) 
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(hhb+‘c)ha ((aVb,)A+% 
FIG. 5. Proof of an identity equivalent to the modular law. 
A proof of (2.6) in normal form is shown in Fig. 5. It consists of a single 
application of the paired deduction (CD) which partitions vertex u into uO, 
ui. The proof is planar, and after exchanging the symbols a and b,, self- 
dual. The reader can amuse him- or herself verifying that (2.6) is short 
(although the proof would still be valid even if it were not). In fact, 
replacing any variable in (2.6) by 1 on the left and 0 on the right yields 
either a form of the distributive law or an identity which fails in the two- 
element lattice (0, 1 }. 
EXAMPLE 2.4. In Example 2.2 we obtained a form (2.2) of the Arguesian 
identity in which every variable appears once on each side. We repeat it 
here for the reader’s convenience: 
c A (C((a, * 4 ” (4 A 4)) 
A ((b, A b,) v (4 * 4111 v (4 * 4)) 
G 0, v ([((a2 v b,) A (4 v 4)) 
v ((bz v c) A (6; v c;))] A (a; v c;)). 
Figure 6 shows a proof of (2.2) in normal form. The vertex u is partitioned 
(in two steps (CD)) into vertices oO, u,, v,; and u similarly. The proof is 
planar and, after the change of variable names indicated in Example 2.2, 
self-dual. 
Identity (2.2) has a direct geometric interpretation with reference to 
Fig. 1 (see also Example 2.1). Let a, and a2 both be the point a, and 
FIG. 6. Proof of the Arguesian identity (2.2) 
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FIG. 7. The first higher Arguesian identity. 
similarly for the other letters b, c, a’, b’, c’. The clause in square brackets 
[ ..* ] on the left side of (2.2) then evaluates to the point p. Joining c’ then 
meeting c gives c (or 0 had the triangles not been centrally perspective). On 
the right side, the clause in square brackets is the line L through abna’b’ 
and bc n b’c’. Meeting the line a’c’, then joining a we get a line that passes 
through c only when the two triangles are axially perspective. 
EXAMPLE 2.5. Generalizing Example 2.4 yields higher Arguesiun iden- 
tities, the first of which is shown in Fig. 7. It has probably occurred to the 
reader by now that a complicated lattice polynomial is more easily 
recognized from a drawing of its series-parallel graph then from an 
expression for the polynomial itself. Therefore we do not actually write 
down a higher Arguesian identity, but let the graphs in Fig. 7 stand for its 
left and right sides. The generalization beyond Figs. 6 and 7 should be 
apparent. The proofs of the higher Arguesian identities are all analogous to 
that of the usual Arguesian identity (2.2); all are planar and self-dual. 
Each higher Arguesian identity is equivalent by Proposition 2.1 to its 
special case in which x1 =x2 for each primed or unprimed letter x among 
the variables. Using this form and setting a = b, a’ = b’, one easily derives 
each identity from the next higher one. It is not known whether each higher 
Arguesian identity is strictly stronger than the ones below it. We suspect 
that this is indeed the case. 
The identity in Fig. 7 has a geometric interpretation. It implies that if au’, 
bb’, cc’, and dd’ are concurrent lines in projective 3-space, then the four 
points ub n u’b’, bc n b’c’, cdn c’d’, and da n dlu’ are coplanar. This 
geometric configuration is illustrated in Fig. 8. 
Word problem conjectures. We can restate Theorem 2.2 in the following 
way. For each variable x in P < Q let n, be a positive integer. n, - 1 
represents the number of applications of (A) to edges labelled x. Let G and 
H be the series-parallel graphs associated to P and Q. Form G” by 
replacing each edge labelled x in G with n, parallel copies. Form H” by 
replacing each edge labelled x in H by a path of n, edges. Then P d Q has a 
proof in normal form if and only if for some choice of the n,, H” can be 
obtained from G” by alternately partitioning vertices and reversing 
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b 
d c 
FIG. 8. Geometric interpretation of the first higher Arguesian identity. In the 3-dimensional 
figure, points w, x, y, and z are coplanar. 
series-parallel subgraphs via deduction (E). For specified n, it is plainly 
possible to enumerate all graphs obtainable from G” in this way. Hence if 
there is some computable bound on the n, required for a proof of P < Q, 
Theorem 2.2 would be a solution to the word problem for free linear lat- 
tices. 
For a given short, valid linear lattice identity P< Q in which each 
variable appears exactly once on each side, let a( P < Q) be the minimum 
number of applications of (A) (= number of applications of 
(B) = C,n, - 1) in a normal form proof of Pd Q. For each integer n 3 1, 
let b(n) be the maximum of a(P d Q) over all short, valid linear lattice 
identities P 6 Q in n variables each of which appears exactly once on each 
side. 
Conjecture 2.1. b(n) has a recursive bound. 
Conjecture 2.2. b(n) = 0. 
Note that Conjecture 2.2, if true, would actually make Theorem 2.2 a 
fairly efficient solution of the free linear lattice word problem. Although we 
cannot yet prove even Conjecture 2.1, we do have a suggestive result in the 
direction of Conjecture 2.2. 
PROPOSITION 2.2. Let b’(n) be the maximum of a(P 6 Q) taken only over 
short identities having a normal form proof not using (E). Then b’(n) = 0. 
Proof Essentially, the Proposition says that a proof not using (E) need 
not use (A) or (B) either. Let 9 be a normal form proof of P < Q not using 
(E) and using a minimum number of applications of (A) and (B). Suppose 
this number is not zero. Then some n, > 2 and there are series edges e, fin 
H” with I(e) = l(f) = x. Let the vertices incident with e and f be U, v and v, 
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w, respectively. Since there are no applications of (E), G” is the image of H” 
under a gaph homomorphism 4. Since e, f are parallel in G”, 4(u) = d(w), 
and 4 factors: 
H”- K- G”, @“W 4’ 
where 8,, identifies vertices U, w  of H”. Set n: = n,- 2, nb = n,, (y Zx). 
Then H”‘rK\{e,f} and q4’ ’ d m uces a graph homomorphism bijective on 
the edge sets from Ir\(e,f) onto Gn\(e,f} = G”‘. If n: #O we get a proof 
of P IX= r < Q IXso’ contradicting shortness. Otherwise we get a proof P 6 Q 
using two fewer applications each of (A) and (B) than 9, contradicting 
that 9 had a minimum number. 1 
Example 2.6 gives a short linear lattice identity with no proof not using 
(E). Thus one cannot hope to get Conjecture 2.2 as a direct consequence of 
Proposition 2.2 by eliminating deduction (E). However, the identity in 
Example 2.6 is a consequence of the modular law, which does have a proof 
not using (E) (Example 2.3). 
Example 2.7 gives a linear lattice identity whose dual has no proof if 
Conjecture 2.2 holds. Conjecture 2.2 would thus imply that the variety 
generated by linear lattices is not self-dual. In particular, it could not then 
be equal to the variety of Arguesian lattices. Whether these varieties are 
equal is a famous question of Jonsson [36,25]. 
EXAMPLE 2.6. The identity 
[(a A b A c) v d] A [(a’ A b’ A c’) v d’] 
< [(a v b’) A (a’ v b)] v [(c’ v d) A (c v d’)] (2.7) 
has the normal form proof shown in Fig. 9. (2.7) is easily verified to be 
short. In fact, replacing any variable by 1 on the left side and 0 on the right 
FIG. 9. Proof of a short identity requiring deduction (E). 
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FIG. 10. An identity whose natural proof is not planar. 




side yields an identity which fails in the two-element lattice (0, 1). It is also 
easy to see that no series-parallel graph equivalent to (2.4) of Fig. 9 can be 
obtained by partitioning vertices of a series-parallel graph equivalent to 
(2.1). Proposition 2.2 then shows that every normal form proof of (2.7) 
must use (E). 
EXAMPLE 2.7. The identity shown in Fig. 10 (the actual lattice 
polynomials are too complicated to usefully write down) is proved by par- 
titioning vertices u and u as indicated. This proof is not planar. The dual 
identity is shown in Fig. 11. It is not hard, though it is somewhat tedious, 
to check that the identity in Fig. 11 cannot have a proof using only vertex 
partitioning and deduction (E). Therefore, if it has a proof at all, such a 
proof must use deductions (A) and (B). Since it can also be checked that 
no shortening of the identity in Fig. 11 is valid in all linear lattices, the 
identity itself cannot be valid if Conjecture 2.2 holds. 
The identity of Fig. 11 can be shown to hold in all congruence lattices of 
Mal’cev algebras. If it fails for linear lattices in general, we would therefore 
have a new proof that not every linear lattice is in the variety generated by 
congruence lattices of Mal’cev algebras [lo]. 
3.0. CONCLUDING REMARKS 
The four most fundamental open questions about the class of linear lat- 
tices are (1) is it a variety, (2) is it self-dual, (3) does it generate the variety 
of Arguesian lattices, and (4) does it have a solvable free lattice word 
problem? The diagrammatic proof theory presented here has clear 
relevance for attacks on the last three questions, as we have sought to 
make clear. A possible proof-theoretic approach to the variety question 
would be to normalize Horn sentence proofs so that substitutions (F) 
occur only in series-parallel graphs, thus “factoring” Horn sentence proofs 
into identity proofs and general lattice-theoretic substitutions. It is possible 
to so factor a proof of the Arguesian implication (Example l.l), but we do 
not yet see any general method to accomplish such a factoring. Regarding 
the word problem question, we note that the results of [21, 22, 271 prove 
that the general word problem for linear lattices is unsolvable. 
In separate publications, we plan to extend and apply the methods 
introduced in this paper in several directions, two of which we briefly men- 
tion. In the author’s doctoral thesis, it is shown that a reformulation of 
linear lattice proof theory in terms of graphic matroids yields a proof 
theory for lattices of Mal’cev algebra “pseudocongruences” (equivalence 
relations admissible through the middle variable of the ternary Mal’cev 
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term). Using other classes of matroids, one obtains proof theories for other 
classes of modular lattices, including a new and useful calculus for modular 
lattice computations. Combinatorial methods for separating these proof 
theories may allow separation of, for instance, the higher Arguesian iden- 
tities (Example 2.5) without requiring the construction of explicit coun- 
terexamples. 
Another direction of research is the coordinatization of linear lattices, 
following that of [33] for modular lattices, subsequently improved by [7] 
for Arguesian lattices. In linear lattices, we can easily and elegantly obtain 
the Abelian group part of this coordinatization without reference to the 
multiplicative structure and relative to a more general (and more obviously 
projective) configuration than the “n-frames” used formerly. 
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