We describe and analyze test case generators for the maximum clique problem or equivalently for the maximum independent set or vertex cover problems. The generators produce graphs with speci ed number ofvertices and edges, and known maximum clique size. The experimental hardness of the test cases is evaluated in relation to several heuristics for the maximum clique problem, based on neural networks, and derived from the work of A. Jagota.
As is well known, a great many problems with important practical applications have been shown to be NP-hard. This implies that e cient i.e. polynomial-time exact algorithms for solving these problems are not likely to be found. Because of this, the design and analysis of approximation algorithms, which provide suboptimal solutions in polynomial-time, is an active area of research. The e ectiveness of approximation algorithms is di cult to gauge, since in general we do not know how far the approximate solution is from the optimal answer. Theoretical results can sometimes provide information about the worst-case or average-case behavior of the approximation. However, theoretical analyses are not always available or applicable to the particular application inputs. Hence experimental evaluation is often needed.
For a variety of reasons, rigorous experimental evaluation is often not undertaken, or is attempted only in a limited way such as testing only on randomly generated instances of a problem, this often being easy to do. The performance of an algorithm on random instances, although indicative o f average-case behavior, gives little information on how w ell or poorly the algorithm would perform on more di cult instances, or on real-world application instances. Even simple algorithms, for example, can nd cliques of near-optimal size in a random graph, while they may fare much w orse on more di cult graphs. Another consideration is that often it is hard to obtain test cases with known optimal solutions, making evaluation of absolute performance of algorithms di cult. The development of techniques for generating interesting and challenging test cases should contribute towards making the evaluation of approximation algorithms a more thorough process.
In this paper we describe and analyze test case generators for one particular NP-hard problem, namely the maximum clique problem. These generators produce graphs with known answer i.e. known maximum clique size and certain theoretical and experimental hardness properties, which make them useful for the testing of approximation algorithms. We e v aluate the e ectiveness of the generators by applying several approximation algorithms to graphs produced by the generators.
Because of the equivalence among the maximum clique, independent set, and minimum vertex cover problems, the generators produce test cases with known answers for all three of these problems. The original generating procedure was described in 18 in terms of the vertex cover problem. Some preliminary analysis and modi cations based on evaluating the test cases by using some simple approximation algorithms, may be found in 19 . In this paper we present further modi cations to the generator, and the results of running more sophisticated approximation algorithms for the maximum clique problem on the generated test cases. These approximation algorithms are based on neural network heuristics and are described in 9 , 11 , 12 . Thus the results in this paper also give information about the e ectiveness of these types of algorithms.
The next section describes the approximation algorithms to be tested. We then describe the test case generators and their properties. The following section presents experimental results derived from running the algorithms on test cases produced by the generators. It will be seen that challenging graphs for these algorithms can only be obtained within a certain range of parameter values. The hardness of the graphs depends to a large extent on the edge density and on the relation of the maximum clique size to the expected clique size for random graphs of that density.
The results just mentioned limit the experimental hardness of the graphs generated by this method to a certain range of parameter values. This raises the question as to whether hard graphs do indeed exist and whether they can be generated, for other parameter combinations. The last section of this paper explores this question. It is shown that in fact hard graphs must exist for all valid constant edge densities with a variety of di erent maximum clique sizes. This is shown through NP-hardness reductions. Furthermore, we show that the sets of graphs produced by the generators at various edge densities and with various maximum clique sizes, are also NP-hard. Thus although for certain parameter values most of the graphs produced by our implementation of the generators are apparently easily solvable, the set of all graphs with these parameter values which can be produced by the generators must include some hard graphs. These types of results may help in the design of more general generators, and or in modi cations of the implementation of the current generators in order to produce hard graphs for a more extensive parameter range.
Approximation algorithms
The approximation algorithms were devised by A. Jagota, and are based on the Hop eld network.
The Hop eld Network 7, 8 is structurally an N-vertex complete weighted graph. W = w ij is the symmetric zero-diagonal matrix of real-valued weights, w ij is the weight of the edge fv i ; v j g. Vertices have binary-valued in f0; 1g o r c o n tinuous in 0; 1 labels S i on them. I = I i is the vector of external biases to vertices. We refer the reader to 6 for further details. We encode the Maximum Clique problem in a Hop eld Network as follows 9 . Given an N-vertex graph G, construct a Hop eld network instance H with N vertices, one for each v ertex v i in G. Let w ij = 1 if vertices v i ; v j are adjacent i n G, w ij = otherwise. We normally choose = ,4N. Let I = w 0 where w 0 = j j=4.
Earlier encodings of the Maximum Clique problem in Hop eld networks, di erent than the one above, are in 1, 14, 2 0 . Encoding Maximum Clique in a Hop eld Network is equivalent t o formulating it as an unconstrained quadratic minimization problem.
We n o w present t wo algorithms for approximately solving Maximum Clique on instances encoded in Hop eld Networks. One of them, Discrete Descent, is in fact an algorithm-schema, which i s instantiated to give several algorithms. These algorithms work with any of the above-mentioned encodings though our previous and current experiments employ only our encoding. These algorithms are inherently suited for parallel SIMD implementation, and we describe them in a form which emphasizes this. In particular we make heavy use of vector operations. It is useful to note that the above algorithm hence its SD and SSD instantiations presented below is problem-independent, and is applicable to any problem encoded in the weights W and biases I in our case, the Maximum Clique problem.
Steepest Descent
Steepest Descent SD is a greedy deterministic instance of Discrete Descent in which F returns the index of the vertex whose E i is minimum. Ties are broken lexicographically.
Let SDU 0 denote starting with the initial state U 0 i.e., U 0 represents an initial assignment o f labels to the vertices and terminating at a local minimum of the earlier-mentioned energy function in our case, a maximal clique. SDU 0 , on our Maximum Clique encoding, emulates the following greedy clique-nding algorithm. First, vertices from U 0 are deleted one by one until the state, call it U 1 , is a clique; then vertices in V nU 1 are added one by one to U 1 until the state, call it U 2 , i s a maximal clique. Consider a point in the deletion phase when the state is S. I f S is not a clique, the vertex deleted from S in the next step has least degree in G S , the subgraph induced by S.
Stochastic Steep Descent
Stochastic Steep Descent SSD is a randomized instance of Discrete Descent in which F returns the index based on the following probability distribution on E:
Let SSDU 0 ; M ; k denote up to M runs of SSD, each run starting from the same initial state U 0 i.e., U 0 represents an initial assignment of labels to the vertices and terminating at a state representing a clique. If a clique of size k is found in any run, then the algorithm is terminated after that run and the clique is output. If not, then the largest clique found in the M runs is output. As an example, SSD;; 1; 1, on our Maximum Clique encoding, emulates in parallel form the following randomized clique-nding algorithm. The initial state is the empty set. It is extended to a maximal clique by adding randomly selected vertices one by one while keeping every intermediate state a clique.
We also examine the performance of a variant of SD which w e call GSD greedy steepest descent which behaves exactly like SD with the following greedy modi cation when vertices are being added to the clique: if W is the set of eligible vertices to be added, then the vertex in W with highest degree in the subgraph induced by W, i s c hosen. The algorithm GSDU; M consists of running GSDU M times, randomly permuting the graph before each repetition, and returning the maximum value found during the M runs. By a random permutation of the graph we mean a random relabelling of the vertices.
Stochastic Steep Descent with Reinforcement Learning
Stochastic Steep Descent with Reinforcement Learning SSD RL i s a n e w v ariant of SSD formulated by A. Jagota that incorporates the idea of reinforcement learning|an important learning paradigm in both biological and arti cial neural networks|into a Hop eld network. It is designed for optimization purposes. Reinforcement learning is useful in learning di cult sequential tasks, for example to balance a pole, in which usually the only feedback from the environment comes in the form of a reinforcement or penalty at the end of one trial on the task e.g. when the pole drops. One of the rst in uential papers on this topic is 4 .
Our algorithm is as follows. Let SSD RL U 0 ; M ; k denote up to M runs of SSD RL , each run starting from the same initial state U 0 and terminating at a state representing a clique. If a clique of We write this algorithm using vector operations to emphasize its suitability for parallel SIMD implementation. Note thatmin,max, and b: : : c are all vector functions, generalized from their scalar versions in the usual way. Consider jCj k i . The statement after the THEN part is executed, which increases I i only for those components i whose S i = 1, that is whose vertices are in the clique C. T h us the vertices in C are rewarded for belonging to a clique larger than one previously found.
Similarly, i f jCj k i , the ELSE part penalizes the vertices in C. Note that I i are kept in the set f1; 2; : : : ; 3Ng, which, when ,4N, ensures that only cliques are stable states.
Note that SSD RL , as described above, is a Maximum Clique algorithm. However, it is straightforward to make it problem-independent b y using energy values instead of the clique sizes as reinforcement signals.
The following computer experiment illustrates how the manner in which SSD RL uses information from previous runs to bias its search space helps it nd better cliques in certain graphs. A 200-vertex graph called san200-0.9-2 was chosen for this study; its maximum clique size was known to be 60. SSD;; found a clique of size 42 in 1000 runs. As shown in Table 1 , SSD RL ;; found a maximum clique in 160 runs. Of special interest is the process by which it arrived at the maximum clique. There was some progress early runs 1 to 23 and no progress for a long while runs 24 to 140. Then a larger clique was found in run 141 following which m uch larger cliques were found rapidly in the next few runs. This shows how biasing the search i n to the neighborhood of a recently found improved clique helps.
Generators
The generators produce graphs with a speci ed numberofvertices and edges, and a given minimum vertex cover size. The complement of each generated graph thus has a known maximum clique size. To produce a graph with n vertices, m edges, and minimum vertex cover size c, rst partition the n vertices into k = n , c cliques; choose all but one of the vertices in each clique to be in the cover; nally add additional edges, such that each added edge is adjacent to at least one vertex in the chosen cover. Taking the complement of this graph, we obtain a graph with maximum clique size equal to k.
In 19 it was reported that if the vertex partition into the k cliques, and the additional edges, are chosen at random, then the resulting graphs tend to be easily solvable by e v en quite simple greedy algorithms. However, if the additional edges are chosen in such a w ay that the average degrees of cover and noncover vertices are made equal or as close as possible, then the resulting graphs appear to be experimentally harder. Choosing the k clique sizes as close to each other as possible also appears to produce harder graphs relative to these greedy algorithms. The generators to be discussed here incorporate both of these variants. See 19 for more details about this construction method.
In the following section we describe the results of experiments involving the algorithms described in the previous section, using graphs produced by the test case generators. The performance of these algorithms was as expected considerably better than that of the simpler algorithms considered in 19 . In the course of experimentation we made further modi cations to the generators in order to produce experimentally harder graphs for some of the algorithms. One approach i n volved building additional independent sets into the constructed graph, or equivalently additional cliques into the complemented graph. We suspected that the presence of relatively large cliques in the graph would tend to misdirect the stochastic algorithms towards nding these smaller cliques instead of the maximum clique.
One approach for accomplishing this was suggested by examining the reduction from 3SAT to the minimum vertex cover problem which is found in 5 . In this reduction, a graph is constructed which is composed of cliques of sizes 2 and 3, with additional edges connecting vertices in the di erent cliques. In fact each additional edge joins a vertex from one of the 2 cliques to a vertex in one of the 3 cliques. This property of the reduction suggested the following modi cation to our procedure: after the vertices have been partitioned into the k cliques, divide these cliques into two groups; when adding the additional edges, do not add any edges joining two v ertices belonging to cliques in the same group. Of course this limits the number of additional edges which m a y be added, and thus may result in an overconstrained and hence easier graph. We therefore adjust the process as follows.
After the k cliques are formed, partition the cliques into two classes A and B. Choose a parameter r to be discussed later and let A r be the vertex set consisting of all but r of the cover vertices in each clique in A. De ne B r similarly. When the additional edges joining vertices in di erent cliques are chosen, do not add any edge joining two v ertices in A r or two v ertices in B r . Also do not add any edge joining a noncover vertex in one of the A cliques to a vertex in A r , or a noncover vertex in one of the B cliques to a vertex in B r .
Note that this construction has the e ect of building extra cliques into the complemented graph. The number and sizes of the built-in cliques depend on the relative sizes of the classes A and B, and on the choice of the parameter r. Through experimentation we determined that choosing the class sizes to be roughly equal to each other appears to produce the hardest graphs. The best choice of r depends on the parameters of the graph, speci cally on the edge density and on the sizes of the k cliques used in the construction. A small value for r results in more cliques being built into the complemented graph, but also constrains the structure of the graph: too much constraint results in less choice in the construction and in easier" graphs. We h a ve c hosen di erent v alues of r experimentally for each graph parameter set; these are included in the data. In general, lower values of r can be used, and thus more cliques incorporated, for the denser complemented graphs. Also the value of r can be larger for graphs with smaller maximum clique values, since in this case the size of each o f t h e k cliques is larger. More importantly, as will be seen in the next section, the choice of the parameter r can be used to vary the di culty of the test cases in di erent w ays for di erent algorithms.
We denote the original generator from 19 as SimParD. The generator just described will be denoted as SimParDr.
Experimental results
Our experiments were run on a NeXT 68040 machine using optimized C code. Tables 2 and 3 show the results of running the GSD and SSD algorithms on 200 vertex graphs constructed by SimParD and SimParDr, respectively. Each line in the tables represents an average taken over 20 di erent graphs of the type described: N is the numberofvertices, p is the edge density of the complemented graph, Opt is the value of the max clique values marked with a * are those which random graphs of the given density are expected to have. For each algorithm we give both the average value obtained over all iterations, and the Max value obtained. The algorithms were run until either 1000 iterations were performed or until the value of the maximum clique was found. Ignore for the moment the last column. The next to the last column gives the average over the 20 graphs of the largest clique size found by a n y of the algorithms for each graph.
Experiments with the SSD and GSD algorithms
For a given vertex count and edge density, w e nd that experimentally challenging graphs can Table 2 and Table 3 respectively, in graphical form. The following observations can be made. For the graphs produced by SimParD, the GSD; algorithm appears to have the worst performance, especially at the lower two densities, with the other three algorithms displaying closely related performances, although the GSDV algorithm tends to pull ahead as the density of the graph increases.
The main change in Figures 4, 5 , and 6 appears to be the markedly worse performance of the GSDV algorithm. There also appears to be an improvement, although less marked, in the performance of the GSD; algorithm. Referring back to the overall Max column in the tables, it can be seen that collectively the algorithms have a harder time with the graphs produced by SimParDr than with those produced by SimParD, even though from the gures it would appear that the maximum value which can be produced by a n y of the algorithms is relatively unchanged. As can be seen from the data, in both tables the values in the overall Max column are higher than the maximums of the Max columns for each of the four algorithms. However this e ect is more pronounced in Table 2 . The explanation seems to be that for the graphs in Table 2 , the algorithm GSDV , which tends to have the best performance, actually nds the optimum maximum clique value for many of the graphs, and when it fails to do so the other algorithms still perform quite well. In Table 3 , on the other hand, the best performing algorithms do not nd the optimum with such frequency. Table 4 shows the results of experiments on 400 vertex graphs generated by SimParDr. Here each line represents the average taken over only 10 graphs with the speci ed parameter values. Because of the slowness of the algorithms SSDV , GSD;, and GSDV , these algorithms were again run for only 1000 iterations. Timing results are discussed below. The faster SSD; algorithm, however, was run for 2000 iterations. From this data it can be seen that the algorithms have more di culty with these larger graphs, especially at the higher densities; this applies even to the 2000 iteration runs of SSD;. We suspect that the number of iterations must be increased much more than linearly, in order to achieve the same type of performance that was observed with the 200 vertex graphs, when the numberofvertices is increased. We observe again the same pattern in the relative performances of the algorithms, as that described for Table 3 . Table 5 presents timing results from running each algorithm for 100 iterations on several graphs having 200 and 400 vertices and di erent edge densities and maximum cliques. As can be seen, the SSD; algorithm is by far the most e cient. Its runtime does vary considerably, h o wever, depending on the type of graph, increasing with both edge density and value of the maximum clique. The other algorithms are much slower, and their runtimes vary little with respect to edge density and maximum clique.
Because of the very e cient performance of SSD;; , and its tendency to suddenly come up with a large clique after many iterations yielding small clique sizes, it seemed to be a good candidate for investigating the bene ts of allowing many more iterations of the algorithm. The last column in Tables 2, 3, and 4 give the average maximum clique size found after 20000 iterations of SSD;. It can be seen that a de nite improvement in the clique size is attained, and in a few cases the maximum clique size is found where fewer iterations had been insu cient to nd it. Table 6 provides additional data for some selected parameters, using 40000 and 80000 iterations. As can be seen a doubling of the number of iterations appears to produce only a constant increase in the maximum clique size returned.
For purposes of comparison Table 7 gives the results of running all four algorithms on random graphs. It can be seen that the algorithms perform better on the random graphs than on constructed graphs having the same density and maximum clique size. Timings on random graphs showed very similar results for the last three algorithms; SSD; w as somewhat slower on random graphs than on the constructed graphs, although still much faster than the other algorithms.
Experiments with the reinforcement learning algorithm
We next consider the performance of the SSD RL algorithms on the generated graphs. We concentrate on the SSD RL ; algorithm, since the SSD RL V algorithm is much slower and preliminary experiments indicate that it does not provide much improvement o ver the general SSD and GSD algorithms, with respect to the generated graphs. On the other hand, the SSD RL ; algorithm performs considerably better on the generated graphs than the algorithms examined in the preceding subsection. This algorithm reduced considerably the range of maximum clique sizes for which challenging 400 vertex graphs for this algorithm can be found. Table 8 presents results of running SSD RL ; on 400 vertex graphs produced by SimParDr. Each line represents data computed for 10 graphs of the type described, although the graphs used for the 20000 iterations, when they were performed, were actually a di erent set of 10 graphs.
Both for the algorithms presented in the previous sections, and for the algorithm in this section, giving the average maximum value found by the algorithm on 10 di erent graphs can be misleading. This is because some algorithms tend to either provide a relatively low suboptimal clique value, or to nd the optimum. This is especially true for the data presented in this section. We therefore give, for each set of graphs and number of iterations, the average of the max values found for all graphs in the set Max all, the number of graphs for which the optimum was found Opt Found, and the average of the max values for all graphs for which the optimum was not reached Max nonOpt.
We also performed experiments on larger graphs with 800 vertices. The results are presented in Table 9 . Here we see the range of challenging graphs increasing again. For example, notice that for density 0 :9, generated graphs with 800 vertices and maximum clique size equal to 140, are challenging for the algorithm; 140 is more than twice the expected clique size for graphs of this density 66. However, graphs of the same density with 400 vertices and maximum clique size 85 already succumb to 10000 iterations, whereas 85 is less than twice the expected maximum clique size for this type of graph 55. Recall that the algorithm depends on randomized trials for its operation; increasing the size of the graph apparently makes the probability of success within a reasonable amount of time less likely.
Timing experiments with this algorithm showed that it is only a little slower than SSD;. This is because it performs mainly the same computations as does SSD;, but at the end of a run the unit biases vertex weights are adjusted; this adds little to the running time. We also found that 
Experiments with DMCLIQUE
In this section we present results of experiments performed with another algorithm, DMCLIQUE. This algorithm was used as a benchmark program for the Second Dimacs Implementation Challenge 1993 and designed by Michael Trick. It is a variant on the simple semi-exhaustive greedy" scheme for nding large independent sets used in the graph coloring algorithm XRLF described by Johnson, Aragon, McGeoch, and Schevon in 13 , and originally suggested by Matula and Johri. The algorithm builds up a clique by iteratively sampling a certain numberofvertices CANDNUM which are adjacent to all vertices in the current clique, and choosing one with maximum degree. When only SETLIM vertices remain which are not in the current clique, but which are adjacent t o all vertices in the clique, a branch and bound code is used to nd the largest clique which includes the current clique. As will be seen, this algorithm, although quite slow, performs very well on graphs generated by SimParDr with small r values, but has more di culty when the value of r is increased. We compare the performance of this algorithm with the best algorithm from the previous subsections, namely SSD RL ;. It turns out that this latter algorithm performs better in most cases when the value of r is increased. Table 10 shows data comparing the performance of SSD RL ; and DMCLIQUE on graphs having 400 vertices and density 0 :9. The parameters used with DMCLIQUE were SETLIM = 50 and CANDNUM = 100. As can be seen, for a xed maximum clique size, the SSD RL ; algorithm's performance improves as the value of the r parameter is increased, whereas an opposite behavior can be observed for the DMCLIQUE algorithm.
Because di erent r values were involved, the four algorithms from the previous subsection were run for 1000 iterations on most of the graphs included in this table. In no case was the average max value returned by one of these algorithms greater than both the averages reported for SSD RL ; and DMCLIQUE. We also performed experiments on larger graphs with 800 vertices and density 0 :7. These results are presented in Table 11 . Note the curious fact that for the graphs having maximum clique size equal to 75, the performance of SSD RL ; w orsens as r is increased, in contrast to what was observed with the 400 vertex graphs. Nevertheless for the graphs having maximum clique size equal to 100, the pattern observed with the 400 vertex graphs reasserts itself.
The parameters used for DMCLIQUE in the 800 vertex graph runs were CANDNUM = 200; and SETLIM = 100 for the graphs with maximum clique equal to 25 and 35, SETLIM = 70 for those with maximum clique 45 through 75, and SETLIM = 60 for those with maximum clique 85 and 100. Table 12 shows running times for both SSD RL ; and DMCLIQUE. As can be seen, the DM-CLIQUE algorithm is much slower than any of the other algorithms considered in this paper.
Comments
The data presented in the preceding section shows that the test cases produced by the SimParD generators apparently can serve to distinguish between simple algorithms such as those considered in 19 , the more sophisticated algorithms SSD and GSD, and nally the improved SSD RL algorithm.
It may be that other algorithms can more successfully solve the test cases produced by the generators. Some preliminary experiments with other maximum clique algorithms submitted to the Second Dimacs Implementation Challenge 1993, using a few 200 and 400 vertex generated graphs, suggest that several of these algorithms may perform very well on the test cases. Future investigation may i n volve testing with larger graphs using di erent parameter settings, to determine whether this generation method can be used to produce hard graphs for these algorithms. See also related work on constructing graphs with large cliques in 2 .
NP-Hardness Results
The generators examined in the previous sections are apparently not able to produce experimentally challenging graphs outside of a certain range of maximum clique values; the location and size of this range are dependent on the edge density of the graph. In particular, graphs constructed to have very large maximum clique values appear to be always easily solvable by simple greedy algorithms. Also at lower edge densities experimentally hard graphs are di cult to obtain.
This leads one to consider the question of whether hard graphs for this problem may in fact be restricted to certain parameter values; or in other words whether e cient exact algorithms may perhaps exist for solving maximum clique problems for graphs within the other parameter ranges. The results in this section show that this is not the case unless P=NP. Speci cally, w e show that there do in fact exist hard graphs for all valid combinations of constant edge density and ratio of the maximum clique value to the numberof vertices in the graph.
We also show that the set of all graphs which can be produced by the generator SimParD or SimParD0, for a xed edge density and xed ratio of maximum clique value to the number of vertices, is also hard with respect to the maximum clique problem. This holds for a variety o f edge densities and maximum clique values, in spite of the fact that for many of these parameter combinations, most graphs produced by our implementation of the generator appear to be quite easy.
The following de nition is from 17 .
De nition 4.1 Let be an NP-hard optimization problem. A set B of instances of is hard with respect to if no polynomial-time approximation algorithm for can give the optimal answer for all instances in B, unless P=NP.
In the following we state all results in terms of the maximum independent set problem, since this is more convenient for the presentation of the proofs. The rst theorem below determines the valid parameter combinations. Let M E n denote the maximum number of edges a graph with n vertices can have, namely nn , 1=2. Also let IRG denote the ratio of the size of the maximum independent set to the numberofvertices, for the graph G.
De nition 4.2 Let p be a real number. We s a y a graph with n vertices has edge density equal to p if it has bpMEnc edges.
De nition 4.3 Let n; k be positive i n tegers, 1 k n. Let h, r be the quotient and remainder, respectively, when n is divided by k. S o n = kh+ r, 0 r k . De ne n; k = rh + 1 h=2 + k , rhh , 1=2 Theorem 4.1 Let q be a r ational number, 0 q 1, and p a r eal number such that 0 p 1 ,q 2 .
Then for su ciently large n, i f qn is an integer, there exists a graph with n vertices, maximum independent set of size qn, and edge density equal to p.
Proof: If G is a graph with n vertices and maximum independent set of size qn, then G can have a n y number of edges between the values M i n n; q = n; qn and M a x n; q = n,qnn+qn,1=2 see 18 . It can be checked that M i n n; q=M E n ! 0 a s n ! 1 , and that M a x n; q=M E n 1,q 2 , and in fact M a x n; q=M E n ! 1 , q 2 as n ! 1 . Hence it is possible to choose n large enough so that M i n n; q b dMEnc M a x n; q and the result follows. Theorem 4.2 Let q be a r ational number, 0 q 1, and p a r eal number such that 0 p 1 ,q 2 .
Then the set of all graphs having n vertices, maximum independent set of size qn, and edge density equal to p, is hard with respect to the maximum independent set problem.
Proof: We will use a reduction from the 3SAT problem CNF satis ability with length three clauses to the maximum independent set problem. This reduction is modelled on the reduction from 3SAT to the minimum vertex cover problem which is found in 5 .
The construction uses an integer parameter K where K 4 and K 1=p. The value of K is dependent only on the value of q and its choice will be considered later. Let q = q 1 =q 2 where q 1 ; q 2 are integers which are relatively prime. Given a 3SAT formula F with n variables and m clauses the reduction produces a graph G F as follows. First the formula is changed so that the numberof variables equals the number of clauses, and such that this number is a multiple of q 2 , q 1 Let R = 4 NKq, 1=1 , q. It can be checked that because N is a multiple of q 2 , q 1 , R must be an integer. Add R additional isolated vertices to the graph, labelled as v 1 ; :::; v R . Call the graph constructed so far L F . Note that the original formula is satis able if and only if L F has a maximum independent set of size 4N + R. In fact, it can be seen that if the formula is satis able, then L F has a maximum independent set which includes the following vertices: the R isolated vertices; for each v ariable u i , the vertex x i , and exactly one of u i or u i ; and for each clause c j , the vertex y j and exactly one of r j , s j , o r t j . Note also that if the formula is satis able, then IRL F = 4 N + R=4N K+ R = 1+Kq,1=1,q K +Kq,1=1,q = q. Denote the number of edges in L F by LN;K. It is not hard to check that LN;K = TKN where T is a function of K and independent of N.
De ne the vertex set W as follows: Call this graph G F . S o w e h a ve a reduction which given a formula F, produces a graph G F , such that F is satis able if and only if G F has a maximum independent set of size qn where n is the numberof vertices of G F . Moreover, for large enough formulas F, the graph G F has edge density equal to p.
The reduction used in 5 produces sparse graphs. We h a ve modi ed this reduction to produce graphs with any given valid density. This could have been done by simply taking the union of the graph produced in 5 with another denser graph; but then the hardness" of the graph would have been limited to the sparse subgraph component. Using our construction we can show that the density can be more uniformly distributed". A graph with n vertices and density p, has average vertex degree equal to pn , 1. The following corollary shows that the reduction in the above theorem can be done in such a w ay that each v ertex in the constructed graph has degree at least cn for some constant c. Then there exists a constant c such that the set of all graphs having n vertices, maximum independent set of size qn, and edge density equal to p, and for which the minimum degree i s cn, i s h a r d with respect to the maximum independent set problem.
Proof: Referring to the proof of the preceding theorem, let r 1 = jV , Wj and r 2 = jWj. Denote as type 1 edges those edges joining two v ertices in V , W, a s t ype 2 edges those edges joining a vertex in W t o a v ertex in V , W, and as type 3 edges those edges joining two v ertices in W. Let max 1 , max 2 , and max 3 denote the largest number of each t ype of edge which m a y be put into the graph in the construction described. We h a ve max 1 = r 1 r 1 , 1=2, and max 2 = r 1 r 2 . H o wever, max 3 = 7 N by construction. De ne tN;K = bpME4N K+ Rc , max 3 =max 1 + max 2 We claim that the edges can be added in the construction such that the nal graph will have dtN;Kmax 1 e type 1 edges, dtN;Kmax 2 e type 2 edges, and max 3 type 3 edges. It can be checked that tN;K 1, and that this distribution will provide the correct density because of the use of the ceiling function it may be necessary to add one less edge, either of type 1 or type 2.
Moreover, tN;K approaches p=1 , q 2 a s K and N go to in nity, hence there is a constant c 0 , dependent only on p and q, such that tN;K c 0 for large enough K and N.
Because tN;Kmax 1 and tN;Kmax 2 are both much larger than LN;K, it is not hard to see that there is a constant c 00 such that at least c 00 max 1 type 1 edges and at least c 00 max 2 type 2 edges not in the graph L F can be put into the graph. Since these edges may be added in an arbitrary way w e can assume that they are added in as uniform a manner as possible, so that if we take i n to account only these edges, the degrees of vertices in W are all nearly equal, and the degrees of vertices in V , W are all nearly equal. In other words the minimum degree for a vertex in V , W will be at least 2c 00 max 1 + c 00 max 2 r 1 = c 00 4N K+ R , 1 and the minimum degree for a vertex in W will be at least c 00 max 2 + max 3 r 2 c 00 r 1 We h a ve r 1 = 4 N K+ R , r 2 = 4 N K+ R , 7N + R = 4 N K, 7N and 4N K+ R = 1 + q=1 , q4N K,4N=1,q. Thus is we set s = 1 ,q=21+q, then r 1 s4N K+R for large enough K.
To i n vestigate the hardness of graphs similar to those produced by our generators, we next consider graphs with a given maximum independent set I, where the average degree of vertices in I is equal to the average degree of vertices not in I. Let the graph G = V;E h a ve n vertices, m edges, and maximum independent set I of size qn. De nition 4.4 Let p be a real number, q a rational number. Let 2q = r 1 =r 2 where r 1 and r 2 are integers which are relatively prime. We s a y a graph with n vertices has p-close-density equal to p if it has r 2 bpnn , 1=2r 2 c edges.
Theorem 4.4 Let q be a r ational number, 0 q 1=2, and p a r eal number such that 0 p 1,q.
Then for su ciently large n, i f qn is an integer, there exists a graph G = V;E with n vertices, q-close-density p, and maximum independent set I of size qn, such that the average degree of vertices in I is equal to the average degree of vertices in V , I.
Proof: From 18 we know that there exists a graph G = V;E with n vertices and maximum independent set I of size qn, h a ving m edges, m 1 type 1 edges, and m 2 type 2 edges, as long as m 1 's value is between M i n 1 n; q = n , qn;qn and M a x 1 n; q = n , qnn , qn, 1=2, and m 2 's value is between M i n 2 n; q = n , qnand M a x 2 n; q = qnn , qn.
If the average degree of vertices in I is equal to the average degree of vertices in V , I, then as seen above w e m ust have m 1 = 1 , 2q=2qm 2 . It can be checked that M i n 1 n; q 1 , 2q=2qM i n 2 n; q, and that M a x 1 n; q 1 , 2q=2qM a x 2 n; q. Hence assuming for the moment that q 1=2, m 2 is actually restricted to values between 2q=1 , 2qM i n 1 n; q and M a x 2 n; q. Therefore m can take a n y v alue which i s b e t ween M i n 1 n; q=1 , 2q and M a x 2 n; q=2q as long as 2qmis an integer. It is not hard to see that M i n 1 n;q=1,2q M E n ! 0 a s n ! 1. Also M a x 2 n;q=2q M E n = 1,qn 2 n 2 ,n 1 , q. Hence it is possible to choose n large enough so that M i n 1 n; q 1 , 2q b pMEn=r 2 cr 2 M a x 2 n; q 2q Recall 2q = r 1 =r 2 where r 1 , r 2 are relatively prime. When q = 1 =2, we h a ve M i n 1 n; q = 0 and in fact we m ust have m 1 = 0 , s o m 2 's lower bound is M i n 2 n; q; the result still follows.
When q = 1 =2, graphs of this type are easily solvable. In this case there are no type 1 edges, and G must in fact be bipartite.
Theorem 4.5 Let q be a r ational number, 0 q 1=2, and p a r eal number such that 0 p 1,q.
Then the set of all graphs G = V;E having n vertices, maximum independent set I of size qn, such that the average degree of vertices in I is equal to the average degree of vertices in V , I, and q-close-density p, is hard with respect to the maximum independent set problem.
Proof: Let S be the set of graphs described in the statement of the theorem. We will show that if there is a polynomial-time approximation algorithm A which gives the correct answer for all graphs in S, then 3SAT can be solved in polynomial time. Let F be a 3SAT formula. Construct the graph L F as described in the proof of Theorem 4.2. Let the set of edges E and the graph H F be de ned as in that proof as well. If F is satis able then both L F and H F have a maximum independent set I of size 4N + R as described in the previous proof. Let L 1 N;K be the numberoftype 1 edges in L F , and L 2 N;K be the numberoftype 2 edges in L F , with respect to the set I. W e h a ve The quantities t 1 ; t 2 are unknown since we do not know which of the vertices u i or u i , or which o f r j , s j , o r t j are in I. But we do know that t 1 + t 2 = 3 N and that t 2 N. F or xed K, w e h a ve M a x L 1 N;K=1 , 2q; L 2 N;K=2q
If F is satis able, let H 1 N;K and H 2 N;K be the numberoftype 1 and type 2 edges, respectively, in the graph H F , with respect to the independent set I. So H 1 N;K equals L 1 N;K plus the number of edges included in items 1, 2, and 3 and some the edges included in items 4, 5, Let m = bpME4N K+R=r 2 cr 2 , m 1 = 1 ,2qm and m 2 = 2 qm. Then it is possible to add enough edges of each t ype from E to L F , so that the graph will have m 1 edges of type 1, and m 2 edges of type 2. There are however two problems.
The rst is that we do not know h o w many of the edges described in items 4, 5, 6, and 7 of the de nition of E are actually type 1 or type 2 edges. However, it can be checked that the total number of edges included in these items, when divided by M E 4N K+ R, has a limit equal to CK a s N ! 1 , where CK ! 0 a s K ! 1 . Hence if K is chosen large enough, there is no need to use the edges described in these items. The second problem is that we do not know exactly how many edges of each t ype L F has in the case that F is in fact satis able, since we do not know the values of t 1 and t 2 . W e therefore try all possibilities.
For r = N;N+ 1 ; :::; 3N, let E 2r = m 2 , 4NK , 1 . Now if the formula F is not satis able, none of these graphs will have a maximum independent set of size 4N + R, so the algorithm A must return a value smaller that this. On the other hand, if F is satis able, then at least one of the graphs is in the set S, and therefore if A gives the correct answer for graphs from S, A must return 4N + R for at least one of the graphs G r F . Theorem 4.6 Let q be a r ational number, 0 q 1=2, and p a r eal number such that 0 p 1,q.
The set of graphs produced by SimParD having n vertices, maximum independent set of size qn, and q-close-density p, is hard with respect to the maximum independent set problem.
Proof: The result will follow i f w e can modify the construction of the graphs in the preceding proof, so that, in the case when the formula F is satis able, the constructed graphs can be seen to be composed of the disjoint union of cliques of at most two sizes di ering by 1, with additional edges, each one incident on at least one of the cover non independent set vertices.
Let q = q 1 =q 2 where q 1 and q 2 are integers and relatively prime. In the choice of K, w e require that K = lq 2 , q 1 + 1 where l is an integer. It can then be shown that R = 4 Nlq 1 , 1. There are 4N cliques of size K in the graph. We will connect lq 1 , 1 of the R isolated vertices to each o f the cliques. Without loss of generality, let Q be one of the cliques, and v 1 ; :::; v lq 1 ,1 the vertices to be connected to Q. Let z 1 ; z 2 ; z 3 be three of the vertices in Q, c hosen such that: if Q = A i for some i, then z 1 = u i and z 2 = u i ; i f Q = B i , then z 1 = x i ; i f Q = C j for some j, then z 1 = r j , z 2 = s j , and z 3 = t j ; and if Q = D j , then z 1 = y j . The vertices in Q plus the isolated vertices comprise K + lq 1 , 1 = lq 2 vertices. Let h and r be the quotient and remainder when lq 2 is divided by lq 1 . So lq 2 = hlq 1 + r where 0 r l q 1 .
Divide up the lq 2 vertices into r groups of size h + 1, and lq 1 , r groups of size h in such a w ay that: all but one of the groups contain exactly one of the isolated vertices; and the remaining group contains the vertices z 1 ; z 2 ; z 3 . This can be done as long as h 2, and if h = 2 then r 0. It can be checked that h 1 since q 1=2. Suppose that h = 2. Then we h a ve lq 2 = 2 lq 1 + r, implying that q = 1 =2 , r=2lq 2 and hence r 0 since q 1=2. Finally, connect each of the isolated vertices to each v ertex in Q belonging to its group. Let L 0 F be the graph obtained by adding edges connecting all of the isolated vertices to their respective cliques in this way. The edges added are all type 2 edges in the case that F is satis able. Their number is less than RK and hence a constant m ultiple of N once K is chosen. It follows that the limits derived in the above proof continue to hold and the rest of the proof proceeds in a similar manner.
Finally we show that the graphs produced by SimParD0 are NP-hard. Since to construct these graphs, a number of edges must be left out of the graph, we cannot achieve all valid densities as in previous proofs. The interested reader may calculate the upper bound on the densities that can be achieved, and check that it is a function of q. Theorem 4.7 Let q be a r ational number, 0 q 1=2. The set of graphs produced by SimParD0 having n vertices, and maximum independent set of size qn, i s h a r d with respect to the maximum independent set problem.
Proof: We modify the above proof as follows. After constructing the graph L 0 F , w e remove from each clique Q any edges joining vertices assigned to di erent groups. Denote by L 00 F the graph formed in this manner. Let P 1 consist of all vertices originally in the A i and D j cliques, together with the originally isolated vertices attached to these cliques. Let P 2 consist of all other vertices. Note that all edges of L 00 F which are not within the cliques, join a vertex in P 1 t o a v ertex in P 2 . T h us F is satis able if and only if L 00 F has an independent set of size 4N K+ R, and in this case L 00 F belongs to the set generated by SimParD0.
