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Abstract. The stable model semantics of disjunctive logic programs is based on
classical models which are minimal with respect to subset inclusion. As a conse-
quence, every atom appearing in a disjunctive program is false by default. This
is sometimes undesirable from the knowledge representation point of view and
a more reﬁned control of minimization is called for. Such features are already
present in Lifschitz’s parallel circumscription where certain atoms are allowed to
vary or to have ﬁxed values while all other atoms are minimized. In this paper,
it is formally shown that the expressive power of minimal models is properly in-
creased in the presence of varying atoms. In spite of this, we show how parallel
circumscription can be embedded into disjunctive logic programming in a rela-
tively systematic fashion using a linear and faithful, but non-modular translation.
This enables the conscious use of varying atoms in disjunctive logic programs —
leading to more elegant and concise problem representations in various domains.
1 Introduction
Indisjunctivelogicprogramming,arule-basedlanguagewhichallowsdisjunctionsinthe
heads of rules is used for knowledge representation.Along the development of efﬁcient
implementationssuchasdlv [15]and GnT [13],variousproblemshavebeenformalized
asdisjunctivelogicprograms.Thesemanticsofdisjunctivelogicprogramsisdetermined
by stable models [8,20] which are minimal with respect to subset inclusion. This makes
every atom appearing in a disjunctive logic program false by default. In many cases, this
is highly desirable, but certain problems become awkward to formalize if all atoms are
blindly subject to minimization. This suggests a revision of the stable model semantics
in order to incorporate atoms that are not false by default.
The need of atoms, which are not subject to minimization, has already been realized
in conjunction with normal logic programs which form a special case of disjunctive
logicprograms.Simons[23]introduceschoiceruleswhichallowthedeﬁnitionofatoms
not being false by default. The same effect can be obtained by allowing negation as
failure in the heads of disjunctive rules [9]: a rule of the form a ∨∼ a represents the
fact that a can be true or false. As shown by the ﬁrst author [11], negation as failure
can be removed from the heads of disjunctive rules using a linear transformation. This
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implies that choice rules can be effectively expressed using disjunctive rules. However,
itisimportanttorealizethatatomsdeﬁnableinthiswayareessentiallyﬁxed atomsinthe
sense of parallel circumscription [16] which is based on a reﬁned notion of minimality.
Inadditiontoﬁxedatomsandthosesubjecttominimization,parallelcircumscription
incorporates yet another category of atoms, namely atoms that are allowed to vary.A s
demonstrated by Lifschitz’s ostrich example [16], varying atoms tend to increase the
knowledge representation capabilities of ordinary circumscription [18] where all atoms
are subject to minimization. Unfortunately, varying atoms are not yet well-supported
in disjunctive logic programming, although serious attempts to embed parallel circum-
scription into disjunctive logic programming have already been made. The approach by
Gelfond and Lifschitz [7] is restricted to the stratiﬁable case and the one by Sakama
and Inoue [22] involves characteristic clauses which imply an exponential time/space
complexity in the worst case. Quite recently, Lee and Lin [14] characterize parallel
circumscription in terms of loop formulas and then embed parallel circumscription in
disjunctive logic programming using them. However, the number of loops can be ex-
ponential in the worst case. Thus it remains open whether an efﬁcient translation from
parallel circumscription into disjunctive logic programs is feasible in the general case.
The goal of this paper is to develop such a translation — enabling the conscious use
of varying atoms in disjunctive logic programs.We proceed as follows. In Section 2, we
review the syntax and semantics of disjunctive logic programs and present the notion
of visible equivalence to enable natural comparisons of programs. Then the effects of
varying and ﬁxed atoms on the expressiveness of positive disjunctive programs are
studied in Section 3. The key result is that varying atoms lead to a proper increase
in expressive power which we believe to explain the above mentioned difﬁculties in
translating parallel circumscription. A linear but non-modular translation for removing
varying atoms is presented in Section 4. This paper is concluded by Section 5 where we
also sketch potential applications of varying atoms in disjunctive logic programming.
2 Disjunctive Logic Programs Revisited
In this section, we review the basic concepts of disjunctive logic programming in the
propositional case.A disjunctive logic program (DLP) Π is a set of rules of the form
a1 ∨···∨an ← b1,...,b m,∼c1,...,∼ck, (1)
where n,m,k ≥ 0 and a1,...,a n, b1,...,b m, and c1,...,c k are propositional atoms.
The head of the rule a1 ∨···∨an is interpreted disjunctively while the rest forming
the body of the rule is interpreted conjunctively. The symbol “∼” denotes negation as
failure to prove;o rdefault negation for short. Intuitively, a rule of the form (1) acts as an
inference rule: any of the head atoms a1,...,a n can be inferred given that the positive
body atoms b1,...,b m can be inferred and the negative body atoms c1,...,c k cannot.
We deﬁne literals in the standard way using ∼ as the connective for negation. For
any set of atoms A, we deﬁne a set of negative literals ∼A = {∼a | a ∈ A}. Since the
order of atoms is insigniﬁcant in a rule (1), we use a shorthand A ← B,∼C where A,
B and C are the sets of atoms involved in (1). If necessary, we separate rules with full
stops and we drop the symbol “←” in case of an empty body.An empty head (n =0 )i s136 T. Janhunen and E. Oikarinen
denoted by “⊥” and a rule with an empty head is called an integrity constraint. A DLP
Π ispositiveifandonlyifk =0holdsforeveryrule(1)ofΠ.Weremindthereaderthat
positive DLPs (PDLPs) can be viewed as propositional theories in conjunctive normal
form (CNF) which can be obtained in linear time using new atoms.
2.1 Semantics: Minimal and Stable Models
We deﬁne the Herbrand base Hb(Π) of a DLP Π as a set of atoms which contains
all atoms appearing in Π. Due to ﬂexibility of this deﬁnition, we view Hb(Π) as the
symbol table of Π so that it contributes to the length of Π in symbols, denoted by  Π .
Followingtheideasfrom[12],wepartitionHb(Π)intotwopartsHbv(Π)andHbh(Π)
which determine the visible and the hidden parts of Hb(Π), respectively. The visibility
of atoms becomes important in Section 2.2 where the equivalence of DLPs is of interest,
but for now we concentrate on deﬁning the semantics of propositional DLPs.
An interpretation I ⊆ Hb(Π) of Π determines which atoms a ∈ Hb(Π) are true
(a ∈ I) and which are false (a  ∈ I). An interpretation I is a (classical) model of Π,
denotedbyI |= Π,ifandonlyifforeveryruleA ← B,∼C ofΠ,B ⊆ I andC∩I = ∅
imply A∩I  = ∅, i.e. the satisfaction of the rule body implies that one of the head atoms
must also be true. It is customary to distinguish minimal models of a DLP Π, i.e. models
M |= Π for which there are no other models N |= Π such that N ⊂ M. The set
of minimal models of Π is denoted by MM(Π).I fΠ is a positive DLP, then MM(Π)
determinesthestandardminimalmodelsemanticsofΠ.Unfortunately,minimalmodels
do not properly capture intuitions behind DLPs involving default negation, but stable
models [8,20] provide a reasonable semantics for such programs.
Deﬁnition 1. GivenaDLPΠ andaninterpretationM ⊆ Hb(Π),theGelfond-Lifschitz
reduct of Π is a positive DLP
ΠM = {A ← B | A ← B,∼C ∈ Π and M ∩ C = ∅}. (2)
An interpretation M ⊆ Hb(Π) is a stable model of Π if and only if M ∈ MM(ΠM).
Given a DLP Π,w el e tSM(Π) denote the set of stable models of Π.Any two DLPs
Π and Π  are considered to be equivalent under the stable model semantics, denoted
by Π ≡ Π , if and only if SM(Π) = SM(Π ). For instance, we have Π ≡ Π  for
Π = {a ∨ b. } and Π  = {a ←∼ b. b ←∼ a. },a sSM(Π)={{a},{b}} = SM(Π ).
The preceding deﬁnition of ≡ is justiﬁable from the viewpoint of formalizing a problem
at hand as a DLP Π: the stable models of the program Π are often supposed to be in a
one-to-one correspondence with the solutions of the problem. If Π ≡ Π  holds for two
programs Π  = Π  formalizing the same problem, then the same solutions are obtained.
2.2 Visible Equivalence
A drawback of the relation ≡ is that it does not take the visibility of atoms into account.
It is typical that a DLP Π contains atoms formalizing certain auxiliary concepts local to
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more general notion of equivalence [12] which treats the visible part Hbv(Π) of the
Herbrand base Hb(Π) as the program interface of Π. The key idea is that the hidden
atoms in Hbh(Π) = Hb(Π) \ Hbv(Π) can be viewed local to Π and hence negligible
as far as the equivalence of Π with other programs is concerned. The deﬁnition below
is given relative to the sets of interpretations SEM(Π) and SEM(Π ) which determine
the semantics of Π and Π , respectively. We need this kind of ﬂexibility in Section 3
when we compare PDLPs which are (possibly) based on different semantics than the
stable semantics. The reader may assume SEM(Π) = SM(Π) unless otherwise stated.
Deﬁnition 2. Two DLPs Π and Π  are visibly equivalent, denoted by Π ≡v Π ,i fa n d
only if Hbv(Π)=H b v(Π ) and there is a bijection f : SEM(Π) → SEM(Π ) such
that for all interpretations M ∈ SEM(Π), M ∩ Hbv(Π)=f(M) ∩ Hbv(Π ).
It is easy to verify that ≡v is an equivalence relation. To compare ≡v with ≡,
we note that these two relations coincide given that Hbh(Π)=H b h(Π )=∅ and
Hb(Π) = Hb(Π ). The latter condition is actually of little account, as it can be readily
satisﬁed e.g. by extending Herbrand bases with “useless” rules of the form a ← a.
Example 1. Consider logic programs Π = {a ← b. a ← c. b ←∼ c. c ←∼ b. } and
Π  = {a ← d,∼e. a ← e,∼d. d ∨ e. } with Hbv(Π)=H b v(Π )={a}. The stable
modelsofΠ areM1 = {a,b}andM2 = {a,c}whereasforΠ  theyareN1 = {a,d}and
N2 = {a,e}. Thus Π  ≡ Π  is clearly the case, but we have a bijection f : SM(Π) →
SM(Π ) which maps Mi to Ni for i ∈{ 1,2}. Hence Π ≡v Π . 
3 Parallel Circumscription and Its Expressive Power
In this section, we analyze the expressive power of Lifschitz’s parallel circumscrip-
tion [16] by studying the effects of denying varying atoms and/or ﬁxed atoms on the
expressivenessofminimalmodels.InanalogytoSection2,weformulateparallelcircum-
scription in the propositional case. Rather than using arbitrary propositional sentences
to formulate propositional theories, we assume that the syntax of PDLPs is used. As
discussed already in the introduction, parallel circumscription is based on a notion of
minimality which partitions atoms in three disjoint categories.
Deﬁnition 3. Let Π be a PDLP and let V ⊆ Hb(Π) and F ⊆ Hb(Π) be two sets of
atoms satisfying V ∩F = ∅. A model M |= Π is  V,F -minimal ⇐⇒  ∃N |= Π such
that (i) N \ (V ∪ F) ⊂ M \ (V ∪ F) and (ii) N ∩ F = M ∩ F.
TheideaisthattheatomsinHb(Π)\(V ∪F)aresubjecttominimizationinanalogy
to Section 2.1. However, while such a minimization takes place, the truth values of the
atoms in V may vary freely and the truth values of the atoms in F are kept ﬁxed. The
set of all  V,F -minimal models of Π is denoted by MMV,F(Π). It is customary in
disjunctive logic programming that all atoms are subject to minimization, i.e.  ∅,∅ -
minimal models of a positive DLP Π are of interest. Under this restriction, the ﬁrst
condition of Deﬁnition 3 is equivalent to N ⊂ M while the second condition becomes
void. Thus MM(Π)=M M ∅,∅(Π). In the sequel, we are interested in the problem of
determining V,F -minimalmodelsforagivenpositiveDLPΠ.NotethatV ⊆ Hb(Π)138 T. Janhunen and E. Oikarinen
and F ⊆ Hb(Π) are separately speciﬁed for each program Π and are thus viewed as
parts of the respective programs. For now, we concentrate on answering the following
question:isitpossibletoremoveﬁxedandvaryingatomsbytranslatingaPDLPinvolving
such atoms into another PDLP not containing such atoms?
3.1 PFM Translation Functions
Toanswertheprecedingquestion,weapplyananalysismethod[11,12]whichisbasedon
the existence of polynomial, faithful and modular translation functions between classes
of logic programs. These properties are formalized in Deﬁnition 5 below, but ﬁrst we
state conditions on which two DLPs Π and Π  are viewed as separate program modules
that can be combined together to form a larger program Π   Π .1
Deﬁnition 4. TwoPDLPsΠ andΠ  satisfymoduleconditionsifandonlyifΠ∩Π  = ∅,
Hbv(Π)=H b v(Π ), Hbh(Π) ∩ Hb(Π )=∅, Hb(Π) ∩ Hbh(Π )=∅.
TheintuitionbehindtheconditionslistedinDeﬁnition4isthattheprogrammodules
Π and Π  possess identical program interfaces for mutual interaction and they do not
share rules nor hidden atoms. If Π and Π  share rules, then Π \Π , Π \Π, and Π ∩Π 
might be identiﬁed as disjoint program modules, if admitted by the other conditions.
Deﬁnition 5. Let C and C  be two classes of logic programs. A translation function
Tr : C→C   is deﬁned to be
1. polynomial,iffforallprogramsΠ ∈C ,thetranslationTr(Π) ∈C  canbecomputed
in time (and hence also space) polynomial to  Π ;
2. faithful, iff for all programs Π ∈C , Π ≡v Tr(Π);
3. modular, iff for all programs Π ∈Cand Π  ∈Csatisfying module conditions,
the translation Tr(Π  Π )=T r ( Π) Tr(Π ) where the translations Tr(Π) and
Tr(Π ) satisfy module conditions.
It can be shown that these three properties are preserved under compositions [12]. In
particular, the modularity condition differs from the one used in [11]. This is to support
translationfunctionsbetweenclassesoflogicprograms(orlike)thatdonotsharesyntax.
Moreover,themoduleconditionsinDeﬁnition4aremoreliberalthanthoseusedbyEiter
et al. [6] which enables richer interaction between program modules.
In the sequel, we use the existence of a polynomial, faithful and modular (PFM)
translation function as a criterion when comparing classes of logic programs by expres-
sive power. A class of logic programs C is at least as expressive as another class C  iff
there is a PFM translation function Tr : C  →C . We write C  ≤PFM C to denote such
a relationship. If both C≤ PFM C  and C  ≤PFM C hold, then C and C  are regarded
as equally expressive classes, denoted by C =PFM C . In certain cases, we succeed to
ﬁnd a counter-example to establish a negative relationship C  ≤PFM C .2 If, in addition,
C  ≤PFM C holds, then C is strictly more expressive than C , denoted by C  <PFM C.
Finally, two classes may also turn out to be incomparable in terms of PFM translation
functions, denoted by C  =PFM C , if and only if both C   ≤PFM C and C  ≤PFM C  hold.
1 The symbol   denotes disjoint union.
2 Sometimes we do not need all the three properties to form a counter-example and we may drop
the respective letters from the notation. E.g. C  ≤FM C
 implies C  ≤PFM C
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3.2 ExpressivenessAnalysis
In this section, we apply the classiﬁcation method presented in Section 3.1 to analyze
D
+
mvf which is deﬁned as the class of PDLPs involving atoms being minimized (m),
varying atoms (v), and ﬁxed atoms (f). The semantics of a PDLP Π from this class
is determined by MMV,F(Π) rather than SM(Π) = MM(Π); recall that Π has the
sets V ⊆ Hb(Π) and F ⊆ Hb(Π) associated with it. We obtain six subclasses of
D
+
mvf by insisting that one or two of the sets Hb(Π) \ (V ∪ F), V , and F are empty
for PDLPs included in the subclass. Such a restriction corresponds to denying mini-
mized/varying/ﬁxed atoms and we drop the corresponding letter(s) from the notation
when referring to the respective subclass of D
+
mvf. For instance, D+
m denotes the class
of PDLPs under the standard semantics according to which all atoms are subject to
minimization, i.e. the sets V and F are both empty for all PDLPs Π within this class.
We begin the analysis with ﬁxed atoms. It is a well-known fact that they can be
eliminated in general [3], but our interest in this respect is to check that the elimination
can be accomplished using a PFM translation function.
Theorem 1. D
+
mfv ≤PFM D+
mv and D
+
mf ≤PFM D+
m.
Proof. (sketch) Let Π be a PDLP, and V and F the sets of varying and ﬁxed atoms,
respectively. The class D
+
mf can be covered by further assuming V = ∅. De Kleer and
Konolige [3] propose the following technique to remove F. A new atom f   ∈ Hb(Π)
is introduced for each f ∈ F. The translation TrKK(Π)=Π ∪{ f ∨ f . ⊥←f,f . |
f ∈ F} with the set of atoms (Hb(Π) \ V ) ∪{ f  | f ∈ F} subject to minimization.
The visible Herbrand base Hbv(TrKK(Π)) can be deﬁned as Hbv(Π).
ItiseasytoseethatTrKK islinear.ForthefaithfulnessofTrKK,wenotethat V,F -
minimal models M of Π are in a bijective relationship with the  V,∅ -minimal models
M  = M ∪{ f  | f ∈ F and f  ∈ M} of TrKK(Π). For the modularity of TrKK,w e
suppose that two PDLPs Π and Π  with the sets of varying atoms V and V   and the
sets of ﬁxed atoms F and F , respectively, satisfy the module conditions. It is clear that
TrKK(Π) and TrKK(Π ) are disjoint and TrKK(Π  Π )=T r KK(Π) TrKK(Π ),a s
Π and Π  as well as F and F  are disjoint by the module conditions. Moreover, we have
Hbv(TrKK(Π) )=H b v(TrKK(Π )) by deﬁnition, because Hbv(Π)=H b v(Π ) by
the module conditions. Finally, the translations TrKK(Π) and TrKK(Π ) do not share
hidden atoms as the modules Π and Π  do not. 
Thus D+
mv ⊆D
+
mfv and D+
m ⊆D
+
mf imply D+
mv =PFM D
+
mfv and D+
m =PFM D
+
mf.
Theorem 2. D+
mv  ≤FM D+
m
Proof. Let us assume that there is a polynomial and faithful translation function Tr :
D+
mv →D +
m that effectively removes varying atoms. Then consider two disjoint logic
programs Π1 = {a ∨ b. } and Π2 = {⊥ ← b,a. } based on Hb(Π1) = Hb(Π2)=
{a,b}withallatomsvisible,i.e.Hbh(Π1)=H b h(Π2)=∅.ThenletusdeﬁneV1 = {a}
and V2 = {b} as the sets of varying atoms associated with Π1 and Π2, respectively.As
regards Π1 and Π2, it is straightforward to verify that
1. the only  V1,∅ -minimal model of Π1 is M1 = {a};140 T. Janhunen and E. Oikarinen
2. the program Π2 has two  V2,∅ -minimal models M2 = {b} and M3 = ∅; and
3. the program Π1   Π2 has two  V1   V2,∅ -minimal models M1 and M2.
On the other hand, the translations Tr(Π1,V 1), Tr(Π2,V 2), and Tr(Π1  Π2,V 1  V2)
are PDLPs whose all atoms are subject to minimization. Since Tr is faithful, we know
that Tr(Π1,V 1) has a  ∅,∅ -minimal model N such that N ∩ Hb(Π1)=M1, and
Tr(Π1   Π2,V 1   V2) has two  ∅,∅ -minimal models N1 and N2 such that N1 ∩
Hb(Π1   Π2)=M1 = {a} and N2 ∩ Hb(Π1   Π2)=M2 = {b}.
Using the modularity of Tr, we obtain Tr(Π1   Π2,V 1   V2)=T r ( Π1,V 1)  
Tr(Π2,V 2).SinceN2 |=T r ( Π1 Π2,V 1 V2),weobtainN2 |=T r ( Π1,V 1).Itfollows
that N  |=T r ( Π1,V 1) holds for the restricted model N  = N2 ∩ Hb(Tr(Π1,V 1))
from which the local atoms of Tr(Π2,V 2) have been removed. Recall that Hb(Π1) ⊆
Hb(Tr(Π1,V 1)) by the faithfulness of Tr. Because N  |=T r ( Π1,V 1) and N is the
unique  ∅,∅ -minimal model of Tr(Π1,V 1), we obtain N ⊆ N .A contradiction, since
a ∈ N but a  ∈ N . To conclude, such a translation function Tr does not exist. 
ItfollowsthatD+
m <PFM D+
mv,sinceD+
m isasubclassofD+
mv.Theﬁrstconditionof
Deﬁnition 3 implies that the classes D+
v , D
+
f , and D
+
vf collapse to classical logic, i.e. the
semantics assigned to a PDLP Π is CM(Π)={M ⊆ Hb(Π) | M |= Π}. Moreover,
PFM translation functions are easily obtained for each pair of classes. E.g., a translation
function from D+
v to D
+
f simply exchanges the roles of varying and ﬁxed atoms. This
is semantically irrelevant, as no atoms are subject to minimization. Such a translation
function is trivially PFM. Hence, we have D+
v =PFM D
+
f =PFM D
+
vf and there is only
one relationship to be further explored.
Theorem 3. D+
m  ≤FM D+
v
Proof. Consider Π1 = {a ← a} and Π2 = {a} which have unique  ∅,∅ -minimal
models M1 = ∅ and M2 = {a}, respectively. Assuming the existence of a faithful
and modular translation function Tr, we obtain that Tr(Π1) and Tr(Π2) have unique
classical models N1 and N2, respectively, such that Ni ∩ Hb(Πi)=Mi for i ∈{ 1,2}.
Thus Tr(Π1 Π2)=T r ( Π1) Tr(Π2) is necessarily inconsistent — contradicting the
faithfulness of Tr,a sM2 is the unique  ∅,∅ -minimal model of Π1   Π2. 
Fig.1. Hierarchy Implied by the
ExpressivenessAnalysis
Theresultingexpressivepowerhierarchyissumma-
rizedinFigure1.Therearethreeequivalenceclassesun-
der PFM The most expressive class corresponds to Lif-
schitz’s parallel circumscription [16] while the class in
the middle captures ordinary circumscription proposed
by McCarthy [18]. The class at the bottom corresponds
to classical logic. translation functions. In spite of cer-
tain differences, these results can be understood as a
reﬁnement to an analogous hierarchy derived for non-
monotonic logics [10] where the lower end of the hier-
archy consists of parallel circumscription and classical
logic; the former ranked strictly more expressive than
thelatter.Letusalsonotethatcurrentdisjunctivesolvers
[15,13] cover the hierarchy up to the class in the middle.Capturing Parallel Circumscription with Disjunctive Logic Programs 141
4 Eliminating VaryingAtoms
Inthissection,wepresentanon-modulartranslationfunctionTrBLIND whichenablesus
to remove varying atoms from a PDLP Π in a faithful way, i.e.  V,F -minimal models
M of Π and the stable models N of its translation are in a bijective relationship such
that M = N ∩ Hb(Π) holds for each pair of models. For the sake of simplicity, we
assume that ﬁxed atoms have already been removed (recall TrKK from Theorem 1).
The translation function TrBLIND introduces new atoms, which do not appear in
Hb(Π),asfollows.Foreacha ∈ Hb(Π),thecomplementaofaexpressesthefalsityof
a. Moreover, a renamed copy a∗ of each a ∈ Hb(Π) is needed when formulating a test
for  V,∅ -minimality. Likewise, a vector of new atoms d1,...,d n is introduced for the
set of atoms P = Hb(Π)\V = {a1,...,a n} subject to minimization.Yet another new
atom, namely u, will be used in the translation. Given a set of atoms A ⊆ Hb(Π),w e
introduce shorthands A and A∗ for the sets {a | a ∈ A} and {a∗ | a ∈ A}, respectively.
Deﬁnition 6. Let Π be a PDLP and V ⊆ Hb(Π) a set of varying atoms. Let us deﬁne
P = Hb(Π) \ V = {a1,...,a n} and a translation TrBLIND(Π) containing
1. rules a ←∼ a and a ←∼ a for each a ∈ Hb(Π);
2. a rule ⊥←∼ A,∼B for each rule A ← B in Π;
3. a rule A∗ ∪{ u}←B∗ for each rule A ← B in Π;
4. a rule d1 ∨···∨dn ∨ u;
5. rules u ← di,∼ai and u ← a∗
i,∼ai for each 1 ≤ i ≤ n;
6. rules u ← di,a ∗
i,∼ai and u ∨ di ∨ a∗
i ←∼ ai for each 1 ≤ i ≤ n;
7. a rule a∗ ← u for each a ∈ Hb(Π);
8. a rule di ← u for each 1 ≤ i ≤ n; and
9. a rule ⊥←∼ u.
The rules included in TrBLIND(Π) serve the following purposes. (1.) An arbitrary
interpretation M ⊆ Hb(Π) is chosen for the PDLP Π. (2.) It is ensured that M |= Π
holds in the classical sense. (3.) A renamed copy of Π is created to check the  V,∅ -
minimality of M. In analogy to [13], this can be achieved by checking whether
TrUNSAT(Π,P,M)=Π ∪{ ⊥←P ∩ M}∪{ ⊥←a | a ∈ P \ M} (3)
is unsatisﬁable for M and the set of atoms P = {a1,...,a n} subject to minimization.
This is why the intuitive reading of u is unsatisﬁable which captures the desired state of
affairs, implying the  V,∅ -minimality of M. (4.)The disjunction d1∨···∨dn captures
the rule ⊥←P ∩ M from (3). This rule depends dynamically on M and it effectively
states the falsity of at least one atom ai that is both subject to minimization (ai ∈ P) and
true in M (ai ∈ M). (5.) The rules cover the case that ai is false in M, i.e. ai ∈ P \M.
Conforming to (3), both di and a∗
i are implicitly assigned to false, as they imply u.
Otherwise, ai is true in M which activates the rules in (6.) enforcing di equivalent to
the negation of a∗
i. The net effect of the rules included in (4.) – (6.) is that any potential
counter-model N |= Π for the  V,∅ -minimality of M, expressed in Hb(Π)∗ rather
than Hb(Π), must satisfy N ∩ P ⊂ M ∩ P ( ⇐⇒ N \ V ⊂ M \ V ).
The rules given in items (7.) – (9.) are directly related to the unsatisﬁability check
which effectively proves that counter-models like N above do not exist. To implement
the test for unsatisﬁability, we adopt the technique used earlier by Eiter and Gottlob [5].142 T. Janhunen and E. Oikarinen
Example 2. Consider a program Π = {f ∨ ab. } which is a simpliﬁed version of
Lifschitz’s ostrich example [16]. This program has a unique  {f},∅ -minimal model
M = {f}. The translation TrBLIND(Π) includes the following rules: (1.) f ←∼ f.
f ←∼ f. ab ←∼ ab. ab ←∼ ab. (2.) ⊥←∼ f,∼ab. (3.) f∗ ∨ ab∗ ∨ u. (4.) d ∨ u.
(5.) u ← d,∼ab. u ← ab∗,∼ab. (6.) u ← d,ab∗,∼ab. u ∨ d ∨ ab∗ ←∼ ab. (7.)
ab∗ ← u. f∗ ← u. (8.) d ← u. (9.) ⊥←∼ u. There is only one stable model for
TrBLIND(Π), i.e. N = {f,ab,f∗,ab ∗,d,u} for which M = N ∩{ f,ab} holds. 
Our next objective is to establish that the translation function TrBLIND given in
Deﬁnition 6 is faithful, i.e. the  V,∅ -minimal models of a PDLP Π are in a bijective
relationship with the stable models of TrBLIND(Π). In analogy to [19], we implement
the test for  V,∅ -minimality through propositional unsatisﬁability.
Lemma 1. Given a PDLP Π and V ⊆ Hb(Π), a model M ⊆ Hb(Π) of Π is  V,∅ -
minimal if and only if TrUNSAT(Π,Hb(Π) \ V,M), as deﬁned in (3), is unsatisﬁable.
WesplitthetranslationTrBLIND(Π)intwopartsusingtheSplittingSetTheorem[17]
which we formulate for stable models rather than answer sets used in [17]. A splitting
set for a DLP Π is any set U ⊆ Hb(Π) such that for every rule A ← B,∼C ∈ Π,
if A ∩ U  = ∅ then A ∪ B ∪ C ⊆ U. The set of rules A ← B,∼C ∈ Π such
that A ∪ B ∪ C ⊆ U is the bottom of Π relative to U, denoted by bU(Π). The set
tU(Π)=Π \ bU(Π) is the top of Π relative to U which can be partially evaluated
with respect to an interpretation X ⊆ U. The result is a DLP eU(tU(Π),X) deﬁned as
{A ← (B\U),∼(C\U) | A ← B,∼C ∈ tU(Π),B ∩U ⊆ X and (C∩U)∩X = ∅}.
GivenasplittingsetU foraprogramΠ,asolutiontoΠ withrespecttoU isapair X,Y 
such that (i) X ⊆ U is a stable model of bU(Π) and (ii) Y ⊆ Hb(Π) \ U is a stable
model of eU(tU(Π),X). Solutions and stable models relate as follows.
Theorem 4 (Splitting Set Theorem [17]). Let U be a splitting set for a DLP Π and
M ⊆ Hb(Π) an interpretation. Then M ∈ SM(Π) if and only if the pair  X,Y  with
X = M ∩ U and Y = M \ U is a solution to Π with respect to U.
We use the set of atoms U = Hb(Π) ∪{ a | a ∈ Hb(Π)} to split TrBLIND(Π): the
bottombU(TrBLIND(Π))consistsofitems1and2inDeﬁnition6,whereasthepartially
evaluated top eU(tU(TrBLIND(Π)),X) consists of items 3, 4 and 7–9 in Deﬁnition 6
as such and the following rules corresponding to rules in items 5 and 6:
5.’ u ← di and u ← a∗
i where 1 ≤ i ≤ n and ai ∈ P \ X; and
6.’ u ← di,a ∗
i and u ∨ di ∨ a∗
i where 1 ≤ i ≤ n and ai ∈ P ∩ X.
Thus Hb(eU(tU(TrBLIND(Π)),X)) = {a∗ | a ∈ Hb(Π)}∪{ di | 1 ≤ i ≤ n}∪{ u}.
We use the notation EU(Π,X)=e U(tU(TrBLIND(Π)),X) for the sake of brevity.
It is shown next that there is one-to-one correspondence between the models in
SM(bU(TrBLIND(Π)))andCM(Π).Asaconsequence,thestablemodelsofthebottom
bU(TrBLIND(Π)) are classical models of Π extended to Hb(bU(TrBLIND(Π))).
Proposition 1. Let Π be a PDLP.
The function ExtB : CM(Π) → 2Hb(bU(TrBLIND(Π))) deﬁned by ExtB(M)=
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Proof. It is shown below that (i) the image of CM(Π) under ExtB is a subset of
SM(bU(TrBLIND(Π))), (ii) ExtB is an injection, and (iii) ExtB is a surjection.
(i) Assume that M ∈ CM(Π), i.e. M |= Π. It is clear that X |=b U(TrBLIND(Π))
holds for X = ExtB(M) and it sufﬁces to prove X ∈ MM(bU(TrBLIND(Π))X).
Since M |= Π, the reduct bU(TrBLIND(Π))X contains only the rules a ← for
a  ∈ X and a ← for a  ∈ X. Thus X ∈ MM(bU(TrBLIND(Π))X).
(ii) If M1  = M2, then ExtB(M1)  = ExtB(M2) follows by the deﬁnition of ExtB.
(iii) Consider any X ∈ SM(bU(TrBLIND(Π))). We need to show that there is M ∈
CM(Π) such that ExtB(M)=X. Let us establish ﬁrst that M |= Π holds for
M = X ∩ Hb(Π). Since X ∈ SM(bU(TrBLIND(Π))) and bU(TrBLIND(Π))
contains the rules a ←∼ a and a ←∼ a for each a ∈ Hb(Π), it holds for every
a ∈ Hb(Π) that a  ∈ X ⇐⇒ a ∈ X. Moreover, since X |=b U(TrBLIND(Π)),
we obtain X  |= ∼A ∪∼ B for all rules A ← B ∈ Π. Thus for each rule A ← B
in Π, there is a ∈ A such that a ∈ X,o rb ∈ B such that b ∈ X ( ⇐⇒ b  ∈ X).
In either case, M |= A ← B and therefore M |= Π, i.e. M ∈ CM(Π).I t
remains to establish that ExtB(M)=X. Since M = X ∩ Hb(Π),w eh a v e
ExtB(M) = ExtB(X ∩ Hb(Π) )=( X ∩ Hb(Π)) ∪{ a | a ∈ Hb(Π) \ X}.
Then ExtB(M)=X follows by the fact that a  ∈ X ⇐⇒ a ∈ X holds for any
a ∈ Hb(Π). 
Finally, we show the connection between SM(EU(Π,ExtB(M)))  = ∅ and the
unsatisﬁability of TrUNSAT(Π,P,M).A similar unsatisﬁability check is used in [5].
Proposition 2. Let Π, V , and P = {a1,...,a n} be deﬁned as in Deﬁnition 6 and
ExtB as in Proposition 1. Moreover, let M ⊆ Hb(Π) be a classical model of Π.
Then (i) if N ∈ SM(EU(Π,ExtB(M))), then N = Hb(EU(Π,ExtB(M))), and (ii)
TrUNSAT(Π,P,M)isunsatisﬁableifandonlyifEU(Π,ExtB(M))hasastablemodel.
Proof. (i) Assume that N ∈ SM(EU(Π,ExtB(M))). Since N |=E U(Π,ExtB(M))
andtherule⊥←∼ ubelongstoEU(Π,ExtB(M)),wemusthaveu ∈ N.Furthermore,
since the rules a∗ ← u (for all a ∈ Hb(Π)) and di ← u (for all 1 ≤ i ≤ n) belong to
EU(Π,ExtB(M)), it follows that N = Hb(EU(Π,ExtB(M))).
(ii) “⇒” Assume that TrUNSAT(Π,P,M) is unsatisﬁable. It is easy to see that
N |=E U(Π,ExtB(M)) holds for N = Hb(EU(Π,ExtB(M))). Let us then show that
N ∈ MM(EU(Π,ExtB(M))N) by assuming the opposite, i.e. there is N  ⊂ N such
thatN  |=E U(Π,ExtB(M))N.Letusthenassumeu  ∈ N  anddeﬁneaninterpretation
M  = {a ∈ Hb(Π) | a∗ ∈ N }. The following observations can be made.
– We have N  |= A∗ ← B∗ for each rule A ← B ∈ Π. Thus M  |= Π.
– SinceN  |= u ← di,a ∗
i andN  |= u∨di∨a∗
i forallai ∈ P ∩ExtB(M)=P ∩M,
it holds di ∈ N  ⇐⇒ a∗
i  ∈ N  for all ai ∈ P ∩ M.Also N  |= d1 ∨···∨dn and
N  |= u ← di for all ai ∈ P \ExtB(M)=P \M. Thus there is ai ∈ P ∩M such
that di ∈ N  and a∗
i  ∈ N , too. This implies ai  ∈ M  and M  |= ⊥←P ∩ M.
– Since N  |= u ← a∗
i for all ai ∈ P \M,w eh a v ea∗
i  ∈ N  for all ai ∈ P \M. This
implies M  |= {⊥ ← a | a ∈ P \ M}.144 T. Janhunen and E. Oikarinen
Thus M  |=T r UNSAT(Π,P,M) which is a contradiction so that u ∈ N  must be
the case. Since u ∈ N  and the rules a∗ ← u (for all a ∈ Hb(Π)) and di ← u (for
all 1 ≤ i ≤ n) belong to EU(Π,ExtB(M))N, we must have that a∗ ∈ N  for all
a ∈ Hb(Π) and di ∈ N  for 1 ≤ i ≤ n. Thus N  = N contradicting our previous
assumption. Therefore N ∈ SM(EU(Π,ExtB(M))) is necessarily the case.
(ii) “⇐” Consider any N ∈ SM(EU(Π,ExtB(M))). It follows by (i) that N =
Hb(EU(Π,ExtB(M))). Let us then assume that TrUNSAT(Π,P,M) is satisﬁable, i.e.
thereisM  ⊆ Hb(Π)suchthatM  |= Π,M   |= P ∩M anda  ∈ M  foralla ∈ P \M.
ItisestablishedinthesequelthatN  |=E U(Π,ExtB(M))N holdsfortheinterpretation
N  deﬁned as (M )∗ ∪{ di | ai ∈ M ∩ P and ai  ∈ M }.
– Since M  |= Π,w eh a v eN  |= A∗ ∪{ u}←B∗ for each rule A ← B ∈ Π.
– Since M   |= P ∩ M, there is di ∈ N  and thus N  |= d1 ∨···∨dn ∨ u.
– The deﬁnition of N  implies a∗
i  ∈ N  and di  ∈ N  for all ai ∈ P \ M,a sai  ∈ M 
for all ai ∈ P \ M. Thus N  |= u ← di and N  |= u ← a∗
i when ai ∈ P \ M.
– Given ai ∈ P ∩M,w eh a v edi ∈ N  ⇐⇒ ai  ∈ M , i.e. a∗
i  ∈ N  by the deﬁnition
of N . Thus N  |= u ← di,a ∗
i and N  |= u ∨ di ∨ a∗
i hold whenever ai ∈ P ∩ M.
– Since u  ∈ N ,w eh a v eN  |= a∗ ← u for each a ∈ Hb(Π).
– Since u  ∈ N , it follows that N  |= di ← u for each 1 ≤ i ≤ n.
Now N  ⊂ N and N  |=E U(Π,ExtB(M))N, contradicting the assumption N ∈
SM(EU(Π,ExtB(M))). Thus TrUNSAT(Π,P,M) must be unsatisﬁable. 
We let D denote the class of DLPs under the stable model semantics [8,20]. The
translation function TrBLIND : D+
mv →Dis clearly linear. Assuming that the visible
Herbrand base Hbv(TrBLIND(Π) )=H b v(Π) by deﬁnition, the faithfulness of trans-
lation TrBLIND(Π) follows by Theorem 4 from Lemma 1, and Propositions 1 and 2.
Theorem 5. D+
mv ≤PF D.
5 Discussion
The main result of this paper is a linear translation from parallel circumscription into
disjunctive logic programs such that a bijective correspondence between the  V,F -
minimal models of a PDLP Π and the stable models of the respective translation
TrBLIND(TrKK(Π)) is obtained. As suggested by the analysis performed in Section
3, the translation function TrBLIND is non-modular — reﬂecting the global nature of
varying atoms. In contrast to earlier attempts [7,22,14], our translation does not depend
onsyntacticrestrictionsandithasalineartime/spacecomplexity.Cadolietal.[2]achieve
the same complexity, but their transformation has ordinary circumscription as the target
formalism, and hence a bijective relationship of models cannot be obtained. However,
the translation function TrBLIND presented in this paper exploits default negation in
order to establish faithfulness in the strict sense implied by Deﬁnitions 5 and 2.
Ourresultsenablethesystematicuseofvaryingatomsinordertodevelopmorecom-
pact formulations of problems as disjunctive logic programs. A good example in this
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diagnoses are hard to formalize when all atoms are subject to minimization. Following
the ideas from [1], a digital circuit can be modeled as follows. For instance, an inverter
I is described by a propositional theory (oI ↔¬ iI) ∨ abI, where the atoms iI and
oI model the input and the output of I, respectively, and abI expresses the fact that
I is operating against its speciﬁcation. This theory can be equivalently formulated as
a PDLP ΠI = {abI ← iI,o I.i I ∨ oI ∨ abI. } and minimal diagnoses correspond to
 {iI,o I},∅ -minimal models of ΠI augmented by observations. This line of thinking
carries over to larger circuits which have also other gates than inverters as their compo-
nents. Assuming the availability of varying atoms, the description of the circuit can be
formed in a very modular fashion, component-by-component. Then the description can
be translated into a valid input for disjunctive solvers like dlv [15] and GnT [13] using
the translation function TrBLIND. On the other hand, we run into severe problems if all
atoms are set subject to minimization. For example, the program ΠI which models an
inverter I has three  ∅,∅ -minimal models M1 = {iI}, M2 = {oI}, and M3 = {abI}.
The ﬁrst two minimal models capture natural explanations given no observations on I,
but the third minimal model does not correspond to a Reiter-style minimal diagnosis, as
I is faulty according to it. Similar spurious minimal models are also obtained for more
complex circuits encoded in this way if all atoms are subject to minimization.
Our ﬁrst experiments with large combinational circuits showed that our approach is
not yet competitive with a special purpose engine [1] which exploits 1-fault assumption.
Thediagnosisfront-endofthedlvsystemalsocoversReiter-styleminimaldiagnoses[4],
butmodelsliketheonedescribedaboveareruledoutbysyntacticrestrictions.Moreover,
contrary to TrBLIND, the translation used in the front-end yields only a many-to-one
correspondence between stable models and diagnoses.
As a further application of varying atoms, a speciﬁc reduction from quantiﬁed
Booleanformulas(QBFs)toDLPs[13]canbeimprovedtoproduceallsatisfyingassign-
ments for a 2,∃-QBF ∃X∀Yφgiven as input. Due to blind minimization, the current
reduction does not yield a one-to-one correspondence between the satisfying assign-
ments of ∃X∀Yφand the stable models of the resulting DLP. However, the validity of
∃X∀Yφis properly captured by the reduction.
To conclude, it might be a good idea to implement varying atoms directly in disjunc-
tive solvers.This is a challenge, as existing algorithms [13,15] rely much on the fact that
all atoms are subject to minimization.A further question is how varying and ﬁxed atoms
shouldbeincorporatedintostablemodels.Isitenoughtoconsider V,F -minimalmod-
els of the Gelfond-Lifschitz reduct [8] or should V and F be dynamically determined?
Finally, we remind the reader about a reduction from prioritized circumscription to par-
allel circumscription [16] which implies that even prioritized circumscription can be
captured with disjunctive programs using the technique from Section 4.
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