In this paper we propose some propositions in reference to the notion of exhaustiveness which applies for families and sequences of functions. This new notion given for the first time from Gregoriades and Papanastassiou has a good progress and in mathematical community it is followed by many papers. We are concerned in study these families in framework of exhaustiveness in order to apply to measure theory and Henstock-Kurzweil integration. We investigate the properties of one well known convergence, local uniformly convergence or short "-convergence" and compare it with other convergences.
Introduction
The notion of α-convergence (other-vise, continuous convergence or "steige Konvergenz") has been known by the beginning of the 20th century (see [4, 5] ). Around 1950s Stoilov [9] , Arens, Kelley and others [2, 8] came up with some results which characterize α-convergence and are very helpful for our paper. Also this type of convergence was considered in connection with some other types of convergence in [3] . The convergence which we are concerned is the locally uniformly convergence (or short -convergence) and strong locally convergence (short *-convergence) in order some application on integral theory.
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In the first section, we recall some important concepts and propositions about -convergence and in particularly the concept of exhaustive sequences. In the second section, we start with definition of locally uniformly convergence of sequence of functions. We recall the well known definition of this convergence, that is: Let : n f X Y  be the sequence of topological (metric) space to metric space Y (or uniform). Then this sequence is locally uniformly convergent if for every point x  X there is a neighborhood Ux such that n f is uniformly on Ux. It seems in many articles that this concept stopped here and one often relates it with locally compact convergence. That is: n f is locally compact convergent if n f is uniformly convergent in every compact subsets KX. In the framework of the exhaustiveness [4] , there exist the opportunities to use and developed further these notions. In this section, we highlight some proofs for the relation of locally uniformly convergence with point-wise convergence, uniform convergence and locally compact uniform convergence. The third section, we devote the relation of local uniform convergence with -convergence and show that this convergence which is weaker that -convergence. We have substitute it in some known propositions. One special care take and the strong locally uniform convergence, *-convergence, which is a little strong that -convergence in some cases. In the fourth section, we give applications of -convergence about some properties of equi-continuity on the Henstock-Kurzweil integration which are extensively treated to Schwabik [8] .
Preliminaries
Let us begin with some comments on notation. With X and Y we mean metric spaces, unless stated otherwise. If it is not mentioned explicitly the symbol d stands for the metric on X and the symbol p for the metric on Y. If x is a member of X and δ is a positive number, with S(x, δ) we mean the (open) ball of radius δ, i.e. S(x, δ) = {y ∈ X/d(x, y) < }. Also, if X and Y are metric spaces as usual we denote with C(X,Y) the set of all continuous functions from X to Y . We now present the new notion of exhaustiveness [3] which is close to the notion of equi-continuity.
(1) If ℱ is infinite, we call the family ℱ exhaustive at x if for each ε > 0 there exists δ > 0 and A a finite subset of ℱ such that: for each y ∈ S(x, δ) and for each ∈ ℱ\A we have that p( (x), (y)) < (2) In case where ℱ is finite we define ℱ to be exhaustive at x if each member of ℱ is continuous function at X. (3) ℱ is called exhaustive if ℱ is exhaustive at every xX. (4) The sequence ( ) n∈N is called exhaustive at x if for all ε > 0 there exist δ > 0 and n 0 ∈ ℕ such that for all y ∈ S(x, δ) and all n ≥ n 0 we have that p( ( ), ( )) < (5) The sequence ( ) n∈N is called exhaustive if it is exhaustive at every x ∈ X.
Remarks 1.2.[4]
Notice that in the most interesting case where ( n ) n∈N is a sequence of functions for which ≠ for n ≠ m,then the family ℱ = { ∕ n ∈ ℕ} is exhaustive at some x 0 ∈ X if and only if the sequence ( ) n∈N is exhaustive at x 0 . An equi-continuous family is an exhaustive family such that for each ε > 0 the finite set A in Definition 1.1 can be taken to be the empty set. So equi-continuity implies exhaustiveness. Proposition 1.3 [4] . Let (X, d), (Y,p) be metric spaces, x ∈ X, ℱ a family of functions from X to Y and : X → Y ,n ∈ ℕ.
(1) ℱ is equi-continuous at x if and only if ℱ is exhaustive at x and for each f ∈ ℱ, f is continuous at x. (2) The family {f n ∕ n ∈ ℕ} is equi-continuous at x if and only if the sequence (f n ) n∈N is exhaustive at x and each is continuous at x.
Following this important article of Gregoriades and Papanastassiou [4] we see that preceding proposition suggests that there exists an exhaustive sequence (similarly, family) which contains non continuous functions. Indeed this happens as we can see in the following example.
Of course no is continuous at 0. We claim that the sequence (f n ) n∈N is exhaustive at 0.
Let ε >0, then there exists an integer 0 > 
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Definition 1.5. Let f, f n , n ∈ ℕ be functions from X to Y . The sequence (f n ) n∈N α-converges to f if for each x ∈ X and for each sequence (x n ) n∈N of points of X converging to x, the sequence (f n (x n )) n∈N converges to f (x).
We shall write f n α → f to denote that (f n ) n∈N α-converges to f. Also we will keep the analogous notation about point-wise and uniform convergence, i.e., we will denote them with f n pw → f and f n u → f respectively.
Remarks 1.6. ([4])
(1) It is obvious that α-convergence is stronger than point-wise convergence. (2) The usual convergences such as point-wise and uniform do not require a topology for the domain space. However a topology is needed for α-convergence. (3) Take f: ℝ → ℝ any non-continuous function and x n → x such that the sequence (f(x n )) n∈ℕ does not converge to f (x). If we put f n ≡ f for all n ∈ ℕ, we see that (f n ) n∈N does not α-converge to f although the sequence (f n ) n∈N converges uniformly to f . . Then we can see that the sequence (f n ) n∈N α-converges to zero function but does not converge uniformly. The next proposition is due to Stoilov [9] except the last assertion and describes some interesting results about α-convergence. Proposition 1.7. Let (X, d), (Y,p) be metric spaces and functions f, f n , n ∈ ℕ, from X to Y .
(1) If the sequence (f n ) n∈ α-converges to f , then f is continuous. (2) The sequence (f n ) n∈ α-converges to f if and only if f is continuous and (f n ) n∈N converges to f uniformly on every compact subset of X. In particular: (3) If (f n ) n∈ converges to f uniformly and f is continuous, then (f n ) n∈N α-converges to f. And also: (4) If X is compact and (f n ) n∈ α-converges to f, then (f n ) n∈N converges to f uniformly. The following result is due to Holá-Šalát [8] . (5) A metric space X is compact if and only if for all functions f, f n , n ∈ ℕ, from X to Y, if (f n ) n∈N α-converges to f , then (f n ) n∈N converges to f uniformly. The following statements represent some the main feature of local uniform convergence which define its position in respect with point-wise and uniform convergence. Proof. By the δ − convergence we write for every ε > 0, there exists δ 1 > 0 and n 0 ∈  ,such that for n ≥ n 0 and ∈ S(x, δ 1 ),we have p(f n (y), f(y)) < 3. Relation between ,  a and *-convergence with -convergence
Among others, we have also found a definition "of the type ," for -convergence with little restrictions and we name it strong locally uniformly convergent. 
We can profit some properties of  -convergence for a -convergence with other proofs. max( , , ) n n n n  for 3 ( , ) n n x   we obtain
It looks like the two concepts -convergence and a -convergence are equivalent. In reality, concept of -convergence used by Kelley [7] in nets on topology is considered that two convergences xn 1   x and fm(xn) 2   f(x) are quite different. If we limit ourselves only to the case when two indexes n and m of the first and the second convergence are comparable on  then we have an stronger convergence, that is: we say that the sequence   n f is *-convergent on X if for every >0 and xX there exists a number n1 such that for n>n1 the sequence xn x and there exists a number n2  such that for n>n2, ( ) ( )
Example 3.3. Let we show a case that from -convergence don't derives *-convergence.
We take (xn) which go to zero in one special way when
that is that if we go diagonals in the below infinite table. For example, the third diagonal is a31, a22, a13 the sum of indexes is 4. So, we have construct an order 1 with the pair of indexes in such way: 
