



















Mixture models and exploratory data analysis in networks
M. E. J. Newman and E. A. Leicht
Department of Physics, University of Michigan, Ann Arbor, MI 48109, USA
Networks are widely used in the biological, physical, and social sciences as a concise mathematical
representation of the topology of systems of interacting components. Understanding the structure
of these networks is one of the outstanding challenges in the study of complex systems. Here we
describe a general technique for detecting structural features in large-scale network data which works
by dividing the nodes of a network into classes such that the members of each class have similar
patterns of connection to other nodes. Using the machinery of probabilistic mixture models and the
expectation-maximization algorithm, we show that it is possible to detect, without prior knowledge
of what we are looking for, a very broad range of types of structure in networks. We give examples
demonstrating how the method can be used to shed light on the properties of real-world networks,
including social and information networks.
INTRODUCTION
In the last few years, networks have found use in many
fields as a powerful and illuminating tool for representing
the structure of complex systems [1, 2, 3, 4]. Metabolic,
protein interaction, and genetic regulatory networks are
now heavily studied in biology and medicine, the Internet
and the world wide web in computer and information sci-
ences, food webs and other species interaction networks
in ecology, and networks of personal or social contacts in
epidemiology, sociology, and the management sciences.
The study of networks goes back much further than
the current surge of interest in it, but recent work dif-
fers fundamentally from earlier studies because of the
sheer scale of the networks being analyzed. The networks
studied 50 years ago by pioneers in the information and
social sciences had, typically, a few dozen vertices and
were small enough that they could easily be drawn on a
piece of paper and perused for interesting features. In
the 21st century, on the other hand, networks of thou-
sands or millions of vertices are not unusual and network
data on this scale cannot easily be represented in a way
that allows quantitative analysis to be conducted by eye.
Instead we have been obliged to turn to topological mea-
sures, computer algorithms, and statistics to understand
the structure of today’s networks. Much of the current
research on networks is, in effect, aimed at answering the
question “How can we tell what a network looks like,
when we can’t actually look at it?”
The typical approach to this problem involves defining
measures or statistics to quantify network features of in-
terest: centrality indices [5, 6], degree distributions [7, 8,
9], clustering coefficients [10], community structure mea-
surements [11, 12], correlation functions [13, 14], and mo-
tif counts [15] are all invaluable tools for shedding light on
the topology of networks. Our reliance on measures like
these, however, has a downside: they require us to know
what we are looking for in advance before we can decide
what to measure. People measure correlation functions,
for instance, because (presumably) they think there may
be interesting correlations in a network; they measure
degree distributions because they believe the degree dis-
tribution may show interesting features. This approach
has certainly worked well—many illuminating discover-
ies have been made this way. But it raises an uncom-
fortable question: could there be interesting and relevant
structural features of networks that we have failed to find
simply because we haven’t thought to measure the right
thing?
To some extent this is an issue with the whole of scien-
tific endeavor. In any field thinking of the right question
can demand as much insight as thinking of the answer.
However, there are also things we can do to help our-
selves. In this paper we describe a technique that allows
us to detect structure in network data while making only
rather general assumptions about what that structure is.
Methods of this type are referred to by statisticians as
“exploratory” data analysis techniques, and we will make
use of a number of ideas from the statistical literature in
the developments that follow.
We focus on the problem of classifying or clustering the
vertices of a network into groups such that the members
of each group are similar in some sense. This already nar-
rows the types of structure we consider substantially, but
leaves a large and useful selection of types still in play.
Some of these types have been considered by researchers
in the past. For instance, methods for detecting “commu-
nity structure”, “homophily,” or “assortative mixing” in
networks involve dividing vertices into groups such that
the members of each group are mostly connected to other
members of the same group [11, 12]. Methods for detect-
ing “bipartite” or “k-partite” structure or “disassortative
mixing” look for groups such that vertices have most of
their connections outside their group [16, 17, 18]. Meth-
ods for detecting vertex similarity or “structural equiv-
alence” aim to group together vertices that have com-
mon network neighbors [5, 19]. Effective techniques have
been developed that can detect structure of each of these
types, but what should we do if we do not know in ad-
vance which type to expect or if our network does not
fit one of the standard types and has some other form
entirely whose existence we are not even aware of? We
can try in turn each of the established methods, looking
for significant results, but in many cases we may fail to
detect the truly interesting features of the network.
2So instead we propose a different approach that
employs a very general definition of vertex classes,
parametrized by an extensive number of variables and
hence encompassing an essentially infinite variety of
structural types in the limit of large network size, in-
cluding the standard types described above—community
structure, bipartite structure, and so forth—but also in-
cluding many others. We show that it is possible to de-
tect structure of these types in observed network data
quickly and simply using the iterative technique known as
the expectation-maximization algorithm and, crucially,
that we can do so without specifying in advance which
particular type we are looking for: the algorithm simul-
taneously optimizes the assignment of vertices to groups
and the parameters defining the meaning of those groups,
so that upon completion the calculation tells us not only
the best way of grouping the vertices but also the def-
initions of the groups themselves. We demonstrate the
algorithm with applications to a selection of real-world
networks and computer-generated test networks.
THE METHOD
The method we describe is based on a mixture model, a
standard construct in statistics, though one that has not
yet found wide use in studies of networks. The method
works well for both directed and undirected networks,
but is somewhat simpler in the directed case, so let us
start there.
Suppose we have a network of n vertices connected
by directed edges, such as a web graph or a food web.
The network can be represented mathematically by an
adjacency matrix A with elements Aij = 1 if there is an
edge from i to j and 0 otherwise.
Suppose also that the vertices fall into some number c
of classes or groups and let us denote by gi the group
to which vertex i belongs. We will assume that these
group memberships are unknown to us and that we can-
not measure them directly. In the language of statistical
inference they are “hidden” or “missing” data. Our goal
is to infer them from the observed network structure.
(For the moment we will treat the number of groups c
as given, although ultimately we will want to infer this
too.) To infer the group memberships we adopt a stan-
dard approach for such problems: we propose a general
(mixture) model for the groups and their properties, then
vary the parameters of the model into order to find the
best fit to the observed network.
The model we use is a stochastic one that parametrizes
the probability of each possible configuration of group as-
signments and edges as follows. We define θri to be the
probability that a (directed) link from a particular vertex
in group r connects to vertex i. In the world wide web,
for instance, θri would represent the probability that a
hyperlink from a web page in group r links to web page i.
In effect θri represents the “preferences” of vertices in
group r about which other vertices they link to. In our
approach it is these preferences that define the groups: a
“group” is a set of vertices that all have similar patterns
of connection to others [20]. (The idea is similar in philos-
ophy to the block models proposed by White and others
for the analysis of social networks [21], although the re-
alization and the mathematical techniques employed are
different.)
We also define pir be the (currently unknown) fraction
of vertices in group or class r, or equivalently the prob-
ability that a randomly chosen vertex falls in r. The






θri = 1. (1)
Between them these quantities specify a network model
flexible enough to describe many different types of struc-
ture. For instance, if θri is larger than average for ver-
tices i that are themselves members of group r, the
model displays assortative mixing—the standard commu-
nity structure studied widely in previous work, with ver-
tices being connected primarily within their own groups.
Conversely, if θri is large for vertices not in r we have
disassortative or k-partite structure. And many other
more complex types of structure are possible for other
parameter choices.
The quantities in our theory thus fall into three classes:
measured data {Aij}, missing data {gi}, and model pa-
rameters {pir, θri}. To simplify the notation we will
henceforth denote by A the entire set {Aij} and simi-
larly for {gi}, {pir}, and {θri}.
The standard framework for fitting models like the one
above to a given data set is likelihood maximization, in
which one maximizes with respect to the model param-
eters the probability that the data were generated by
the given model. Maximum likelihood methods have oc-
casionally been employed in network calculations in the
past [22, 23, 24], as well as in many other problems in the
study of complex systems more generally. In the present
case, our fitting problem requires us to maximize the like-
lihood Pr(A, g|pi, θ) with respect to pi and θ, which can
be done by writing
Pr(A, g|pi, θ) = Pr(A|g, pi, θ) Pr(g|pi, θ), (2)
where










so that the likelihood is












In fact, one commonly works not with the likelihood itself
but with its logarithm:










3The maximum of the two functions is in the same place,
since the logarithm is a monotonically increasing func-
tion.
Unfortunately, g is unknown in our case, which means
the value of the log-likelihood is also unknown. We can,
however, usually make a good guess at the value of g
given the network structure A and the model parame-
ters pi, θ. More specifically we can, as shown below, cal-
culate the probability distribution Pr(g|A, pi, θ) and from
it calculate an expected value L for the log-likelihood by





































where to simplify the notation we have defined qir =
Pr(gi = r|A, pi, θ), which is the probability that vertex i
is a member of group r. (In fact, it is precisely these
probabilities that will be the principal output of our cal-
culation.)
This expected log-likelihood represents our best esti-
mate of the value of L and the position of its maximum
represents our best estimate of the most likely values
of the model parameters. Finding this maximum still
presents a problem, however, since the calculation of q
requires the values of pi and θ and the calculation of pi
and θ requires q. The solution is to adopt an iterative,
self-consistent approach that evaluates both simultane-
ously. This type of approach, known as an expectation-
maximization or EM algorithm, is common in the liter-
ature on missing data problems. In its modern form it
is usually attributed to Dempster et al. [25], who built
on theoretical foundations laid previously by a number
of other authors [26].
Following the conventional development of the method,
we calculate the expected probabilities q of the group
memberships given pi, θ and the observed data thus:
qir = Pr(gi = r|A, pi, θ) =
Pr(A, gi = r|pi, θ)
Pr(A|pi, θ)
. (7)
The factors on the right are given by summing over the
possible values of g in Eq. (4) thus:
































































where δij is the Kronecker δ symbol. Substituting













Note that qir correctly satisfies the normalization condi-
tion
∑
r qir = 1.
Once we have the values of the qir, we can use them to
evaluate the expected log-likelihood, Eq. (6), and hence
to find the values of pi, θ that maximize it. One advan-
tage of the current approach now becomes clear: because
the qir are known, fixed quantities, the maximization can
be carried out purely analytically, obviating the need for
numerical techniques such as Markov chain Monte Carlo.
Introducing Lagrange multipliers to enforce the normal-
ization conditions, Eq. (1), and differentiating, we find













j Aij is the out-degree of vertex i and we
have explicitly evaluated the Lagrange multipliers using
the normalization conditions.
Equations (10) and (11) define our expectation-
maximization algorithm. Implementation of the algo-
rithm consists merely of iterating these equations to con-
vergence from a suitable set of starting values. The out-
put of the algorithm is the probability qir for each vertex
to belong to each group, plus the probabilities θri of links
from vertices in each group to every other vertex, the lat-
ter effectively giving the definitions of the groups.
The developments so far apply to the case of a directed
network. Most of the networks studied in the recent lit-
erature, however, are undirected. The model used above
is inappropriate for the undirected case because its edges
represent an inherently asymmetric, directed relationship
between vertices in which one vertex chooses unilaterally
to link to another, the receiving vertex having no say
in the matter. The edges in an undirected network, by
contrast, usually represent symmetric relationships. In
a social networks of friendships, for instance, the edges
would typically be drawn undirected because two people
can become friends only if both choose to be friendly to-
wards the other. To extend our method to undirected
networks we need to incorporate this symmetry into our
model, which we do as follows. Once again we define θri
to be the probability that a vertex in group r “chooses”
to link to vertex i, but we now specify that a link will
4be formed only if two vertices both choose each other.
Thus the probability that an edge falls between between
vertices i and j, given that i is in group s and j is in
group r, is θriθsj , which is now symmetric. This proba-
bility satisfies the normalization condition
∑
ij θriθsj = 1











i θri = 1 as before.
Now the probability Pr(A|g, pi, θ) in Eq. (4) is given by













exactly as in the directed case, where we have made use
of the fact that Aji = Aij for an undirected network.
(We have also assumed there are no self-edges in the
network—edges that connect a vertex to itself—so that
Aii = 0 for all i.)
The remainder of the derivation now follows as before
and results in precisely the same equations, (10) and (11),
for the final algorithm.
EXAMPLE APPLICATIONS
For our first examples of the operation of our method,
we apply it to two small networks, one known to have
conventional assortative community structure, the other
known to have approximately bipartite (i.e., disassorta-
tive) structure. The first is the much-discussed “karate
club” network of friendships between 34 members of a
karate club at a US university, assembled by Zachary [27]
by direct observation of the club’s members. This net-
work is of particular interest because the club split in
two during the study as a result of an internal dispute
and Zachary recorded the membership of the two factions
after the split.
Figure 1 shows the best division of this network into
two groups found using the expectation-maximization
method with c set equal to 2. The shades of the ver-
tices in the figure represent the values of the variables qi1
for each vertex (or equivalently the values of qi2, since
qi1 + qi2 = 1 for all i.) As we can see the algorithm as-
signs most of the vertices strongly to one group or the
other; in fact, all but 13 vertices are assigned 100% to
one of the groups. Thus the algorithm finds a strong
split into two clusters in this case, and indeed if one sim-
ply divides the vertices according to the cluster to which
each is most strongly assigned, the result corresponds
perfectly to the division observed in real life (denoted by
the shaded regions in the figure).
But the algorithm reveals much more about the net-
work than this. First, where appropriate it can return
probabilities for assignment to the two groups that are
not 0 or 1 but lie somewhere between these limits, and
for 13 of the vertices in this network it does so. For some
FIG. 1: Application of the method described here to the
“karate club” network of Ref. [27]. The two shaded regions
indicate the division of the network in the real world, while
the shades of the individual vertices indicate the decomposi-
tion chosen by the algorithm. Sizes of the vertices indicate the
probabilities θ1i for each vertex to be connected to vertices in
the left group.
of these 13 vertices the values of qir are still very close to
0 or 1, but for some they are not. Inspection of the figure
reveals in particular a small number of vertices with in-
termediate shades of gray along the border between the
groups. There has been some discussion in the recent
literature of methods for divining “fuzzy” or overlapping
groups in networks [17, 28, 29, 30]: rather than dividing
a network sharply into groups, it is sometimes desirable
to assign vertices to more than one group. The present
method accomplishes this task in an elegant and rigorous
fashion. The values of qir spell out exactly which group
or groups each vertex belongs to and in what proportions.
The algorithm also returns the distributions or prefer-
ences θri for connections from vertices in group r to each
other vertex i. For instance, in Fig. 1 we indicate by the
sizes of vertices the distribution θ1i of connections from
vertices in group 1, which is the left-hand group in the
figure, to each other vertex. As we can see, two vertices
central to the group have high connection probabilities,
while some of the more peripheral vertices have smaller
probabilities. Thus the values of θri behave as a kind of
centrality measure, indicating how important a particu-
lar vertex is to a particular group. This could form the
basis for a practical measure of within-group influence or
attraction in social or other networks. Note that in this
case this measure is not high for vertices that are central
to the other group, group 2; the measure is sensitive to
the particular preferences of the vertices in just a single
group.
We can take the method further. In Fig. 2 we show
the results of its application to an adjacency network
of English words taken from Ref. [17]. In this network
the vertices represent 112 commonly occurring adjectives
and nouns in a particular body of text (the novel David
Copperfield by Charles Dickens), with edges connecting
any pair of words that appear adjacent to each other at
any point in the text. Since adjectives typically occur
next to nouns in English, most edges connect an adjec-
5FIG. 2: The adjacency network of English words described
in the text. The two shaded groups contain adjectives and
nouns respectively and the shades of the individual vertices
represent the classification found by the algorithm.
tive to a noun and the network is thus approximately
bipartite. This can be seen clearly in the figure, where
the two shaded groups represent the adjectives and nouns
and most edges are observed to run between groups.
Analyzing this network using our algorithm we find
the classification shown by the shades of the vertices.
Once again most vertices are assigned 100% to one class
or the other, although there are a few ambiguous cases,
visible as the intermediate shades. As the figure makes
clear, the algorithm’s classification corresponds closely to
the adjective/noun division of the words—almost all the
black vertices are in one group and the white ones in the
other. In fact, 89% of the vertices are correctly classified
by our algorithm in this case.
The crucial point to notice, however, is that the algo-
rithm is not merely able to detect the bipartite structure
in this network, but it is able to do so without being told
that it is to look for bipartite structure. The exact same
algorithm, unmodified, finds both the assortative struc-
ture of Fig. 1 and the disassortative structure of Fig. 2.
This is the strength of the present method: it is able to
detect a wide range of structure types without knowing
in advance what type is expected. Other methods, such
as modularity optimization [17], are able to detect both
assortative and disassortative structures, but separate al-
gorithms must be used in each case, in effect requiring us
to stipulate ahead of time what we are looking for.
To emphasize this point further, consider Fig. 3, in
which we show the results of the application of our
method to a set of computer generated networks. In
this test, we generated networks of fixed size n = 128,
divided into two groups of 64 vertices each. Edges were
placed between pairs of vertices in the same group with
probability pin and between pairs in different groups with
probability pout. We then varied the ratio pout/pin of the
two probabilities, while keeping the mean degree of all
vertices fixed, in this case at 16. When pout/pin takes
values below 1, we thus produce a network with assor-
tative mixing, while for values above 1 the network is
disassortative.
The figure shows how successful (or unsuccessful) our
algorithm is in detecting the known groups in these net-
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FIG. 3: Results of the application of three algorithms to a
set of computer generated networks with two groups each.
The horizontal axis varies the structure of the networks from
assortative to disassortative, while the vertical axis indicates
the success of the algorithms at detecting the groups, as mea-
sured by the mutual information index of Danon et al. [12].
Each point is averaged over 100 network realizations.
works, as quantified using the mutual information index
of Danon et al. [12], which is 1 when the groups are identi-
fied perfectly and 0 when there is no correlation between
the true groups and those found by the algorithm. The
circles (•) in the figure show the results for our algorithm
and as we can see the algorithm successfully detects the
known groups for values of pout/pin both above and be-
low 1, i.e., for both assortative and disassortative cases.
When the ratio is close to 1, meaning that edges are
placed without regard for the group structure, then, un-
surprisingly, the algorithm is unable to detect the groups,
since the network contains no signature of their presence.
The two other curves in the figure show the per-
formance of the spectral modularity maximization
(squares ) and minimization (triangles N) algorithms
of Ref. [17], which are designed specifically to detect as-
sortative and disassortative structure respectively. Two
interesting features deserve comment. (1) The special-
ized spectral algorithms slightly out-perform our maxi-
mum likelihood method on the tasks for which they were
designed—they are able to detect structure for values of
pout/pin closer to 1. This is not surprising: the spec-
tral algorithms are, in a sense, given more information
to start with, since we tell them what type of structure
to look for. The maximum likelihood algorithm on the
other hand is told very little about what to look for and
has to work out more for itself. (2) On the other hand,
the modularity-based algorithms fail to detect any struc-
ture outside their domains of validity. The modularity
maximization method is incapable of detecting the dis-
assortative structure present for pout/pin > 1, and the
minimization method is similarly incapable of detecting












FIG. 4: The four-group network described in the text, which
has assortative mixing with respect to the split AB/CD but
disassortative mixing with respect to the split AC/BD. (The
probability of edges between groups A and B and between
groups C and D in this network is 3 times as great as the
probability of other edges.) The shapes of the vertices indicate
the groups found by our method, which correspond closely to
the original groups used to create the network, denoted by
the dashed boxes.
the present method, as a flexible technique that detects
whatever type of structure is present, rather than being
focused on answering one specific question.
Lest we give the impression, however, that the point
of our method is solely to detect simple assortative and
disassortative mixing in networks, let us give one more
example. In Fig. 4 we show a computer-generated net-
work composed of four groups whose connection patterns
are neither purely assortative nor disassortative. In this
network we have given a high probability of connection
to edges that run between groups A and B, and between
groups C and D. All other pairs have a lower probabil-
ity of connection. In effect, this network is assortative
with respect to the division between AB and CD, and
disassortative with respect to the division between AC
and BD. As the figure shows, however, our method with
c = 4 has no difficulty detecting this more complex struc-
ture: the shapes of the vertices show the division found
by the method, which corresponds well with the known
structure. Moreover an examination of the final values
of the model parameters θ tells us exactly what type
of structure the algorithm has discovered. In principle,
considerably more complex structures than this can be
detected as well.
CHOICE OF NUMBER OF GROUPS
In the examples of the previous section, the number
of clusters c was deliberately chosen to correspond to
the known number of groups of vertices in each network.
Often, however, this number is not known. How should
we proceed in the latter case? This question arises in
other applications of mixture models and a number of
approaches have been developed, although none seems to
work perfectly in all situations [31]. Most are based on
maximization with respect to c of the marginal likelihood,




Pr(A, g|pi, θ, c) Pr(pi, θ|c) dpi dθ. (14)
Unfortunately, the integral cannot normally be com-
pleted in closed form, but we can derive an approximate
result by using a saddle-point expansion in which we rep-
resent lnPr(A, g|pi, θ, c) by its expected value, Eq. (6),
and then expand to leading (i.e., quadratic) order about
the position p˜i, θ˜ of the maximum found by our iterative
algorithm. Assuming a prior probability Pr(pi, θ|c) on
the model parameters that varies slowly about the maxi-
mum, we can perform the resulting Gaussian integrals to
derive an expression for Pr(A, g|c) in terms of the value
at the maximum and the determinant of the correspond-
ing Hessian matrix. This expression is still difficult to
evaluate because we do not normally know the Hessian,
but Schwarz [32] has suggested that in cases where the
system size n is large, it may be acceptable to drop terms
below leading order in n, which gets rid of the terms in-
volving the Hessian. In the present case, this results in
an expression for the marginal likelihood thus:
lnPr(A, g|c) ≃ L− 1
2
cn lnm, (15)
where m is the number of edges in the network and L
is given by Eq. (6). Within this approximation, the cor-
rect choice for the number of components c is the one
that maximizes this expression. This approximation is
not always a good one, however, since it discards terms
that may be only slightly smaller than the dominant
terms. (Terms O(n lnm) are retained while terms O(n)
are dropped.) In practice, it is often found to err on the
conservative side, underestimating the appropriate num-
ber of groups. Akaike [33] has proposed an alternative
and less conservative criterion, which in our nomencla-
ture is equivalent to maximizing L − cn, and we have
found this to give better results in some cases. A more
detailed discussion of these developments is given else-
where (Leicht and Newman, in preparation).
CONCLUSIONS
In this paper we have described a method for ex-
ploratory analysis of network data in which vertices are
7classified or clustered into groups based on the observed
patterns of connections between them. The method is
more general than previous clustering methods, making
use of maximum likelihood techniques to classify vertices
and simultaneously determine the definitive properties
of the classes. The result is a simple algorithm that
is capable of detecting a broad range of structural sig-
natures in networks, including conventional community
structure, bipartite or k-partite structure, fuzzy or over-
lapping classifications, and many mixed or hybrid struc-
tural forms that have not been considered explicitly in
the past. We have demonstrated the method with ap-
plications to a variety of examples, including real-world
networks and computer-generated test networks. The
method’s strength is its flexibility, which will allow re-
searchers to probe observed networks for very general
types of structure without having to specify in advance
what type they expect to find.
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