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The Virtual Microscope is being designed as an inte-
grated computer hardware and software system that gen-
erates a highly realistic digital simulation of analog, me-
chanical light microscopy. We present our work over the
past year in meeting the challenges in building such a sys-
tem. The enhancements we made are discussed, as well
as the planned future improvements. Performance results
are provided that show that the system scales well, so that
many clients can be adequately serviced by an appropri-
ately configured data server.
1 Introduction
The Virtual Microscope system provides the ability to ac-
cess high power and high resolution digital images of
entire histopathology slides, assemble individual image
panes into a seamless composite, store the image data into
a specially tailored database, and sample the dataset for
display onto a local or remote client. The display sys-
tems are designed to emulate, as much as possible, the
actual movement of a slide across a stage, including short
latencies between movement and focus or between objec-
tive change and focus. In this paper, we concentrate on
how the system manipulates and displays high power, high
resolution histopathology datasets.
The Virtual Microscope employs a client/server archi-
tecture. The client software runs on an end user’s PC or
workstation, while the database software for storing, re-
trieving and processing the microscope image data runs
on a variety of platforms. The database software can run
on a PC at the end user’s site, or on a potentially remote
high performance parallel or distributed computer. The
database software is further decomposed into two parts –
a frontend process that accepts queries from clients and
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Figure 1: 2x3 slide scan showing prostate tissue at 200x
slide image data required to satisfy a query, and return the
data to the client. In an earlier paper [1], we discussed in
detail the original design of the system, and described sev-
eral of the challenges in meeting the system requirements.
In this paper, we discuss the redesign of the various com-
ponents to enable concurrent access by multiple users to a
slide database with reasonable response time. We also de-
scribe additional functionality that we plan to incorporate
into the system, including both enhancements for ease of
use and for modes of behavior that are not possible with a
conventional physical microscope.
The main difficulty in providing Virtual Microscope
functionalityis efficiently dealing with the extremely large
quantities of data required to represent a large collection of
slides. For example, using a digitizing microscope avail-
able at Johns Hopkins Hospital, the scan of a single spot
produces a grid of 1000x1000 pixels, and many scans are
required to cover the entire slide. In practice, digitizingthe
specimen shown in Figure 1 at 200x magnification (real
cases will require much higher power) requires approxi-
mately 70x50 scans, which amounts to several GBytes of
data for a single focal plane, and many specimens require
multiple planes.
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Telepathology imaging is the process of examining
specimens remotely, of which there are two forms: static
and dynamic [2]. In dynamic mode, the remote pathology
consultant can control the stage and actively select the im-
age to be viewed. In static mode, the referring pathologist
captures a small set of images to be transmitted to the
consultant. A variety of static, dynamic and hybrid forms
of telepathology have been demonstrated [3, 4]. In these
terms, the Virtual Microscope is best described as a form
of completely digital dynamic telepathology.
The Virtual Microscope represents a larger class of ap-
plications that involve browsing large multi-dimensional
datasets, for example analyzing remote sensing data or vi-
sualizing the output of a scientific simulation. A common
characteristic of these applications is compact requests for
data, with resulting data replies that can be several orders
of magnitude larger. Moreover, the amount of data pro-
cessed by the server in order to produce the reply can be
much larger than the reply itself. We are building a set
of database services for applications with these charac-
teristics, within our Active Data Repository project [5].
The Virtual Microscope system will then effectively be-
come one customized instance of a database system im-
plemented with the Active Data Repository services.
2 Modifications and enhancements
Communication Protocols As the set of Virtual Micro-
scope system components grew and became more com-
plex, we recognized the need for well-defined communi-
cation protocols between the different parts of the system.
There are two distinct protocols - one between the client
and the server frontend and one between the server fron-
tend and backend processes. The client/server protocol
describes how clients interact with the frontend and back-
end processes of the server. The second protocol is the
internal interface used by the server to communicate be-
tween the frontend and backend processes.
From the point of view of a client, the system works
as shown in Figure 2. The client sends a Client Query
(CQ) packet to the server frontend process. The frontend
process sends a Client Query Acknowledge (CQA) to the
client indicating the number of backend processes that will
be sending replies for the query. A Reply (R), contain-
ing the image data requested, is sent by each participating
backend process to the client. The internal server opera-
tion, also shown in Figure 2 starts with a set of incoming
CQ’s. These queries are transformed into Front Queries
(FQ) and sent to the participating backend processes. The
backend processes receive the FQ’s, read the data from
disk, and send R’s to the client indicated in the FQ packet.
This detailed protocol specification has allowed us to
independently develop new implementations of parts of










Figure 2: Client Query Control Flow
new client implementations and additional middle-ware
implementations (located in the control path between a
client and a server), while assuring interoperability with
the other components in the Virtual Microscope system.
Client The Virtual Microscope clients are image
browsers, with which users can select a slide and navi-
gate through it. After selecting a slide, a user receives a
thumbnail image, which is a low-resolution overview. A
slide can be viewed at any of several available magnifica-
tions. A user has two ways of moving through the slide.
She can either drag the view box, as shown in Figure 3,
across the overview image, or use the fine control buttons
to move the view a small amount in any of the four possible
directions. When the control buttons are used, the client
will only request the data that is not already being viewed,
resulting in smaller requests than for dragging actions. In
response to the user’s actions, queries are generated by the
client and sent to the server.
The prototype client implemented in Java [6], as de-
scribed in [1], now provides two separate windows, one
for the control panel and one for the display panel. In this
way the user can easily resize the display area. Figure 3
shows a screenshot of the new Java client. The functional-
ity as perceived by the user is the same as in the prototype,
except that the display window is continuously updated
when the user is panning through the image. To accom-
plish fast panning, we employ a thumbnail image that is
larger than the one displayed in the control window. The
client scales the thumbnail on the fly to update the display
area, while the user is scanning the slide. Once the user
stops dragging and releases the mouse button, a query is
generated to the server, and the display area is updated
with the full image data from the server. We used the
standardized protocol described earlier in the new client.
We have also written a Microsoft Windows client using
Visual C++ that presents the same user interface as the
Java client. The purpose of building this second client
is twofold. First, we wanted to test the correctness and
robustness of the standardized protocol by implementing
a completely different client using the same protocol, and
the C++ client exposed flaws in the design and imple-
mentation of the protocols. Second, we wanted to see the
performance benefits that might be gained from a compiled
client as opposed to the interpreted Java client. We have
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Figure 3: Virtual Microscope client user interface
not yet been able to quantify the performance benefits, but
will do so in the future.
Server There have been many changes to the Virtual
Microscope server in the past year. We briefly mention
two of them. First, the prototype Java network server was
rewritten in C for performance reasons, and is now called
the server frontend process. Second, the frontend pro-
cess no longer stitches together the multiple image blocks
that are returned from the server backend processes into
the image requested by the client. Instead, the backend
processes communicate directly with the clients, and the
client does the stitching, eliminating a major bottleneck
on the critical data path for returning data to the clients.
In the server backend processes, we intended to use
wavelet compression techniques [7] to efficiently store and
retrieve data from disks. However, there are several prob-
lems associated with a naive use of wavelet compression
techniques, the most important being the artifacts that can
be generated at the boundaries of each chunk of the image
that is stored independently (the image data is blocked to
utilize the bandwidth available from multiple disks in the
system). In order to effectively use wavelet compression
to store the data, much care and effort will have to be put
into the implementation of the compression technique, so
we have deferred compressing the data.
Web interface The Virtual Microscope client is in-
tended to be used to access slide data remotely over the
World Wide Web (WWW). Our initial implementation of
this functionality allows the client to act as a helper appli-
cation for a web browser. Therefore, a user viewing a web
page containing slide thumbnail images can start the Vir-
tual Microscope client by simply clicking on a hyperlink,
assuming that the client is installed on the user’s machine.
Both versions of the client can be used as helper applica-
tions: the Java client runs on any platform that has a Java
environment installed and the C++ Windows application
runs on any PC running Windows95 or WindowsNT. An
example of a web page with several sample slides is shown
in Figure 4. While our current implementation requires
Figure 4: Sample Virtual Microscope slide set web page
the client to be installed on the user’s machine before
accessing a web page, we are creating an applet version
of the Java client. This version will then be able to be
downloaded and executed as a direct result of activating
the hyperlink for a slide. This model of execution avoids
many of the version control problems inherent in having
the client installed on the user machine, by allowing each
web site to also provide the current version of the client
Java code along with access to data on that server.
3 Server performance
Performance evaluation of the Virtual Microscope focuses
primarily on two metrics. Since it is a highly interactive
system, the first order concern is how quickly the sys-
tem responds to a request from any client. We call this
measure client response time. A second order concern is
how well the system utilizes its available resources. This
indicates how well the system will perform as the num-
ber of clients is increased. Therefore our second metric,
of more concern to a system designer and implementer,
is server utilization, which measures how effectively the
system is utilizing the available computational, storage,
and network resources.
The client driver The first step towards running exper-
iments with the Virtual Microscope server is building a
driver program that is capable of emulating the behavior
of multiple users running the Virtual Microscope client.
We first collected event traces from an experienced user
working with the system. Based on those traces we pro-
duced a statistical high level model of user behavior.
In our model, the user begins at the top left portionof the
slide, at low power, and follows a regular scanning pattern
over the slide, which can be either top to bottom or left
to right. No queries are generated during this scan, since
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Figure 5: Average normalized response time at each client
image generated on the client from local memory. When
the user reaches an interesting region of the slide, she stops
scanning, and a query at low magnification is generated
for that region. The user will then zoom in (increase
magnification) and pan around that region for some time,
before returning to the standard scanning pattern.
The speed at which the user scans through the slide,
how long the user stays in a given region of the slide
(which models users think time), and what magnifications
users use are all parameterized in our model. Therefore,
we can easily simulate different types of users, essentially
performing the same task.
Results For the experiments, the server frontend process
and all backend processes were run on the Maryland IBM
SP-2 parallel computer. Each backend process ran on a
separate processor and only accessed data residing on the
disks attached to that processor. Each client driver ran
on a separate Digital Alpha workstation, and client/server
communication is over a 10Mb/sec Ethernet.
We collected the response time for each request from
the client driver program. Figure 5 summarizes the results.
The response time, give in seconds per megabyte (s/MB),
is normalized by the size of the query (query size is a
measure of how much data has to be processed to answer
to the query) and then averaged over all queries for that
configuration of client and server processes. The average
response time is shown on the z-axis for each combination
of number of clients and number of backend processes.
As the number of clients generating queries to the server
increases, the number of server processes (and the number
of available disks) has to increase or client response time
suffers. The figure shows that the worst response time cor-
responds to many clients serviced by one backend process
and the best response time corresponds to one client being
served by many backend processes.
In addition to client response time, we were also in-























Figure 6: Average utilization of the backend processes,
with curves for different numbers of backend processes
server machine. We measured the server utilization factor,
which is the ratio between the time the server spends doing
useful work and the total run time of a set of queries. Fig-
ure 6 shows the average utilization for all backend server
processes as the number of clients is varied. A server with
only a single backend process is almost fully utilized with
a small number of clients. As we increase the number
of backend processes (and correspondingly the amount
of available resources), we see that the overall utilization
drops, implying that more clients can be supported with
reasonable response time. This result justifies our effort
in parallelizing the server.
4 Future plans
In this section we consider what can be done to improve the
system in various ways. Some improvements are to make
the Virtual Microscope operate more closely like a physi-
cal microscope, while others are to enable operations that
are not possible with a traditional physical microscope.
4.1 Usability enhancements
Given our model of client usage, we analyze how the
speed at which the sweeping progresses varies due to the
content of the slide at the current location. The amount of
image data visually processed by the user is lower when
sweeping quickly than for sweeping slowly. The idea is
that interesting areas can be easily spotted while sweeping
at a higher speed. Once an interesting area is identified,
sweeping slows down or even stops to increase the amount
of perceivable image data. Once the closer examination
at higher magnifications is finished, the magnification is
reduced and sweeping continues.
A common complaint for the current implementation
of the Virtual Microscope is that it takes too long for
the full resolution image to be displayed, and that the
image appears blocky while dragging. We examine two
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approaches to alleviate these problems, while at the same
time addressing the physical microscope usage pattern.
Both are a form of speculative prefetching, where the
system tries to guess future queries to ensure that image
data is already present at the client when needed.
Higher resolution thumbnail The main problem with
a blocky thumbnail image is the resolution is too low.
Increasing the thumbnail resolution is not an attractive
solution because it requires the client to hold the larger
thumbnail in memory. A better scheme would hold only
the currently relevant portions of the thumbnail in client
memory. A method for doing that would be to request
compressed blocks from a higher resolution thumbnail
store on either the server or the local client disk.
Streaming Streaming involves continuously querying
the server for the portion of the slide that is just beyond
view in the current sweep direction. Based on the position
and directed velocity of a client, the server must decide
what image data to send, and at what resolution. Spatially,
it is clear that the portion of the image ahead of the current
position along the path of the directed velocity is a good
choice. In addition, the magnitude of the velocity vector
can be used to determine the resolution of the image data
that should be returned. With fast sweeping the amount of
data that can be visually processed by the user is smaller,
so low resolution image data is adequate. Conversely, for
slow sweeps high resolution image data would be returned.
4.2 Functionality enhancements
Image Analysis Histologic image analysis [8] com-
prises morphometry, densitometry and neural networks.
Programs designed to carry out the relevant analyses can
be run on the Virtual Microscope server. All these analyses
embrace quantitative mathematical descriptions of histo-
logic features of tissues with differing methods or rules
for interpretation. The morphometric and densitometric
descriptions can be subjected to a rule-based expert sys-
tem analysis using a neural network. After creating a set
of rules, the network is trained on case material and errors
in predicted outcome are weighted and used to retrain the
system. In anatomic pathology this technique has been ap-
plied in cytopathology, specifically in exfoliative cervical
cytology where it is approved for re-screening.
The marriage of high end image processing and high
end computational capacity constitutes a very powerful re-
search tool. A system of this type can be used to carry out
multiple-antibody, simultaneous, quantitative tissue im-
munohistochemistry. The current state of the art largely
consists of qualitative evaluations and only allows for sin-
gle or at most doubly labeled histologic sections. Ad-
ditionally, three-dimensional reconstruction of tissue sec-
tions characterized by a series of confocal planar micro-
graphs taken through a three dimensional tissue specimen
will be possible.
Exposing client activity We plan to instrument the
client so that it can inform the the server about exactly
what section of the slide is being viewed and where the
user has pointed the mouse. Certain regions of the slides
will also be marked and categorized as tumors or other
growths. The combination of these two additional features
will allow the server to give feedback about the sections
of the slides that users are viewing. This will work in a
similar fashion to image maps on web pages. These fea-
tures will be used in an educational context, where users
could be asked to find a tumor or certain growths on a
slide, and the server can provide feedback to users about
their performance on a particular task, including giving
hints about how to go about performing the task.
5 Conclusions
We have presented the features of the Virtual Microscope
system that been changed and enhanced since we com-
pleted our original prototype. We have provided evi-
dence that shows the redesigned system scales well, in
that adding more processing power (and corresponding
disk storage) to the server allows the system to serve more
clients with reasonable response time.
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