Fractional factorial designs with n treatments for 2 m factorial experiments are considered to identify a class of ð m 2 Þ models with the common parameters representing the general mean and the main effects while the uncommon parameter in each model represents a two factor interaction. A new property P g ðv 1 ; …; v g Þ of designs is introduced in this context to least squares estimate the uncommon parameters in g groups of models so that the estimates of v i such parameters in the ith group have a common variance (CV), where g is an integer satisfying 1≤g≤ð
Introduction
Fractional factorial experiments are used for scientific experiments to investigate the dependence of a response variable on a number of factors. Not all but a few factors may interact with each other. Sufficient evidence may not be available in advance to identify these interacting factors. The objective of this paper is to determine the efficient fractional factorial plans for this purpose.
In the study of dependence of a response variable on m factors each at two levels, the possible models considered are
where y is a column vector of n observations on the response variable; j n (n Â 1) is a column vector with all elements unity; β 0 is an unknown parameter representing the general mean; X 1 (n Â m) and X 2i (n Â 1) are matrices known from the design; β 1 (m Â 1) is the vector of fixed unknown parameters representing the main effects; β 2i is a fixed unknown parameter representing the ith two-factor interaction effect; and s 2 is an unknown parameter. It is assumed for the identification of all models in (1) that Rank½j n ; X 1 ; X 2i ¼ m þ 2; and n≥m þ 2; i ¼ 1; …; m
The models in (1) with the conditions in (2) can be expressed as 
The rank condition in (2) is equivalent to jX′ ðiÞ X ðiÞ j 40 and it requires n≥m þ 2. Denote X 01 ¼ ½j n ⋮X 1 . Observe that 1 s 2 Varð b β 2i Þ ¼ jX′ 01 X 01 j jX′ ðiÞ X ðiÞ j :
Clearly Varð b β 2i Þ is finite if and only if jX′ ðiÞ X ðiÞ j4 0. The ð m 2 Þ models in (1) have the common parameters β 0 and β 1 . Two models M i and M i′ have the uncommon parameters as β 2i and β 2i′ . The uncommon parameters play a critical role in discriminating between two models (Srivastava, 1975 (Srivastava, , 1977 . Note that Varð b β 2i Þ is the last diagonal element of Varð b β ðiÞ Þ in (3). When we do not have any a priori information about the uncommon parameters in the possible models, we may want to estimate them with equal precision or equivalently having a common variance (CV) for Varð b
Definition 1. A design is said to be a CV design if the variances Varð b
The notion of CV design is a new concept. A good CV design should minimize this common variance to achieve the efficient model discrimination. We now introduce the concept of optimum CV (OPTCV) designs to minimize this common variance. For fixed values of n and m, we consider the class of all possible CV designs D n;m .
Definition 2. A design d
n in D n;m is said to be an OPTCV design if it provides the smallest common value of Varð b
While there are many optimum designs using different optimality criteria (Atkinson et al., 2007; Fedorov, 1972; Kiefer, 1959; Läuter, 1974; Pukelsheim, 1993; Srivastava, 1977) , the notion of OPTCV design is again a new concept. By design we mean a fraction of all possible 2 m treatments for m factors each at two levels in a completely randomized design with equal or unequal replications of treatments. The role of design is twofold: First to achieve the common variance for the uncommon parameters and then to minimize this common value of their variance. The goal of this paper is to characterize the two-fold role of design and then present such designs for some values of m and n. Srivastava (1977) introduced the optimality criterion functions AD, AT, AMCR, GD, GT, and GMCR for designs to identify and discriminate a class of models. The criterion functions AD, AT, and AMCR are the arithmetic means of determinants, traces, and maximum characteristic roots of Varð b β ðiÞ Þ in (3). The criterion functions GD, GT, and GMCR are the geometric means of the same. Shirakura and Ohnishi (1985) considered AD optimal designs for a 2 m factorial experiment, Ghosh and Tian (2006) presented optimum designs with respect to the criterion functions AD, AT, AMCR, GD, GT, and GMCR. The new criterion function OPTCV in this paper is based on Varð b β 2i Þ which is only the last diagonal element of Varð b β ðiÞ Þ. Although the paper introduces the new property P g ðv 1 ; …; v g Þ for a positive integer g, the CV designs have the property P 1 ðv 1 Þ as can be seen from Definition 1 and the OPTCV designs are all CV designs with a special optimality property given in Definition 2. The designs presented in this paper are all for 2 m factorial experiments because of the property P 1 ðv 1 Þ. For a general s m factorial experiment with the m factors each at s levels (s≥3) or an even more general s
experiment with at least one s i ≥3, the property P g ðv 1 ; …; v g Þ with g 4 1 is needed and consequently demands a special attention particularly for obtaining the optimal designs which is beyond the scope of this paper. The characterizations of CV and OPTCV designs given in this paper provide the general construction methods ready to be checked by a computer.
There are some clear advantages of considering the models in (1) as possible models over the model with all interactions terms present or even the models with the subsets of interactions present. The identification of and discrimination among the bigger models than the models in (1) require more treatments, increasing the size of the experiment as well as the cost and time of the investigation. While fitting the models in (1), a few interactions may emerge as much stronger than others. By fitting a model that includes only the stronger interactions and screening out the other weaker interactions, these interactions can be further investigated.
The paper is organized as follows. Section 2 introduces the property P g ðv 1 ; …; v g Þ of designs. Section 3 presents the characterizations of property P 1 ðv 1 Þ and CV designs. Section 4 with its four subsections obtains the CV and OPTCV designs. Section 5 draws conclusions on the findings of the paper.
Property
2 Þ may or may not be all identical for a design. We denote the number of distinct Varð c β 2i Þ by g, 1≤g≤ð m 2 Þ. When g ¼1, the variances are all equal which is a desirable characteristic of a design for the model discrimination and giving a CV design from Definition 1. However, not all designs will have this desirable characteristic. In view of this realization, we first present a new property of designs.
Definition 3. A design is said to have the property P g ðv 1 ; …; v g Þ for a positive integer g if the ð m 2 Þ models in (1) can be divided into g groups so that, for the uth group consisting of v u models, u ¼ 1; …g, the expressions of Varð c β 2i Þ are all identical to each other but the common expressions of variance are different for the u th 1 and u th 2 groups, u 1 ; u 2 ¼ 1; …g; u 1 ≠u 2 .
In the above definition
Example 1. The design d 1 which is the design D 4:1 for m¼4 and n ¼8 in Ghosh and Tian (2006) , has the property P 2 ð3; 3Þ with the common variance in the two groups 0.136 s 2 and 0.188 s 2 , respectively.
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Example 2. The design d 2 for m ¼4 and n ¼8 is an orthogonal array of strength 3. Denoting the four factors by A, B, C, and D, the defining relation of this fraction is expressed as ABCD ¼−I.
The design d 2 has the property P 1 ð6Þ with the common variance 0.125 s 2 . Out of 4954 designs with n ¼8 satisfying the conditions (2), the only non-isomorphic design d 2 has the same value of Varð c β 2i Þ for i ¼ 1; …; 6.
3. Characterizations of property P 1 ðv 1 Þ and CV designs
It follows from Definitions 1 and 3 that a CV design has the property P 1 ðv 1 Þ and vice versa. We denote the determinant of the matrix X′ ðiÞ X ðiÞ by jX′ ðiÞ X ðiÞ j. The results below are true. For the design d 3 , the vectors of eigenvalues of X′ ðiÞ X ðiÞ are (16, 16, 4, 4, 4, 4, 1) and (16, 10.8706742, 9.5102687, 4, 4, 4, 0.6190571) for i ¼ 2; …; 10 but interestingly jX′ ðiÞ X ðiÞ j ¼ 65; 536 for i ¼ 1; …; 10. The design d 3 therefore has the property P 1 ðv 1 Þ and is a CV design by Theorem 1 although the condition of Corollary 1 does not hold.
Example 4. The design d 4 given below is the design D14 for m¼5 and n ¼12 in Ghosh and Tian (2006) .
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The 10 vectors of eigenvalues of X′ ðiÞ X ðiÞ for i ¼ 1; …; 10 are all identical to (16.8989, 16, 12, 12, 12, 8, 7 .1010) with the common value of jX′ ðiÞ X ðiÞ j as 26,542,080. The conditions of both Theorem 1 and Corollary 1 hold for the design d 4 and therefore it is a CV design.
The complement of a design d, denoted by d, is obtained by interchanging the high and low levels of m factors or in other
Corollary 2. A design d has the property P 1 ðv 1 Þ and is a CV design if and only if its complement d has the same property and is also a CV design.
We now present the definition of a balanced array with 2 symbols, n rows, m columns, strength t, and index set ðμ t 0 ; μ t 1 ; …; μ t t Þ (Srivastava and Chopra, 1973) . Let b be a (1 Â t) row vector with elements −1 and 1, and wt(b) be the number of 1's in b. For an (n Â t) matrix T 0 with elements −1 and 1, we define λðb; T 0 Þ as the number of times b appears as a row of T 0 .
Definition 4. A balanced array with 2 symbols, n rows, m columns, strength t, and index set ðμ It can be seen that n ¼ ð
A balanced array is said to be of "full strength" if t¼m (Srivastava and Chopra, 1973) . A balanced array becomes an orthogonal array when μ
A balanced array exists for all values of n but an orthogonal array exists only for special values of n. For a given n, there are many possible balanced arrays. Corollary 3. A design which is a balanced array of full strength and satisfies the rank conditions (2), has the property P 1 ðv 1 Þ and is a CV design.
Corollary 4.
A design which is a balanced array of strength 3 and satisfies the rank conditions (2), has the property P 1 ðv 1 Þ and is a CV design.
Example 5. For m ¼4 and n ¼9, we consider the design d 5 which is the design D5 in Ghosh and Tian (2006) . An orthogonal array of strength 3 is a special balanced array of strength 3 and therefore has the property P 1 ðv 1 Þ and is a CV design. Example 2 presents such an orthogonal array of strength 3 which is a CV design.
It can be seen from Rao (1973) and Ghosh et al. (2007) 
where P 01 ¼ X 01 ðX′ 01 X 01 Þ −1 X′ 01 is a projection matrix. The result below immediately follows from (4).
Theorem 2. A design has the property P 1 ðv 1 Þ and is a CV design if and only if X′ 2i P 01 X 2i ¼ constant for i ¼ 1; …; ð m 2 Þ.
CV and OPTCV designs
It follows from Theorem 2 that an OPTCV design maximizes the common value of jX′ ðiÞ X ðiÞ j or equivalently minimizes the common value of X′ 2i P 01 X 2i . In (4) X′ 2i P 01 X 2i ≥0 because P 01 is an idempotent matrix and hence positive semi definite. Consequently
Let J n be an (n x n) matrix with all elements unity and W ¼ ðX′ 1 X 1 −ð1=nÞX′ 1 J n X 1 Þ −1 . It can be checked (Rao, 1973) that
The matrix P 01 is idempotent. Observing that J n J n ¼ nJ n , we get P 01 J n ¼ J n P 01 ¼ J n . Consequently, the matrix ðP 01 −ð1=nÞJ n Þ is also idempotent. It can be seen from (4) 
In (7) ðX′ 2i j n Þ 2 ≥0 and X′ 2i ðP 01 −ð1=nÞJ n ÞX 2i ≥0. Hence X′ 2i P 01 X 2i ¼ 0 if and only if X′ 2i j n ¼ X′ 2i ðP 01 −ð1=nÞJ n ÞX 2i ¼ 0. We have
Using the properties of idempotent matrices and observing that X′ 2i X 2i ¼ n, we get
We consider the following situations for i ¼ 1; …; ð m 2 Þ in the subsections below:
(i) X′ 2i X 1 and X′ 2i j n are not dependent on i, (ii) X′ 2i X 1 is dependent on i but X′ 2i j n may or may not be dependent on i.
When (i) is true, X′ 2i P 01 X 2i ¼constant for i ¼ 1; …; ð m 2 Þ. Hence, by Theorem 2, the design has the property P 1 ðv 1 Þ and is a CV design. For (ii), X′ 2i P 01 X 2i may or may not change with i.
X′
The assumptions X′ 2i X 1 ¼ 0′ and X′ 2i j n ¼ c for i ¼ 1; …; ð m 2 Þ in this subsection make both X′ 2i X 1 and X′ 2i j n not dependent on i. The constant c is an integer. We first consider the situation X′ 2i X 1 ¼ 0′ for i ¼ 1; …; ð m 2 Þ to get the result below.
Proof. The proof of j′ n X 1 ¼ 0′ follows by observing the columns of X 1 represent the main effects, the column X 2i represents a 2-factor interaction effect and is obtained by element-by-element product of two columns of X 1 for two factors of the interaction effect. The proof of X′ 2i ðP 01 −ð1=nÞJ n ÞX 2i ¼ 0 follows from (6) by considering X′ 2i X 1 ¼ 0′ and
The number of −1 in X 2i cannot be n or 0 to satisfy the rank condition in (2). Hence
which becomes 1=n or in other words the equality in (5) when c¼0. We now have the result:
Theorem 4. If for some values of n and m the class of designs D n;m contains a design d n satisfying X′ 2i j n ¼ 0 and
Þ and is an OPTCV design in D n;m .
Proof. The proof is clear from (5) to (7). □ Proof. The proof follows from (6), (7) and (12). □
The result below uses the properties of orthogonal array (OA) to determine the OPTCV designs.
Theorem 6. If for some n and m the class of designs D n;m contains one or more OAs of strength t (≥3), then all the OAs of strength t (≥3) are OPTCV designs in D n;m .
Proof. Observe that jX′ ðiÞ X ðiÞ j ¼ n mþ2 and ð1=s 
The designs d ð2mÞ and d ð2mþ2Þ are balanced arrays of full strength and also OAs of strength one for all m. For m ¼4,
and is an OA of strength 3. We have for d 
The jcj has its minimum value 0 for m¼ 3, and 2 for m ¼4. 
The assumptions X′ 2i X 1 ¼ j′ n X 1 and X′ 2i j n ¼ c for i ¼ 1; …; ð m 2 Þ make both X′ 2i X 1 and X′ 2i j n not dependent on i. We get from (8)
which becomes (12) 
The design d ð2mþ1Þ in (16) has the property P 1 ðv 1 Þ and is a CV design. 4.3. X′ 2i X 1 is dependent on i
In this subsection X′ 2i X 1 is dependent on i and X′ 2i j n may or may not be dependent on i. Consider the design d ðmþ2Þ below with m factors as columns and n ¼ m þ 2 treatments as rows
The design d ðmþ2Þ is a balanced array of full strength but not an OA for m≥3. We have
and
The design d ðmþ2Þ in (18) has the property P 1 ðv 1 Þ and is a CV design.
Observation 3. The d ðmþ2Þ is a CV design and an OPTCV design in D n;m for m¼ 3 and 4 but is not an OPTCV design in D n;m for m ¼5.
Define a vector f as ð1; 1; −1; −1; −1Þ′. We present the design d
The d 
