Abstract-A new low-complexity message passing algorithm is described for decoding low-density parity-check (LDPC) codes by exchanging binary messages. The algorithm computes the local maximum-likelihood binary message (LMLBM) at each symbol node, given the combination of local channel information and partial syndrome components from adjacent parity check nodes. When channel information is quantized, the locally ML messages are pre-computed and stored in a dynamic global lookup table. The proposed algorithm uses memoryless extrinsic messages so that density evolution thresholds can be directly computed. Thresholds are obtained for regular ensembles, predicting good performance on quantized binary-input additive white Gaussian noise (biAWGN) channels.
I. INTRODUCTION

L
OW density parity check (LDPC) codes have become an important component of modern communication standards. High-performance LDPC decoders use sophisticated messagepassing algorithms, typically based on the belief propagation (BP) or min-sum (MS) algorithms [1] . To reduce the decoding complexity, various binary message passing (BMP) algorithms were developed, such as stochastic decoding (SD) [2] , [3] , Differential decoding with binary message passing (DD-BMP) [4] , and others. BMP decoders are known to provide good performance, but usually require using edge-memories that create complex dynamic behavior that is not easily analyzed [5] . Due to the presence of memory in their decoding steps, traditional analysis methods-such as the density evolution method for computing asymptotic decoding thresholds [6] -cannot be directly applied to BMP algorithms. Density evolution can only be applied to memoryless algorithms that satisfy the extrinsic message passing requirement. Approximate thresholds are computable for some BMP algorithms, but the approximation method has limitations and may not be computationally tractable for all cases [7] . In addition to BMP methods, a related class of bit-flipping algorithms has also been studied, e.g., weighted bit flipping (WBF) [8] - [10] and gradient descent bit flipping (GDBF) [11] , but these algorithms violate the requirement for extrinsic message passing.
Manuscript received May 7, 2014 ; revised October 7, 2014 ; accepted October 14, 2014. Date of publication October 30, 2014; date of current version December 8, 2014 . This work was supported by the US NSF under award ECCS-0954747, and by the Franco-American Fulbright Commission. The work also used resources of the CPER PALMYRE II, with funding from FEDER and the region of Brittany, France. The associate editor coordinating the review of this paper and approving it for publication was H. Saeedi.
C This letter presents a new low-complexity BMP decoding algorithm called locally maximum likelihood binary message passing (LMLBM). The proposed algorithm is memoryless, satisfies the extrinsic message passing requirement, and incorporates soft channel information. Density evolution thresholds are therefore obtainable for LMLBM. Some memoryless extrinsic algorithms were previously known, e.g., the Gallager-A/B methods [12] , but these do not account for soft channel information and tend to have poor performance on the additive white Gaussian noise (AWGN) channel.
The LMLBM method can be interpreted as a framework for analyzing any memoryless extrinsic BMP algorithm operating on quantized channel samples. The algorithm assumes a standard bipartite Tanner graph comprised of symbol nodes and parity-check nodes. The LMLBM parity-check nodes are comprised of XOR operations, the same as in any other BMP algorithm. In each symbol node, the LMLBM messages are determined by drawing decisions from a global look-up table (LUT) with time-varying elements. In this letter, we propose to obtain the LUT elements by computing the locally maximumlikelihood (LML) decision, given the channel information together with local extrinsic parity-checks.
The remainder of this letter is organized as follows. Section II describes the notation, derivation and formal steps of the LMLBM algorithm. Section III presents simulation results including density evolution thresholds and performance results for specific regular LDPC codes. Section IV offers conclusions.
II. DESCRIPTION OF THE LMLBM ALGORITHM
A. Notation
As is usual in the literature on LDPC codes, we let H be the m × n parity check matrix for an LDPC code of length n with m parity-checks. To simplify the presentation, in this letter we consider regular codes described by the parameters (d v , d c ), so that each column of H has exactly d v ones, and each row has exactly d c ones (the methods and results presented here should apply equally well to irregular codes). H defines a binary linear code according to the parity-check constraint, C Δ = {c ∈ F n 2 : Hc = 0}, where F 2 denotes the binary Galois field. For a given codeword c, a corresponding bipolar message is produced as x i = 1 − 2c i for i = 1, 2, . . . , n. The message x is transmitted over a binary input AWGN channel defined by the operation y = x + z, where z is a vector of independent and identically distributed Gaussian noise samples with zero mean and variance N 0 /2, N 0 is the noise spectral density, and y is the vector of samples obtained at the receiver.
The parity check matrix is associated with a bipartite graph consisting of n symbol nodes S and m parity-check nodes P. An edge exists between S i and P j if and only if h ij = 1.
The neighborhood for parity-check P j is N (j)
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M(i)
In the decoding algorithm, messages are alternately exchanged between the two layers of nodes. We write μ ij (t) ∈ {−1, +1} as the message passed from S i to P j at iteration t ∈ N. Similarly β ji (t) ∈ {−1, +1} for the message returned from P j to S i . Throughout this letter, when there is no risk of ambiguity, the dependence on t is omitted. The code's parity check conditions can be expressed as bipolar syndrome components s j (t)
A parity check node is said to be satisfied when its corresponding syndrome component is s j = +1.
B. The LMLBM Algorithm
We assume that the channel information y i is quantized with N Q levels uniformly spaced between −Y max and +Y max , excluding zero. Samples are clipped at ±Y max . Within that range, the quantized channel sampleỹ i is given bỹ
Then the LMLBM algorithm is as follows: 1) Symbol node messages are initialized at iteration t = 0
. , n and for every j ∈ M(i).
2) The parity-check nodes compute
3) The symbol nodes compute parity-sums S ij = k∈M(i)\j β ki .The message updates are selected from a global LUT as
The LUT function is parameterized by iteration time t, i.e., the LUT elements may vary during decoding according to a pre-computed schedule. 4) Steps 2 and 3 are iterated until all parity checks are satisfied, or until an arbitrary maximum iteration limit T is reached. When decoding is terminated the decisions are computed as
The 0.5ỹ i term guarantees a decision when d v is even; this term may be removed if d v is odd. The elements of the LUT are pre-computed using the methods described in Sections II-C, II-D and II-E. Since only a single global LUT is required, in a parallel or semi-parallel architecture it can be implemented using a global wire bus, i.e., no registers are needed within the symbol nodes themselves. As an example, suppose channel samples are quantized on Q = 4 bits, hence there are 16 possible values forỹ i . Further suppose a regular LDPC code with d v = 3, then there are only three possible values for S ij (−2, 0 and +2). Then the LUT has 16 × 3 entries, which can be implemented via a single 48-bit signal. Section II-C shows that the LUT has a symmetric structure, so only half the entries (24 bits) need to be routed as a global bus to all symbol nodes. To store the dynamic LUT elements, a small register bank or ROM is needed. For the (3, 6) example code evaluated in Section III, the number of distinct LUTs is five, corresponding to storage of 120 bits. Within each symbol node, the LUT selection is implemented using three 8 : 1 multiplexors to select the LUT row corresponding toỹ k , and three 3 : 1 multiplexors to select the S ij column. The gate complexity is therefore very small.
The foregoing analysis is an approximate prediction of the implementation complexity. Although the node-level complexity of LMLBM is very small, the introduction of a global bus may add significant power consumption and other overhead. Highly efficient VLSI implementations have been demonstrated for mature BMP algorithms with application to commercial standards, e.g., [13] . Since the implementation complexity depends heavily on architectural design details, it will be necessary to produce a complete VLSI implementation to precisely compare the algorithms' complexity, power consumption and throughput.
C. Calculation of the LUT Elements
To determine the message μ ij from symbol node S i to paritycheck node P j , we compute the LML binary decision μ ij , conditioned onỹ i and the adjacent β ki , with k ∈ M(i) \ j. Assuming a binary-input AWGN channel, we obtain the probabilities forỹ i conditioned on the transmitted symbol x i : The initial μ ij messages have average error probability p e (0) = F +1 (0). In the next step, β ji messages are computed. The resulting parity-check error frequency, p c , is calculated by enumerating over events with an odd number of errors in the adjacent μ messages:
If all messages arriving at the symbol node are independent (i.e., assuming a tree-like neighborhood of the Tanner graph), then among the d v − 1 messages β ki used to generate μ ij , the number of errors e ij has a binomial distribution P r(e ij ) = B(e ij ; d v , p c ) parameterized by d v and p c . The binomial distribution is given by
Given a local estimated value x i , the number of errors is e ij =
, leading to
Then, since S ij andỹ i are conditionally independent given x i (again due to the assumption of a tree-like neighborhood), we may define a function Φ x (ỹ, S) Δ = Pr(ỹ|x) Pr(S|x). The LML decision for μ ij is then obtained from Φ x as
The results of evaluating (9) for all values ofỹ i and S ij are used to obtain the elements of the LUT described in Section II-B.
In addition, assuming theỹ i values are symmetrically quantized, the LUT is symmetric, i.e., LUT(ỹ i , S ij ) = −LUT(−ỹ i , −S ij ), therefore half the entries are computed.
D. Iterative Evolution of the LUT Elements
The LML decision depends on the message error probabilities p e and p c , which change in successive iterations. This implies that Pr(S|x) must change, hence Φ x and the LUT elements must also change with t. To calculate the residual error probability at iteration t, we define an error set E x (t)
To simplify the presentation, we assume the typical case where Pr(x = +1) = Pr(x = −1). Then at iteration t + 1 the error probability evolves to become
This result predicts the density evolution behavior used to obtain decoding thresholds, and also provides a basis for computing the time evolution of the LUTs. At each iteration, the result of (10) is substituted into (6), then propagated into (7) and (8) to obtain new LUT decisions from (9) .
E. Practical Considerations
The LUT calculations described in Section II-C and D are only valid for tree-like cycle-free neighborhoods in a large code graph. This is sufficient for obtaining density evolution thresholds. For decoding on finite-length codes, the LML results are inexact due to cycles in the code's graph. To use the LMLBM algorithm on such codes, some modifications need to be made, which are described in this subsection.
In decoding simulations, the authors observed that the measured p e often does not decrease as rapidly as predicted by (10), so that the later LUTs tend to create unstable behavior. Stability is found to be improved through three strategies. First, when computing the LUTs the evolution of p e is slowed by applying a step-size parameter γ. This means that when p e (t+1) is calculated according to (10) , the actual value substituted for p e in (6) is p * e (t + 1) = p e (t) + γ(p e (t + 1) − p e (t)), for some parameter 0 < γ < 1. The authors observed that good performance is obtained with γ in the range from 0.01 to 0.6, but the best value is code-dependent.
The second stabilizing method is to delay the LUT scheduling, so that in a given iteration t the decision is drawn from LUT(ỹ, S; τ ), where τ ∈ N is a function of t. In the simplest scheduling, we specify τ = t/K , where K ∈ N. In practice we have observed good results with K in the range from 3 to 10. During decoding, it is also possible to dynamically vary the LUT schedule by monitoring the message activity. If no μ ij messages are changed, τ is incremented early.
The final strategy is to use a stage of Gallager-A decoding following the LMLBM iterations. This allows LMLBM to be terminated early in slowly-converging cases. The Gallager-A behavior can be implemented by using a modified LUT, so it can be built into the LUT schedule without actually changing the decoding operations at the symbol node. As explained in Section III, the Gallager-A phase is beneficial in some cases, but is not always needed. 
III. SIMULATION RESULTS
This section presents results for density evolution analysis of the LMLBM algorithm, and presents bit error rate (BER) results for LMLBM on several regular codes. Source code (Matlab and C) is available online [14] .
A. Density Evolution Thresholds
The LML decision procedure used in Section II-C and D describes a density evolution procedure for computing decoding thresholds [6] . The LMLBM thresholds were computed for several regular ensembles with 4-bit quantization, and are shown in Table I. The table also 
B. BER Performance
The algorithm was evaluated on three regular LDPC codes selected from MacKay's Encyclopedia [15] . For each BER value, a minimum of 200 bit errors and 20 frame errors were observed. Simulations were performed with Q = 2, 3, and 4 bits. Improvement was not obtained for Q > 4. For comparisons, floating-point results are shown for BP and for the Normalized MS (NMS) algorithm as described in [16] , i.e., check-tosymbol messages are scaled as β ji /α, where α is the NMS normalization parameter. Results are also shown for the DD-BMP algorithm with T = 100 [4] . Hard-decision results are also shown for the Gallager-B (GB) algorithm.
The first code is PEGReg504x1008, which has been frequently used to compare performance of bit-flipping algorithms [11] . The performance results for this code are shown in Fig. 1 . An arrow is placed to indicate the LMLBM threshold. The performance is slightly better than DD-BMP, and comes within 0.5 dB of NMS (T = 5). Performance was also evaluated for a (4, 8) regular code, shown in Fig. 2 . These results add support to the prediction that LMLBM should should perform more closely to the BP performance on (4, 8) regular codes. In the waterfall region, the LMLBM algorithm is about 1.3 dB from BP performance, which is very close to the threshold difference of 1.25 dB. The last performance evaluation is for a high-rate (4, 62) regular code, shown in Fig. 3 . In this case, the LMLBM performance is about 0.8 dB away from BP when Q = 4, but is slightly worse than DD-BMP. LMLBM was found to perform very close to DD-BMP in the three cases studied. LMLBM performed slightly better than DD-BMP in the (3, 6) and (4, 8) cases, and slightly worse for the (4, 62) case.
In each of the codes studied, a different number of maximum iterations was used. Due to the stopping condition, the average number of iterations is typically less than the maximum. We may make some comparisons between LMLBM and DD-BMP when operating at similar BER values. The following comparisons are made for BERs in the range 10 −6 to 10 −5 , with Q = 4. For the (3, 6) code, LMLBM uses 5.2 compared to 4.5 iterations for DD-BMP. For the (4, 8) code, LMLBM uses 22.5 iterations compared to 20 for DD-BMP. For the (4, 62) code, LMLBM uses 6 iterations compared to 2.5 iterations for DD-BMP. In each case, the average iterations reported for LMLBM includes the iterations for the Gallager-A stage.
IV. CONCLUSION
The LMLBM algorithm approaches MS performance in the high-degree and high-rate cases, and is found to be very close to the DD-BMP algorithm in the examined cases. Since LMLBM is a true memoryless extrinsic message passing algorithm, it can be studied using techniques that are not suited for studying bitflipping decoders, DD-BMP or other BMP decoders with memory. In addition, the density evolution procedure generalizes directly for irregular degree distributions, so that they can be evaluated and optimized for LMLBM decoding. The LMLBM method is therefore of theoretical as well as practical interest.
