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Abstract To transition from control theory to real applications, it is important to
study missions such as Swarm Search and Service (SSS) where vehicles are not only
required to search an area, but also service all jobs that they find. In SSS missions,
each type of job requires a group of vehicles to break off from the swarm for a
given amount of time to service it. The required number of vehicles and the service
rate are unique to each job type. Once a job has been completed, the vehicles are
able to return to the swarm for use elsewhere. If not enough vehicles are present
in the swarm at the time that the job is identified, that job is dropped without
being serviced. In SSS missions that occur in open environments, the arrival rate
of jobs varies dynamically as vehicles move in and out of the swarm to service
jobs. Human operators are tasked with effectively planning and managing these
complex missions. This paper presents a user study that seeks to test the efficacy
and ease-of-use of a prediction model known as the Hybrid Model as an aid in
planning and monitoring tasks. Results show that the novel computational model
aid allows operators to more effectively choose the necessary swarm size to handle
expected mission workload, as well as, maintain sufficient situation awareness to
evaluate the performance of the swarm during missions.
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1 Introduction
In many anticipated applications of swarms, vehicles will work together to simul-
taneously search an area while servicing tasks (or jobs) as they appear. We call
these Swarm Search and Service (SSS) missions. In these missions, the primary
role of the swarm is to fully search and map an environment. When possible, jobs
discovered during searching must be immediately serviced to avoid potential neg-
ative consequences from occurring. For example, in the case of a swarm tasked
with searching a section of a city after a natural disaster, the primary task of the
swarm may be to search the assigned area and map any damage that has occurred;
however, available agents in the swarm should repair gas leaks, if possible, to avoid
explosions or additional infrastructure damage. Each type of job in the environ-
ment requires a different number of vehicles to service for a different amount of
time.
As vehicles move in and out of the swarm, the amount of area seen by the
swarm at any given time – coverage rate – changes dynamically. More specifically,
as vehicles are added, the swarm expands and its coverage rate increases. The
opposite is true when vehicles leave the swarm. The arrival rate also changes
dynamically as a result. Predicting how and when the arrival rates will change is
challenging due to the fact that job locations only appear when a job is within
sensing range of the swarm vehicles. This makes it very difficult for operators to
plan and manage SSS missions.
Swarm mission planning typically focuses on determining explicit paths [2] or
general policies [6] for vehicles to service the expected jobs. Little to no work has
focused on the resource allocation problem associated with determining the nec-
essary number of vehicles needed to achieve mission success. In monitoring tasks,
research has focused on how operators can manage multiple vehicles simultane-
ously to achieve the desired goal [15][20]. However, in SSS missions, it is important
to understand the swarm’s performance and any situational and environmental fac-
tors that can affect it over time. Therefore, current work must focus on developing
tools and methods to assist operators in understanding the complex relationship
between different objectives to inform better real-time decisions.
Previous work developed and validated a Hybrid Model for predicting the per-
formance of swarms during SSS missions [8]. This paper presents a user study
that explores the efficacy and ease-of-use of the Hybrid Model as an aid for oper-
ators tasked with planning and monitoring SSS missions where the arrival rate of
jobs changes dynamically. Herein, we demonstrate that the Hybrid Model’s ability
to predict the expected relationship between various mission parameters enables
operators to build a mental model of the trade-offs between different mission ob-
jectives. This enables operators to effectively assign vehicles to the swarm and
maintain sufficient situation awareness to evaluate the performance of the swarm,
as well as, identify anomalies that may arise.
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2 Related Work
2.1 Planning Interfaces
To effectively plan large scale multi-agent missions, human operators must define
mission objectives and allocate the necessary resources to the mission. In addition,
they must determine how the vehicles will carry out the necessary tasks during ex-
ecution. Regardless of what the mission is, the system’s interface design determines
the means by which the operator makes these decisions.
2.1.1 Interface Autonomy
Multi-agent mission planning interfaces range in autonomy level from manual to
autonomous. Manual interfaces require that operators manually input the mis-
sion’s area of interest, targets and step-by-step vehicle maneuvers. However, they
do abstract away the controllers necessary to accomplish the desired maneuvers
[16] [2]. Mission planning interfaces vary greatly in sophistication and scope, rang-
ing from simple path plans relying on waypoints, to plan libraries that can generate
complex multiphase plans, and cooperative planners that focus on satisfying an
objective function under operator guidance. Autonomous interfaces use a vari-
ety of frameworks to autonomously plan the paths of all the vehicles, including
Markov Decision Process frameworks [25], game theoretic [3], and integer pro-
gramming [4]. In addition, grammar-based planning [5], task-based planning [19],
behavior-based planning [37][33] and Petri Net-based planning [46] have been used
in autonomous multi-agent planning. Multi-unmanned vehicle (multi-UV) mission
planning interfaces can be divided into three general categories – path planners,
task sequencers, and resource allocators – although a single interface may address
multiple categories.
2.1.2 Path Planning
For missions with tasks requiring multiple UVs, optimal or near-optimal trajec-
tories can be computed. These tasks range from more simplistic goals such as
moving between locations [44] or searching an area [34] to more complex goals
such as patrolling [40] or assigning robots to targets [30]. Area searching tasks can
be further broken down into tasks where robots are deployed evenly [6] or they con-
verge to a rendezvous location [35]. Due to the high computational complexity for
solving these path planning problems for even a small number of vehicles, human
operators are unable to perform these calculations. Therefore, automating path
planning computations has been a major focus for mission planning researchers.
Automated path planning is widely studied and several commercial tools are avail-
able [1]. Research shows that automated path planning is necessary for applications
that require operators to supervise more than 4 UVs [15], and it results in better
performance than aiding or automating monitoring for applications like foraging,
which requires both monitoring for targets and directing UV movement [12] [23]
[29] [26]. In systems such as RoboLeader where replanning is supervised by the
operator, but initial path planning is automated, the automated path planning
was also shown to improve performance without a loss of situational awareness
[11] [13].
4 Meghan Chandarana et al.
2.1.3 Task Sequencing
Path planning for multiple UVs to accomplish non-phased, geometric objectives,
such as coverage and rendezvous, are fairly straight-forward to define mathemat-
ically. The objective function for phased tasks such as ingress, search, egress and
role-based coordination, on the other hand, is much more challenging to define as
these missions require sequential coordinated actions. If the appropriate coordina-
tion plan can be instantiated and executed, the mission has been accomplished.
Interfaces for planning sequenced missions range from manual specification in vari-
ations of linear temporal logic (LTL) to plan libraries where stereotypical missions
are retrieved and edited. Manual specification systems like Mission Lab [17] are
programmed through assemblages that are temporally sequenced. An assemblage
consists of groups of basic behaviors and coordination mechanisms. A finite state
automata is used to represent the assemblages. Changes in perception trigger the
transition between states. Therefore, expected perceptual changes act as a proxy
for mission phases when operators are constructing mission plans.
On the other end of the spectrum are plan libraries that prespecify a sequence
of coordinated actions. This allows for high plan complexity, but requires that
situations encountered match the plans that are available. Plan libraries also allow
operators to formulate plans from a high-level perspective where they consider role
assignments, decision points and termination conditions as opposed to low-level
path planning. These plans can be executed more quickly as the sequence of action
is already defined and they can include cascading interdependencies, making them
difficult to manage in real-time for operators. Hierarchical task network (HTN)
planners break down larger tasks into more manageable recursive subtasks and
represent constraints as a network. Completing the subtasks requires a sequence
of actions to be carried out. HTNs such as the Playbook integrate an interface
[38]. In general, a skeleton play provides a common task model that is necessary
for interaction between the planner and operator. To interact with the system,
these skeleton plays are then “called” by the operator. In addition, the operator
provides needed parameters such as designating targets. Mission Lab provides a
simplistic mechanism for modifying prior plans [43]. This mechanism is widely
used in systems for planning sequenced missions.
2.1.4 Resource Allocation
While path planning and task sequencing are likely to occur in a known spatial-
temporal context, planning for resource allocation is qualitatively different and
typically involves determining policies to be applied in a dynamic environment
rather than actual paths or behavior sequences. Where accurate models of the
environmental dynamics are available, as in the case of wildfire propagation [24],
distribution of resources can be optimized. Where jobs are not known in advance,
however, auctions are the most commonly chosen mechanism for solving this prob-
lem [22][32][18] as they allow for distributed decision making by pitting agents’ bids
against one another to find the lowest cost allocation. While used most frequently
to allocate tasks, resources such as spatial regions [45] or trade-offs among alter-
nate fueling stations [31] can be allocated through auction as well. In addition to
allocating the available resources effectively, current work in the multi-UV domain
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also focuses on determining how many resources (i.e., vehicles) should be available
for a given task [41].
2.1.5 Execution Monitoring
Mission planning interfaces often serve double duty in execution monitoring, most
frequently through a map display [17][38] showing vehicle paths and progress.
Additional information, such as current task in a sequence of tasks [17][38], is
commonly displayed in the context of this map using devices such as Gantt charts
[14]. By observing the mission unfold in the context within which it was planned,
it is hoped the operator will be able to detect and correct departures in execution.
This form of monitoring is particularly effective where mission progress can be rep-
resented through vehicle locations on a map (path planning and task sequencing),
but may be less effective in portraying allocations of tasks or resources particu-
larly when trade-offs are involved. For these more complex judgements, displays
summarizing and characterizing trade-offs [14] may be needed to support effective
control.
2.1.6 Planning for SSS Missions
When planning SSS missions, operators are often faced with balancing complex
trade-offs to achieve a variety of conflicting mission objectives. For example, an
operator may wish to increase swarm size to improve the swarm’s ability to ser-
vice jobs. However, doing so not only increases overall system cost, but failure to
understand the resource requirements for the job types present may result in an
inability to actually complete any additional jobs. This is due to the fact that each
job requires a specified number of vehicles to service it, but if that threshold is
not met, the vehicles will simply be added to the swarm without providing any
additional use.
Therefore, the question arises: can model predictions be used as a planning
tool to improve operators’ ability to meet mission objectives? By incorporating a
model into the mission planning tools and interfaces, human operators might be
able to quickly and easily compare system performance across different mission
configurations. In addition, by leveraging a predictive model, swarm mission suc-
cess could become less dependent upon highly skilled operators, thereby making
swarm systems more accessible to a broader user base.
Because the state of the art in route planning and task sequencing is well
developed, our research addresses a resource allocation planning problem novel to
SSS missions. Although our experimental task uses a lawnmower search pattern,
our method is independent of the type of search, and depends only on the rate of
coverage. Therefore, it can accommodate arbitrary patterns such as those resulting
from expected information gain [39]. Job servicing in SSS missions represents a
previously unstudied special case of task allocation in mission planning. Rather
than choosing the way vehicles are assigned to jobs, SSS assigns any vehicles
available from a common pool, which is depleted by vehicles leaving to service other
jobs and enlarged as vehicles return. In the case of the hybrid model used in the
experiment, this is further complicated by the dynamic arrival rate of jobs due to
changes in the rate of coverage as vehicles leave and return to the searching swarm.
Mission planning for the resource allocation portion of SSS requires estimating the
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number of vehicles needed to balance this ebb and flow in such a way that the
area is searched and jobs serviced efficiently.
This is a particularly difficult problem because its unfamiliar problem domain
leads individuals to allocate a higher proportion of their mental capacity towards
task representation rather than actual problem solving [21]. The large number
of constraints on the problem (job numbers, sizes, service times, etc.) also in-
creases the representation complexity [36]. This, along with the problem’s non-
monotonicity, makes finding a feasible solution difficult. The human strategy of
constructing internal linear models to make predictions and human need to ana-
lyze complex trade-offs sequentially instead of simultaneously [28] also contribute
to difficulty in making accurate decisions. To counter these difficulties, we have de-
veloped an experimental mission planning interface that makes a predictive model
available for use in planning. By visualizing non-monotonic trade-offs between ve-
hicles in the swarm and dropped jobs, the user can find a swarm size minimizing
expected costs. In subsequent monitoring, the operator can have access to these
familiar representations along with a map of the mission to follow the mission’s
progress and identify and diagnose anomalies.
Our previous work [10] assumed a constant coverage rate scenario such as in
an urban environment where the swarm’s sensing range is limited within narrow
streets and thus experience a constant arrival rate despite changes in swarm size.
Such would be the case if a swarm were tasked with searching for gas leaks in the
downtown area of a city after a natural disaster. The SSS system was formulated as
a variant of the Dynamic Vehicle Routing problem with time constraints [6], where
the jobs are identified as they are sensed by a swarm member as opposed being
sensed at the time they appear in the environment by an omniscient observer. The
formulation utilized a patience time equal to the time a vehicle takes to travel to
the edge of its sensing radius (i.e., jobs are immediately serviced). The probability
of a job being serviced within an accepted patience time window was equated to
the probability of a job being dropped.
In [10] SSS systems with constant coverage rate were modeled as an M/M/k/k
queue – Queuing Model – with an infinite horizon where the number of servers
was equal to the number of vehicles in the swarm. The system state was defined
as si = [n1, ..., nM ], where nm is the number of jobs of type m currently being




















where ρm is the utilization factor, λm is the arrival rate of a job of type m and
µm is the service rate.
The probability of being in each state can then be used to calculate the total
expected number of jobs that will be dropped for a given swarm size using the
following equations:









To examine the effect of the human operator’s utilization of the swarm size pre-
diction model (Queuing Model) on mission performance, a user study was designed
[9]. Twenty subjects took part in 10 trials each and were evenly split between a
control and an experimental group. The experimental group had access to the
mission parameters and predicted performance of the swarm given by the Queu-
ing Model, while the control group only knew the mission parameters. Each trial
presented participants with an SSS mission where jobs of 3 types were expected
in the environment. For each trial, participants were asked to use the information
provided to determine what they thought was the swarm size required to handle
the expected job workload.
Results from the study showed that participants in the experimental group
were able to plan missions that resulted in a lower cost and had a smaller swarm
size. The result were statistically significant. Large effect sizes showed that the
differences in the data were in fact a result of the differences between the groups.
3 Hybrid Model for Performance Prediction
To model the performance of an SSS mission in an open environment with dy-
namically changing coverage rates, a Hybrid Model was developed [8]. The Hybrid
Model utilizes a Markov chain state space representation to capture the dynami-
cally changing swarm size. Queuing theory is then applied to determine the tran-
sition dynamics between states. In doing so, the steady state performance of the
system can then be analyzed to model the expected overall performance of the
swarm.
The dynamically changing swarm size between states is captured by represent-
ing the current size of the swarm in a given state as si = [n1, ..., nM ], where nm
is the number of jobs of type m that are currently being serviced. The complete
state space is given by S = {s1, ..., sK |N − nservice · si ≥ 0}, where N is the size
of the swarm and nservice is the vector of the number of vehicles needed to ser-
vice each of the job types. For each state, the swarm is comprised of vehicles that
are either out servicing jobs or remain in the swarm and can be used to search:
N = Nbusy +Nsearch. The number of jobs in the system for a given state and the
required number of vehicles for each job type allows both Nbusy and Nsearch to
be calculated.
Assuming that the jobs are randomly and uniformly distributed, their arrivals
follow a Poisson distribution. Therefore, from queuing theory, the probability of k
jobs of type m arriving when the current swarm size is n is given by
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where λm(n) = φm∗F(n) is the arrival rate of a job of type m. λm(n) is dependent
upon the density of jobs of type m in the environment and F(n) is the coverage
rate of the swarm. The coverage rate function determined by the formation of the
vehicles, their sensing radius, vehicle spacing and the expected velocity of the vehi-
cles. As a result, each mission’s parameters provide a functional representation of
the relationship between coverage rate and the number of vehicles currently in the
swarm. This ensures that the model accounts for the actual dynamics associated
with the mission. By incorporating the coverage rate as a function dependent on
the scenario specific parameters, the arrival probability calculation is generalizable
to any application and its associated job parameters.
For the purposes of this study, the swarm is assumed to travel in a line forma-
tion where the vehicles are separated by their sensing radius of 1 meter (F(n) = n).
Other formations, such as a wedge, are equally viable and could provide advan-
tages of redundant coverage to compensate for fallible sensing. The line formation
was chosen for illustration because it provides maximal coverage and the simplest
relation between swarm size and coverage rate. This scenario mimics that of one
in which the robots are tasked with finding a target as quickly as possible, such
as in the case of a swarm tasked with finding a hidden munitions depot in a given
area of interest. In such a scenario, spreading out as much as possible with a small
(or no) overlap is preferred due to the priority of minimizing the search time.







χ(1− pmc )(nm(si)−χ), (7)
where nm(si) is the number of jobs currently being serviced of type m in state
si and p
m
c for exponentially distributed service times with mean µm is p
m
c =
1 − e−µm . The transition probabilities are then calculated by considering all the
possible combinations of jobs arriving and being completed for each state. The
fully populated transition matrix, T , is then used to determine the steady state
distribution, π, across the states as follows
π = π · T and
∑
i
πi = 1. (8)
The steady state distribution is then used to determine the expected number of
dropped jobs, the mission time, average utilization, average coverage rate, and
average power consumption for a given starting swarm size.
4 Method
4.1 Experimental Design
A user study was conducted to evaluate the efficacy of the Hybrid Model as a
planning and monitoring aid for general SSS missions. Twenty-four participants
were included in the study (10 female, 14 male) and were split evenly across two
groups: experimental and control. Most of the participants were students at a
university. All participants completed 5 trials. No training trials were provided.
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After all the trials, participants were asked to fill out a NASA TLX workload
measure survey [27].
Table 1: Job Parameters for Each Trial
Job Type 1 Job Type 2
Trial n Vn µ n Vn µ
1 10 10 20 10 15 10
2 15 10 10 10 15 20
3 15 5 40 10 8 20
4 5 5 20 15 8 30
5 15 5 15 15 8 25
Each trial in the study consisted of 2 parts: (1) a planning task and (2) a
monitoring task. All trials presented missions comprised of 2 job types. The job
parameters (expected number of jobs, required number of vehicles and service
time) varied across trials. Table 1 shows the job parameters for each of the trials.
The expected number of jobs (n), required number of service vehicles (Vn) and
service time (µ) are shown for both job types. In the planning portion, participants
were asked to determine the swarm size required to handle the expected workload
of jobs present in the environment. To make this decision, 3 cost values were
provided for consideration: a vehicle cost, a dropped job cost and a missed area
cost. These cost values were meant to simulate the relative importance between
the commonly seen high level mission goals of minimizing swarm size, servicing
all jobs and searching all of a given area. Although explicit numerical values for
each cost may not be available in real SSS missions, they were provided so that
all participants maintained the same notion of relative importance between the
performance metrics. The same cost values were used across trials and were 10, 30
and 5 for each vehicle, each dropped job and each cell of missed area, respectively.
As a result of the dynamically changing coverage rate of the swarm, non-
monotonic relationships between mission parameters arise. The causation between
parameters is not bidirectional. These complex, and often times conflicting, rela-
tionships make planning and monitoring SSS missions extremely challenging for
operators. Figure 1 shows a sample relationship between 2 mission parameters:
swarm size and dropped jobs. As shown, the number of dropped jobs increases as
swarm size increases for various ranges of swarm size. This counterintuitive rela-
tionship can be attributed to the fact that jobs require a set number of vehicles
to service them. Although the number of vehicles in the swarm is in fact increas-
ing, until a certain threshold is met, there still are not enough additional vehicles
to service additional jobs. Additionally, as the number of vehicles increases, the
coverage rate of the swarm increases, resulting in a faster arrival rate of jobs.
For the planning tasks, participants in the experimental group were also given
access to the predicted relationships between various mission parameters deter-
mined by the Hybrid Model (Section 3). They were able to explore the relation-
ship between swarm size, expected number of dropped jobs, power consumption,
coverage rate, swarm utilization and mission time in 2D and 3D interactive plots
(Figure 2). In addition, they were given the job parameters (expected number
of jobs, required number of vehicles and service time) for each job type and the
cost values. Participants in the control group only had the job parameters and
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Fig. 1: Example relationship between dropped jobs and swarm size.
cost values. All participants were also asked to ensure that vehicles used less than
an allowed 40Wh of battery power and were given the numerical values for the
amount of power consumed in each time step per robot for each job type and for
searching. Once participants had chosen a swarm size, their cost (red text) was
shown to them at the bottom of the interface in comparison to the optimal cost
(green text). For each swarm size, the average cost over 100 missions comprised of
the job types given, was used to calculate the optimal cost. In each mission, jobs
were randomly distributed in the environment. Similarly, 100 missions with the
participants’ chosen swarm size were run to determine their average cost value.
After completing the planning task, participants moved on to the next portion
of the trial – the monitoring task. In the monitoring task, participants were asked to
watch a simulated mission using the monitoring interface (Figure 3). The mission
was comprised of the job parameters that they planned for in the first part. Their
task was to determine if they thought the mission was running normally or if there
was a performance issue. One of three issues was possible: there were more jobs in
the environment than expected when the planning was done, there were too few
vehicles in the swarm to handle the workload of the jobs needing service, or there
were too many vehicles in the swarm (i.e., they were unnecessary to carry out the
mission effectively). In missions where extra jobs are present the jobs arrive more
quickly than anticipated and the swarm drops jobs while maintaining a fairly high
utilization. This is shown in Figure 4a where the Type 1 jobs by themselves appear
to be arriving fairly quickly. When too few vehicles are allocated and the expected
number of jobs is in fact in the environment, all of the jobs together appear to
arrive at a rate that matches the length of the mission, but jobs are still dropped
and the swarm utilization remains high (Figure 4b). For cases where too many
vehicles are allocated, the swarm see jobs at the expected rate, but the swarm
appears to be underutilized throughout the mission (Figure 4c).
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Fig. 2: Planning panel of experimental interface showing non-monotonic relation
between parameters.
If the participant thought one of these issues was occurring at any time through-
out the mission, they were asked to click one of the corresponding orange buttons
at the bottom of the interface (Figure 3). This would indicate that they believed
the mission needed to be replanned (i.e., adjusted online) and thus the mission
would be paused and the trial would then be over. If they thought the mission was
normal (i.e., performing such that the optimal cost would result from the mission)
they simply let the mission progress until the end. This portion of the study was
conducted using fixed swarm sizes to ensure that all participants saw the same
missions regardless of what swarm size they chose in planning. Jobs were ran-
domly distributed in the environment for each of the 5 trials, but all participants
encountered the same job distributions.
Participants in the control group were given a tally of the number of jobs
completed and missed, as well as, the percentage of area covered (Figure 3). Par-
ticipants in the experimental group had access to the Hybrid Model predictions
from the planning portion, allowing them to cross-reference the current mission
with the expected values. The number of finished jobs, missed jobs, amount of
power consumed per vehicle, and swarm utilization were tracked graphically for
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Fig. 3: Monitoring interface for control group.
participants in the experimental group during the mission (Figure 5). Area covered
is also given.
4.2 Data Collected
In both the planning and monitoring portions of the trials, the time taken for par-
ticipants to make their decisions was recorded. For the planning task, the swarm
size chosen by the participant, as well as, the associated cost was collected. Dur-
ing monitoring, the participants decision about the performance of the swarm was
recorded. The workload felt by users across 6 categories – mental, physical, tempo-
ral, performance, effort and frustration – were collected using the standard NASA
TLX survey [27].
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(a) Extra Jobs
(b) Too Few Vehicles
(c) Too Many Vehicles
Fig. 4: Resulting performance indicators from suboptimal missions.
5 Results
The data for the planning and monitoring portion of the trials will be shown
separately below. IBM SPSS version 25 was used to perform a one-way ANOVA
with repeated measures. Three dependent variables were used for analyzing the
planning results: input time, swarm size and cost. Two dependent variables were
used for the monitoring analysis: time to make a decision and the number of
correct decisions. For both the planning and monitoring portions, participants’
group (experimental/control) was used as an independent variable. All results are
reported with a significance level of p < 0.05. The effects between participants’
assigned group and the trials will be shown. In addition, error bars will be shown
on plots when appropriate.
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Fig. 6: Comparison of planning results by group.
Table 2: Significance Values for Planning Measures
Measure df F Significance Partial η2
Swarm Size 1 5.70 0.026 0.206
Cost 1 10.03 0.004 0.313
5.1 Planning Task
Figure 6 shows that the participants in the experimental group who had the Hybrid
Model aid were able to plan missions with lower cost and smaller swarm size. The
























































Fig. 7: Comparison of monitoring results by group.
Table 3: Significance Values for Monitoring Measures
Measure df F Significance Partial η2
Decision Time 1 26.46 0.000 0.546
Performance Decision 1 1.993 0.172 0.083




results were statistically significant (Table 2). In addition, they were consistent
across job parameter changes. However, participants in the control group took
a shorter amount of time to choose a swarm size on average compared to the
experimental group (111.82 sec versus 154.04 sec).
5.2 Monitoring Task
In the monitoring portion of the trials, the Hybrid Model aid enabled participants
in the experimental group to determine the performance of the swarm and identify
anomalies more accurately than their counterparts in the control group (Figure
7a). However, once again, they took longer to make their decision (Figure 7b). The
results were statistically significant (Table 3). As seen in Table 4, participants’
group had an effect on participants’ ability to make monitoring decisions and was
robust across trials. There was a medium-level interaction seen between trial and
group for the performance decision participants.
Figure 8 shows a tally of performance decisions across trials for both groups.
The ground truth decisions for the 5 monitoring trials (in order) were: (1) optimal,
(2) too few vehicles, (3) too many jobs, (4) optimal, and (5) too many vehicles.
They are indicated in Figure 8 with the associated ground truth color next to the
trial number. As seen in Figure 8a, participants in the experimental group were
able to not only able to determine if an anomaly occurred during the mission, but
also distinguish between the different types of anomalies. In contrast, participants
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(a) Experimental Group
(b) Control Group
Fig. 8: Accuracy in anomaly detection.
in the control group (Figure 8b) thought that unless no jobs were missed (Trial
5), the swarm had too few vehicles.
5.3 Workload Measures
Table 5 shows the average workload rating given by participants in both groups.
Ratings of mental demand, physical demand, temporal demand, performance, ef-
fort and frustration are shown. Results show that participants in the experimental
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group felt a lower average workload in all measures except for physical demand.
The performance values were statistically significant (F = 7.65 and p = 0.011).
Table 5: NASA TLX Workload Measures
Group Mental Physical Temporal Performance Effort Frustration
Exp. 53.75 14.58 18.33 33.33 54.58 22.92
Ctrl. 66.67 12.08 30.42 52.50 55.42 27.92
6 Discussion
Human operators put in charge of SSS missions must successfully complete tasks
that possess 3 out of the 4 sources of complexity [7]: multiple desired states, con-
flicting dependence among data, and uncertainty in the data. The multiple de-
sired states are described by the various costs that the operators must minimize.
The complex interdependence between mission parameters results in conflicting
trade-offs that operators must balance. In addition, SSS missions have inherent
uncertainties associated with unknown locations of the jobs.
In spite of the high task complexity and the lack of training trials, participants
in the experimental group were able to plan missions more effectively than those
in the control group. As a result, they were able to choose smaller swarm sizes and
lower overall mission costs. In addition, they were able to overcome the difficulty
associated with the negative correlations between attributes across the possible
swarm sizes. This implies that the way that the data from the Hybrid Model
predictions were displayed allowed the experimental group to not only understand
the overall patterns in the data, but to also interpret the data in detail to pick a
specific swarm size, unlike the visual aids given in the study conducted by Speier
and Morris [42]. The control group weighed the trade-off between costs for less
time than their counterparts. However, their higher overall cost and lower time
to plan indicates that they developed a flawed mental model that may have been
too simplistic to represent the actual interaction between mission parameters. The
results were consistent across trials.
During monitoring tasks, participants in the experimental group were not only
able to detect if missions were progressing optimally, but also distinguish between
the various types of anomalies that arose. This indicates that participants in the
experimental group were effective at cross-referencing the real-time mission pa-
rameters with the expected mission performance given by the Hybrid Model. In
doing so, they were able to maintain a better situational awareness of the mission
and understand more accurately what affect the mission parameter relationships
had on the performance of the swarm. These results support previous work by
Speier and Morris who showed that visual interfaces allowed operators to develop
a deeper understanding of the data presented to them [42].
Participants in the control group tended to make quicker decisions than those
in the experimental group during the monitoring tasks. As a result, they deemed
missions with any number of missed jobs as one that had too few vehicles in the
swarm. This once again indicates that the participants in the control group were
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unable to develop an accurate mental model of the relationship between mission
parameters, or understand their effect on the overall cost of the mission.
In both the planning and monitoring tasks, the study supervisor observed that
participants in the experimental group rarely explored the prediction data given
by the Hybrid Model in 3D. For the most part participants explored the trade-offs
between parameters by comparing the performance of the swarm across multiple
2D relationships. As seen in the literature, this occurs when humans are consid-
ering complex trade-offs between possible choices. They are unable to consider all
facets of the decision simultaneously and must instead do so sequentially [28]. In
addition, during the monitoring task the investigator noticed that a fair number
of participants (across both groups) did not notice before they made their decision
that more jobs had been seen in the environment even though it was explicitly
shown on the tally/graph they were given. This indicates that participants were
not cross-referencing the expected parameters with the real-time feedback from
the environment. Future monitoring interfaces may need to have additional alerts
for deviations from expected mission parameters to help notify participants of such
issues.
Although the Hybrid Model itself is built upon complex principles, the resulting
low mental demand and effort for the experimental group indicate that the Hybrid
Model was fairly easy to interpret. In addition, even though the prediction model
aid required participants to examine and interpret a lot of additional data in
comparison with the participants in the control group, their frustration level still
remained lower. This once again reinforces the notion of ease-of-use for the Hybrid
Model-based aid. Lastly, the ease-of-use of the aid allowed participants in the
experimental group to accurately evaluate their performance as being better than
those in the control group. This was indicated by the experimental group having
a lower average performance workload measure than the control group.
7 Conclusion
This paper presented a user study that aimed to test the efficacy and ease-of-use
of a prediction model as a planning and monitoring aid for SSS missions with
dynamically changing arrival rates. Results show that participants who had use
of the Hybrid Model predictions were able to plan missions that required fewer
vehicles and resulted in lower overall cost. Participants without the aid developed
a more simplistic mental model of the relationship between mission parameters
enabling them to make quicker decisions, but whose inaccuracy lead to higher cost.
During monitoring portion, the Hybrid Model allowed participants to maintain an
accurate situational awareness of the real-time mission performance. This resulted
in their ability to identify optimal missions, as well as, distinguish between mission
issues that arose. Participants with the aid maintained a lower workload in all
measures except physical demand, emphasizing the ease-of-use of the aid.
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