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We demonstrate quantum resonance ratchets created with Bose-Einstein condensates exposed to
pulses of an off-resonant standing light wave. We show how some of the basic properties of the
ratchets are controllable through the creation of different initial states of the system. In particular,
our results prove that through an appropriate choice of initial state it is possible to reduce the extent
to which the ratchet state changes with respect to time. We develop a simple theory to explain
our results and indicate how ratchets might be used as part of a matter wave interferometer or
quantum-random walk experiment.
I. INTRODUCTION
Understanding the nature of quantum transport is an
important problem for quantum chaos and for many con-
densed matter systems [1]. The delta-kicked rotor is an
ideal system for studying quantum transport and can
be realized by exposing a sample of cold atoms to short
pulses of an optical standing wave. This is the so-called
atom optics quantum kicked rotor (AOQKR) [2]. The
implementation of the AOQKR in experiments was a
breakthrough in the study of quantum chaos, and the
system has now been widely used in elucidating phe-
nomena like dynamical localization [2], quantum reso-
nances (QRs) [2–4], quantum accelerator modes (QAMs)
[5–10], fidelity [11–14], and quantum ratchets [15–19, 22–
24, 28, 29]. In contrast to Brownian ratchets [20], quan-
tum ratchets do not experience dissipative processes or
a net biasing force [21]. Hence these systems have been
proposed as the basis for a Hamiltonian quantum ratchet
[18]. In previous experimental observations of quantum
ratchets [16, 20, 25], it was found that only a relatively
small component of the initial wave function contributed
to the ratchet current. It is therefore natural to ask if
it is possible to improve the mode matching between the
initial state of a system and the ratchet state so as to
increase the participation in the ratchet. This could be
important for applications in atom optics such as inter-
ferometry. Our motivation for enhancing the efficiency
of the quantum ratchet is the possible use of such a sys-
tem as the walk component in experiments on quantum
random walks [26, 32, 33].
The structure of this paper is as follows; we begin by
providing a theoretical analysis of the intrinsic mecha-
nism of a quantum ratchet. This includes the develop-
ment of a simple classical picture that can explain many
of the features of the ratchet. We then present the ex-
perimental realization of the momentum currents using
initial states that have been prepared using Bragg diffrac-
tion with light pulses. We demonstrate how different
phases on the initial state wave function can affect the
momentum current and examine how the momentum cur-
rent depends on the number of momentum states in the
initial wave function. In particular, we present results
showing a connection between the number of momentum
state components and the “dispersion” of the ratchet.
II. THEORY
We start by summarizing the basic dynamics of the
AOQKR system. The Hamiltonian in dimensionless
units is given by [36]:
Hˆ =
pˆ2
2
+ φdV (xˆ)
N∑
t=1
δ(t′ − tτ), (1)
where pˆ is the scaled momentum in units of ~G (two pho-
ton recoils), φd is the strength of the kicks, and is given by
φd = Ω
2△t/8δL, where△t is pulse length, Ω = ~µ· ~E(~r)/~
is the Rabi frequency, and δL is the detuning of the kick-
ing laser from the atomic transition. V (xˆ) = cos(Gx+γ)
is the potential created by a standing wave with a grat-
ing vector G = 2π/λG. λG is the spatial period of the
standing wave, and is determined by the direction of the
laser beams and their wavelength. Here, x is position,
and γ is an offset phase. t′ is the continuous time vari-
able, and t counts the number of kicks. τ = 2πT/T1/2 is
the scaled pulse period where T is the real pulse period
and T1/2 = 2πM/~G
2 is the half-Talbot time for an atom
with mass M . The momentum is changed in quanta of
~G in this system, and as a result p can be broken down
as p = n + β, where n and β are the integer and frac-
tional parts of the momentum respectively. β, known as
the quasi-momentum, is a conserved quantity [31].
A convenient picture of the ratchet mechanism can
be derived by considering the gradient of the standing
wave as the driving force on the wave function. From
this standpoint ensuring that the wave function is maxi-
mized near positions with larger gradients in the poten-
tial should produce a net force and hence the possibility
of a ratchet. In this picture the sign of the potential gra-
dient near the wave function’s maxima will determine the
ratchet’s direction. One way to create a spatially non-
uniform atomic wave function is to use an initial state
that is comprised of a superposition of two or more plane
waves: |ψ〉 =
∑
n e
inpi/2|n〉, where |n〉 refers to the state
2|n~G〉. As will be seen shortly, the phase prefactors shift
the maxima of the spatial wave function to where the
potential gradient is greatest.
Considering the case of a single Bose-Einstein conden-
sate (BEC) for the initial state, the wave function in
momentum space can be written as ψ(p) = δ(p) assum-
ing the BEC has a narrow momentum width. Here p is
the continuous momentum variable. In order to study
the wave function in the frame of the standing wave, we
transform it into position space by using a Fourier trans-
formation. The magnitude of the wave function in posi-
tion space is |φ(x)| =
√
G/2π. Since this is uniform in
x, the average force is zero and according to the simple
picture described above no ratchet is formed.
When the initial state contains two or more plane
waves, the wave function in position space can be written
as:
φ(x) = A
∑
n
e−inpi/2eipnx/~, (2)
where A is the normalization factor. By plotting |φ(x)|
2
and the standing wave potential together, it is notice-
able that peaks of the wave function arise at positions
where the gradient of the standing wave happens to be
the greatest (see FIG. 1). Naturally, the more plane
waves composing the initial state, the more localized the
wave function should become. In FIG. 1, the bold solid
line is the standing wave, the dashed and dotted lines are
the wave functions for the initial states with a superpo-
sition of seven plane waves:
∑3
n=−3 e
−inpi/2|n〉, and two
plane waves: |0〉+ eipi/2|1〉 respectively. The dashed line
is much taller and has a reduced full width at half max-
imum (FWHM). Figure 2 shows that as the number of
consecutive plane waves in the initial state increases, the
corresponding FWHM of the wave function decreases.
Since a peak with larger FWHM experiences a smaller
overall gradient and a larger variation in the gradient, we
expect that a “cleaner” ratchet will require more plane
waves in the initial superposition. The effective force
Feff =
∫ pi
−pi |φ(x)|
2
dV (x) of the standing wave (integrate
the absolute square of wave function with the standing
wave gradient) for different initial states was also calcu-
lated. The dashed line in FIG. 2 shows that Feff increases
with the number of the plane waves in the initial state.
To ensure the peak of the wave function appears at a
position that will maximize Feff (in this case Gx = π/2),
the phase for each plane wave is extremely important.
For this reason the phases should be set to einpi/2, where
n is the momentum state index. If the phases differ from
these values the peak of the wave function in position
space will shift away from the greatest gradient and the
effective force will become weaker. We also point out that
to maximize the ratchet, the momentum states in the ini-
tial superposition should be consecutive. In other words,
the momentum difference between neighboring momen-
tum states should be ~G. Figure 3 shows the wave func-
tion in position space for initial states with a superpo-
sition of nonconsecutive momentum states. Note that
besides the wave function peak at the greatest gradi-
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FIG. 1: The solid line is the standing wave intensity for po-
tential V (x). The dashed line is the wave function for a su-
perposition of seven plane waves:
∑
3
n=−3 e
−inpi/2|n〉. The
dotted line is the wave function for a superposition of two
plane waves: |0〉+ eipi/2|1〉.
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FIG. 2: The solid line is the theoretical FWHM of the wave
function in position space vs number of plane waves, while the
dashed line is the theoretical effective force of the standing
wave. The diamond is the magnitude of effective force for the
initial state e−ipi| − 2〉+ e−ipi/2| − 1〉+ eipi/2|1〉+ eipi |2〉. Note
that in this case the n = 0 state is missing.
ent point, there is also considerable wave function am-
plitude at positions where the gradient is zero or of op-
posite sign. This can provide an explanation for why the
ratchet is weak or even absent in experiments with these
initial states. The dashed line represents the initial state:
e−ipi|−2〉+e−ipi/2|−1〉+eipi/2|1〉+eipi|2〉 and shows a rel-
atively large peak at the greatest gradient point. Thus
the ratchet effect should still exist, although is weaker
than the ratchet from an initial state with four consecu-
tive momentum states. This can be seen in FIG. 2 where
the diamond indicates Feff for this state. In FIG. 3 the
dotted line represents the initial state: e−ipi|−2〉+eipi|2〉.
This has Feff = 0. Finally, the dash-dot line is for the
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FIG. 3: The solid line is the standing wave intensity for poten-
tial V (x). The dashed line is the wave function for a superpo-
sition of nonconsecutive plane waves: e−ipi|−2〉+e−ipi/2|−1〉+
eipi/2|1〉+eipi |2〉. The dotted line is the wave function for a su-
perposition of nonconsecutive plane waves: e−ipi|−2〉+eipi|2〉.
The dash-dot line is the wave function for a superposition of
nonconsecutive plane waves: e−ipi/2| − 1〉+ eipi/2|1〉.
initial state: e−ipi/2| − 1〉+ eipi/2|1〉. Note that two wave
function peaks appear at points where the positive and
negative gradient is greatest on the standing wave. This
suggests that we should expect two simultaneously ratch-
ets with opposite directions.
III. EXPERIMENTAL SETUP
Our experimental apparatus is similar to the one de-
scribed in Ref. [24]. A BEC with about 70,000 87Rb
atoms was created in the 5S1/2, F = 1 hyperfine ground
states in a focused CO2 laser beam using an all-optical
trapping technique [35]. The ratio of the mean field en-
ergy to the recoil energy is approximatively 10−5, which
puts us in the region where the nonlinearity has a negli-
gible effect on the dynamics. Immediately after the BEC
was released from the trap, we applied a series of horizon-
tal optical standing wave pulses. The standing wave was
formed by two laser beams with a wavelength of λ = 780
nm, which was 6.8 GHz red detuned from the 5S1/2,
F = 1 transition −→ 5P3/2, F
′ = 3 transition. Each laser
beam was aligned 53◦ from the vertical to give a stand-
ing wave spacial period of λG = λ/(2 sin 53
◦). This led
to a half-Talbot time of T1/2 ≈ 51.5 µs, with the primary
QRs falling at integer multiples of this time [3]. To cre-
ate the necessary standing wave pulses, we controlled the
phase, intensity, pulse length, and the relative frequency
between the two laser beams. This was achieved by pass-
ing each of the standing wave’s constituent laser beams
through an acousto-optic modulator (AOM) driven by an
arbitrary waveform generator. The nodes of the stand-
ing wave moved with a velocity given by v = 2π△f/G
with △f being the frequency difference between the two
beams. The momentum of the BEC, p, relative to the
standing wave is proportional to v and therefore p can
be controlled through △f . The kicking pulse length was
fixed at 600 ns to ensure that the experiments were per-
formed in the Ramam-Nath regime [37, 38]. In other
words, the evolution of the wave function due to its ki-
netic energy is ignored during the pulse.
To prepare an initial state comprised of a superposition
of several plane waves, a sequence of longer standing wave
pulses were applied in the Bragg configuration [27]. Such
pulses connect two momentum states with an interaction
matrix given by
U =
(
cos(ΩBτB
2
) −i sin(ΩBτB
2
) exp(iγB)
−i sin(ΩBτB
2
) exp(−iγB) cos(
ΩBτB
2
)
)
,
(3)
where ΩB is the effective Rabi frequency, τB is the Bragg
pulse length, and γB is the offset phase of the stand-
ing wave used for a Bragg pulse. To understand how
Bragg pulses were utilized in our experiment, consider the
preparation of a superposition of five momentum states.
Figure 4 shows the procedure for creating this superpo-
sition. In the first setup a Bragg pulse with p = 0.5
diffracts atoms from |0〉 to |1〉. The second Bragg pulse
with p = −0.5 diffracts atoms from |0〉 to | − 1〉 without
affecting the atoms in state |1〉. Similarly, the third and
fourth Bragg pulses, with p = 1.5 and p = −1.5, diffract
atoms from |1〉 to |2〉 and from | − 1〉 to | − 2〉 respec-
tively. All of the Bragg pulses were applied consecutively
without dwell time between the pulses. There is consid-
erable freedom in the choice of pulse length, however in
our case this was set at 103 µs or 1×Talbot time. This
ensured that the free evolution of each of the prepared
states was always 1ˆ during the application of subsequent
Bragg pulses. The intensity for the different pulses was
carefully adjusted to make the population in each state
equal. We implemented preparation schemes like this for
superpositions comprising up to 7 states. The relative
phases between the Bragg prepared states are critically
important to the dynamics of the ratchet. We performed
the experiments so that all of the phases of the states in
the superposition were identical. This was achieved by
setting γB = −π/2 or γB = π/2 depending on whether
we were coupling states with ∆n = −1 or ∆n = 1 re-
spectively.
Following the Bragg preparation, the delta-like kick
rotor pulses were immediately applied. These diffracted
the atoms into a wide range of momentum states. For
the kicking pulses, the pulse strength φd ∼ 1.4, and the
phase γ in the potential was π/2. This is mathemati-
cally equivalent to individually setting the phases of the
initial momentum states to be einpi/2 which is required
to maximize the ratchet. For all but a few experiments,
the time between kicking pulses was 51.5 µs (half-Talbot
time) with initial momentum β = 0.5 to maintain QR.
In order to measure the momentum distribution after the
pulse sequence, atoms were absorption imaged following
a free flight time of 9 ms. Several examples of time-of-
flight images of the BEC vs t are shown in FIG. 5. Of
4FIG. 4: Experimental schematic showing preparation of the
five component initial state:
∑
2
n=−2 |n〉.
particular note is the experiment with the initial state
| − 1〉 + |1〉 (FIG. 5(f)). This data highly supports the
idea from FIG. 3 that the two identical peaks appear-
ing at the points of greatest positive and negative gradi-
ent should produce two ratchets with opposite directions.
This effect might be applied in atomic interferometry as
a beamsplitter [34].
As can be seen from the previous discussion, the phases
of the components of the superposition are extremely im-
portant for the ratchet dynamics. Hence it is critical that
any unwanted phases be controlled and if possible elim-
inated. To this end we implemented a Mach-Zehnder
Bragg interferometer [27] with which we could measure
such phases. In particular, we were able to reduce extra-
neous phase shifts due to gravity (non-horizontal stand-
ing wave) and ac-Stark shifts (due to small amounts of
stray light) to levels where they were insignificant for the
ratchet experiment.
IV. DATA ANALYSIS AND DISCUSSION
A large part of the motivation for the work presented
here is to understand the behavior of ratchets with dif-
ferent initial states. To this end we have performed a
comprehensive experimental study of the “dispersion” of
a ratchet as a function of several variables. We define the
normalized dispersion of a ratchet as:
D(t) =
〈p2t 〉 − 〈pt〉
2
〈p2
0
〉 − 〈p0〉2
, (4)
where 〈pt〉 is the mean momentum, 〈p
2
t 〉 is the mean of
momentum square, and t is the kick number (t = 0 cor-
responds to the initial distribution). The dispersion is an
objective way of describing the “quality” of the ratchet
current: the closer D(t) is to 1 the closer the ratchet
FIG. 5: Experimental time-of-flight images as a function of t.
The relative phases of the momentum components in the ini-
tial states were zero. The initial states for panels (a)-(f) were
respectively: |0〉 + |1〉,
∑
1
n=−1 |n〉,
∑
2
n=−1 |n〉,
∑
2
n=−2 |n〉,∑
3
n=−3 |n〉, | − 1〉 + |1〉. In each case the t = 0 images show
the initial state. Panels (a)-(e) show the single ratchets with
positive directed currents. In (f) a symmetric double ratchet
is seen.
state resembles its initial form. Reducing the amount by
which the dispersion increases can be important for ap-
plications, such as realizing quantum random walks [32].
We now examine the sensitivity of the ratchet current
dispersion to the initial state. Figure 6 shows the depen-
dence of the dispersion on kick number t for β = 0.5 and
T = T1/2. The experimental results are in line with what
we would expect by looking at the wave function plots
in FIG. 1 and show that a larger number of momentum
states in the initial state produces a smaller dispersion.
In other words, to improve the quality of the ratchet we
need to generate an initial state with a large number of
plane waves in its superposition.
As discussed before, the ratchet is sensitive to the
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FIG. 6: Experimental data showing normalized dispersion vs
kick number t with β = 0.5 and T = T1/2 for initial states∑
3
n=−3 |n〉 (squares),
∑
2
n=−2 |n〉 (asterisks),
∑
2
n=−1 |n〉 (tri-
angles),
∑
1
n=−1 |n〉 (diamonds), and
∑
1
n=0 |n〉 (circles). The
inset gives a closer view of the dispersion. Representative
error bars are given for: 7 momentum states, kicks=5; 2 mo-
mentum states, kicks=5.
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FIG. 7: Experimental data showing normalized dispersion vs
kick number t with β = 0.5 and T = T1/2 for initial state∑
2
n=−2 |n〉. The dashed line is for an initial state with optimal
phase (net phase on each momentum state is zero). The solid
line is for an initial state where the phase of momentum state
|1〉 is pi/2.
phases in the initial state. To illustrate this point, exper-
iments were carried out with an initial state
∑2
n=−2 |n〉
in which an extra phase π/2 was added to momentum
state |1〉. Figure 7 shows that the dispersion grows more
quickly when the phase of momentum state |1〉 differs
from the optimal value.
We also investigated the ratchet current using kicks
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FIG. 8: Experimental data showing normalized dispersion vs
kick number t for initial state
∑
2
n=−2 |n〉 with the standing
wave phase γ = pi/2. The solid line is for β = 0 and T = 0.
The dashed line is for β = 0.5 and T = 51.5 µs (half-Talbot
time). The dash-dot line is for β = 0 and T = 103 µs (Talbot
time).
separated by different QR times. In principle, kicking
pulses separated by T = 0 with β = 0 or T = TT (Tal-
bot time) with β = 0 should give the same ratchet cur-
rent as T = T1/2 with β = 0.5. The experimental re-
sults show that with the same initial state, dispersion is
smallest with T = 0 and largest with T = TT (see FIG.
8). The reason is probably that phase noise from the
environment and de-phasing of the initial state (∆β, the
width of the initial state, is small but not 0 and results in
phase-evolution during T ) are minimized by setting the
T = 0 [30]. This is supported by the observation that
the ratchet is sensitive to the phase of the initial state.
V. CONCLUSIONS
Experiments were carried out to create an on-resonant
atomic ratchet by exposing an initial atomic state which
was a superposition of two or more momentum states to
a series of standing wave pulses. A picture that we used
to understand many of the features of the ratchet con-
siders the effective force produced by the standing wave
pulses. When more than one plane wave is present in the
initial state this force can be non-zero. We defined and
measured the dispersion of the momentum of the ratchet
current as a function of kick number t. It was verified
that the ratchet dispersion grew more slowly when the
initial state contained a large number of consecutive mo-
mentum states. We studied the effect from the phase of
the initial state to the ratchet current. A small error in
the phase causes a change in the dispersion which is not
negligible. We also performed experiments with differ-
ent times between the kicking pulses and concluded that
6shorter times between were better so as to minimize per-
turbations from the environment that cause dephasing of
ratchet states. We hope that this work will provide the
basis for further studies of ratchets, particularly as they
pertain to their application for experiments with quan-
tum random walks.
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