Support vector machine (SVM) and Random Forest (RF) have been developed to improve the accuracy of hyperspectral remote sensing (HRS) image classification significantly in recent years. Due to the different characteristics and obvious diversity between SVM and RF, we propose two integration approaches which combine SVM and Random Forest to classify the HRS image. The proposed method called DWDCS is examined by two hyperspectral images and it can acquire the higher overall accuracy and also improve the accuracy of each classes. Experimental results indicate that the proposed approaches have a great deal of advantages in classifying HRS image.
INTRODUCTION
Traditional classifiers like maximum likelihood classifier (MLC) are not suitable for hyperspectral classification because of the high-dimensional data volumes and a finite number of training samples. In recent years, significant attention has focused on support vector machine (SVM) and multiple classifier system or classifier ensemble (MCS) [1, 2] . SVM, as the machine learning algorithm for small sample size problem based on statistical learning theory proposed by Vapnik [3] , has been proved to be able to generate more accurate classification results for hyperspectral remote sensing image than other traditional algorithms [1] . Beside of this, another important development of image classification is the concept of multiple classifier system or classifier ensemble. Classifier ensemble creates an ensemble of individual classifiers in some certain ways for the purpose of acquiring This study was supported by the National Natural Science Foundation of China (grants no. 40871195, 41171323) higher accuracy than a single classifier [2, 4] . Random Forest (RF) proposed by Breiman [5] is an ensemble classifier that consists of many decision trees and outputs the class by individual trees [6] . Ham et al [7] applied two different styles of Random Forest to classify EO-1 Hyperion hyperspectral image. Waske et al [8] compared RF and SVM with other well-known approaches (MLC, spectral angle mapper) for classifying HRS image. RF and SVM significantly outperform the other methods (SVM is superior to RF for this dataset). Their further investigation pointed out that the diversity between RF and SVM is interesting. The classification accuracy may increase based on the integration of RF and SVM. By extending this idea, the objective of this paper is to combine SVM and RF using classifier ensemble approaches in order to improve classification accuracy. The rest of paper is structured as follows. Section 2 presents a brief introduction of SVM, RF and classifier ensemble approaches. Experimental results will be shown in Section 3. We will draw some conclusions of the related work in Section 4.
METHODOLOGY

SVM and RF
SVM uses structural risk minimization (SRM) criterion rather than empirical risk minimization (ERM) in other machine learning methods [3] . It has been employed successfully to classify HRS image with its advantageous to solve those difficulties such as small-size samples, poor generalization etc [1] . The "one against one" strategy is considered as the most effective method to tackle the multi-class classification problem.
RF is a combination of tree predictors in which each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest [5] . In the training stage, RF creates multiple decision trees and each trained sample is selected by the bootstrapped method from the original training samples. The final output is determined by a majority vote of the results derived from the individual trees. The construction of RF is based on the Gini index, which aims at finding the largest homogeneous subclass within the training set to discriminate the remaining train sample [8] .
Limiting the number of variables used for a spilt can reduce the computational complexity and decrease the correction between the trees. This enables RF to deal with hyperspectral image, and the computation time is generally less than conventional ensemble approaches [8] . Compared to SVM, the number of user-defined parameters in RF is less than the number required for SVMs and easier to define [6] .
In this paper, the training of SVM with a Gaussian RBF kernel and the classification results were performed using LibSVM with a grid search of three-fold cross-validation to determine the kernel parameters C and γ [9] . WEKA, which is an open source software created by researchers at the University of Waikato in New Zealand, was used for RF classification [10] .
Classifier ensemble approaches
In classifier ensemble approaches, two strategies have been often used: (1) the static selection, where the best classifier (or a subset of classifiers) for all samples is selected from the individual classifiers pool. These approaches are called "global" method; (2) dynamic selection, where for each unclassified pixel a specific classifier (or a subset of classifiers) that seems to be more appropriated is selected. These approaches can be viewed as "local" method [11] .
In this paper, we focus on the dynamic classifier selection. In this method, classifier ensemble is addressed that use estimates of each individual classifier's local accuracy in small regions of feature space surrounding an unclassified sample [12] . The local regions are defined by the k−nearest neighbors (KNN). We both consider KNN without distance (DCS) and with distances, called distance-weighted dynamic classifier selection (DWDCS). In the case of HRS image classification, for each pixel X to be classified, the distances of all validation samples to this pixel are calculated and the k closest training samples are selected. The weights of these close samples are calculated based on the derived distances. Suppose that d k , d t , d 1 are the distances of the k th , t th and 1 st samples to the pixel X in the decreasing order, the weight of the t th sample is:
where, d t (u = 1, ..., k) represents the distance between the t th neighboring sample and the pixel X. The local classification accuracy of the j th classifier is:
Where, θ(X t ) is the class label of t th neighboring sample, C j (X t ) is the assigned class label of j th classifier to the t th sample. Finally, the label with the highest local accuracy of the classifier is selected as the final classification result. Furthermore, Dempster-Shafer (DS) evidence theory combination method is treated as "global" approach to compare the performances of dynamic classifier selection methods [13] .
EXPERIMENTS AND ANALYSIS
AVIRIS dataset
AVIRIS image was obtained over an area in Indian Pines, with 145 columns and 145 rows, including 183 spectral bands after removing the atmospheric, water absorption and non-used bands. Ground truth is well-known with 9 identified classes in the scene [14] . Among the available samples, 4507 samples were used as training data set, 1126 samples were used for validation and 7045 samples were used as test data set.
To investigate the impact of the number of individual decision trees in RF, classification results with 1-10 (step 1), 10-100 (step 10) trees were performed. The number of 30 achieves the highest accuracy and the additional trees have non-significant effects. So we chose the RF within 30 iterations as the final RF result.
Though the overall accuracy of RF is a little higher than SVM in this dataset, the performances of the two algorithm differ when they are considered class by class (Table 1) . For instance, the accuracies of Soybeans-clean, Woods, Haywindrowed, Grass/Trees in SVM are higher than in RF and the performances of Corn-min, Soybeans-min, Soybeansnotill of RF are better than SVM. The UA and P A of Cornnotill and Grass/Pasture are actually opposite in RF and SVM. We also calculated the diversity between RF and SVM using the McNemar test and the confidence interval proposed by Foody [15] and found the two classification results show significant difference for this dataset.
The ensemble results of SVM and RF using DS, DCS and DWDCS are presented in Fig 1(d-f) and the accuracies are shown in Table 1 . Unfortunately, the overall accuracy of DS is slightly lower than SVM and RF. In contrast to DS, DCS and DWDCS produced more accurate results. DWDCS achieved the overall accuracy of 98.1%, with the improvement of 3-4 percentage points and DCS improve the accuracy from 94.3% or 95.1% to 95.6%. The two "local" ensemble approaches combine the advantages of SVM and RF (Fig 1) , so they not only improve the overall accuracy in contrast with SVM and RF, but also enhance the accuracy of each class. Because DCS and DWDCS found the local highest accuracy from individual classifiers, it often outperforms "global" ensemble methods such as DS method. The previous study suggested that using distance-weighted kNN can improve performance, especially with small training sample [16] . So DWDCS is su- [17] . Training set contains 1991 samples and test data includes 2504 samples with 11 classes, respectively. Of the training data set, 70% of the samples is used for classifier training and 30% is used for validation.
The flowchart for classifying CHRIS image is the same as AVIRIS dataset. SVM achieved the highest accuracy of 88.3% and RF with 40 trees generated the accuracy of 82.1%. The performances of specific classes are different in the two classifiers and we also found that the diversity is obvious between the two classifiers. Both DCS and DWDCS with 100 nearest neighbors can obtain better classification result with the accuracies of 89.6% and 89.7%, respectively. This demonstrates that the proposed approaches are effectively to improve the accuracy.
DISCUSSION AND CONCLUSION
This paper presented the idea to combine SVM and RF using ensemble approaches to improve hyperspectral classification accuracy. Based on the detailed analysis of the classification results of SVM and RF respectively, we found that the results have shown significant difference. Then, we adopt the local accuracy based ensemble approach, DCS and DWDCS to combine SVM and RF. Experimental results show excellent performance both in overall accuracies and in class-specific accuracies for the two hyperspectral remote sensing images.
In addition, if this idea is applied to other remote sensing images, the most important issue is to examine the difference or diversity between SVM and RF because diversity is the basic assumption of classifier ensemble. Combining the similar results would not improve the accuracy [8] .
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