Africa is one of the less studied continents with respect to atmospheric aerosols. Savannahs are complex dynamic systems sensitive to climate and land-use changes, but the interaction of these systems with the atmosphere is not well understood. Atmospheric particles, called aerosols, affect the climate on regional and global scales, and are an important factor in air quality. In this study, measurements from a relatively clean savannah environment in South Africa were used to model new particle formation and growth. There already are some combined long-term measurements of trace gas concentrations together with aerosol and meteorological variables available, but to our knowledge this is the first detailed simulation that includes all the main processes relevant to particle formation. The results show that both of the particle formation mechanisms investigated overestimated the dependency of the formation rates on sulphuric acid. From the two particle formation mechanisms tested in this work, the approach that included low volatile organic compounds to the particle formation process was more accurate in describing the nucleation events than the approach that did not. To obtain a reliable estimate of aerosol concentration in simulations for larger scales, nucleation mechanisms would need to include organic compounds, at least in southern Africa. This work is the first step in developing a more comprehensive new particle formation model applicable to the unique environment in southern Africa. Such a model will assist in better understanding and predicting new particle formation -knowledge which could ultimately be used to mitigate impacts of climate change and air quality.
Introduction
Savannahs are highly dynamic systems covering an area of approximately 16 x 10 6 km 2 , or 11.5% of the global land surface. They are sensitive to climate and land-use alterations, which can lead to fast changes in biomass and soil properties. 1 These areas lie mostly in the developing world where vast land-use changes take place. 2 Savannahs affect the regional and global climate, but the interactions between the biosphere and the atmosphere have not undergone intense investigation and are therefore still not well understood. 3 In order to understand the global climate, it therefore is important to study the savannah environment.
Aerosols modify the climate directly by affecting the Earth's radiative budget by scattering and absorbing solar radiation, as well as indirectly by acting as cloud condensation nuclei and thereby changing the properties of the clouds, which again alter the radiation budget. According to recent studies based on global modelling and observations, new particle formation contributes to these aerosol effects. [4] [5] [6] [7] [8] In addition to the climate impacts, aerosols are an important factor for air quality and thus influence human health. In developed countries, strong measures have been taken to improve air quality, but in the developing world aerosols harm the health of hundreds of millions of people. 9 Africa is one of the less studied continents with regard to atmospheric aerosols both from a measurement and a modelling point of view. Biomass burning is a significant source of aerosols in Africa, but previous studies have shown that there are also several other sources. 10 A few modelling studies using regional and global models have investigated South Africa, 11, 12 but none have used detailed chemistry and aerosol dynamics. In this case study, we used measurements conducted at a semi-clean savannah site in South Africa to simulate new particle formation and growth. The measurements were carried out with a transportable measurement trailer. 13 The observations were used as input to the model to constrain the result. The model used in this work was MALTE (Model to predict new Aerosol formation in the Lower TropospherE). 14, 15 Our aim was to investigate the processes creating secondary organic aerosols and explore what factors are important for the growth of these aerosols, especially in southern Africa. Furthermore, we wanted to test the model in a savannah environment, which is very different from the boreal forest ecosystem that the model was developed for. In addition to being a method to enhance our understanding of the processes studied, modelling also allows one to extrapolate to places without measurements. The reliability of such extrapolated results will obviously depend on knowledge of the local conditions. Therefore modelling is a useful tool for compensating when measurements are sparse, such as for areas like southern Africa.
Methods

Site characteristics
The measurements were conducted at a station in the Botsalano Game Reserve (located at 25.54°S and 25.75°E, 1400 m above sea level) in the North West Province of South Africa. Botsalano is located 50 km north of the nearest city, Mafikeng, which has a population of 260 000, and approximately 100 km south of Gaborone (population 200 000), the capital of Botswana. The mining and metallurgical region in the vicinity of the cities of Rustenburg and Brits in the Western Bushveld Indigenous Complex, 16 which is one of the largest regional pollution sources, is located approximately 150 km east of Botsalano. This area is a platinum group mineral, chromium and base metal mining and metallurgical extraction region, which results in enhanced SO 2 and associated sulphate emissions. Otherwise, the nearby region east of Botsalano is quite sparsely populated. The Johannesburg-Pretoria megacity, with more than 10 million inhabitants and heavy industry, is located 300 km east to southeast of the
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Rosa T. Gierens site. 17 There are some small cities and industry in the region, but the area west and south of Botsalano has few anthropogenic activities. There are some small local pollutant sources such as traffic and biomass burning. Considering all the aforementioned, Botsalano can be considered to be representative of a semi-clean background site, with occasional higher pollutant concentrations associated with easterly winds. 18, 19 The location of Botsalano and surroundings is shown in Figure 1 and a detailed description of the site is given by Laakso et al. 10 The Botsalano Game Reserve is located in dry bushveld, with a fairly homogeneous vegetation of grass and thin tree stands. 10 The dominant trees and shrubs are mostly Acacia, Rhus, Ziziphus, Vitex and Grewia, which are typical for a savannah biome. There is also different grass and herbaceous species. The height of the canopy is approximately 8 m. Animals roam freely through the reserve. The large-scale meteorology is characterised by a high degree of stability and anticyclonic circulation taking place more than 50% of the time year-round. 20 As a result of the high stability, the vertical mixing is limited and thus creates situations where air masses are contaminated either by industrial sources or by biomass burning. 21 Re-circulation occurs on regional and subcontinental scales and often in the order of several days. 20 New particle formation events occurred on 69% of the days when measurements were taken, which is a relatively high frequency for continental boundary layer conditions, and only 6% of the days showed clearly no signs of new particle formation. 18 
Measurements
The measurements were made with a mobile measurement trailer. The trailer is aimed to be a self-sufficient and mobile monitoring station requiring only three-phase power and periodic maintenance of the instruments. In addition to measuring instruments, the trailer is equipped with a GPRS modem, so that data can be automatically, and wirelessly, copied to a server, enabling remote monitoring of data quality. A detailed description of the trailer is given by Petäjä et al. 13 During the measurement period described here (July 2007 -January 2008), the trailer was not moved. All data were quality controlled for unreliable measurements, which occurred mostly as a result of frequent electricity breaks. 10 For measuring the particle number distribution, a differential mobility particle sizer was used with a size range from 10 nm to 840 nm and a time resolution of 7.5 min. The meteorological instruments were mounted on a mast located on the roof of the trailer at a height of 3.7 m above the ground. The meteorological parameters together with trace gas concentrations were logged at a time resolution of 1 min. The measured parameters, together with the instruments used, are shown in Table 1 . The gas concentration data were corrected based on onsite calibrations. Volatile organic compound (VOC) measurements were conducted using adsorbent tubes filled with Tenax-TA and Carbopack-B with a sampling time of 2 h. The samples were analysed using a thermodesorption instrument (Perkin-Elmer TurboMatrix 650) attached to a gas chromatograph (Perkin-Elmer Clarus 600) and a mass selective detector (Perkin-Elmer Clarus 600T). The column used was a DB-5MS (60 m, 0.25 mm, 1 µm) column. The sample tubes were desorbed at 300 ºC for 5 min and cryofocused in a Tenax cold trap (-30 ºC) prior to injecting the sample into the column by rapidly heating the cold trap (40 ºC/min) to 300 ºC. A five-point calibration was conducted using liquid standards in methanol solutions. Standard solutions were injected onto adsorbent tubes and flushed with nitrogen flow for 5 min in order to remove methanol. The VOC sampling system did not 
Days selected
We chose 6 days (7-10 and 14-15 October 2007) during the local spring; each day had different characteristics with respect to trace gas and particle concentrations. This period coincided with the beginning of the growing season. On these days, the temperature varied between a night-time low of 5 °C and a daytime maximum of 32 °C, and the relative humidity from 9% to 99%. The predominant wind direction was from the north, but various directions were observed (Table 1 ). There was a nucleation event during all of the studied days, which included days with clean background air as well as higher pollutant concentrations. Most of the days were sunny, and rain occurred only once during the evaluated period.
Model description
MALTE is a one-dimensional model that simulates new particle formation and growth in the lower troposphere, from the surface up to 3 km above the ground, covering the entire boundary layer. It includes modules for the boundary layer meteorology, chemical and aerosol dynamic processes, and for emissions from the canopy. 14 In this study we used a further developed version, in which the one-dimensional version of the model SCADIS is used to improve the meteorology scheme. 15 This modification was made to improve the estimates of vertical turbulent fluxes of heat, moisture and scalars.
MALTE has a flexible number of vertical layers. The layer height increases logarithmically from the ground upwards, such that the resolution is highest near the ground. A total of 51 layers from the ground to a height of 3000 m were chosen for this study, with 14 of the layers located inside the canopy (lowest 8 m). Based on meteorological conditions at each level, the detailed chemical and aerosol dynamic processes were solved. Meteorology, emissions, chemistry and aerosols were combined with a split-operator approach: the meteorological conditions, as well as fluxes of particles and gases, were calculated with a 10-s time step for 60 s. Afterwards, emissions from the canopy, chemical reactions and aerosol dynamic processes at every atmospheric layer were solved with a time step of 60 s. Then the meteorological module started again and the process continued. From the meteorological model point of view, changes in the gas phase and in particle concentrations appeared instantly after each minute. 15 
Boundary layer meteorology
For the boundary layer processes, the one-dimensional version of the model SCADIS (scalar distribution) was applied. A detailed description of the model is given by Sogachev et al. [22] [23] [24] This part of the model solves the meteorological conditions in and above the atmospheric boundary layer, the vertical transport by turbulence, as well as the interactions with and within the canopy. SCADIS includes a set of equations for momentum, continuity, heat, humidity and transport of a passive tracer. For solving the turbulent fluxes, the one-and-a-half order closure is applied. The canopy is described with multiple layers. SCADIS includes parameterisations for drag forces of leaves and for radiation transfer, distinguishing between sunlit and shaded leaf area, and thus aims to properly describe interactions between vegetative canopy and the atmosphere. In the model, a horizontally homogenous vegetation canopy is assumed. Penetration of solar radiation inside the canopy was calculated based on the leaf area index, and gave the average radiation flux at each level. In a bushy area like Botsalano, this was a challenging approach. Because of the one-dimensional nature of the model, there is no separation between the area between the trees and 'inside' the trees. From the model point of view, the canopy was treated as if it were horizontally homogenous with very sparse foliage. Prognostic equations for soil moisture were also included.
Emissions from the canopy
Isoprene and monoterpene emission rates have been reported for many important savannah woody (tree and shrub) genera in southern Africa including the dominant genera at Botsalano Game Reserve. [25] [26] [27] [28] In contrast, there are few measurements of biogenic emissions from herbaceous savannah vegetation. These species are generally assumed to make a negligible contribution to the total biogenic VOC flux, but this assumption could result in underestimated emissions. The five dominant woody genera at Botsalano include one with high isoprene and monoterpene emissions (Rhus), one low monoterpene emitter (Grewia) and two very low emitters (Vitex and Ziziphus). The fifth genera, Acacia, is more diverse and includes high isoprene emitters (e.g. A. nigrescens and A. polycantha), high monoterpene emitters (e.g. A. tortilis) and species with low emissions of both (e.g. A. nilotica). 25, 28 In this context, the leaf level emission rate categories are based on the definitions of Guenther et al. 29 The isoprene emission classification comprises high (≥14 mg/(g h)), low (0.1 to 14 mg/(g h)) and very low (<0.1 mg/(g h)). The classes for monoterpenes are high (≥1.6 mg/(g h)), low (0.1 to 1.6 mg/(g h)) and very low (<0.1 mg/(g h)). 29 The high variability of the woody covered fraction and the diversity of high and low emitters results in very different emission rates from the various savannah landscapes. Otter et al. 26 combined a regional database of plant species composition and isoprene and monoterpene emission rates to estimate biogenic emission rates from land-cover types in southern Africa. They found
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Modelling new particle formation events Page 3 of 12 Emissions of isoprene, monoterpenes and other VOCs from the canopy were calculated with the model MEGAN (Model of Emissions of Gases and Aerosols from Nature). 30, 31 The compounds included were: isoprene, 2-methyl-3-buten-2-ol, β-pinene, α-pinene, methanol, acetone, acetaldehyde, formaldehyde, formic acid, acetic acid, methane, sabinene, Δ 3 -carene, myrcene, limonene, trans-β-ocimene, β-caryophyllene, α-farnescene, 'other monoterpenes' (for those not mentioned here) and 'other sesquiterpenes' (for those not mentioned here). The isoprene and monoterpene emission factors used for this simulation are based on the estimates by Otter et al. 26 for the savannah type located at the Botsalano Game Reserve. The emission rates for all other compounds are based on the emission factors recommended by Guenther et al. 31 The emission rates depend also on leaf temperature and available solar radiation for leaves in the sun and shade, which are calculated separately for every model level inside the canopy. No anthropogenic VOC sources were included in the model.
Gas phase chemistry
The gas phase concentrations of all compounds were calculated for every model time step by the Kinetic PreProcessor. 32 In total, 770 chemical species and 2148 chemical and photochemical reactions chosen from the Master Chemical Mechanism (MCM) version 3.2 33, 34 via http://mcm. leeds.ac.uk./MCM/ were included for the model runs. These numbers include atmospherically relevant inorganic compounds and reactions together with the full oxidation chemistry paths for isoprene, 2-methyl-3-buten-2-ol, β-pinene, α-pinene, methanol, acetone, acetaldehyde, formaldehyde, formic acid, acetic acid and methane. We also included first-order oxidation reactions among
• and the following organic compounds: sabinene, Δ 3 -carene, myrcene, limonene, ocimene (to simulate the chemistry of trans-β-ocimene), 'other monoterpenes' (those not mentioned here), β-caryophyllene, farnesene (to simulate the chemistry of α-farnescene), and 'other sesquiterpenes' (other than the two mentioned here). The full chemistry paths for these compounds (we are referring to the following compounds: sabinene, Δ 3 -carene, myrcene, ocimene, 'other monoterpenes', farnesene, and 'other sesquiterpenes') are not included, as they are unknown and not provided by MCM. In the case of limonene and β-caryophyllene, for which the full near-explicit MCM chemistries are available, we chose not to include them because of computational costs; limonene and β-caryophyllene comprise 539 and 591 compounds, respectively, and MALTE is not written in parallel. Furthermore, as the predicted emissions of limonene and β-caryophyllene are relatively low compared with, especially, α-pinene and β-pinene, it is reasonable to exclude the chemistry of these minor components.
Aerosol dynamics
We used the size-segregated aerosol dynamics model UHMA (University of Helsinki Multicomponent Aerosol model) 35 to simulate the aerosol dynamic processes occurring in our study. UHMA describes in detail new particle formation and growth, including both particle coagulation and multicomponent condensation. The fixed-sectional method with 38 size bins was applied to represent particle size distributions. The model has an option to include several different nucleation mechanisms. We first used kinetic nucleation, 36 in which critical clusters are formed by collisions of sulphuric acid molecules (H 2 SO 4 ) or other molecules containing sulphuric acid. The nucleation rate J kin is calculated by
where K is the kinetic coefficient that contains details of the nucleation process, such as the probability of a collision of two molecules containing sulphuric acid resulting in the formation of a stable critical cluster.
It has been suggested that gases other than sulphuric acid participate in the nucleation process; for example ammonia or low volatile organic vapours might play a role. 37, 38 The second nucleation mechanism used in this work assumes the formation of stable critical clusters by collision of sulphuric acid or a molecule containing sulphuric acid and a low volatile organic compound. The nucleation rate J org is calculated in the same way as by Lauros et al. 15 :
where [C org ] represents the concentration of low volatile organic gases (in the model these are the first stable reaction products of α-pinene, β-pinene and isoprene with OH), υ is the collision rate of the molecules and the coefficient P contains details about the nucleation process, similarly as for K in Equation 1.
The newly formed nanosize clusters grow by condensation of sulphuric acid and low volatile organic compounds (C org alike as in nucleation) 14 following the nano-Köhler theory. 39 For particles reaching a size of a few nanometres, sulphuric acid and the first stable reaction products of α-pinene, β-pinene and isoprene generated by reactions with • OH, O 3 and NO 3 • participate in the growth of the particles. Oxidation products from α-pinene, β-pinene and isoprene reactions were chosen to represent the oxidation products of the VOCs, as there is no currently available method in MALTE to estimate saturation vapour pressure. Other monoterpenes (myrcene, sabinene, limonene, Δ 3 -carene and ocimene) and sesquiterpenes (farnescene and β-caryophylllene) were not chosen, because full chemistry for these compounds was not included. For the remaining organic compounds, we predicted concentrations that are too low and expected saturation vapour pressures that are too high for these compounds to make a significant condensation contribution. We scaled the concentration of condensing vapours by taking a fraction of 0.05 of the abovementioned compounds gas phase concentrations based on measurement fit.
The model calculates dry deposition for newly formed particles as well as deposition to the canopy. Because MALTE does not simulate the formation of clouds or precipitation, wet deposition was not included.
Model set-up
All measured meteorological parameters were used in the model. Temperature, absolute humidity and wind speed were used for nudging with a factor of 0.1. In this way we were able to simulate the meteorological conditions in the model more closely to the observations, which allowed some of the effects of synoptic scale weather phenomena to be included. Upper boundary values for temperature, humidity and wind speed are required in order to simulate the vertical profiles. Because of the non-existence of soundings in the region of Botsalano, the values from the ERA-Interim reanalysis 40 provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) were used.
The simulation of emissions from the canopy depends on the standard emission potentials, which in this study were based on the measurements reported in the literature. 25, 26, 28 In the beginning of the simulation the concentrations of all emitted gases and their reaction products were set to zero. For this reason the model run was started one day prior to the studied days, so that the concentrations could accumulate and the chemistry related to these species could stabilise.
From the measured trace gas (O 3 , SO 2 , NO, NO x , and CO) concentrations, 15-min averages were calculated and used as input to the model. Data points with concentrations below zero (caused by measurement error) were set to the detection limit of the instruments. For periods of missing data, gap filling was applied (that is, concentrations for missing data points were calculated based on the gradients at the same time on the previous and following days). Every midnight, the particle number concentration in each size bin in the model was set to the measured concentration in order to initialise each study day and to correct the background aerosol concentrations. For the initialisation, the boundary layer was assumed to have a constant concentration and a height of 300 m. Above the boundary layer the concentration was set to 20% of that 
Results and discussion
Meteorological conditions
The meteorological conditions were evaluated for a 2-week period, including the days selected. The model reproduced the measured temperature well most of the time, but during the warmest hours of midday the model underestimated the measured temperature by 3-5 °C on two out of three days simulated (Figure 2 ). Almost as common, but less extreme, was the overestimation during the night, which did not exceed 2.6 °C. The model provided an average temperature of the area -both in and out of shade -but the measurements were taken at one location that was not shaded by the canopy. If this approach explained the underestimated daytime temperatures, the difference would not be present above the canopy. The temperatures produced by the model at 10 m were the same as those at 4 m, except for some nights with strong vertical gradients. Even if there were no measurements made above the canopy, it is unlikely that any known physical process caused by the sparse vegetation would have had such a strong effect that the model could not recognise. Therefore the temperatures underestimated by the model are not merely a consequence of inclusion of the model values representing shaded areas. Furthermore, as seen from the middle panel in Figure 2 , the simulated absolute humidity was underestimated for most of the studied period. These two issues might be connected, as an underestimation of temperature leads to an underestimation of evaporation, which results in a too low concentration of water vapour in the air. One significant factor affecting the temperature near the surface is the boundary values given for the upper boundary at 3000 m. We investigated the effects of errors in the upper boundary values by altering the upper boundary temperature and found that errors in this temperature can only partly explain the underestimated surface temperature. Another reason for the underestimated midday temperature might be errors in the albedo, the ground heat capacity, or the heat flux from the ground, none of which have been measured in the area and can thus not be validated. These effects could also explain the overestimated temperatures modelled for some nights. All of the explanations mentioned, except the upper boundary values, play a role in the energy balance, which, according to Grote et al. 3 , is poorly understood in savannah ecosystems. For the vertical mixing of particles, the amount of turbulence and the height of the boundary layer are important. The atmospheric boundary layer is well mixed, but transportation from the boundary layer to the free atmosphere is weak. Figure 2 shows the daily evolution of the atmospheric boundary layer. The night-time boundary layer, in particular, was shallow, which was caused by strong stable stratification typical of the region. The sudden downward peak during the late hours on 7 October was caused by numerical instability in the model 41 . Lauros et al. 15 compared the vertical profiles of the model to measurements made by radiosonde soundings, and stated that the model suggested a too high level of stability and too weak mixing. As the sub-continental conditions in Botsalano are very stable, we cannot make the same conclusion without comparison with measurements. The night-time boundary layer on the last 2 days was very shallow (below 100 m). Turbulent kinetic energy indicates the effectiveness of turbulent mixing. During the last 3 nights, turbulent kinetic energy was approximately zero, indicating that, based on the model, no vertical mixing of particles or gases took place. This scenario leads to high concentrations near ground level for compounds with sources inside the canopy. We therefore need to consider these high levels of stability during the last 2 nights when evaluating the gas and particle concentrations.
Gas phase concentration
For particle formation and growth, a good estimate of the sulphuric acid concentration is essential. Sulphuric acid is traditionally thought to be produced by • OH oxidation of SO 2 . Therefore it is important to consider these compounds when evaluating the model's ability to predict the sulphuric acid concentration. Modelled
• OH concentration (a), measured SO 2 concentration (b) and modelled sulphuric acid concentration together with an estimate of the sulphuric acid concentration based on the sulphuric acid proxy (c) are presented in Figure 3 . The sulphuric acid proxy was calculated as
where k 3 = 1.4 x 10 -7 x Glob -0.70 , Glob is the global radiation, and CS is the condensation sink as given by Petäjä et al. 42 This method was used by Vakkari and co-workers 18 to estimate the measured sulphuric acid concentrations in Botsalano, and is shown here to provide comparison with their work. As expected, 42 ; compared with the sulphuric acid proxy, we generally seem to overestimate the concentration. Occasional higher concentrations of sulphuric acid seem to be related to the high concentrations of SO 2 caused by advection. However, no sulphuric acid concentration measurements exist at this station or anywhere close by and our model simulations show good agreement between measured and modelled sulphuric acid concentration for another station. 14 We made sensitivity runs with doubled emission rates for the organic compounds (similar to Boy et al. 43 ), which decreased the • OH concentration and thereby decreased the sulphuric acid concentration. However, we did not observe a significant decrease in the sulphuric acid concentration and because we do not have any • OH concentration measurements to compare with, we chose to use the original modelled sulphuric acid concentrations for simulations of aerosol formation and growth in the next section.
For completion, we also present the measured concentrations of CO (a), NO and NO 2 (b) in Figure 4 . Increased concentrations of CO (and SO 2 ) are usually an indication for pollution events. In Botsalano, this pollution is observed especially when the wind blows from a southeasterly direction. Such peaks are seen on 8 October and 10 October, with a twofold higher CO concentration and 10-20-fold higher SO 2 concentrations compared with the times in-between. During 14 and 15 October, there seem to be different air masses present because the trace gas concentrations, as well as the particle number distribution, clearly vary (see 'Particles'). On these days, the wind blew from all directions, not only a southeasterly direction.
Other important vapours participating in the growth of the particles are low volatile organic compounds. Only limited VOC measurements were available during four of the selected days, and the concentrations were mostly below the detection limit. Measured and modelled concentrations of isoprene and the sum of monoterpenes (α-pinene, camphene, sabinene, β-pinene, Δ 3 -carene and limonene) are visualised in Figure 5 . The measured values (dots and crosses) are from a 5.7-m sampling height and in the figure are shown at the middle of the 2-h sampling period. The emission rate of isoprene was highest during daytime because the emission of isoprene is driven by light-and temperaturedependent enzymatic synthesis. Shortly after the emission starts to increase, the boundary layer begins to develop as a result of radiative heating of the surface. Emitted gases are then mixed in a larger volume of air, which lowers the gas concentration. The maximum isoprene concentrations are therefore found in the morning and in the evening. In the case of the monoterpenes, the mixing conditions dominate over the emission rate, leading to higher concentrations during the night than during the day; this pattern has been observed at other sites 44 . The stable nights during 14-15 October resulted in especially high concentrations for both isoprene and the monoterpenes. The measured concentrations of isoprene are one order of magnitude lower and the measured monoterpene concentrations are up to two orders of magnitude lower than what the model predicted. In part, this may be a result of differences in the emission factors or the plant species composition data between the regional model and the Botsalano site. The sum of the measured monoterpenes is calculated based on samples of individual monoterpenes. However, the low observed values seem to be because of the lack of ozone removal in the sampled air. Very recent data by Jaars 45 for the Welgegund measurement site in South Africa that lies close to the ecotone of the grassland and savannah biomes, indicated that monthly median isoprene and monoterpene concentrations vary between 2.4 x 10 8 to 1.25 x 10 9 cm -3 and 2.4 x 10 8 to 3.1 x 10 9 cm -3 , respectively. These values were obtained by utilising ozone removal prior to sampling, as suggested by Héllen et al. 46 , and are much closer to 7.10.
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15.10. , which in the simulations are forming and growing the particles, are shown in Figure 6 . The low level of mixing, together with the higher concentrations of monoterpenes ( Figure 5 ), is reflected in the high concentrations of the reaction products during the last 2 days. The concentrations of the reaction products generated from monoterpene and isoprene reactions with • OH (dotted line) and O 3 (dashed line), showed similar behaviour to those previously described for isoprene -a high formation rate during the day but, with effective mixing, the concentration decreased or did not continue to increase. The reaction products generated from monoterpene and isoprene reactions with NO 3
• (solid line) showed diurnal cycles driven by the vertical mixing. This process caused the concentration to be higher if the surface layer was very stable, which was the case during the last 2 days (14-15 October), especially during the night. The stable stratification also leads to strong vertical gradients, as the VOCs are emitted in the canopy.
Particles
The ability of the two selected nucleation mechanisms -kinetic and organic-induced nucleation -to reproduce the observed number concentration of particles was evaluated by holding the nucleation coefficients K (in Equation 1) and P (in Equation 2) constant for all simulated days. The modelled events, together with the observations, are shown in Figure 7 . To allow more detailed comparison, the formation rate of 10-nm particles (J 10 ) and the growth rate for 10-20-nm particles were calculated from observations and both simulations for each day (Table 2) . Growth rates (GR), particle formation rates (J 10 ) and sulphuric acid concentrations calculated from measurements, the two different simulations and for the sulphuric acid proxy. J 10 -values shown are the means over 4 h after the start of the nucleation event. Sulphuric acid concentrations from both the simulation and proxy are given for the time defined by simulation (kinetic nucleation). For completeness, the estimated starting times of the events, defined from J 10 time series, are shown. Figure 7) . A sudden decrease in the concentration of Aitken mode particles in the middle of the day can also be seen, probably as a result of a different type of air mass being advected to the site. The formation rate of the particles was the lowest observed in the studied period (Table 2) , which, together with the high concentrations of Aitken mode particles for the first half of the day, could have lead to the late beginning of the observed event: in the morning the few newly formed particles were coagulating on bigger particles (which had a high concentration), and when the background aerosol loading decreased, it allowed for the newly formed particles to start growing and reach the size at which they could be observed (10 nm), later than on the other days. This change of air mass cannot be accounted for in the model, and therefore this effect is not seen in the results of the simulations. Both nucleation approaches also led to particle formation in the simulations, only much earlier on the day ( Figure 7 , Table 2 ). The values for growth rate agree well with those observed, but kinetic nucleation underestimated J 10 by an order of magnitude.
On 8 October, strong advection of SO 2 was observed within the measurements, leading to a high sulphuric acid concentration (Figure 3) , and thereby causing a high rate of particle formation ( Table 2 ). The simulations also show relatively high formation rates at 10 nm, although lower than observed. The growth rate was overestimated by the model. The results on 9 October are similar to those on 7 October -low sulphuric acid and a good agreement with both J 10 and growth rate, except for the kinetic nucleation approach that underestimated the formation rate.
The daytime sulphuric acid concentration was the lowest during these 2 days, and as kinetic nucleation assumes particle formation from sulphuric acid, it is to be expected that this approach is sensitive to changes in sulphuric acid concentration.
Of all the simulated days, 10 October showed the best agreement with the observations when considering J 10 , growth rate and the timing of the start of the event. During the last 2 days (14-15 October), both particle formation mechanisms gave similar results. The sulphuric acid concentration during these days was slightly elevated, and the modelled monoterpene and isoprene concentrations were the highest of the simulated period. In the evening of 14 October there was some rain, but at this point the observed concentrations were already lower. Throughout the last 2 days, the SO 2 and CO concentrations ( Figure 3 and Figure 4 ) were generally higher than during the first days, indicating that the air was more polluted at this time than during the first 4 days.
The difference in sulphuric acid concentration among the days leads to a greater difference in the simulated particle concentrations (Figure 7 ), indicating that sulphuric acid alone cannot be responsible for new particle formation, and the dependency on its concentration was weaker than assumed in the model. The kinetic nucleation approach particularly depends too strongly on sulphuric acid concentration (Table 2 ). This finding is in good agreement with observations at other sites. 15 The organic nucleation approach gave J 10 with a better agreement with the observed for all days except 8 October. When changing the approach for particle formation, the mechanism to grow particles in the model was the same. The difference in the growth rates between the simulations can be explained by the changes in coagulation and condensation when the number of particles in lower size bins changed. The high growth rate on 8 October was probably caused by the very high sulphuric acid concentration, and the above mean growth rate on 14 and 15 October by high concentrations of both sulphuric acid and the condensing organic vapours ( Figure 6 ).
In our simulations we assigned the coefficient K in Equation 1 a value of 8 x 10 -18 cm 3 /s, which is lower than the values reported for other sites. 15, 37 For the organic-induced nucleation, P in Equation 2 was set to 1 x 10 -5 cm 3 /s. To compare with other results, we calculated the coefficient
which varied from 3.8 x 10 -13 cm 3 /s to 9.4 x 10 -13 cm 3 /s with a mean value of 5.4 x 10 -13 cm 3 /s. These values are at the low end of the distribution reported by Paasonen and co-workers 38 , but not out of range. Compared with other sites, the sulphuric acid concentration in Botsalano is higher, and the K and K org have lower values, resulting in a nucleation rate that is similar to that reported from other sites. 38 The air mass history analysis by Vakkari et al. 18 for the same site indicated that the highest formation and growth rates were related to the highest VOC emissions, but not to the highest estimated sulphuric acid concentrations, which suggests that the dependency on sulphuric acid is not as strong as for some other sites.
The use of a column model is based on the assumption that the area is homogeneous enough to exclude transport of particles by horizontal advection. Figure 7 shows that this requirement was not always fulfilled at Botsalano. Many of the differences between the observed and simulated particle concentrations can be explained by an air mass with different aerosol properties being advected at the site. This scenario is evident on 8 October and on the last 2 days studied (Figure 7) , when the number concentration changed so rapidly that it cannot be explained by aerosol dynamic processes. The concentrations of Aitken mode particles are affected the most, because it takes time for the particles to grow. If the newly formed particles are not present at the site after some time, the modelled concentration is highly overestimated. Figure 8 shows modelled 1-h averages of number concentrations against measured concentrations for 10-30-nm and 30-100-nm particles. Results from simulations with organic-induced nucleation are shown with crosses (x) and kinetic nucleation with circles (○). The modelled number concentration of 30-100 nm was highly overestimated repeatedly by both nucleation mechanisms (Figure 8a ). The modelled 10-30 nm number concentration by kinetic nucleation approach, on the other hand, shows a tendency to underestimate the concentration (Figure 8b ). The organic-induced nucleation approach did not result in a similar tendency. The mechanism to grow particles was the same in all simulations, only the path to particle formation was changed. Figure 8 shows that the two nucleation approaches resulted in different 10-30-nm number concentrations, whereas the 30-100-nm concentrations were more alike. The similarity in the pattern for the 30-100-nm particle concentration, despite the difference in the smaller size range, indicates that advection indeed plays a key role and that the difference between the model and the measurements cannot be a consequence of error in the particle growth scheme alone. Figure 7 suggests that the heterogeneity of the region has the greatest effect during the afternoons and evenings. While advection was the main cause of the difference between observed and modelled particle concentrations, it is also likely that some variability was caused by the inaccuracy of the parameterisation for growth of the particles.
Conclusions
MALTE simulations of the dynamics of temperature and humidity in the savannah environment need improvement; the diurnal cycle of temperature was not strong enough. However, considering that exchange of water and energy between the atmosphere and the savannah ecosystem is not well understood, 3 and that uncertainties originate from the boundary values, the model performance was satisfactory. The simulations showed a high level of stability and a shallow boundary layer during night-time, with significant effects on the concentrations of gases with sources within the canopy.
The sulphuric acid concentrations in the model were relatively high, but can be explained by the high level of • OH and SO 2 concentrations. The SO 2 concentration depended strongly on the origin of the air mass present at the site, and sudden changes took place repeatedly. The measured monoterpene and isoprene concentrations differed from the measurements by one to two orders of magnitude. The lack of ozone removal in the sampling was probably the main cause of this difference. Although the problems with the values can be discussed, the simulated diurnal variation was reasonable. The reaction products of isoprene, α-pinene and β-pinene with • OH, O 3 and NO 3 • provided possibly the highest uncertainties for our simulations on the formation and growth of particles. One of the most important causes of differences between the modelled and measured particle number concentrations was advection. The site was quite heterogeneous with a high frequency of horizontal advection of either clean or polluted air masses, which make the use of a column model challenging. Organic-induced nucleation was better in reproducing observed particle formation and growth rates on all days except one (Table 2) , as well as number concentration for 10-30-nm particles ( Figure 8 ). The coefficients describing the nucleation processes, K and P, were low compared with studies of other sites. Choosing a constant value for these coefficients proved not to be a valid approximation, and other variables for describing the nucleation process should be introduced.
The next step in developing this work further is to use the Model to Simulate the concentrations of Organic vapours and Sulphuric Acid (SOSA) 47 to model particle formation at Welgegund, a station approximately 200 km southeast of Botsalano. The station has the same measurements as Botsalano, but also some additional observations that can be used for driving and validating the model conditions, such as sensible heat flux and soil humidity and temperature. A much more comprehensive VOC measurement campaign was also conducted at this site, during which time ozone removal was applied. SOSA is very similar to MALTE -both include the same modules (or versions of them) -but it is written in parallel so the computational time will not limit the work in the same way as it did in this study. Running longer time periods will give a better understanding on different conditions and the possibility to study, for example, seasonal variability.
Possible climate change and air quality related impacts in southern Africa could be significant. Therefore, continued modelling developments as presented in this paper to better understand and predict new particle formation for this unique environment are critical in mitigating possible negative impacts.
