In this paper real time system identification is implemented on TMS320C6713 for speech signal using standard IEEE sentence (SP23) of NOIZEUS database with different types of real world noises at different level SNR taken from AURORA data base. The performance is measured in terms of signal to noise ratio (SNR) improvement. The implementation is done with "C' program for least mean square (LMS) and recursive least square (RLS) algorithms and processed using DSP processor with Code composer studio.
I. Introduction
The quality and intelligibility of speech reduced at the receiving end when the input speech is mixed with some form of the noise components. So the original speech becomes unpleasant to listen. The amount of unpleasant is depending upon the type of noise corrupted to the speech signal. The quality and intelligibility of the speech in the presence of background noise can be improved by speech enhancement algorithms. Over many decades researchers are focused in this area and developed the different algorithms to remove the noise which is present along with the speech signal. [7] [8] [9] [10] .The adaptive filter is still better tool to suppress the noise content in the speech signal. Recently many researchers are working on implementing system identification and noise canceller using adaptive filters on fixed point processor, floating point processor, simulink and other hardware solutions [4, 11] for deterministic signals and time varying signals. In this work LMS and RLS algorithms are implemented on floating point processor TMS320C6713 for system identification and performance is compared in terms of output SNR
II. LMS Algorithm
The least mean square (LMS) algorithm is basic adaptive filter used for system identification and noise cancellation. The basic block diagram of adaptive transversal filter is shown in Figure 1 .In which input signal u(n) and a desired signal d(n) determine the filter coefficient 'w', that minimizes the error e(n), between the output of the filter y(n), and the desired signal d(n).In LMS algorithm the step size remains constant in updating filter coefficient equation [1, 2] The output, error and weight equation of conventional LMS algorithms are shown below. The output; y(n)=w(n).u T (n) (1) The error; e(n)=d(n)-y(n)
(2) The weight equation:
Where is the step size.. 
III. RLS Algorithm
The recursive least square (RLS) adaptive algorithm is based on least square estimation of the filter coefficients for (n-1) iterations. This algorithm is very powerful, when input is very dynamic and requires very high speed of response. To reduce the number of iterations RLS algorithm uses the autocorrelation matrix. Autocorrelation matrix in RLS algorithm uses current tap-input information as well as all past input samples. Important feature of the RLS algorithm is the inverse correlation matrix (similar to 'mu' in Least Mean Square Algorithm) replaced at each step by a simple scalar division. The RLS exhibits extremely fast convergence compared to least mean square algorithms but computational complexity is very high.
If u(1),u(2)… are input samples, d(1),d(2)… are desired samples and "Λ 'is forgetting factor varies between 0 and 1.The forgetting factor gives exponentially less weight to older error samples and gives more weightage to recent data. 'δ' is small positive constant The error e(n) is calculated by taking the difference of desired response d(n)and the output y(n)The output, error and weight equation of conventional RLS algorithms are shown below
The filter output is y(n) = u(n) T w(n − 1)
IV. Tms320c6713 DSP Processor
The DSK is a low-cost standalone development platform also serves as a hardware reference design for the TMS320C6713 DSP [3] [4] [5] . The DSK uses the 32-bit EMIF for the SDRAM (CE0) and daughter card expansion interface (CE2 and CE3).An on-board AIC23 codec allows the DSP to transmit and receive analog signals. Analog audio I/O such as microphone input, line input, line output and headphone output is done through four 3.5mm audio jacks the codec can select the microphone or the line input as the active input. The analog output is driven to both the fixed gain line connector and adjustable gain headphone connectors. McBSP0 is used for the codec control interface and McBSP1 is used for data. The block diagram of C6713 DSK is shown in figure 2. Code composer studio provides an integrated development environment (IDE) to incorporate software tools, which includes tools for code generation such as a C compiler followed by an assembler and a finally linker. The C compiler compiles a C source program with extension .c to produce an assembly source file with extensioin.asm. The assembler assembles an .asm source file to produce machine language object file with extension obj. the linker combines object files and object libraries as input to produce an executable file with extension .out. This executable file can be loaded and run directly on the C6713 processor. 
V. Simulated Results
The simulations are carried with standard IEEE sentence sp23 (NOIZEUS database) of male voice saying" stop whistling and watch the boys march". The original signal has 21209 samples. The performance of the LMS and RLS are tested with babble noise, restaurant noise, airport noise and train noise at different level of SNR taken from AURORA data base. The results are plotted using Matlab. The different stages of implementation are illustrated below. The trouble shooting DSK connectivity is shown in Figure 3 , which is initial stage for configuration of CCS to configure the ports. Figure 4 shows the window corresponding to create a new project. Figure 5 shows the successful code building stage of the project. Figure 6 shows final execution stage 'run'. The output file will be stored in out.dat The Figure 7 shows the desired signal, signal+noise, output and the mean square error for LMS with original speech corrupted with babble noise of' 0'dB for 'μ' =0.1 with filter order 8. Figure 8 shows the same for RLS algorithm with forgetting factor λ=0.97 and δ=0.01.The performance of RLS algorithm has shown in Table 1 for different values of forgetting factor. It is clearly evident that the output SNR observed maximum when Λ=0.97 for different input SNR. Table 2 demonstrates the performance of output SNR for both LMS and RLS algorithms. The RLS gives better output SNR for all types of nonstationary noises at different level of input SNR compares to LMS algorithm
5.1Mean Square Error
Mean square error (MSE) is important parameter to estimate the performance of the algorithms. The corresponding equation is given below. MSE= (11) Where d(n) is the desired signal, y(n) is the output of the filter and N is the total number of samples. The MSE defiens the mean square error between the real model to estimated model [11] . MSE in decibels given by MSE dB=10log 10 ( MSE) (12 ) Figure 9 demonstrates the variations of mean square error (MSE) for both the algorithms in dB. The average MSE obtained for LMS and RLS is 28.73 dB & -52.9 dBrespectively 
VI. Conclusion
In this work LMS and RLS algorithm were successfully implemented and analyzed for system identification on floating point processor TMS320C6713. The results are analyzed with standard speech IEEE sentence (SP23) of NOIZEUS database with different types of real world noises at different level SNR.. The performance is measured in terms of SNR improvement. RLS algorithm gives better SNR improvement and reduces mean square error due to estimated weight of the unknown system matching with actual weight of the desired signal. So this can be used in digital hearing aid for real time noise cancellation Table2: Performance of the LMS and RLS algorithm for different types of noises at different input SNR 
