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One of the fundamental assumptions in stochastic control of continuous time
processes is that the dynamics of the underlying (diffusion) process is known. This
is, however, usually obviously not fulfilled in practice. On the other hand, over the
last decades, a rich theory for nonparametric estimation of the drift (and volatil-
ity) for continuous time processes has been developed. The aim of this paper is
bringing together techniques from stochastic control with methods from statistics
for stochastic processes to find a way to both learn the dynamics of the under-
lying process and control in a reasonable way at the same time. More precisely,
we study a long-term average impulse control problem, a stochastic version of the
classical Faustmann timber harvesting problem. One of the problems that im-
mediately arises is an exploration vs. exploitation-behavior as is well known for
problems in machine learning. We propose a way to deal with this issue by com-
bining exploration- and exploitation periods in a suitable way. Our main finding
is that this construction can be based on the rates of convergence of estimators
for the invariant density. Using this, we obtain that the average cumulated regret
is of uniform order O(T−1/3).
Keywords: nonparametric statistics; reinforcement learning; diffusion processes; optimal
harvesting problem; Faustmann problem; impulse control; exploration vs. exploitation
Mathematics Subject Classification: 93E20, 62M05, 60G40, 60J60
1. Introduction
1.1. Related results and literature
In the usual stochastic control setup, it is assumed that the dynamics of the underlying
stochastic process is known to the decision maker. In practice, this assumption does not seem
to be realistic in many situations of interest. Different approaches have been proposed to deal
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with this issue. One way is to take the point of view of an ambiguity averse decision maker
who is uncertain about the drift of the underlying process. She then searches for a maximin
rule to find the best decision given nature chooses the worst possible drift. This approach
is referred to as Knightian uncertainty, see Riedel [2009], Christensen [2013] and Bayraktar
and Zhang [2015]. (For these and the following references, we have, from the large body of
literature, tried to choose references which are close to the setting studied in this paper.) This
is a conservative point of view for the decision maker. In particular, she does not take into
account the information obtained about the drift by observing the process over time.
Another perspective is taken by using hidden Markov models for modeling partially ob-
served systems. For examples, it can be assumed that the coefficients of the underlying
system are driven by an unobservable stochastic process which is then usually treated by fil-
tering techniques. The problem formulation can then be done from a Bayesian or frequentist
perspective. See, e.g., Rieder and Bäuerle [2005] for an example from portfolio optimization.
Another strand of literature with this point of view is classical sequential statistics, in particu-
lar optimal estimation of the drift and related quantities, see, e.g., Peškir and Shiryaev [2006]
for different examples, or Jobjörnsson and Christensen [2018] for an overview on applications
in clinical trial design. Here, for tractable examples a low-dimensional parametric situation is
assumed. The same holds true for a strand of literature referred to as adaptive control theory,
as considered in Stettner [1986].
From a different perspective, the problem is treated in the area of machine learning. In
the framework of a Markov decision process, it is assumed that the decision maker has no
knowledge about both the dynamics of the underlying system and the reward structure.
Extensive textbook treatment with many references are Russell and Norvig [2016], Bertsekas
[2012], and Bertsekas [2019]. A main challenge is the exploration vs. exploitation trade-off:
on the one hand the decision maker needs to learn the environment, but at the same time she
wants to use her current knowledge to optimize her reward. In many situations, there is no
hope to find an optimal (in any reasonable sense) strategy. A deeper mathematical treatment,
in particular for large (or even infinite) underlying models, is usually not obtainable. The
exploration vs. exploitation trade-off is also well-known from the famous multi-armed bandit
problem, see Berry and Fristedt [1985] for a classical reference. For the Bayesian formulation
of the problem, a more rigorous mathematical treatment can be given in terms of the famous
Gittins-index, although the practical implementation is difficult. The more recent overview
Bubeck and Cesa-Bianchi [2012] concentrates on developments in the “stochastic” bandit
problem, which is more in the spirit of this paper.
In principle, the question of exploration (i.e., learning the dynamics of the underlying
process) is a statistical problem. In cases where application-driven knowledge of the form of
the dynamics is available, one might try to exploit this by postulating a parametric diffusion
model, indexed by some finite-dimensional parameter θ. In most situations however, it is
not plausible to assume a low-dimensional parametric structure, and one has to resort to
nonparametric methods from the field of statistics for stochastic processes. The statistical
nature of the problem of estimating the diffusion dynamics depends heavily on the dimension of
the diffusion process and the assumption on the observation scheme. In particular, the analysis
and the statistical results change when passing from the scalar case to higher dimension and
from the framework of continuous or high-frequency observations to low-frequency sampling.
A summary on the evolution of the area of statistical estimation for diffusions up to the
mid 2000’s is given in Gobet et al. [2004]. The monograph Kutoyants [2004] provides a
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comprehensive overview on inference for one-dimensional ergodic diffusion processes on the
basis of continuous observations considering pointwise and L2-risk measures.
In the light of the previous discussion, it is a bit surprising that the application of results
from nonparametric statistics to problems in stochastic control is rare. One exception is
Kohler and Walk [2013] where a purely data driven method for tackling discrete optimal
stopping problems is proposed. Here, the exploration and exploitation periods have been
separated by assuming that first the underlying process has been observed for T time units
before the stopping problem is considered in a second step on the basis of the observations.
The authors then prove convergence to the optimal value as T →∞ when using their rule for
general underlying stationary and ergodic processes in discrete time. No results on the speed
of convergence are obtained.
1.2. Problem studied in this paper and heuristic discussion
In this paper, we consider a continuous time impulse control problem for an underlying one-
dimensional diffusion process. We relax the assumption of known drift in the most fundamen-
tal way by assuming no prior knowledge about the drift function for the underlying diffusion
when the optimization problem starts. We, however, assume that we know the reward struc-
ture of the problem. Our aim is then to find a purely data driven procedure giving, on the long
run, the optimal reward per time unit. Even more, we aim in obtaining a (preferably high)
rate of convergence by taking into account the known rates of convergence in the estimation
of the unknown diffusion dynamics. Given the continuous nature of the control problem, it
suggests itself to work in the statistical framework of continuous observations of the diffusion
process. In this case, the diffusion coefficient σ is perfectly identified from the data by means
of the quadratic variation of X.
We consider one of the best known stochastic impulse control problems in natural resource
economics: the stochastic Faustmann timber harvesting problem. We refer to Alvarez [2004]
for an overview with many references. For our setting, the problem may briefly be described
as follows (an exact formulation including all assumptions is given in the following sections):
We denote by X the random volume of a natural resource, wood in a forest stand, say,
standardized to be a process on the full real line. In case no interventions take place, the
process evolves as an Itô diffusion process with dynamics
dXt = b(Xt)dt+ σ(Xt)dWt.
The decision maker can now choose intervention times 0 ≤ τ1 < τ2 < . . . where the forest is
harvested to an externally given base level y0 ∈ R, i.e., Xτn = y0 for all n. Selling the wood
yields the gross reward g(Xτn−)− g(y0+). The net reward is given by
(g(Xτn−)− g(y0+)) + g(y0+) = g(Xτn−),
where g(y0+) ≤ 0 can be interpreted as a fixed cost component – the costs of one intervention.
W.l.o.g. we assume y0 = 0 in the following. The decision maker aims in choosing the
intervention times to maximize the asymptotic growth rate
lim inf
T→∞
1
T
E
 ∑
n:τn≤T
g(Xτn−)
 .
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Figure 1: A path controlled using a threshold strategy
This long-term average criterion reflects a sustainable approach to the harvesting problem. In
the existing literature, variants of this problem (mostly with a discounted reward criterion)
are treated under the assumption that the dynamics of the underlying process X is fully
known to the decision maker. In this case, a stationary optimal strategy may be found in the
class of threshold strategies of the form
τn = inf{t ≥ τn−1 : Xt ≥ y∗},
see Figure 1. As we detail in Section 3 below, for known dynamics b, σ, the threshold y∗ > 0
can be characterized as a maximum of an explicitly given real function.
As discussed above, however, the assumption that the drift function b(·) is known, are not
realistic in practice. Therefore, the threshold y∗ = y∗b is not known as well and has to be
estimated. A naive idea could be as follows: first, we let the forest grow without intervention
and use methods from statistics for diffusion processes to estimate the unknown dynamics
of the diffusion process (or, more precisely, the invariant density). Using this estimator, we
then estimate the optimal threshold ŷ∗ = ŷ∗t and use the corresponding threshold strategy.
Then, we update the estimator when observing the process, see Figure 2. However, using
this strategy we are faced with an exploration vs. exploitation problem: We cannot learn the
invariant density associated with the unknown drift coefficient b(·) above the level ŷ∗ as we
always cut the forest when the value ŷ∗ is reached. So, it might be that the forest stand grows
very rapidly above ŷ∗, so that we should wait longer, but we never learn this as the process
never reaches this region again.
The way out we take here is to modify the strategy such that we combine exploitation with
exploration periods: from time to time, we ignore the estimated optimal level ŷ∗ and let the
forest grow further to obtain information about the drift function. To still have a chance to
obtain the optimal growth rate from the full information problem in the long run, it is clear
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Figure 2: A path controlled using a naive impulse strategy with an exploration period at the
beginning (red) and then a greedy strategy (black)
that the time ST spent in the exploration periods until T should fulfill
ST →∞, ST
T
→ 0 as T →∞.
However, a suitable rate for this is not clear at first. One of the main findings of this paper
is that a suitable rate can be inferred from the rates of convergence of estimators for the
invariant density for diffusion processes from the theory of statistics for stochastic processes.
More precisely, we obtain that a rate of ST ≈ T 2/3 is a suitable choice.
1.3. Structure of this paper
More detailed, we start by precisely stating the problem in Section 2. Then, we analyze the
problem in two steps: In Section 3, we first solve the ergodic stochastic control problem for
known characteristics of the underlying process. Motivated by this, we study the statistical
problem of estimating the main ingredients for the optimal strategy in Section 4. The analysis
is based on the analysis of the L1 risk of invariant density estimators. In Section 5, we then
put pieces together as indicated above.
2. Problem formulation and standing assumptions
We consider an Itô diffusion process X on the real line with dynamics
dXt = b(Xt)dt+ σ(Xt)dWt. (2.1)
For ease of presentation, we develop our results in the following classical scalar diffusion model.
As discussed above, we may assume σ to be known. Later, we will consider the diffusion for
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varying drift functions b. If necessary, we denote this by writing Eb for the expectation with
underlying diffusion with drift function b.
Definition 2.1. Let σ ∈ Liploc(R) and assume that, for some constants ν, ν ∈ (0,∞), σ
satisfies ν ≤ |σ(x)| ≤ ν for all x ∈ R . For fixed constants A, γ > 0 and C ≥ 1, define the set
Σ = Σ(C, A, γ, σ) as
Σ :=
{
b ∈ Liploc(R) : |b(x)| ≤ C(1 + |x|), ∀|x| > A :
b(x)
σ2(x) sgn(x) ≤ −γ
}
. (2.2)
Given σ as above and any b ∈ Σ, there exists a unique strong solution of the SDE (2.1)
with ergodic properties and invariant density
ρ(x) = ρb(x) :=
1
Cb,σσ2(x)
exp
Ç∫ x
0
2b(y)
σ2(y)dy
å
, x ∈ R, (2.3)
with
Cb,σ :=
∫
R
1
σ2(u) exp
Ç∫ u
0
2b(y)
σ2(y)dy
å
du
denoting the normalizing constant, see Borodin and Salminen [2015], as is needed for obtaining
the relevant statistical results. Note that the assumptions on the drift coefficient already
impose some regularity on the invariant density ρb. More precisely, for any b ∈ Σ, σ2ρb is
continuously differentiable and there exists a constant L > 0 (depending only on C, A, γ) such
that
sup
b∈Σ(C,A,γ)
max
¶
‖ρb‖∞, ‖(σ2ρb)′‖∞
©
< L (2.4)
and, for any θ > 0, we have supb∈Σ(C,A,γ) supx∈R
¶
|x|θρb(x)
©
<∞.
To set up the control problem, let furthermore g : (0,∞) → R be a measurable function
with g(0+) < 0, which we assume to be continuous in order to avoid some technicalities. To
avoid trivialities, we furthermore assume that
y1 := inf{y > 0 : g(y) > 0} <∞.
For our later considerations, we need to make sure that there exists a constant level ζ > y1
such that it is never optimal to wait for the forest stand to become larger than ζ. Here, ζ
should be known to the decision maker no matter what the underlying drift is. There are
many ways to realize this. One way is to assume that for all y ≥ ζ and all b ∈ Σ it holds that
g(y)
ξb(y)
≤ sup
z∈(0,ζ]
g(z)
ξb(z)
, (2.5)
where ξb is the function given in (3.7) below, which we assume in the following. A trivial
sufficient condition is
g(ζ) > 0 and g(y) ≤ g(ζ) for all y > ζ
if – for example – the timber buyer has no interest in buying more than ζ units at once.
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For an increasing sequence of stopping timesK = (τn)n∈N with limn→∞ τn =∞, we consider
the controlled process XK with dynamics (2.1) for τn ≤ t < τn+1 and
XKτn = X
K
τn− + (0−XKτn−) = 0.
In other words, XK behaves like a usual diffusion process between the stopping times and is
in the stopping times restarted in 0. We call such a strategy K = (τn)n∈N admissible impulse
control strategy if XKτn− ≥ 0 for all n ∈ N. We denote the set of all such strategies by K. The
problem we study is to maximize over all K ∈ K the long-term average value
lim inf
T→∞
1
T
E
 ∑
n:τn≤T
g(XKτn−)
 . (2.6)
We denote the optimal value, i.e., the supremum over all the previous values, by
Φ = Φ(b).
Note that also impulses of size 0 are admissible when XKτn− = 0. For the ease of exposition,
we use the convention that this corresponds to no intervention, so that such an impulse gives
net reward g(0) := 0 (making g discontinuous in 0 as g(0+) < 0).
3. Solution for known b
In case the drift b ∈ Σ is known and may be used in the construction of optimal strategies, the
problem is an ordinary impulse control problem and can be solved using standard approaches.
However, note that we are interested in the case of quite general drift b ∈ Σ, which is – in
the ergodic case – not treated that often. We refer to Helmes et al. [2017a] and Helmes et al.
[2017b] for related results and present the proofs in the appendix.
For this section, we assume the coefficients of X to be known, and therefore so are the
speed measure M and scale function S. We write
ξ(x) := 2
∫ x
0
M((−∞, y])dS(y) = 2
∫ x
0
1
σ2(y)ρ(y)
∫ y
−∞
ρ(z)dzdy. (3.7)
The second equality immediately holds by standard results for diffusion processes by noting
that the invariant density ρ is – up to normalization – the density of M , see Borodin and
Salminen [2015]. We remark that ξ depends on the unknown drift b via the invariant density, so
that we also write ξ = ξb if necessary. The following result gives a probabilistic interpretation
of ξ:
Lemma 3.1. Let y > 0. For all b ∈ Σ and all stopping times τ with τ ≤ τy := inf{t : Xt ≥ y}
for the uncontrolled process X it holds that
E(ξ(Xτ )|X0 = 0) = E(τ |X0 = 0).
In particular, for all y > 0 it holds
ξ(y) = E(τy|X0 = 0).
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Proof. The claim is well-known, see, e.g., [Helmes et al., 2017a, Proposition 2.6].
The heuristic solution to the problem is now not difficult: we let the forest stand grow
until it reaches a level y and then cut it down, giving the (net) reward g(y). The reward per
expected time unit is therefore
g(y)
ξ(y) =
g(y)
ξb(y)
,
so that a natural candidate for an optimal level is each y maximizing this value. The main
challenge to verify this for these kind of problems is the transversality condition. For this we
use the following lemma which is based on a coupling argument.
Lemma 3.2. Let X0 denote the stochastic process with
• diffusion dynamics (2.1) on (−∞, 0),
• downward reflection in 0,
• and if X0 is started in a state ≥ 0, then X0 is restarted in 0 by an immediate impulse.
Then, for each admissible impulse control strategy K and each T > 0, it holds that
X0T ≤st XKT ,
where ≤st denotes stochastic ordering.
With this, we may prove the following general result.
Proposition 3.3. Assume that b ∈ Σ. Then, the value Φ = Φ(b) for the problem (2.6) is
given by
Φ(b) = sup
y∈[y1,ζ]
g(y)
ξb(y)
. (3.8)
Furthermore, whenever y∗ = y∗b denotes a maximizer of the function [y1, ζ] → R, y 7→ g(y)ξb(y) ,
the following sequence K̂ = (τ̂n)n∈N is optimal:
τ̂n = inf{t ≥ τ̂n−1 : Xt ≥ y∗}, τ̂0 := 0
Remark 3.4. As is not surprising for ergodic problems, the value does not depend on the initial
distribution of the diffusion. Furthermore, the renewal character of the situation is reflected
in the stationarity of the optimal strategy given above. However, note that for the long term
average criterion (2.6), optimal strategies are highly non-unique: we may use quite arbitrary
strategies at the beginning; just in the long run we have to switch to (asymptotically) optimal
strategies. This easy observation will be used for the data-driven strategies constructed in
Section 5 below.
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4. Nonparametric estimation of the optimal value
The result in Proposition 3.3 solves problem (2.6) for a known drift function b. As we are,
however, interested in finding a method for obtaining a strategy without this knowledge, we
have to optimize the function using estimated values. This auxiliary statistical problem is
treated in this section. Throughout this section, we assume that we are given a continuous
record of observations (Xs)0≤s≤T , T > 0, of the uncontrolled diffusion process as introduced
in Definition 2.1, where the drift b ∈ Σ(C, A, γ) is unknown. Note that the diffusion coefficient
σ2 is identifiable using the quadratic variation of the semi-martingale X. To simplify the
exposition, we suppose that σ2(·) is a known function as given above and that X is started
in the stationary distribution.
Let us introduce the operator
Φ: Σ(C, A, γ)→ [0,∞), b 7→ sup
y∈[y1,ζ]
g(y)
ξb(y)
,
with corresponding maximizers y∗ = y∗b , for ξ = ξb given in (3.7). Proposition 3.3 states that
Φ(b) is the optimal reward per time unit obtainable in problem (3.3) with known drift b, and
y∗b is the optimal threshold. In the current situation of unknown drift b, we aim at finding an
estimator ŷ∗b T for the threshold such that the expected regret per time unit
Φ(b)− g
ξb
(ŷ∗b T ) =
∣∣∣∣Φ(b)− gξb (ŷ∗b T )
∣∣∣∣ is becoming “small” in T .
The result (3.8) suggests that the crucial point for constructing optimal strategies in a purely
data-driven way consists in replacing the function ξb defined according to (3.7) by a sample-
based analogue. We start with stating one first auxiliary result on the function ξ = ξb. The
proof can again be found in the appendix.
Lemma 4.1. There exist positive constants M1,M2 such that
M1 ≤ inf
b∈Σ(C,A,γ)
inf
x∈[y1,ζ]
ξb(x) ≤ sup
b∈Σ(C,A,γ)
sup
x∈[y1,ζ]
ξb(x) ≤ M2.
We proceed by constructing estimators ξ̂T of the functional ξb which are based on estimators
of the invariant density ρb. One first candidate estimator relies on diffusion local time L•T
which may be introduced via the following approximation result, holding a.s. for every a ∈ R
and T ≥ 0,
LaT (X) = lim
ε→0
1
ε
∫ T
0
1 {a ≤ Xs ≤ a+ ε}d〈X〉s, a ∈ R.
The above representation in particular suggests the interpretation of diffusion local time as
the derivative of an empirical distribution function. Thus, it appears natural to use L•T for
constructing an estimator ρ◦T of ρb by letting
ρ◦T (a) :=
LaT (X)
Tσ2(a) , a ∈ R.
While the estimator ρ◦T allows for the seamless application of probabilistic results on diffusion
local time, it is of minor interest with regard to real-world applications. In particular, it is
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not obvious how the local time estimator could be replaced in situations where only discrete
observations of the diffusion process X are available. One very useful step towards finding
practically more feasible estimators of ρb (and, as a result, the functional ξb) consists in replac-
ing ρ◦T with a kernel-type invariant density estimator. In order to analyse the approximation
properties of the kernel estimator, we however need to impose some regularity on b and ρb.
For doing so, we consider Hölder classes defined as follows:
Definition 4.2. Given β,L > 0, denote by HR(β,L) the Hölder class (on R) as the set of all
functions f : R→ R which are l := bβc-times differentiable and for which
‖f (k)‖∞ ≤ L ∀ k = 0, 1, ..., l,
‖f (l)(·+ t)− f (l)(·)‖∞ ≤ L|t|β−l ∀ t ∈ R.
Set Σ(β,L) := {b ∈ Σ(C, A, γ) : ρb ∈ HR(β,L)}.
Note that the assumption that b ∈ Σ(C, A, γ) already imposes some regularity on the
invariant density in the sense of Definition 4.2. More precisely, if b ∈ Σ(C, A, γ), the invariant
density ρb is bounded and Lipschitz continuous due to (2.4) which in turn means b ∈ Σ(1,L).
Considering the class of drift coefficients Σ(β,L), we use kernel functions fulfilling the following
conditions,
• Q : R→ R is Lipschitz continuous and symmetric,
• supp(Q) ⊂ [−1/2, 1/2],
• Q is of order bβc, i.e., ∫ Q(u)du = 1 and ∫ Q(u)ujdu = 0 for j = 1, . . . , bβc. (4.9)
Lemma 4.3 (concentration of invariant density estimators). Let X be a diffusion as in Def-
inition 2.1.
(i) There is a positive constant κ such that, for any T ≥ 1,
sup
b∈Σ(C,A,γ)
Eb [‖ρ◦T − ρb‖L1 ] ≤
κ√
T
. (4.10)
(ii) Given some positive bandwidth h, define the estimator
ρT,Q(h)(x) :=
1
Th
∫ T
0
Q
Å
x−Xu
h
ã
du, x ∈ R (4.11)
and assume that b ∈ Σ = Σ(β,L), for some L > 0, β ≥ 1, and let Q be a kernel function
fulfilling (4.9). Then, there is a positive constant ν such that, for any T > 0,
sup
b∈Σ(β,L)
Eb
[‖ρT,Q(h)− ρb‖L1] ≤ ν√T + Lh
β
bβc!
∫
|uβQ(u)|du.
To shorten notation, let
ρ̂T (z) := ρT,Q(T−1/2)(z) =
1√
T
∫ T
0
Q
Ä√
T (z −Xs)
ä
ds, z ∈ R.
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By just plugging in and using the bound from Lemma 4.1, we now define
ξ◦T (x) := max
®
M1, 2
∫ x
y0
1
(ρ◦T (y) ∨ a)σ2(y)
∫ y
y0
ρ◦T (z)dzdy
´
,
ξ̂T (x) := max
®
M1, 2
∫ x
y0
1
(ρ̂T (y) ∨ a)σ2(y)
∫ y
y0
ρ̂T (z)dzdy
´
,
x ∈ R,
for a denoting the minimum of ρ on [y1, ζ]. We now take
ŷ◦b T ∈ arg maxy∈[y1,ζ]
g
ξ◦T
(y) and ŷ∗b T ∈ arg maxy∈[y1,ζ]
g
ξ̂T
(y).
Using this, we obtain:
Proposition 4.4. There exist constants Ci, C ′i > 0, i = 1, 2, such that
sup
b∈Σ(C,A,γ)
Eb
ï
Φ(b)− g
ξb
(ŷ◦b T )
ò
≤ C1 sup
b∈Σ(C,A,γ)
Eb [‖ρ◦T − ρb‖L1 ] ≤ C ′1T−1/2,
sup
b∈Σ(β,L)
Eb
ï
Φ(b)− g
ξb
(ŷ∗b T )
ò
≤ C2 sup
b∈Σ(C,A,γ)
Eb [‖ρ̂T − ρb‖L1 ] ≤ C ′2T−1/2.
Proof. Note that
Φ(b)− g
ξb
(ŷ∗b T ) =
g
ξb
(y∗b )−
g
ξ̂T
(ŷ∗b T ) +
g
ξ̂T
(ŷ∗b T )−
g
ξb
(ŷ∗b T )
= max
y∈[y1,ζ]
g
ξb
(y)− max
y∈[y1,ζ]
g
ξ̂T
(y) + g
ξ̂T
(ŷ∗b T )−
g
ξb
(ŷ∗b T )
≤ 2 max
y∈[y1,ζ]
∣∣∣∣∣ gξb (y)− gξ̂T (y)
∣∣∣∣∣ .
We are thus led to analysing
Eb
ñ
max
y∈[y1,ζ]
∣∣∣∣ g
ξ̂T
(y)− g
ξb
(y)
∣∣∣∣
ô
≤ Eb
ñ
max
y∈[y1,ζ]
g(y)
∣∣∣∣ 1
ξ̂T
(y)− 1
ξb
(y)
∣∣∣∣
ô
≤ LM−21 Eb
ñ
max
y∈[y1,ζ]
∣∣∣ξ̂T (y)− ξb(y)∣∣∣ô ,
where L denotes the maximum of g on [y1, ζ]. Now, for any x ∈ [y1, ζ],∣∣∣ξ̂T (x)− ξb(x)∣∣∣ = 2
∣∣∣∣∣
∫ x
y0
∫ y
y0
ρ̂T (z)dz
(ρ̂T (y) ∨ a)σ2(y)dy −
∫ x
y0
∫ y
y0
ρb(z)dz
ρb(y)σ2(y)
dy
∣∣∣∣∣
≤ 2
∣∣∣∣∣
∫ x
y0
∫ y
y0
(ρ̂T (z)− ρb(z)) dz
ρb(y)σ2(y)
dy
∣∣∣∣∣
+ 2
∣∣∣∣∣
∫ x
y0
∫ y
y0
ρ̂T (z)dz
σ2(y)
Ç
1
ρ̂T (y) ∨ a −
1
ρb(y)
å
dy
∣∣∣∣∣
≤ 2‖ρ̂T − ρb‖L1
{∣∣∣∣∣
∫ x
y0
dy
ρb(y)σ2(y)
∣∣∣∣∣+ supy∈[y0,x]
∣∣∣∣∣
∫ y
y0
ρ̂T (z)dz
σ2(y)a2
∣∣∣∣∣
}
≤ 2‖ρ̂T − ρb‖L1
Ç
ζ
aν2
Ç
1 + L‖ρ̂T ‖∞
a
åå
.
The second estimates now immediately hold by Lemma 4.3.
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Figure 3: A path controlled using a data driven impulse strategy with exploration (red) and
exploitation (black) periods
The previous result can be interpreted in terms of a statistical approach to the Faustmann
problem as follows: If we first collect data for the uncultivated forest stand for T time units and
then start using the estimator for the unknown optimal threshold based on these observations,
then the expected regret per time unit is of order T−1/2. A more realistic problem is of course
how to simultaneously learn and exploit. This is treated in the next section.
5. Data driven impulse controls
When we try to use the estimator for ρ to approximate the optimal strategy as described
in the previous section, we face a classical trade-off between exploration and exploitation.
On the one hand, we want to maximize our expected reward and therefore use one-sided
impulse control strategies with optimal estimated threshold ŷ∗T . On the other hand, using
this strategy, we cannot learn about the drift on the interval between this threshold and ζ
and therefore our procedure cannot even be expected to converge.
We propose a strategy with an decaying -greedy-inspired action selection as follows, see
Figure 3: We use stopping times τ1, τ2, ... to separate the time into different periods. Each
of these periods is either an exploration period or an exploitation period. In each exploration
period, we let the process run until it first reaches the upper boundary ζ and then visits 0
again. Here, many other choices would be possible. It would, for example, be natural to
control the process back to 0 whenever it reaches ζ. We choose our definition primarily for
mathematical convenience, see below.
We denote by St the (random) time spent in the exploration periods until t, i.e., the process
(St)t has linear growth in the exploration periods and is constant in the exploitation periods.
We denote the left inverse of t 7→ St by S−1 and write X ′ := (XKS−1s )s≥0. As exploitation
periods start and end in 0, the process X ′ is – by the strong Markov property – a diffusion
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process with same dynamics as X (not killed as long as St →∞). Based on this observation,
we may use one of the estimators ŷ′ from Section 4, but now for X ′ instead of X, and write
ŷt := ŷ′St
for the estimated optimal threshold at time t.
Note that the estimated threshold is constant in the exploitation periods, i.e. in exploitation
periods [τn−1, τn) it holds that
ŷt = ŷτn−1 .
There, we use a threshold impulse control strategy with threshold ŷ∗T and then again restart
the process in 0. We call such a strategy K combining exploration and exploitation periods
a data driven impulse strategy.
The main question now is how to balance the time ST spent in exploration periods and
T − ST in exploitation periods. Obviously, ST needs to converge to ∞ and ST /T to 0 to
obtain convergence to the optimal value. We now analyse the rate by balancing the error
rates from exploration and exploitation: In the exploration periods we receive no payoff,
hence the cumulated regret until T is of order ST . In the exploitation periods, the regret
is caused by choosing a suboptimal threshold. By Proposition 4.4, the cumulated regret is
bounded by c
∫ T
0 S
−1/2
t dt. Balancing out leads to choosing ST ≈ T 2/3. More precisely:
Theorem 5.1. Let K be a data driven impulse strategy as described above with exploration
time ST that grows as T 2/3 in the following sense: there exist constants m,M > 0 such that
lim inf
T→∞
T−2/3ST > m Pb-a.s. and lim sup
T→∞
T−2/3EbST < M
for all b ∈ Σ(β,L). Then, the difference of optimal reward rate Φ(b) and the expected data
driven reward rate is of uniform order O
Ä
T−1/3
ä
, that is, there exists D > 0 such that
lim sup
T→∞
T 1/3
Ñ
Φ(b)− 1
T
Eb
∑
n:τn≤T
g(XKτn−)
é
≤ D.
for all b ∈ Σ(β,L).
Proof. We fix some drift b ∈ Σ. We write ZT = T − ST for the time in the exploitation
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periods until T . Keeping the convention g(0) = 0 in mind, it holds that
E
∑
n:τn≤T
g(XKτn−) = E
∑
n:τn≤T
exploitation period
g(ŷτn−1)
= E
∑
n:τn≤T
exploitation period
g(ŷτn−1)
E(τn − τn−1|Fτn−1)
E(τn − τn−1|Fτn−1)
= E
∑
n:τn≤T
exploitation period
g(ŷτn−1)
ξb(ŷτn−1)
E(τn − τn−1|Fτn−1)
= E
∑
n:τn≤T
exploitation period
E
Ç
g(ŷτn−1)
ξb(ŷτn−1)
(τn − τn−1)|Fτn−1
å
= E
∑
n:τn≤T
E
Ç∫ τn
τn−1
g
ξb
(ŷt)dZt|Fτn−1
å
≥ E
∑
n:τn−1≤T
E
Ç∫ τn
τn−1
g
ξb
(ŷt)dZt|Fτn−1
å
− c
= E
Å∫ γT
0
g
ξb
(ŷt)dZt
ã
− c,
where γT = sup{τm+1 : τm ≤ T} ≥ T and c = Φ(b)ξb(ζ). Therefore,
E
∑
n:τn≤T
g(XKτn−) ≥ E
Ç∫ T
0
g
ξb
(ŷt)dZt
å
− c.
We obtain
Φ(b)T − E
∑
n:τn≤T
g(XKτn−) ≤ Φ(b)T − E
Ç∫ T
0
g
ξb
(ŷt)dZt
å
+ c
= Φ(b)EST + E
Ç∫ T
0
(Φ(b)− g
ξb
(ŷt))dZt
å
+ c
≤ Φ(b)EST + E
Ç∫ T
0
(Φ(b)− g
ξb
(ŷt))dt
å
+ c
= Φ(b)EST +
∫ T
0
E
Å
Φ(b)− g
ξb
(ŷ′St)
ã
dt+ c.
Proposition 4.4 now yields for T large enough
Φ(b)T − E
∑
n:τn≤T
g(XKτn−) ≤ Φ(b)MT 2/3 +
∫ T
0
C ′iS
−1/2
t dt+ c
≤ Φ(b)MT 2/3 +
∫ T
0
C ′i(mt2/3)−1/2dt+ c
≤ DT 2/3
for a suitable constant D. Dividing by T yields the result.
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6. Conclusion
We studied a statistical version of the stochastic Faustmann timber harvesting problem. Our
approach relied on methods from stochastic impulse control on the one hand and nonparamet-
ric drift estimation for diffusion processes on the other hand. Based on this, we proposed a
method to deal with the exploration vs. exploitation problem and found a rate of convergence
of T−1/3 . The proposed method separates exploration and exploitation periods. An important
feature of the studied control problem is the fact that the solution for known dynamics of
the underlying diffusion process depends on the unknown drift via the invariant density. In
the framework of continuous observations, this quantity can be estimated with a parametric
rate of convergence. As a consequence, we do not have to pay for allowing for a very gen-
eral nonparametric structure (as compared to standard parametric regimes) in the proposed
data-driven control strategy.
Of course, many refinements of this data-driven method could be studied. The main reason
for considering our approach was technical: the process X ′ used for the estimation is a diffu-
sion process itself. Furthermore, many alternative models could be considered. Keeping the
motivation from natural resource management in mind, another possibility could be to leave
a (small, representative) part of the forest stand uncultivated to learn the dynamics of the
forest growth dynamics from this and apply the observations directly to the cultivated part.
This makes the situation easier as the exploration- and exploitation-problems are naturally
separated.
It is of some interest to describe the problem from a bandit-perspective. There, the choice
of the intervention level y in each cycle could be seen as the arm chosen by the decision
maker producing random reward g(y)/τy. Continuous bandit problems of a similar type have
been studied extensively in the literature over the last years, see Auer et al. [2007], Bubeck
et al. [2011], Locatelli and Carpentier [2018] to name just a few. There are, however, some
differences. First, we do not assume smoothness of the reward (g was assumed to be continuous
just for simplicity). Second, our approach is fully adaptive in the sense that the estimators
used do not take into account smoothness of the parameters of the underling functions. Third,
the constants given in Theorem 5.1 are independent of the underlying dynamics of the process,
so that the convergence rate is uniform.
Overall, this paper makes a first (small) step to bringing together techniques from stochastic
control with methods from statistics for stochastic processes to find a way to both learn the
dynamics of the underlying process and control in a reasonable way at the same time. Our
hope is that it can stimulate future research in this field.
A. Some Proofs
Proof of Lemma 3.2. We construct a partial coupling of X0 and XK as follows: Let X0 and
XK run coupled until a state ≥ 0 is reached. Then, we reflect/restart X0 in 0 and let both
processes run independently until the first time the two paths meet again. Then, we couple
the paths again and follow this rule. Then, for each t and each ω, we have X0t (ω) ≤ XKt (ω),
proving the claim.
Proof of Proposition 3.3. Let K = (τn)n∈N be an admissible impulse control strategy. As the
process (ξ(Xt)−t)t≥0 is a martingale for the uncontrolled processX andXK runs uncontrolled
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on [τn−1, τn) for all n, the optional sampling theorem yields
E
Ä
ξ(XKτn−∧T )− ξ(XKτn−1∧T )− (τn ∧ T − τn−1 ∧ T )
ä
= 0,
where we use the convention that τ0 = 0. Rearranging terms and using dominated conver-
gence, we obtain for all γ > 0
0 = −γE
( ∞∑
n=1
Ä
ξ(XKτn−∧T )− ξ(XKτn−1∧T )− (τn ∧ T − τn−1 ∧ T )
ä)
= −γE
( ∞∑
n=1
Ä
ξ(XKτn−∧T )− ξ(XKτn−1∧T )
ä)
+ γT
= E
Ñ ∑
n:τn≤T
γ
Ä
ξ(XKτn)− ξ(XKτn−)
äé
+ γEξ(XK0 )− γEξ(XKT ) + γT
= E
Ñ ∑
n:τn≤T
−γξ(XKτn−)
é
+ γEξ(XK0 )− γEξ(XKT ) + γT,
where we used ξ(0) = 0 in the last step. Therefore, we obtain for all γ ≥ maxy∈[y1,ζ] g(y)ξ(y) that
lim inf
T→∞
1
T
E
Ñ ∑
n:τn≤T
g(XKτn−)
é
≤ lim inf
T→∞
1
T
Ñ
E
Ñ ∑
n:τn≤T
(g(XKτn−)− γξ(XKτn−))
é
+ γEξ(XK0 )− γEξ(XKT ) + γT
é
≤ lim inf
T→∞
1
T
Ä
0 + γEξ(XK0 )− γEξ(XKT )+
ä
+ γ
= lim inf
T→∞
1
T
Ä
−γEξ(XKT )
ä
+ γ
≤γ.
For the last inequality, note that by Lemma 3.2 and the monotonicity of ξ
Eξ(XKT ) ≥ Eξ(X0T )
and as b ∈ Σ, the reflected process X0 is ergodic, implying that
lim
T→∞
1
T
Eξ(X0T ) = 0.
This proves
Φ ≤ sup
y∈[y1,ζ]
g(y)
ξb(y)
.
Applying the same line of argument to (τ̂n)n∈N, we see that the second inequality in the
calculations above becomes equality. Noting that XK̂ is also ergodic, also the third inequality
is indeed an equality. The same holds for the first one by Lemma 3.1. This proves that
lim inf
T→∞
1
T
E
Ñ ∑
n:τ̂n≤T
g(XK̂
τ̂n−)
é
= Φ,
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i.e. K̂ is optimal.
Proof of Lemma 4.1. First note that by (3.7) the function ξb is non-decreasing in x. Therefore,
inf
x∈[y1,ζ]
ξb(x) = ξb(y1), sup
x∈[y1,ζ]
ξb(x) = ξb(ζ).
Using the explicit expressions for the scale and speed function from Borodin and Salminen
[2015], we furthermore obtain
ξb(x) = 2
∫ x
0
∫ y
−∞
1
σ2(z) exp
Ç
−2
∫ y
z
b(q)
σ2(q)dq
å
dzdy.
Recall that b(y)/σ2(y) ≥ γ for all b ∈ Σ and y < −A. Furthermore, all b ∈ Σ are uniformly
bounded by a constant α, i.e. b(y)/σ2(y) ≥ α for all b ∈ Σ and y ∈ [A, ζ]. Therefore, it holds
that
ξb(x) ≤ ξb(ζ) ≤ 2
h
∫ ζ
0
Ç∫ A
−∞
exp (−2γ(z − y)) dz +
∫ y
A
exp (−2α(z − y)) dz
å
dy =: M2
for all b ∈ Σ and x ∈ [y1, ζ], proving the second bound. The first one can be found analogously.
Proof of Lemma 4.3. We only prove (ii). The analysis of the local time estimator and the
proof of (4.10) are similar. Introduce the function
gy(u) :=
1
ρb(u)σ2(u)
∫
R
Q
Å
y − x
h
ã
ρb(x) (1{u > x} − Fb(u)) dx, u ∈ R,
Fb denoting the distribution function associated with the invariant density ρb. Itô’s formula
applied to the function
∫ •
0 gy(u)du and to the diffusion X yields∫ Xt
X0
gy(u)du =
∫ t
0
gy(Xs)dXs +
1
2
∫ t
0
g′y(Xs)d〈X〉s.
Since (ρbσ2)′ = 2bρb and
g′y(u) = −
2b(u)
σ2(u)gy(u) +
1
σ2(u)
ß
Q
Å
u− x
h
ã
− Eb
ï
Q
Å
y −X0
h
ãò™
, u ∈ R,
one obtains the representation
√
th (ρt,Q(h)(y)− Eb [ρt,Q(h)(y)]) = 1√
t
∫ t
0
Q
Å
y −Xs
h
ã
ds−√tEb
ï
Q
Å
y −X0
h
ãò
= t−1/2Ryt + t−1/2M
y
t ,
for Ryt := 2
∫Xt
X0
gy(u)du and Myt := −2
∫ t
0 gy(Xs)σ(Xs)dWs. The conditions on the class Σ
ensure that there exists a constant M = M(C, A, γ, ν, ν) such that, for any b ∈ Σ(C, A, γ, σ),
sup
x≥0
1− Fb(x)
σ2(x)ρb(x)
≤ M and sup
x≤0
Fb(x)
σ2(x)ρb(x)
≤ M.
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It further can be shown (see Proposition 1 in Aeckerle-Willems and Strauch [2018]) that there
exists some constant Π1 > 0 such that
Eb
ñ
sup
y∈R
|Ryt |
ô
≤ Π1 sup
y∈Q
λ
Å
supp
Å
Q
Å
y − ·
h
ããã
≤ Π1h.
For any u ∈ R, it holds
|gy(u)|2 =
∣∣∣∣∣
∫
R
Q
Å
y − x
h
ã
ρb(x)
1{u > x} − Fb(u)
ρb(u)σ2(u)
dx
∣∣∣∣∣
2
≤
∫
R
Q2
Å
y − x
h
ã
dx
∫
R
ρ2b(x)1{|y − x| ≤ h}
(1{u > x} − Fb(u))2
ρ2b(u)σ4(u)
dx
=
∥∥∥∥QÅy − ·h ã∥∥∥∥2L2(λ){ F 2b (u)ρ2b(u)σ4(u) ∫ ∞u 1 {x ∈ By(h)} ρ2b(x)dx︸ ︷︷ ︸
=:I(u)
+ (1− Fb(u))
2
ρ2b(u)σ4(u)
∫ u
−∞
1 {x ∈ By(h)} ρ2b(x)dx︸ ︷︷ ︸
=:II(u)
}
.
Now, for u > A,
|I(u)| ≤
∫ ∞
u
1 {x ∈ By(h)}σ−2(u) exp
Ç
4
∫ x
u
b(v)
σ2(v)dv
å
dx
≤
∫ ∞
u
1 {x ∈ By(h)}σ−2(u) exp (−4γ(x− u)) dx ≤ ν−2 · 2h,
|II(u)| ≤ M2 · 2h · L.
The case u < −A is treated analogously. Finally, for u ∈ [−A,A], it holds
|gy(u)|2 ≤
∥∥∥∥QÅy − ·h ã∥∥∥∥2L2(λ) sup−A≤x≤A 4L · 2hρ2b(x) ≤ 8LhC2b,σe2C(2A+A2) ∥∥∥∥QÅy − ·h ã∥∥∥∥2L2(λ) .
Consequently, for some positive constant Π2,
Eb
ñÇ
1√
t
|Myt |
åô
≤ cEb
[Ç
4t−1
∫ t
0
g2y(Xs)σ2(Xs)ds
å1/2]
≤ Π2
√
h
∥∥∥∥QÅy − ·h ã∥∥∥∥L2(λ) ≤ Π2h.
Thus,
Eb
ï∫
|ρ̂t,h(y)− Ebρ̂t,h(y)|dy
ò
≤ 1
th
Eb
ï∫
S
(|Ryt |+ |Myt |) dy
ò
≤ λ(S)
th
Ä
Π1h+ Π2
√
th
ä
≤ ν√
t
.
For the bias, we obtain that
|Ebρ̂t,h(y)− ρb(y)| =
∣∣∣∣1h
∫
Q
Å
y − x
h
ã
(ρb(x)− ρb(y)) dx
∣∣∣∣ ≤ hβLbβc!
∫
|uβQ(u)|du.
The assertion now follows.
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