Determination of optimal arrangements of N particles on a sphere is a well-known problem in physics. A famous example of such is the Thomson problem of finding equilibrium configurations of electrical charges on a sphere. More recently however, similar problems involving other potentials and non-spherical domains have arisen in biophysical systems. Many optimal configurations have previously been computed, especially for the Thomson problem, however few results exist for potentials that correspond to more applied problems. Here we numerically compute optimal configurations corresponding to the narrow escape and narrow capture problems in biophysics.
Introduction
The problem of optimally distributing N points on the boundary of a bounded domain, D ⊆ R n (n ≥ 2), has many applications in physical systems (see e.g. Ref. [1] and numerous references therein). Here, optimal refers to an arrangement of points, particles, etc. on the boundary, ∂D, such that the configuration of particles {x i } with the constraint x i ∈ ∂D where h is the interaction energy between two particles. Such a configuration is called an optimal configuration. Note that optimal configurations include local minima of (1.1) as well as the global minimum. While a large number of algorithms have been used to seek global extrema of general or specific classes of functions [2] [3] [4] [5] , very few algorithms exist for the study of local minima [6] . A large part of this paper is devoted to systematic computations of local minima which presents a difficult computational problem due to the number of local minima. In fact, it is believed that the number of local minima increases exponentially [6] . One example of a problem of practicle interest that yields the above-described optimization problem is the narrow escape problem in which a Brownian particle diffuses in a bounded domain Ω ⊂ R n (n ≥ 3). The boundary ∂Ω = ∂Ω a ∪ ∂Ω r consists of reflecting and absorbing regions, denoted ∂Ω r and ∂Ω a respectively, where the absorbing regions are small windows or traps with measure |∂Ω a | = O( n−1 ), 0 < 1. The narrow escape problem consists of finding the mean first passage time (MFPT), defined as the expectation value of the time required for the Brownian particle to escape Ω through ∂Ω a in the limit where is asymptotically small. The narrow escape problem is a singular perturbation problem since the MFPT diverges in the limit as → 0 [7, 8] .
When n = 3 and the absorbing boundary consists of N disjoint circular caps of a common (dimensionless) radius , ∂Ω i , i = 1, ..., N , the MFPT, v(x), satisfies the boundary value problem 2) where D is the diffusivity of the Brownian motion. The situation is depicted in Figure 1 . We remark that in 2D a heterogeneous Dirichlet-Neumann problem is also known as the Keldysh-Sedov problem, originally considered for the Laplace equation (see e.g. Refs [9, 10] ). The average MFPT for a uniform distribution of starting locations for the Brownian particle is computed from
where |Ω| is the volume of Ω. The narrow escape problem has application in biophysics where proteins, ions, etc. (modelled as Brownian particles) diffuse in a confining domain. Specific examples include virus transport inside cell nuclei, chemical reactions in microdomains, and the motion of calcium ions in dendritic spines (see Refs. [11, 12] therein). As there are usually many Brownian particles, the average MFPT, (1.3), acts as a timescale for these particles to exit the domain to accomplish some biological function. A natural problem arising out of this model is that of computing arrangements of traps that minimize the average MFPT. This constitutes a constrained optimization problem in which the objective function is of the form (1.1) and will be discussed in greater detail in the next section.
Another specific example is the narrow capture problem, similar to the narrow escape problem, which also has applications in biophysics (see Refs. [13, 14] and references therein). Here, there are M disjoint interior absorbing traps, Ω ⊂ Ω, each with a size parameter 1, and the boundary of Ω is entirely reflecting [15] . The case where Ω ⊂ R 3 contains a single spherical trap (M = 1) of radius centered at x 0 ∈ Ω was studied in Ref. [14] . The boundary of the target sphere is reflecting except for N disjoint circular absorbing nanotraps of a common radius, σ. That is, ∂Ω = ∂Ω r ∪ ∂Ω a where ∂Ω a and ∂Ω r are the absorbing and reflecting regions respectively. The situation is depicted in Figure 2 . The MFPT v(x) for a Brownian particle starting at x ∈ Ω\Ω , satisfies the boundary-value problem
The average MFPT is computed using (1.3) but replacing Ω with Ω\Ω . The narrow capture problem models some biophysical processes. For example, a cell transports proteins (again modelled by Brownian particles) between the cytoplasm and the cell nucleus which is roughly spherical in shape. Proteins are allowed to pass through the otherwise impermeable nuclear membrane via nuclear pore complexes (NPCs) distributed over the surface. There are near 2000 of these pores covering about 2% of the nuclear surface, each has a radius of about 25nm [14] . The average MFPT again provides a timescale for the large number of particles to escape the domain to accomplish a biological function.
Another practical problem is modelling the diffusion of nanoparticles in so-called inverse opals. Inverse opals are porous materials consisting of connected spherical cavities. These materials have several applications in engineering and are interesting from a material science perspective (see e.g. Refs. [16, 17] and references therein). Although diffusion in these structures has been studied experimentally and numerically (see e.g. Ref. [18] ), development of a general model of the diffusion process that takes into account the geometric structure is an open problem. The MFPT for a spherical cavity with pores may provide a measure of the average 'dwell' time of a particle in each cavity. One would expect optimal configurations to maximize the diffusion which is desirable when designing materials for industrial processes. Thus the narrow escape problem and corresponding optimal configurations are relevant in the modelling of this problem.
Optimal configurations on the sphere in R 3 for the general pairwise potential (1.1) where h in (1.1) is a continuous and monotonically decreasing function have previously been studied (e.g. Refs. [19, 20] ). It is well known that the optimal configurations depend on the potential for all N with a few exceptions (N = 2, 3, 4, 6, 12) . The global mininima for these N are optimal for every such h and these configurations are termed universally optimal. The universal optima in R 3 consist of antipodal points (N = 2), an inscribed equilateral triangle (N = 3), a tetrahedron (N = 4), an octahedron (N = 6), and an icosahedron (N = 12). This is a complete list for R 3 [20] .
It is also well known that it is geometrically impossible, in general, to evenly distribute points on a sphere. If c i is the coordination number (number of nearest neighbours) of particle i, then the Euler's formula for the sphere yields (e.g. [1] ) 5) which shows that the total defect structure must always be 12. For example, a tessellation of the sphere with hexagons and pentagons must always contain exactly 12 pentagons. Our results are consistent with these facts. In light of equation (1.5), we define a scar as a collection of adjacent defects.
In this paper we compute local and global minima of some selected potentials that have applications in the narrow escape and narrow capture problems up to N = 120. The rest of the paper is organized as follows: first we summarize the results of Refs. [8, 14] and present the potentials that we will consider (Section 2). Then in Section 3 we describe briefly the optimization algorithm [21] . The remaining sections present the results with comprehensive tables of local and global minima as well as interpretation and comparison with previous work [22] .
Asymptotic Formulas for the Average MFPT and Related Optimization Problems
The narrow escape problem for the unit sphere with N identical 'circular' traps of radius << 1 was studied in [8] . The MFPT was computed using the method of matched asymptotic expansions using information about the surface Neumann Green's function for the sphere. It was shown that the average MFPT has the following three-term expansion:
where D is the diffusivity of the Brownian motion, |Ω| is the volume of the unit sphere, and the function H NE (x 1 , ..., x N ) is a discrete pairwise energy given by
The first two terms are the usual Coulombic and logarithmic potentials respectively
8)
Thus the configuration of traps that minimizes the MFPT is obtained by minimizing the discrete pairwise energy (2.7). The narrow capture problem for M interior targets was analyzed in Ref. [15] using the method of matched asymptotic expansions in order to arrive at a three-term expansion in for the MFPT. For a single target (M = 1) the result for the average MFPT reduces tō
where R(x 0 ) is the regular part of the Neumann Green's function for Ω. The quantity C, called the capacitance of the target sphere, is defined in terms of an electrostatic potential problem. When the target sphere consists of a reflecting boundary with absorbing patches as in [14] , the capacitance is defined in terms of the boundary-value problem
where B is the magnified target sphere centered at the origin with unit radius and B R is a sphere of radius R centered at the origin. The reflecting and absorbing areas on B are denoted by Γ r and Γ a respectively. The far-field behaviour of the solution defines C by
where p is the dipole moment corresponding to the magnified target sphere (c.f. Ref. [15] ). In Ref. [14] it was shown that the capacitance for the target sphere is given by
As is the case with the MFPT for the narrow escape problem, H NC is a discrete energy-like function defined by
Minimizing H NC minimizes the average MFPT for the narrow capture problem. Equations (2.14) and (2.7) differ only in the sign of H L . The main focus of this paper is to systematically compute optimal configurations of particles on the sphere that minimize (2.7) and (2.14) when N ≤ 120. We will refer to these potentials as the narrow escape (NE) and narrow capture (NC) potentials respectively. Optimal configurations for the narrow escape potential have previously been computed, but only the global minima [8, 22] . In [23] optimal configurations were computed for the narrow escape potential with differently 'charged' particles. Here we attempt to compute all local minima for N identically charged particles in addition to the global minimum. The optimal configurations for the narrow capture potential have not previously been studied.
Optimal configurations for more common potentials, such as the Coulombic (2.8) and logarithmic (2.9) potentials, have been studied more extensively [21, [24] [25] [26] [27] . These potentials also have several physical applications and are used in benchmarking optimization software. For example, the determination of optimal configurations on the sphere for the Coulomb potential (2.8) constitutes the classic and well-known Thompson problem. The modelling of multi-electron bubbles in liquid helium is a modern example of the Thompson problem [28] . The logarithmic potential has applications in the modelling of vortex defects in superconductors [1] .
Optimal configurations for inverse power law potentials relate closely to packing problems. Finding the most efficient packing of spherical caps on the surface of a sphere constitutes the best-packing problem for the sphere, also known as the Tammes problem. The solutions to this problem are given by optimal configurations of a short range power law
The case where m = 2 was examined numerically in Ref. [21] . 
Numerical Computation of Optimal Configurations
In this section, we describe briefly the optimization algorithm employed to compute putatively optimal configurations. Details are given in Ref. [21] . The algorithm consists broadly of three steps.
1. Generation of initial configurations as starting points for optimization 2. Energy minimization via modified steepest descent
Removal of saddle-points
The algorithm generates N -particle starting configurations by computing a triangulation of previously known (N − 1)-particle optimal configurations. The N th particle is inserted at the center of mass of one of the triangles on the convex hull of the triangulation and projected onto the surface of the sphere. This procedure is performed for each triangle center, thus for each triangle center one obtains a starting configuration. Due to the possible symmetry of the (N − 1)-particle configuration, some of the resulting starting configurations may be identical due to rotational and reflection invariance of the energy. The redundant configurations are identified and excluded by calculating pairwise distances between particles.
Local optimization is accomplished by a modified steepest descent algorithm. Define forces, acting on particle i according to
where ∇ i is the gradient operator with respect to the coordinates of particle i. At each step of the energy minimization, the position of the i th particle, x i is updated according to
where F τ i is the component of F i in the tangential direction and γ is a constant given by
The largest tangential force in the starting configuration is given by F τ init and a 0 is a characteristic distance related to the number of particles and is approximately half the distance between particles for large N . The parameter β is user-specified and here is chosen to be 0.5 based on several trial runs for smaller N .
Occasionally the algorithm will find configurations which are saddle points. Remarkably, this is a common occurrence for this problem (cf. [24, 26, 27] ). The Hessian matrix in the neighbourhood of these saddle points often has at least one small negative eigenvalue which slows the steepest descent procedure. In principle this can be solved by taking a larger descent step (choosing a larger β). However, the unstable directions are believed to be quite 'narrow' such that the forces have only a small component along the unstable directions. If the optimization algorithm is continued (ignoring the stopping condition) then it eventually finds the local minimum, however doing so is inefficient. Instead, the putative optimal configurations are tested by computing the eigenvalues of the Hessian matrix and excluding those with negative eigenvalues. Note that the Hessian matrix is semi-definate at every local minima due to the rotational and reflectional invariance. Thus we fix the position of one particle and the azimuth of a second when computing the Hessian.
Due to the symmetry of the optimal configurations, many of the generated starting configurations, and putative minima, are identical up to rotation and reflection. Thus we require a method to distinguish configurations to avoid unnecessary computation and to avoid errors in counting the number of minima. In principle, one can simply compute the energy of each configuration using any 'potential energy' function. However, for a given N the optimal energies are typically very similar (see figures 5 and 9 in the next two sections). When N ≤ 65 this doesn't pose a problem (see Ref. [21] ). As N increases it becomes more difficult to distinguish configurations using energy. Further, the energy is relatively insensitive to small changes in particle positions around local minima making it difficult to resolve differences between two configurations.
Identifying equivalent configurations is accomplished with the set of N (N − 1)/2 pairwise distances, which is invariant under rotation and reflection. Suppose we have k configurations, let x (k) i denote the i th particle in the k th configuration. The algorithm proceeds as follows:
j |, i < j ≤ N , and let these be the components of d (k) .
2. For each k, sort d (k) in ascending order and then normalize such that max
given i and j. Denote the resulting vector byd (k) .
Compute the clustering tolerance
where tol is user specified and was chosen as 10 −3 since this was found to give good results.
4. Cluster thed (k) using Euclidean distance and the tolerance in the previous step. This was implemented with the Statistics Toolbox in MATLAB.
All configurations within a cluster are identical up to rotation and reflection when an appropriate tolerance is chosen.
Results for the NE Potential up to N = 120
Putative globally optimal configurations on the sphere for the NE potential have been computed for N < 65 by [8, 22] . In the latter study, globally optimal configurations for a few selected N up to 1004 were found. Locally optimal configurations have not previously been computed to the authors' knowledge. The current section is divided into three parts: First we present tables ofthe computed global minima and the corresponding energies. Then we give results for local minima, including energy spectra, tables up to N = 65, and scars. Finally, we compare the globally minimal energies with a previously derived asymptotic scaling law [8] . Data on the local minima for N > 65 are available online but are not included here due to the amount of data (see the online description). Table 1 gives the computed globally optimal energies for each N along with the number of computed local minima. Each configuration was verified by computing the eigenvalues of the Hessian matrix. The computation time for each N increases rapidly due to the increase in local minima. The majority of the computation time was spent optimizing configurations for 115 ≤ N ≤ 120 for which the number of starting configurations was between 25000 and 66000. In order, the columns show the number of particles, the NE globally optimal energy, and the number of local minima (including the global minimum).
Global Minima

Local Minima
The number of computed local minima for the NE potential is shown in Figure 4 . As the number of minima is expected to grow exponentially, we fit a curve of the form a 0 +a 1 e a 2 N in the least squares sense. This is a non-linear curve fitting problem which is handled numerically with MATLAB's lsqcurvefit() function. We find 20) where n is the best fit number of minima. The reasonable agreement supports the supposed exponential growth rate [6] . A total of 2780 putative minima and a few saddle points were discovered. A list of the local and global minima with their corresponding energies and geometric properties are given in Table 2 for N ≤ 65. The remaining data for N ≤ 120 are available in a MATLAB file in the online material. The computed energies are presented as a spectrum in Figure 5 . They become increasingly dense with N . Table 2 : Comprehensive list of local and global minima for the NE potential (up to N = 65). In order, the columns show the number of particles, the NE energy, and the numbers of particles with coordination numbers 3 to 7. The remaining data up to N = 120 are available online (see the online description).
Computation of optimal configurations for the NE potential were also performed by [22] . We obtain slightly lower energies for N = 90, 95 and more significantly lower energies for N = 105 and N = 115. The other optimal energies agree with our results up to the given precision. Many of the energies obtained here are identical to those given in Table 4 .2 of [8] to the given precision up to N ≈ 35. Above N ≈ 35 the energies given here are slightly lower.
Some examples of computed local minima are given in Figure 6 showing the scar structure. In general, there appears to be little or no symmetry in this structure, especially for large N . As a general observation, coordination numbers alone don't provide enough information to distinguish configurations. This is also seen in columns 3 and 6 of Table 2 in which many minima have the same coordination numbers for a given N . However configurations with very different scar structures are likely not equivalent geometrically (as in Figure 6 ).
A Scaling Law for the Minimal NE Energy
In this section, we compare the computed globally optimal energies with an asymptotic scaling law for the pairwise energy (2.7) valid in the limit N → ∞. We rewrite equation (2.7) as
where H C and H L are given in equations (2.8) and (2.9) respectively and We have the following results from [8] (note the factor of 1/2 difference in our definition of H L , equation (2.9)):
Substituting the above into (4.21) gives the desired scaling law (also derived in [8] ): 
Results for the NC Potential up to N = 120
Optimal configurations (both local and global) for the NC potential have not previously been computed to the authors' knowledge. The current section is organized in the same way as the previous section. First present tables of the computed global minima and the corresponding energies. Then we give results for local minima for N ≤ 65 in a table and finally we present a previously derived scaling law [14] . Data on the local minima for N > 65 cannot be included due to the amount of data and are available online (see the online description). Table 3 gives the computed globally optimal energies for each N along with the number of computed local minima. As with the NE potential, the computation time grows rapidly with N . Between N = 115 and N = 120 the number of starting configurations grows from approximately 27000 to 62000, roughly the same as the NE potential. Table 3 : List of global minima for the NC potential. In order, the columns show the number of particles, the NC globally optimal energy, and the number of local minima.
Global Minima
Local Minima
A total 3170 of putative minima and a few saddle points were found. A list of minima and corresponding geometric properties for N ≤ 65 is given in Table 4 . A complete list up to N = 120 is available online in a MATLAB file.
As with the NE potential, we fit a curve of the form n(N ) = a 0 + a 1 e a 2 N to the number of local minima, where n is the best fit number of minima. Using the same procedure as described in A spectrum plot of the locally optimal energies is given in Figure 9 . The minima become increasingly dense as N increases. Table 4 : Comprehensive list of local and global minima for the NC potential up to N = 65. In order, the columns show the number of particles, the NC energy, and the numbers of particles with coordination numbers 3 to 7. The remaining data up to N = 120 are available online (see the online description).
A Scaling Law for the Minimal NC Energy
We compare the computed globally optimal energies for the NC potential with an asymptotic scaling law for equation (2.14) valid in the limit N → ∞. Using the same procedure as in Section 4.3, we write the NC energy as 
(5.27) Figure 11 compares the scaling law (5.27) with the computed globally optimal energies. 
Discussion
In [21] , putatively optimal configurations for the Coulombic, logarithmic, and inverse-square law potentials were computed for N ≤ 65. Non-optimal saddle points were excluded by computing the eigenvalues of the Hessian matrix. The discovered minima were compared with previous literature [24, 26, 27] and it was found that nearly all of the optimal configurations were reproduced and that some of the previously identified minima are indeed saddle points. Here, we use the same method to compute putatively optimal configurations of the narrow escape and narrow capture potentials for N ≤ 120. It is interesting that many of the local minima for all five of these potentials look qualitatively similar with respect to their scar pictures. We compare local minima across these potentials to determine if any are identical. The configurations that are shared among these potentials are termed partially optimal and these include the universal optima. Following Section 3, we use pairwise distances to identify partially optimal configurations. In addition to the universal optima, we find that the N = 7 and N = 32 global minima are identical among all five potentials within a very small margin. We note that the second of these configurations is in a special class of icosadeltahedral configurations that occur when N = n 2 + nm + m 2 + 2, n, m ∈ Z + . (6.28)
These configurations have 12 pentagonal defects arranged at the corners of an inscribed icosahedron. It was once believed that this class of configurations were universally optimal, however this is not the case despite the high degree of symmetry for these configurations [29] . The next of these arrangements occurs at N = 72 and both the narrow escape and narrow capture potentials exhibit global minima with apparent icosadeltahedral symmetry upon visual inspection. However, the difference in pairwise distances indicate that these configurations are in fact different. The scar structure alone is not enough to distinguish configurations since different minima for a given N typically have identical coordination numbers. There are other N for which the configurations are close but don't appear partially optimal. The universal optima and the partial optima stated above agree to within a few decimal places of machine precision when compared with pairwise distances. Other configurations only agree to around 10 −3 to 10 −1 (e.g. when N 20 and N = 72 shown in figure 12) .
In future work it may be of practical interest to apply results from the narrow escape problem to modelling diffusion in inverse opals. The 'dwell time' (i.e. MFPT) of a diffusing particle in a single spherical cavity may be important for understanding diffusion in a connected network of such cavities. Inverse opals have been studied experimentally and numericlaly (e.g. Ref. [18] ) but developing a quantitative theory of diffusion is still an open problem.
Appendix: File Structure of Online Material
We provide MATLAB (.mat) files containing data on each computed local minimum and saddle point. There are two files for each potential (NE and NC). One contains data on the minima only and the other contains data on the minima and the saddle points.
The files with only the minima contain a 117 × 4 cell array, ALL_LEVELS. Each row contains data on all the local minima for a given N starting at N = 4 up to N = 120. The data in each column contains, in order, N , geometric and computational data for each N -particle local minima, the number of N -particle local minima, and the number of (N + 1)-particle starting configurations. The data in the second column are stored in a nx6 cell array where n is the number of local minima. Each row in this matrix corresponds to a single local minimum and the rows are sorted in order of increasing energy. The data in each column contains N , the energy of the configuration, an N × 5 matrix containing the particle coordinates (θ, φ, x, y, z), the lowest energy (N − 1)-particle local minimum from which the configuration was computed, the average number of iterations required to compute the configuration, and the number of particles in the configuration having 5 nearest neighbours (5-fold defects).
The files with the minima and the saddle points have the same structure as described above except the second column is a n × 8 cell array. The additional two columns of this array contain the smallest eigenvalue of the Hessian matrix and the L 2 -norm of the derivative
of the pairwise energy (1.1). Note that two azimuthal angles and one polar angle are fixed in the above and in the Hessian computation, as explained in Section 3.
