Abstract
Introduction
Surface deformation is a popular tool in animation and mesh editing. While there are many different methods for performing such deformations, barycentric coordinates have recently been shown to be an effective tool for both image [HF06] and mesh deformation [JSW05, JMD
* 07]. Part of the popularity of this deformation method is its simplicity. Given a highresolution (or target) surface, we can deform the shape by embedding it in a low-resolution control mesh that approximates the target shape. The user then deforms the surface by modifying the control mesh (see Figure 1) . wherev is the deformed position of the vertex v andĉ i are the deformed location of the control vertices. Notice that these coordinates are also translationally invariant; that is
and the basis functions associated with a vertex c i are smooth, which guarantees the deformations are smooth as well (typically C ∞ ). Since the weights α i are independent of the deformed location of the control vertices, these coor-
Figure 2: A bunny's ear in the rest pose (left) is stretched using globally defined mean-value coordinates (middle) and using reduced weights (right). Color corresponds to vertex movement. Every vertex in the global model exhibits some movement, but all movement on the reduced model is locally restricted to the ear.
dinates may be precomputed and stored yielding relatively fast deformations.
Unfortunately, most barycentric coordinate techniques are global in nature. Each vertex in the target mesh is weighted by a combination of every vertex in the control mesh. As the complexity of the control mesh increases, the storage space and time required to deform the target mesh's vertices linearly increases as well. Even for sparse control meshes consisting of 50 to 100 vertices, the deformations may be too slow for real-time animation. In addition, any deformation using these globally supported weights will influence the entire target mesh. For example, if the user moves a single ear of the rabbit model in Figure 2 , even vertices on the other side of the model will move slightly. Such movement is often counterintuitive, especially with articulated figures where the user may expect the motion of a body part to be isolated to that portion of the model. Given a control vertex c i , its basis function defined by the weights α i typically decreases with respect to Euclidean distance [JSW05] or geodesic distance in the control mesh [JMD * 07]. Therefore, many of the weights α i for a single vertex will be very small and only a few control vertices will have significant influence on the vertex. Since the magnitude of the weights decrease with distance and the deformation model may contain extraneous degrees of freedom, limiting the number of weights influencing each vertex of the target mesh is not only possible but desirable as well. By reducing the number of weights we can expose/increase locality in the resulting deformations. Since the number of weights is constant with respect to the control mesh, we can also increase the complexity of the control mesh without increasing the storage or deformation time of the target mesh. Finally, if the number of weights are small enough, we can accelerate these deformations by implementing the deformation equation on the GPU, which requires a small, fixed num- 
Contributions
We present a Poisson-based optimization technique that reduces the number of control point influences of a deformable mesh to a specified count. To expose the limited degrees of freedom in the model we require the user to specify a number of example poses demonstrating the set of plausible deformations of the character. From these examples we show that we can maintain the appearance of the surface under deformation and provide an iterative optimization technique capable of handling even large meshes consisting of millions of polygons. Using this reduced set of weights, we show how we can implement these barycentric coordinate deformations efficiently on the GPU and achieve a factor of 50 speed-up over a CPU implementation. Moreover, we show that our method can be applied not just to barycentric coordinates but to other deformation methods as well and give an example of weight reduction for skeletal animation.
Previous Work
Though barycentric coordinates have existed since Möbius in 1827, only in recent years has significant work been done in this field. Given the relatively new interest in this field, most previous work has focused on developing new forms of barycentric coordinates or proving properties about their deformations [FK08] instead of manipulating or reducing the number of weights. However, all of these methods have globally supported basis functions and are applicable to our technique.
Wachspress developed one of the first extensions of barycentric coordinates to convex polygons for finite element analysis [Wac75] . Later, [War96] extended this method to convex polytopes in higher dimensions. [FHK06] also showed that entire families of coordinates could be constructed for convex shapes. However, since all of these methods relied on the convexity of the control polygon/mesh, they found limited use in Computer Graphics.
[Flo03] addressed this problem by creating mean value coordinates, which were well-defined for arbitrary polygons in 2D. Later [JSW05] and [FKR05] extended these coordinates to higher dimensions. [HF06] and [JSW05] also demonstrated how these barycentric coordinates could be used for image and surface deformation.
The disadvantage of mean value coordinates is that they can contain negative weights, which had the potential to create undesirable deformations. [LKCOL07] [Boo89] may also be used for image/surface deformation where the weights of each control vertex are found through a linear system of equations.
Weight Reduction
We will assume that for each vertex of the target surface, we are given the weights α i for i = 1 . . . n where n are the number of control vertices. We are also given a user-specified constant k < n, which is the maximum number of non-zero weights we will reduce to. Notice that, for barycentric coordinates in 3D, k must be greater than or equal to 4. We will consider 4 possible methods for weight reduction and show that Poisson-based minimization provides the best results.
There are two components to weight reduction. First we must choose the set of control vertices of size k that will influence a particular vertex. Second, once that set is chosen, we must determine the values of the weights for the k control vertices. We concentrate mainly on the later problem though we must still address the choice of influence set.
There are many possibilities for choosing the influence set of a vertex. However, the combinatorics of choosing the best k control vertices from n, the choice of which may be affected by the influence set of neighboring vertices on the target surface as well, is computationally intractable for even small meshes. Therefore, we use a simple heuristic and choose the influence set for a vertex based on the largest k weights. This choice is reasonable since, as mentioned previously, the weight functions are proportional to distance meaning that many control vertices will have small influence on a given vertex. There may be other heuristics for choosing influence sets that work better, but we find that the k largest weights does well in practice.
If we simply select the k largest weights for a vertex v and renormalize the weights such that they satisfy Equation 2, we obtain a new, reduced set of weights for v. Given that the weights we removed had small magnitude, a commonly held belief is that these normalized weights will perform well as a reduced set. However, this is not the case as is illustrated by Figures 4 and 5. Though the influence sets exhibit a large degree of spatial locality as expected, large tears and normal discontinuities such as those illustrated by Figure 6 are visible in the model where adjacent influence sets are different. Even when the weights we remove have very small magnitude, these normal discontinuities are present. Therefore, we must consider more sophisticated techniques for choosing the value of these weights.
Smooth Weights
Choosing the k largest weights generates a poor solution because sharp normal discontinuities are visible in the deformed meshes. One solution is then to find a set of smooth weights that satisfy the property that the weights are zero outside of the influence set for a vertex.
LetĀ i be the original barycentric coordinate function of the i th control point before optimization such thatĀ i (v) = α i for vertex v. For each barycentric weight function, we maximize the smoothness of this influence restricted function by minimizing
is zero at a vertex if i is not part of v's influence set. We choose to optimize the criteria that the laplacian of the reduced weights match the laplacian of the original weight set to preserve the property that, if number of reduced weights k is set to the number of control vertices, then A i =Ā i . As this minimization does not contain any geometric constraints, we add the constraint that A i have linear precision:
For polygon meshes, ∇ 2 has a familiar form as a summation of cotan weights [PP93] . Performing this constrained minimization results in a sparse, linear system of equations of size mk + 4 where m is the total number of vertices in the surface.
Many barycentric coordinate techniques such as mean value coordinates may produce negative weights and, hence, negative weights are even desirable in weight reduction. However, for some methods such as harmonic coordinates or skeletal animations (see Section 4), the weights are always guaranteed to be positive. Positive weights not only guarantee the convex hull property for bounding deformations, but can also avoid overfitting in the optimization [JT05] . For these methods, we add an additional constraint that A i (v) > 0. This constrained quadratic minimization with inequality constraints can be minimized using non-negative least squares [LH74] , though for such large systems of equations, non-negative least squares may not be practical as these solvers require repeated solutions of the quadratic.
Instead we found that, by iterating a local solver, we were able to minimize the entire system of equation effectively. To do so, we minimize the weights of each vertex separately by holding the weights of the vertices of its one-ring constant. The size of the quadratic is then reduced to k variables and is easy to solve even with non-negative constraints. Each minimization of a vertex reduces the global error over the surface and this process converges to the minimum. In practice the number of iterations necessary to converge to the solution depends on the size of the mesh but we found that iterating this process a number of times equal to 0.1% of the number of vertices produced good results. We use this technique, including the non-negative constraints where appropriate, in Sections 3.2, 3.3 and 4 as well.
While this minimization is far more costly than simply choosing the k largest weights, the result is a much smoother deformation. Figure 4 shows an example of such a minimization applied to a barycentric coordinate deformation. For models with small discontinuities in the smoothness of the weight function, this minimization may be adequate. However, this method still performs poorly for more complex animations as seen in One of the reasons that this method, as well as simply choosing the k largest weights, does not approximate the deformations well is that it does not use any information about the types of plausible deformations that may be generated by the user. The control mesh of these free-form deformations does not have any limitations placed on its shape, and any configuration of the control vertices will generate a valid deformation. While each control vertex is independent from one another and may be moved in isolation, in practice many control vertices move in concert to create plausible deformations of an object. For example, in Figure 1 the control vertices at the tip of the hand move in almost a rigid fashion to maintain the shape and volume of the hand under deformation.
Since these restrictions are not encoded in the control mesh, we must have some method of sampling the plausible space of deformations. A popular technique for sampling a model's plausible deformation space is through a set of example poses provided by the user [MG03,SZGP05,HXS08]. Solving our weight reduction problem using plausible deformations simplifies the problem a great deal as we do not need to approximate the original shape for every possible control mesh configuration. Furthermore, this technique allows an artist guide the optimization towards the model's most common deformations.
Therefore, we require that the user specify a number of example poses exercising the degrees of freedom of the deformation. The number of example poses required to achieve a good result highly depends on the example poses and the complexity of the model. Good results may be obtained with only one example pose though we find in practice several are needed to express the full range of motion of a character (we typically use 4-6 examples).
Geometric Weight Reduction
One possible method for utilizing these examples poses is a modification of the method of [JT05] . This method minimizes the distance to the deformed example poses in the L 2 norm, which results in a minimization of the form Figures 4 and 5 shows an example of the result of applying this minimization to the weights. While the silhouette of the model is well approximated, the model suffers from similar problems as the k-largest weights and has banding artifacts caused by normal discontinuities. Since we perceive shape not only through the geometric shape of the silhouette but also through the way in which light interacts with the surface, we can improve the perceived quality of the deformations by optimizing the difference in the normals of the surface.
Poisson-based Weight Reduction
Direct optimization of the weights to make the normals of the reduced deformation match the example poses produces a non-linear optimization. An alternative is to optimize the tangents of the surface [GZ08] . The approach we take is to where S is the surface and w is a guidance field over the surface. Equivalently, this equation may be written as
where ∇ 2 is the laplacian. If the guidance field w is also given as a divergence of a scalar field ψ over the target mesh, then we can write the equation as
In other words, the equation tries to match the laplacian of the unknown function φ to that of the given function ψ. Similar to the geometric minimization in Section 3.2, this minimization is a constrained, sparse quadratic in the unknown weights α, which can be solved using Lagrange multipliers and the repeated, local minimization technique described in Section 3.1.
Using Equation 4, we can write our minimization problem as min
α 2 ∑ γ=0 poses ∑ j vertices ∑ ℓ (∇ 2 ( ∑ i∈in f (v ℓ ) α ℓ,i c j i [γ]) − ∇ 2 v j ℓ [γ]) 2(
Weight Reduction for Skeletal Animation
While we have focused on barycentric coordinates and other control mesh weighted deformation schemes, our technique may be used on many different types of deformations. Here we give an example of skeletal animation based on its popularity in computer graphics and real-time applications. Instead of blending control vertices, this method blends bone transformations to deform vertices. 
For skeletal animation, we typically require that α ℓ,i ≥ 0 so we can use a non-negative least squares solver to minimize this equation as in Section 3.3. Figure 7 shows an example of this reduction applied to skeletal animation. In this example the skeletal weights were computed automatically using Pinocchio [BP07] . Before reduction each vertex had a variable number of weights many of which were influenced by the entire skeleton (17 bones). After minimization the maximum number of bone weights was 5 and Figure 8 shows the weight distributions before and after minimization. The result with the reduced weights is very similar to the original deformation, takes less storage space and can be animated more efficiently.
GPU Implementation
In recent years, graphics processors on modern video cards have become useful tools for tasks other than graphics rendering, such as linear blend skinning. A GPU works best with small, fixed-size data, so a model in which each vertex has tens or hundreds of weight influences may be unacceptably slow when animated on a GPU. Therefore, our technique not only optimizes a model so it consumes less space and performs better under CPU deformation, but the reduction also makes the model viable for GPU accelerated deformation.
To perform this acceleration, we implemented a vertex shader to calculate the model's deformation on the GPU. Vertices of the deformed control mesh are sent to the card as constants in the shader. Weight indices and weight values are sent as per-vertex texture coordinates and the shader A vertex shader does not contain adjacency information, so finding the normal of the vertex is nontrivial. With skeletal animations, the vertex normals can be transformed using the inverse transpose of the weighted bone matrix. However, for barycentric coordinate animations, this is not the case. While we could calculate the deformed mesh and read-back its vertices to recompute vertex normals on the CPU, this method is unnecessarily slow. Instead, we provide a method for approximating the barycentric coordinate deformation locally as an affine transformation and use the inverse transpose of this matrix to transform the normal.
Given a set of control vertices,ĉ i for some deformed control cage (not necessarily an example pose), the positions of the control vertices in the rest pose c 0 i and weights α i , we approximate the barycentric coordinate transformation using a weighted least squares formulation. In particular, we find the affine transformation that maps each control vertex c 0 i to its deformed location c i weighted by the value α i .
Solving for the inverse transpose of the matrix, we obtain
where ad j(X) represents the adjugate of the matrix X and β is the determinant of the matrix we compute the adjugate of.
Since the normal will be renormalized after multiplication, β never needs to be calculated.
Multiplying the normal by this matrix yields a good approximation of the transformed normal. Whenĉ i = c 0 i , this method returns the identity transformation and the result is exact. Furthermore, when the size of the influence set of the vertex is four, this minimization yields the precise affine transformation that the control points represent. When the influence set is greater than four vertices, this method approximates the deformation with an affine transformation. Figure 9 shows an example of lighting a model with normals produced by this method. The left figure shows the result of computing area weighted normals from the positions of the deformed vertices and is exact. On the right, the figure's normals use this approximate affine transformation method. The result is nearly indistinguishable.
We tested our GPU implementation on an Intel Core i7 920 CPU with an Nvidia 280 GTX video card. To test the deformation, we used an animation of the model in Figure 1 , which contains 702,538 polygons and its control mesh contains 137 vertices. Our CPU implementation achieves about 1.2 fps using the full weight set (137 weights/vertex) and 13.9 fps using the reduced weight set (8 weights/vertex). However, our GPU implementation was able to achieve 142.9 fps using the reduced weight set. Hence, barycentric coordinate animation can be practical even for large meshes using GPU acceleration.
Results
We computed weight reductions of several different models using different types of barycentric coordinates or deformation methods. Furthermore, we compared the k-largest, geometric, smooth and Poisson reductions. Figure 4 shows an example where the weights were computed using mean value coordinates. In this example the chest expands noticeably using the k-largest weights. Minimizing the difference to the geometry reduces the inflation but contains severe artifacts in the normals. However, the Poisson minimization is able to generate a faithful reproduction of the original shape.
Figure 5 depicts a similar example using harmonic coordinates where we constrained the reduced set of weights to be positive under minimization. The geometric minimization does a much better job than the k-largest but there is a discontinuities in the normals of the shoulder that the Poisson minimization removes. Figure 7 shows an example of our method applied to skeletal animation where the weights were generated by Pinocchio, which solves an equation based on heat dissipation to create automatically create a smooth, plausible deformation. Unfortunately, this smoothness comes at the cost of high numbers of weights as nearly a quarter of the vertices are weighted by the entire skeleton (17 bones). After reducing to only five bones per vertex (constrained such that the weights were positive), the Poisson reduction is able to maintain the appearance of the original model and is now suitable for GPU acceleration. Figure 8 shows the weight distribution before and after reduction. Figure 12 quantifies the differences between the different reduction techniques. The figure shows the armadillo man reduced from 110 weights per vertex down to 8 using six example poses. We reduced this model using the four different methods and performed an animation where none of the example poses were part of the animation. The figure shows a graph of the deviation of the normals and the geometry for each frame of the animation. The k-largest weights performs the worst of the three methods in both the normal and geometry metrics. The geometric reduction does well when measuring the deviation of the surface from the original animation; however, the deviation of the normals was significant. The smooth weight optimization fits the geometry relatively well and improves upon the normal error too. However, the Poisson reduction fits the normals of the deformation the best but does not match the geometry as well. Nevertheless, this deviation in the geometry is rarely if ever noticeable in the animation. In contrast, it is easy to see the normal approximation error in the model produced by the other methods.
We also compared the effect of changing the maximum number of weights the optimization is allowed to use. Figure 10 shows the horse reduced using the Poisson minimization with the maximum number of weights varying from 4-8. For barycentric coordinate animations, we cannot use less than four weights per vertex since simplices in 3D contain four vertices. Furthermore, only allowing four weights per vertex does not leave many degrees of freedom to optimize the smoothness of the deformation and the result is poor as expected. However, as the number of weights per vertex increases, the quality of the deformation improves dramati- cally. Figure 11 numerically shows the effect of increasing the maximum weights for this example.
In Table 1 , we show the time it takes to perform each weight reduction technique on different models. These timings were computed on a AMD Athlon 64 X2 4200+ with 2GB of RAM. As expected, the k-largest and geometric methods are simple and easy to calculate. The Poisson and Smooth Weight methods are also slower than the geometric technique. Furthermore, imposing non-negative constraints can significantly increase the running time of the optimization. Although these optimizations cannot be performed in real-time for large meshes, the optimizations only need to be performed once. Using the optimized weights, we can perform deformation in realtime with the deformation speed being linearly proportional to the number of non-zero weights per vertex. As Section 5 shows, the reduced weight set allows us to use the GPU to accelerate these deformations and we can achieve over a factor of 100 increase in performance over a CPU implementation with the full weight set.
Conclusions and Future Work
Our weight reduction technique reduces the number of control points influencing a vertex to a user-specified number such that the deformations created by the reduced weight set resemble that of the original deformation. We accomplished this reduction by solving a Poisson equation for the reduced weights such that the gradients, and hence the normals, match a set of example poses provided by the user and provided an efficient method for optimizing these weights. We also showed how to implement these deformations efficiently on the GPU and obtain over a factor 10 increase in performance over a CPU implementation using the reduced weight set. Furthermore, our weight reduction method is applicable to other deformation techniques and we provided an example application to skeletal animation.
In the future we would like to address the problem of determining influence sets in more detail. One area that our weight reduction method may perform suboptimally is when the control mesh contains planar regions. In these areas all of the vertices in the planar region may have large weights associated with them. However, if these vertices all deform in a planar affine fashion, clearly these vertices contain redundant information. We believe that it is possible to detect these subsets and remove them from the influence list. However, if the example set indicates that this removal is possible and the user produces a movement in which the vertices are not planar, then poor deformations will result. Hence this method is highly dependent on the example set provided by the user to describe the full range of motion of the character.
