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ABSTRACT
In theories of modified gravity with the chameleon screening mechanism, the strength of the
fifth force depends on environment. This induces an environment dependence of structure
formation, which differs from ΛCDM. We show that these differences can be captured by
the marked correlation function. With the galaxy correlation functions and number densities
calibrated to match between f (R) andΛCDM models in simulations, we show that the marked
correlation functions from using either the local density or halo mass as the marks encode
extra information, which can be used to test these theories. We discuss possible applications
of these statistics in observations.
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1 Introduction
Theories of modified gravity were introduced as alternatives to
the Λ-cold-dark-matter (ΛCDM) paradigm to explain the late-time
cosmic acceleration. In light of the recent detection of gravitational
waves from the binary neutron star merger GW170817 and simul-
taneous measurement of its optical counterpart GRB170817A, sev-
eral popular classes of model are ruled out (e.g. Lombriser & Taylor
2016; Baker et al. 2017; Sakstein & Jain 2017; María Ezquiaga &
Zumalacárregui 2017; Creminelli & Vernizzi 2017), although many
other models remain viable and would affect the growth of large-
scale structure, such as Brans-Dicke type theories including f (R)
gravity (De Felice & Tsujikawa 2010), derivative-coupling theo-
ries including the normal-branch Dvali-Gabadadze-Porrati (nDGP)
model (Dvali et al. 2000), and more complex variants of dark en-
ergy within standard gravity. It remains important to test the equiva-
lence principle and General Relativity (GR) at cosmological scales.
A general feature of the surviving modified gravity models is
that they often rely on screening mechanisms to suppress the fifth
force in high density regions. This is true for both the f (R) (Li
& Barrow 2007; Brax et al. 2008) and nDGP models (Dvali et al.
2000). The former features a chameleon screening and the latter
the Vainshtein screening mechanism (Khoury & Weltman 2004;
Vainshtein 1972). This inevitably alters structure formation in an
environmental dependent manner, i.e. in the regime where the fifth
force is suppressed, gravity is back to GR and structure formation
remains similar to that of the ΛCDM; in the places where the fifth
force is unscreened, such as in low density regions in the f (R)
model, or outside the Vainshtein radius in nDGP model, the ad-
ditional fifth force acts to change structure formation in a complex
? E-mail: jarmijo@astro.puc.cl
way. This provides opportunities to test these models using statis-
tics that are sensitive to the environment-dependent nature of struc-
ture formation. In this letter, we explore using the marked corre-
lation method to test gravity using the f (R) model as an example,
motivated by the methodology proposed in White (2016).
The marked correlation is a high order statistical method
which contains information beyond the galaxy two point corre-
lation function. It is useful for studying the connections between
properties of galaxies, such as luminosity and environmental den-
sity, with their spatial clustering with the flexibility of the choice of
the mark (e.g. Beisbart & Kerscher 2000; Sheth & Tormen 2004;
Harker et al. 2006; Wechsler et al. 2006). This statistic has been
applied to break degeneracies between the halo occupation and
σ8 in two different cosmological models with the same clustering
(White & Padmanabhan 2009). The same principle should be ap-
plicable to distinguish MG and ΛCDM (White 2016). In this letter,
using galaxy catalogues from both f (R) and ΛCDM models that
are tuned to have the same clustering, we explore different mark
statistics to see if these models can be told apart.
The key question is what mark is the optimal to fulfill our task.
We explore two quantities, local density and halo mass, as the mark,
which we believe should serve best for our purpose of capturing
the difference due to the distinct environmental dependencies for
structure formation in f (R) and ΛCDM models. The outline of this
letter is the following: In § 2 we describe f (R) theory and our sim-
ulations. The results of the marked correlation function are shown
in § 3. We draw conclusions and discuss our results in § 4.
2 Theory and simulations
2.1 The f(R) model of gravity
The MG model studied in this letter is f (R) gravity see De Felice
& Tsujikawa (2010) for a review, which extends GR by including a
© 2017 The Authors
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function of the Ricci scalar R, f (R), in the Einstein-Hilbert action:
S =
∫
d4x
√−g
{
1
2κ2
[R + f (R)] + Lm
}
, (1)
where κ2 = 8piG, G is Newton’s constant, and g is the determinant
of the metric gµν . In this model, gravity between massive particles
is governed by a modified Poisson equation:
®∇2Φ = 16piG
3
a2 [ρm − ρ¯m] + 16a
2[R( fR) − R¯], (2)
in which ρm = ρm(x, t) is the density of non-relativistic matter at
scale factor a, an overbar means the cosmic mean of a quantity and
fR ≡ d f (R)/dR is an additional scalar degree of freedom (a scalar
field) which is governed by an equation of motion (EoM):
®∇2 fR = −13 [R( fR) − R¯ + 8piG(ρm − ρ¯m)]. (3)
Eqs. (2) and (3) can be combined to obtain
®∇2Φ = 4piGa2 [ρm − ρ¯m] − 12
®∇2 fR, (4)
which indicates that − 12 fR can be considered as the potential of a
force, called the fifth force, that is mediated by the scalar field fR .
An interesting feature of this model is the chameleon screen-
ing mechanism (Khoury & Weltman 2004). Inside a deep Newto-
nian potential (e.g., the solar system) or with a uniform high matter
density (e.g., the early Universe), the solution to Eq. (3) is dynam-
ically driven to | fR | → 0 so that Eq. (4) reduces to the standard
Poisson equation: in this regime GR is recovered, hence offering a
way for the theory to pass stringent solar system tests of gravity.
In contrast, in shallow Newtonian potentials, the dynamics of
Eq. (3) is such that δR = R− R¯ is negligible, and Eq. (4) reduces to
®∇2Φ = 16
3
piGa2 [ρm − ρ¯m] , (5)
indicating a 1/3 enhancement of gravity w.r.t. GR, or a fifth force
with 1/3 the strength of standard gravity at maximum, independent
of the form of f (R). This fifth force can enhance the growth of dark
matter haloes (Cai et al. 2015), and make cosmic voids grow larger
by evacuating more matter from void centres (Clampitt et al. 2013).
The fact that the fifth force is strong in low-density regions but
suppressed in high-density regions implies that the difference from
GR can be strengthened by up-weighting low density regions using
marked statistics, thus offering a way to distinguish the model from
ΛCDM. We shall show this is the case next, and for illustration we
adopt the form of f (R) proposed in Hu & Sawicki (2007):
f (R) = −m2 c1(−R/m
2)n
c2(−R/m2)n + 1
, (6)
where m2 = κ2 ρ¯0/3, ρ¯0 being the mean density of the Universe
today.
For a realistic expansion history, |R|  m2 for z ≥ 0, so that
f (R) ≈ − c1
c2
m2 +
c1
c22
m2
(
m2
R
)n
, (7)
to a good approximation. If we set c1/c2 = 6ΩΛ/Ωm, where Ωm is
the density parameter for matter today andΩΛ = 1−Ωm, the model
can accurately mimic a ΛCDM expansion history. Meanwhile,
fR ≈ −n c1
c22
(
m2
R
)n+1
, (8)
Figure 1. The distribution of the host halo mass M sampled by the HOD
galaxies for different models as labelled in the legend. The dashed line in-
dicates mean value for GR.
which can be inverted to find R( fR) which is used in Eqs. (2, 3).
Thus the model has two free parameters, n and c1/c22 , which can be
related to the value of fR0 today by using Eq. (8):
c1
c22
= −1
n
[
3
(
1 + 4
ΩΛ
Ωm
)]n+1
fR0. (9)
A smaller | fR0 | means weaker deviation from GR. The current cos-
mological constraint on these parameters is and | fR0 | . 10−5 (e.g.
Cataneo et al. 2015; Liu et al. 2016); we fix n = 1 in this work.
2.2 Simulations and mock galaxy catalogues
The simulations we employed here were run using the ECOSMOG
code (Li et al. 2012), with 10243 dark matter particles with mass
mp ≈ 7.8 × 1010 h−1M in a box with size L = 1024h−1Mpc. We
have 5 independent realisations for error analysis. Both f (R) and
GR models adopt the same ΛCDM background cosmology with
parameters from the WMAP mission 9-yr results (Hinshaw et al.
2013), hence they essentially have the same expansion history and
start from identical initial conditions. Two f (R) models with dif-
ferent amplitude | fR0 | are used in this work and are referred to
as F5 and F6 (with amplitude values of | fR0 | = 10−5, 10−6 respec-
tively). More details can be found in Cautun et al. (2017). Dark mat-
ter haloes were identified by using the ROCKSTAR code (Behroozi
et al. 2013) with mass definition M200c ,where the subscript 200c
refers to 200 times of the critical density of the Universe.
We populated haloes with galaxies using a 5-parameter halo
occupation distribution (HOD) recipe (Zheng et al. 2005). The pro-
cedure is as follows (see more details in Cautun et al. 2017; Li &
Shirasaki 2017): For GR, we adopted the parameters from Manera
et al. (2013), which were calibrated to match the SDSS CMASS
clustering. We adjusted the HOD parameters for the f (R)models to
best match the galaxy numbers and two-point correlation functions
in GR. The flexibility of the HOD model allows us to adjust the
shape and magnitude of the galaxy two point correlation function
by sampling haloes of different masses, as shown by the histogram
for the mass of haloes hosting HOD galaxies by different models in
Fig. 1. This process brought the agreement for the correlation func-
tions among different models to ≤ 2 ∼ 3% on scales of between
2 − 80 h−1Mpc (this was calculated as the rms difference between
the GR and f (R) correlation functions in all galaxy separation bins,
MNRAS 000, 1–5 (2017)
Marked Correlation Function in MG 3
Figure 2. Distribution of galaxy local densities estimated using a Voronoi
tessellation method. Only the range of below the mean density is shown for
better illustration.
and we also included in the calculation the difference in the galaxy
number densities in these models).
Note the match for the galaxy correlation functions is in
real space with no redshift space distortions. This is equivalent
to matching the projected two-point correlation functions, as ex-
plained in Cautun et al. (2017). It is also worth noting that the cor-
relation functions agree with each other within the errors estimated
from a volume of ∼ 1(h−1Gpc)3 of our simulations.
3 Marked Correlation Function
The marked correlation function is in essence a weighted version
of the two point correlation function, where the weight is the mark
m (e.g. Sheth et al. 2005; White 2016)
M(r) = 1
n(r)m¯2
∑
i j
mimj, (10)
where n(r) is the number of pairs at separation r in real space, m¯ is
the mean mark value computed for all the galaxies in the simulation
and mimj is the product of the marks for the i j-galaxy pair. Note
that on large scales the average over all pairs tends toward m¯2, so
M becomes close to unity.
We use the local galaxy number density and the halo mass to
define the marks in order to best capture the environmental depen-
dence of structure formation induced by the chameleon screening
mechanism in f (R) models.
3.1 A mark based on local density
It is well known that for the f (R)model the 5th force is unscreened
in low density regions such as voids (e.g., Hui et al. 2009; Clampitt
et al. 2013). The consequence is that voids expand faster and be-
come emptier than in GR. The change of large-scale structure in
low density regions may not be detectable in the galaxy two point
correlation function, which results from the global average of all
galaxy pairs. This is because tracers in low density regions have
lower amplitudes of clustering by definition, and so their contribu-
tion to the total correlation function is minor. As a result, the effect
of the chameleon screening may have been hidden under the glob-
ally averaged two point correlation function. To amplify the effect
due to screening, it is therefore useful to use the local density as a
mark, in particular, to up-weight the low density regions.
To do this, we use Voronoi tessellations from the ZOBOV code
(Neyrinck 2008) to estimate the density around each galaxy. The
density of a galaxy ρi is inversely proportional to the volume of
each Voronoi cell Vi . Fig. 2 shows the distribution of galaxy local
densities estimated this way. It is clear that while the distributions
remain similar to each other for different gravity models for den-
sities close to the mean, f (R) models tend to have more galaxies
with low densities, i.e. the most isolated galaxies in f (R) models
are even more isolated than in GR. In particular, the number of
galaxies with ρi < 0.2 could be a factor of 2-3 higher for F5 than
for GR. For F6, the difference from GR is milder but the trend is
the same. This confirms the expectation that the abundance of low
density regions is larger in f (R) models even when the galaxy two
point correlation functions are the same as in GR. It suggests that
having a mark to up-weight the low density regions to enhance this
effect may be useful to distinguish f (R) models from GR.
We first try the mark defined by mi = ρ
p
i
where the power in-
dex p is chosen to be negative to up-weight low density regions. An
example for p = −0.5 is shown in Fig. 3. For F5, the marked cor-
relation function is above the GR version at the ∼2σ level at small
scales, consistent with the fact that the probability of low density
galaxies are higher in this model. For F6 however, it is consistent
with GR within the errors, due to the relatively small difference
from GR in the distribution function of densities.
These results change with the value of p. When p is more neg-
ative, e.g. p < −1, more weights will be assigned to the low density
regions. The relative difference between models becomes larger but
the noise also increases, because the number of low density galax-
ies is small. On the other hand, when p is positive, e.g. p > 0.5,
more weights will be assigned to high density regions, which are
also rare. In this case, the marked correlations become noisy and
indistinguishable from one model to another within the errors. For
comparison, an example for p = 0.5 is also shown in dashed curves
in Fig. 3. The light-shaded region in the bottom shows the errors
on the mean corresponding to a volume of ∼1(h−1Gpc)3. These er-
rors are estimated using the jackknife method with all the 5 simu-
lation boxes. The errors are much larger than the case of p = −0.5,
indicating that the large overdense regions are rarer or higher in
their amplitudes than the underdense ones, and so the Poisson noise
becomes much larger when up-weighting high densities. Both the
F6 and F5 curves are broadly consistent with GR within the er-
rors. This confirms the fact that the distribution of galaxies differs
more in underdense regions than in overdense regions, and the for-
mer carries more information about MG. We have also repeated
the same analysis with galaxies in redshift space and find that the
marked correlation functions become noisier but results remains
qualitatively similar to those in real spcae.
3.2 A mark based on halo mass
Due to the fifth force, the halo mass functions in f (R) gravity and
GR are different (e.g., Cataneo et al. 2016). The halo occupancies
of galaxies therefore have to compensate for this in order to have
the same galaxy clustering and number density. This inevitably in-
duces differences in the underlying halo populations being occu-
pied by galaxies, as shown in Fig. 1.
Another way to see this is that there are differences in the re-
lations between the galaxy and halo populations in these models.
Matching the galaxy density and clustering will result in haloes be-
ing populated differently in these models. On the other hand, one
MNRAS 000, 1–5 (2017)
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Figure 3. The marked correlation function M(r) using the local density ρ
as the mark. This plot shows the examples for M = ρp , with p = ±0.5
in solid (-0.5) and dashed lines (0.5). The lower panel shows the ratios
of marked correlation functions between f (R) and GR. The shaded re-
gions correspond to the errors on the mean corresponding to a volume of
∼ 1(h−1Gpc)3 estimated using the Jackknife method. The dark and light
shaded regions are for the case of p = −0.5 and p = 0.5 respectively.
can in principle change the HOD parameters such that the halo pop-
ulations being sampled are the same for different models, but then
the galaxy clustering will be different. This difference in the intrin-
sic relation between haloes and galaxies offers an opportunity to
distinguish these two types of models by having a joint constraint
from galaxy clustering and their underlying halo population. By
using halo mass as the mark in the marked correlation function we
can achieve this goal.
To do that, we simply set mi = M
p
i
, where Mi is the mass
of the host halo, and the index p is a free parameter of our choice.
We explore a wide range of p and find that F5 can be well distin-
guished from GR with 0.001 < |p| < 0.1. An example for p = ±0.1
is shown on the left-hand panel in Fig. 4. The marked correlation
function for the F5 model deviates from the 1σ region of the GR
version at scales as large as 20h−1Mpc, which is well beyond the
1-halo term region. The results remain similar in the above range of
p: the amplitude of the marked correlation function decreases with
|p|, but the errorbars also decrease by approximately the same fac-
tor. Therefore, the significance for the deviation from GR is rather
independent of p. When |p| is relatively large, i.e. |p| > 0.1, the
measurement becomes noisy because the tail of the mass distri-
bution is up-weighted regardless of the sign of p. This is because
the distributions of halo mass sampled by the HOD peak at ap-
proximately 1013h−1M and drops rapidly towards both the low
and high mass ends (Fig. 1) This enhances the Poisson noise and
makes F5 indistinguishable from GR at |p| > 0.1. In the limit when
|p| ≈ 0, the mark becomes flat and the correlation functions are
equal to unity for all models, and they become indistinguishable
from each other. For all the cases we have explored, F6 is always
consistent with GR within the errors.
The above experiment suggests a powerful way to constrain
the f (R)model, but it requires information about the host halo mass
for each galaxy, which is not easily accessible from observation.
Even if it is, there will be uncertainties on the halo mass. We there-
fore make two tests. First, we explore the case where uncertainties
for the halo masses are added, i.e. log10 M˜i = log10 Mi + ∆M ,
where ∆M = σ is drawn from a Gaussian distribution with σ
chosen to be 0.1, 0.2, 0.3. We then measure the marked correlation
functions using these noisy marks. We find that the results remain
qualitatively similar to the case with no noise in terms of the sig-
nificance for the difference between F5 and GR. As the noise level
increases, the errorbars increase as expected. At σ = 0.3, F5 is al-
most indistinguishable from GR. We show in the panels A & B of
Fig. 4 the example for σ = 0.1 & 0.2.
Second, we explore the situation where haloes are binned into
8 mass bins, ranging from 1012 to 1015h−1M , with a bin-width of
half a decade. Note that errors for the halo masses have been added
before they are grouped into mass bins. The mean mass of host
haloes can be estimated either with galaxy-galaxy lensing (e.g. Han
et al. 2015; Viola et al. 2015) or a dynamical method for stacked
samples of galaxy groups (e.g. Kaiser 1986; Carlberg et al. 1997;
Evrard et al. 2008; Mamon et al. 2013). We then assign galaxies
within each mass bin the same mark based on the median mass of
the bin, and measure the marked correlation functions. We find that
the results remain similar in terms of the differences between the
two models, as shown in panels C & D of Fig. 4. Based on these
tests, we conclude that using the halo mass as the mark is a stable
and powerful method for distinguishing f (R) and GR models.
4 Conclusions and Discussion
We have explored how to use the marked correlation function to
distinguish f (R) models from the ΛCDM universe using N-body
simulations. Our study uses different halo occupancies to reproduce
the observed projected galaxy two point correlation functions in
different models of gravity. We explore two different marks related
respectively to the local galaxy number density and host halo mass,
and test their ability to distinguish the models. We find that up-
weighting low density regions helps to unveil differences hidden
in the correlation function, but only at relatively low significance
and on small scales. The latter are actually in the regime of the
one-halo term, which can be difficult to interpret in redshift space.
Nevertheless, this is qualitatively consistent with the expectation
that low-density regions are influenced more strongly by the fifth
force in f (R) models.
The method of up-weighting low density regions is in the same
spirit of testing gravity using voids (Clampitt et al. 2013; Cai et al.
2015), clipping off peaks (Lombriser et al. 2015), or doing a log
transformation on the density (Llinares & McCullagh 2017). It also
achieves similar goals to the position-dependent power spectrum
method in capturing information about three-point statistics (Chi-
ang et al. 2014). Our study differs from the recent work of Valo-
giannis & Bean (2017) (VB) where the marked correlation function
method was applied to simulations of f (R) and Symmetron models
in the following: VB apply the marked statistic to the matter den-
sity fields, while we use mock galaxy catalogues, calibrated to have
the same clustering and number densities among different models.
This sets different requirements for implementing these techniques
in observations.
We find much stronger deviations between the different mod-
els when using halo mass to define the mark. The difference is
found out to larger scales (∼ 20h−1Mpc) with higher signifi-
cance. Similar conclusions were found by an independent study
(Hernandez-Aguayo et al. 2018) following a similar approach.
When using halo mass as the mark we find the result to be stable
for a wide range of power indices. The significance remains simi-
lar when errors are introduced into the halo mass, or when haloes
MNRAS 000, 1–5 (2017)
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Figure 4. Similar to Fig. 3 but showing the marked correlation function using the host halo mass of galaxies M as the mark,M = M p . The solid and dashed
curves shows the case for p = 0.1 and p = −0.1 respectively. The dark and light shaded regions show the 1σ errors for these two cases. The panels show
the different cases: using the host halo mass as mark adding 0.1 dex uncertainty to the masses (A), adding 0.2 dex uncertainty (B), using only 8 mass bins to
generate the marks and 0.1 dex uncertainty (C) and adding 0.2 dex uncertainty (D).
are grouped into mass bins mimicking stacking to obtain masses
via weak lensing, as the method does require additional informa-
tion about the host halo mass of galaxies. The host halo mass can
in principle be measured using a dynamical method or weak gravi-
tational lensing. The latter requires overlapping of a lensing survey
and a spectroscopic redshift survey over the same sky. Existing sur-
veys such as GAMA plus KiDS are essentially ready for perform-
ing this measurement (Driver et al. 2011; Hildebrandt et al. 2017).
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