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RESUMO 
A relação entre a teoria do elétron e o eletromagnetismo é discutida com base 
no uso da álgebra do espaço-tempo e do spinor de Dirac-Hestenes. Desta 
relação surge uma equação não-linear como uma alternativa, a princípio mais 
satisfatória, à equação de Dirac. Este estudo é possível uma vez formulada 
a teoria do spinor de Dirac-Hestenes como uma classe de equivalência de ele-
mentos da sub-álgebra par da álgebra do espaço-tempo. 
ABSTRACT 
The relationship between the theory of electron and electromagnetism is dis-
cussed by using the spacetime algebra and the Dirac-Hestenes spinor. From 
this relationship it emerges a non-linear equation which seems to be more sat-
isfactory than Dirac equation. This study is possible once it is formulated the 
theory o f Dirac-Hestenes spinor as an equivalence class of elements of the even 
subalgebra of the spacetime algebra. 
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Introdução 
A linguagem impõe uma limitação natural no modo de expressarmos nossas idéias. Podemos 
distinguir as linguagens em ordinárias e formais, onde as linguagens formais são o resultado 
de uma "matematização" coerente de certos conceitos. As linguagens formais constituem-se na 
base da metodologia científica moderna, e graças ao uso da matemática foram possíveis inúmeros 
avanços e descobertas na física. É claro que estas linguagens formais também apresentam uma 
limitação, e a questão que precisa ser colocada refere-se à adequação ou não de uma particular 
linguagem para expressarmos e formularmos uma teoria física. Em outras palavras, uma teoria 
física pode ser formulada naturalmente em termos de uma estrutura matemática e não de outra, 
e o uso de uma estrutura matemática adequada permite não apenas formularmos naturalmente 
uma teoria física, como também sugerir e permitir generalizações desta teoria. 
O fato das álgebras de Clifford terem sido "reinventadas" várias vezes na física moderna 
sugere que elas sejam uma linguagem natural para a física. Como exemplo do uso de álgebras 
de Clifford na física moderna podemos citar as teorias de Pauli e de Dirac, formuladas em 
termos de álgebras de matrizes complexas 2 X 2 e 4 X 4, respectivamente, ou ainda a álgebra 
dos operadores de criação e aniquilação de férmions. Outro fato que sugere a "naturalidade" 
das álgebras de Clifford é a quantidade de nomes associados independentemente à sua invenção 
(Parra 1993); além de Clifford, podemos citar os trabalhos de Euler, Rodrigues, Hamilton, 
Grassmann e Lipschitz. 
Uma das razões de tantos nomes envolvidos por trás das álgebras de Clifford é a sua estreita 
relação com a geometria. De fato, a denominação original de Clifford (1878) para estas estruturas 
era álgebras geométricas. Os elementos de uma álgebra de Clifford e as operações algébricas 
possuem uma interpretação natural como elementos geométricos e operações geométricas, o que 
mostra a sua importância tanto do ponto de vista matemático como físico. Esse fato, entretanto, 
passou desapercebido na física, salvo algumas exceções (Keller 1992), até o trabalho de Hestenes 
(1966). 
As álgebras de Clifford aparecem tradicionalmente dentro da física como álgebras de matrizes, 
e não há qualquer significado geométrico aparente por trás de uma matriz. Por outro lado, estas 
estruturas algébricas aparecem muitas vezes em problemas envolvendo spinores, e a definição 
abstrata usualmente empregada dentro da física para estes objetos também não sugere qualquer 
interpretação geométrica. Por outro lado, estudando a teoria das álgebras de Clifford vemos que 
elas são isomorfas a certas álgebras de matrizes, de modo que estas matrizes são representações 
de elementos algébricos com um significado geométrico bem definido dentro de uma álgebra de 
Clifford. Uma vez compreendido isto, Hestenes (1966) mostrou no livro "Space-Time Algebra" 
que muitos aspectos abstratos da física moderna possuem uma interpretação geométrica clara e 
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simples, antes escondida nas matrizes. 
Os trabalhos posteriores de Hestenes mostraram o quanto o cálculo desvinculado de matrizes, 
além de interpretável geometricamente, é muito mais eficiente que o cálculo tensorial e spinorial 
usual - em certos casos, páginas de cálculo com matrizes reduzem-se a linhas. Dentre muitas 
contribuições importantes, talvez a maior seja a noção de spinores operatoriais introduzida por 
Hestenes em 1967. Estes spinores operatoriais foram introduzidos em substituição à noção usual 
de spinores, o que permitiu, por exemplo, uma completa reformulação da teoria de Dirac, e sua 
consequente reinterpretação em termos geométricos (Hestenes 1992), com o chamado spinor de 
Dirac - Hestenes (SDH) - que é um exemplo de spinor operatorial - substituindo o spinor de 
Dirac. O fato mais notável em relação ao SDH, que pode ser representado por um biquaternion, é 
que ele possui uma decomposição que generaliza a decomposição polar de um número complexo, 
decomposição esta através de termos com uma interpretação geométrica clara. 
A introdução do SDH nos parece um dos fatos mais importantes dos últimos anos em física-
matemática. Apesar disso, não se encontra até hoje na literatura uma teoria completa do SDH. 
Nesse sentido temos dois problemas fundamentais. O primeiro problema, na verdade, remonta 
aos trabalhos do final da década de 20 de lvanenko, Landau e Fock (Keller 1992) e posteriormente 
de Kãhler (1960). Ocorre que o SDH pode ser representado como uma soma de multiformas 
não-homogêneas ou uma soma de multivetores não-homogêneos. Entretanto, o grupo Spin age 
sobre estes elementos através da ação adjunta, enquanto sobre spinores o grupo Spin age através 
da multiplicação pela esquerda. O primeiro problema, portanto, refere-se a como obter a correta 
lei de transformação do SDH dado que ele pode ser representado como soma de multiformas 
ou multivetores. O segundo problema, cuja solução depende da solução do primeiro, refere-se à 
definição de campos spinoriais DH (CSDH). Nesse caso é preciso identificarmos o fibrado do qual 
o CSDH será uma secção. Estes são os dois principais problemas do ponto de vista matemático 
que pretendemos estudar. 
Uma vez resolvidos os problemas acima teremos em mãos um instrumento que, em função do 
seu significado geométrico, apresenta grande interesse em física não apenas dentro da mecânica 
quântica. Nesse ponto, se reformularmos a teoria de Dirac em termos do SDH teremos uma 
interpretação geométrica desta teoria, e consequentemente a possibilidade de explorarmos outras 
idéias envolvidas com os fundamentos da mecânica quântica, em particular a relação entre 
mecânica quântica e eletromagnetismo. Este é o principal problema do ponto de vista físico que 
pretendemos estudar. 
O trabalho que apresentaremos está organizado em 5 capítulos. No capítulo 1 apresentaremos 
alguns preliminares matemáticos onde discutiremos conceitos que usaremos neste trabalho. Não 
é nossa intenção, entretanto, discutir em detalhes esses conceitos e os resultados relacionados. 
O objetivo deste capítulo é apresentar as ferramentas que serão utilizadas no restante deste 
trabalho. Na seção 1.1 definiremos álgebra de Cli:fford. Existem várias definições diferentes de 
álgebra de Clifford, e a que usaremos é a mais imediata. Definiremos álgebras de Clifford reais, 
embora seja trivial a sua generalização para os complexos ou quaternions. Para outros corpos, 
uma atenção especial deve ser reservada para os casos onde a característica do corpo é igual 
a dois - a este respeito e sobre outras definições de álgebra de Clifford, assim como para uma 
breve introdução histórica sobre o seu estudo, veja Lounesto (1993). Nossa definição de álgebra 
de Clifford corresponde à das chamadas álgebras universais de Clifford, mas não é necessário 
discutirmos questões acerca da universalidade de uma álgebra de Clifford -a este respeito veja 
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Porteous (1969). De fato, todas as estruturas matemáticas que utilizaremos serão supostas "bem 
comportadas", uma vez que acreditamos que esta seja uma das características das estruturas 
físicas que estudaremos. Mais ainda, nossa definição de álgebra de Clifford corresponde à de 
uma álgebra de Clifford ortogonal, em distinção às álgebras de Clifford simpléticas (que também 
não serão consideradas)- a este respeito veja Crumeyrole (1990). Na seção 1.2 apresentaremos 
os principais exemplos de álgebras de Clifford utilizados em física-matemática, a saber: álgebra 
de Pauli, álgebra do espaço-tempo (AET) e álgebra de Dirac- destas, a AET será largamente 
utilizada. Finalmente, na seção 1.3 definiremos o fibrado de Clifford, e em particular o fibrado 
de Clifford do espaço-tempo. Em particular, mostraremos como definir a derivação covariante 
de números de Clifford usando o fato que o fibrado de Clifford pode ser visto como um fibrado 
associado ao fibrado principal dos referenciais ortonormais e introduziremos o chamado operador 
de Dirac, que é de importância fundamental. 
No capítulo 2 iremos desenvolver os formalismos lagrangeano (seção 2.1) e hamiltoniano 
(seção 2.2), os quais utilizaremos posteriormente neste trabalho. Uma das vantagens da for-
mulação lagrangeana que apresentaremos (para partículas e campos) é que os campos que 
consideraremos são campos multivetoriais quaisquer, não necessariamente campos escalares -
e para lidarmos com estes campos usaremos o conceito de derivada multivetorial. Como vere-
mos, a equação de Euler-Lagrange assume uma forma muito elegante nesta formulação. Como 
exemplo, exibiremos as equações de Maxwell no fibrado de Clifford, onde elas são escritas na 
forma de uma única equação. Apresentaremos também uma formulação generalizada do teo-
rema de Noether, no sentido em que as transformações que consideraremos poderão apresentar 
uma parametrização multivetorial. A seguir faremos a transição para o formalismo hamiltoni-
ano, e mostraremos como definir uma estrutura simplética no espaço de fase usando álgebras 
de Clifford. Consideraremos, entretanto, apenas o formalismo hamiltoniano para partículas, 
pois é este o caso que estudaremos adiante. A consideração de campos envolve complicações 
desnecessárias e sem interesse para este trabalho. É importante mencionarmos dois fatos em 
relação à formulação lagrangeana: primeiro, uma formulação, embora não tão geral como a 
que apresentaremos, foi construída independentemente por Lasenby et al. (1993); segundo, os 
rudimentos de uma formulação lagrangeana da teoria de campos com possíveis generalizações 
com álgebras de Clifford aparecem originalmente em Faria-Rosa et al. (1986), onde usa-se uma 
lagrangeana multivetorial para descrever o eletromagnetismo generalizado (incluindo monopólos 
magnéticos). 
No capítulo 3 iremos estudar o CSDH, procurando responder às duas perguntas que for-
mulamos anteriormente. A resposta da primeira pergunta aparecerá naturalmente da definição 
que dermos do SDH. Definiremos (seção 3.1) o SDH não como uma soma de multivetores de 
graduação par (isto é, um elemento da sub-álgebra par da AET), como usualmente ocorre na 
literatura, mas como uma classe de equivalência destes multivetores. Veremos que os elementos 
desta classe de equivalência transformam-se de acordo com a regra usual para spinores. Deste 
modo, um SDH não é uma soma de multivetores (ou de multiformas) pares, embora possa 
ser representado por esta soma. Desta definição do SDH seguirá como consequência imediata 
o chamado teorema de Geroch (1968) acerca da existência de estruturas spinoriais em uma 
variedade, como veremos na seção 3.2. Nesta mesma seção definiremos um CSDH como uma 
seção do fibrado Spin-Clifford, que é o fibrado quociente do fibrado de Clifford pela relação de 
equivalência à qual nos referimos acima. Este fibrado Spin-Clifford também pode ser visto como 
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um fibrado associado ao fibrado principal dos referênciais ortonormais, e à partir da teoria das 
conexões em um fibrado principal e derivação covariante em um fibrado associado mostraremos 
como definir a derivada covariante de um CSDH. Na seção 3.3 mostraremos que a nossa teoria 
do SDH é equivalente à teoria usual do spinor de Dirac, a diferença, insistimos, sendo que o 
SDH possui uma clara interpretação geométrica. Nosso procedimento nesse caso, entretanto, é 
bem diferente do apresentado por Lounesto (1993); iremos partir do spinor de Dirac e construir 
alguns isomorfismos de modo a concluir pela equivalência das noções de spinor de Dirac e SDH, 
e para isso usaremos em uma primeira instância representações matriciais da AET e da álgebra 
de Dirac (discutidas na seção 1.2) uma vez que a grande maioria dos físicos e matemáticos estão 
acostumados a trabalhar com estas representações. 
Uma vez formulada a teoria do SDH, no capítulo 4 reformularemos e discutiremos a teoria de 
Dirac em termos da AET. Na seção 4.1 escreveremos a equação D H (ED H), que é a representante 
da equação de Dirac neste formalismo, e para isso traduziremos a lagrangeana de Dirac para 
a AET e usaremos a equação de Euler-Lagrange obtida na seção 2.1 para deduzirmos a EDH. 
Vários aspectos da teoria de Dirac serão então reformulados na seção 4.2. Uma vez que o nosso 
interesse neste trabalho por esta reformulação visa o conteúdo do capítulo 5, não discutiremos 
todos os aspectos desta teoria, sendo que outros detalhes podem ser encontrados em Hestenes 
(1992). Na seção 4.3 mostraremos como generalizar a EDH para um espaço-tempo de Riemann-
Cartan, o que é importante para as chamadas teorias U4 ou de Einstein-Cartan da gravitação. 
Na seção 4.4 mostraremos como esta reformulação da teoria de Dirac permite reinterpretarmos 
certos aspectos da mecânica quântica, e alguns destes aspectos que serão repensados encontram 
respaldo em um modelo clássico da teoria de Dirac que é o modelo de Barut-Zanghi, devidamente 
reformulado em termos da AET na seção 4.5. O problema mais delicado e polêmico envolve a 
questão da natureza da massa, e o resultado que discutiremos é fundamental dentro do capítulo 5. 
Finalmente, no capítulo 5 discutiremos a relação entre eletromagnetismo e mecânica quântica. 
Primeiro, exibiremos na seção 5.1 uma representação spinorial das equações de Maxwell em ter-
mos do SDH. Depois mostraremos, usando uma hipótese acerca da origem da massa (hipótese 
esta válida dentro da teoria de Dirac), que a referida representação spinorial das equações de 
Maxwell livres reduz-se à equação de Dirac (igualmente livre). Na verdade, a equação que 
obteremos é uma equação não-linear, mas que apresenta as mesmas soluções e propriedades da 
equação de Dirac para as soluções do tipo partícula. Esta equação não-linear foi proposta por 
Daviau (1993), porém através de um raciocínio completamente diferente do nosso. As diferentes 
propriedades desta equação não-linear aparecem em relação às soluções do tipo anti-partícula. 
Estas diferenças são, entretanto, desejáveis. De fato, as soluções do tipo anti-partÍcula apre-
sentam energia positiva dentro da teoria da equação não-linear, ao contrário do que ocorre na 
teoria de Dirac onde elas possuem energia negativa. Além disso, dentro da teoria não-linear 
temos uma regra de super-seleção: o princípio de superposição permanece válido mas apenas 
para partículas ou anti-partículas em separado. Outro fato notável, que discutiremos na seção 
5.3, é que usando apenas mais uma hipótese, esta mesma equação é capaz de descrever o múon, 
prevendo para ele uma massa em bom acordo com os resultados experimentais. Discutiremos 





1.1 Algebra de Clifford 
Seja V um espaço vetorial real e V* o seu dual. Denotemos o produto cartesiano V x ···X V de 
q cópias de v por vq e o produto cartesiano V* X ••. X V* de p cópias de V* por (V* )P. Seja o 
espaço vetorial dos tensores do tipo (p,q) (ou q-covariante, p-contravariante ), ou seja 
Tp,q(V) = {T: (V*)P X vq--+ R I T é (p + q) -linear} 
Note que T 0•1(V) = V* e T 1•0 = V. Agora, com a multiplicação usual de tensores podemos 
definir uma estrutura algébrica. Em particular, estamos interessados na álgebra dos tensores 
contra variantes T(V) (ou na álgebra dos tensores covariantes T*(V), cuja definição é análoga à 
que se segue). 
Chamamos álgebra dos tensores contra variantes (ou álgebra tensorial de V) ao par 
onde EB~0TP·0(V) denota o espaço vetorial constituído da soma direta fraca dos espaços TP·0(V) 
(p 2': O) e ® : T(V) x T(V) --+ T(V) denota a extensão linear do produto tensorial ® : TP·0 X 
Tq,o --+ TP+q•0 (V) (p, q 2': O) ao espaço EB~0TP·0(V). Por soma direta fraca entendemos que cada 
elemento do espaço EB~0TP·0(V) tem projeção não-nula somente em um número finito de sub-
espaços TP·0(V). Daí um elemento genérico de EB~0TP·0(V) é da forma A = Ao+ At +···+Ar 
onde Ap E TP•0(V), (p = O, 1, ... , r). 
Denotaremos por A : T(V) --+ T(V) e chamaremos automorfismo principal ou involução 
graduada a aplicação linear caracterizada por 
com 
(A® BT= Â ® Ê, VA,B E T(V) 
A= A, se A E R, 
Â = -A, se A E V. 
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Denotaremos por -: T(V) -+ T(V) e chamaremos antiautomorfismo principal ou reversão a 
aplicação linear caracterizada por 
com 
(A@ B)= B ® Ã, \IA, E E T(V) 
Ã =A, se A E R, 
Ã =A, se A E V. 
Denotaremos por - : T(V) -+ T(V) e chamaremos conjugação a aplicação composta das 
aplicações definidas acima, ou seja, 
A= (Â)= (Ã). 
Chamamos de ideal à esquerda de uma álgebra A qualquer sub-álgebra h C A tal que 
i E h ::::} xi E h, \fx E A, 
e analogamente para um ideal à direita. Um ideal bilateral (ou simplesmente ideal) é uma 
sub-álgebra que é um ideal à esquerda e à direita. 
Álgebra Exterior : Seja I C T(V) o ideal bilateral gerado pelos elementos da forma a®b+b®a, 
a, b E V C T(V). A álgebra exterior de V é a álgebra quociente 
1\(V) = T(V)jl. 
Os elementos de 1\(V) são chamados multivetores.l 
Se i e : T(V) -+ 1\(V) denota a projeção canônica, temos que i e( a@ b + b@ a) = O, ou seja: 
i e( a @ b) = - ie(b @ a). Esta multiplicação em 1\(V) é denotada por 1\ : /\(V) -+ 1\(V) e é 
chamada produto exterior ou produto de Grassmann ou produto cunha: 
a 1\ b =i e( a@ b ), 
a 1\ b = -b 1\ a. 
(1.1) 
(1.2) 
Pode-se mostrar que, se { et, ... , en} é uma base para V, então 1 e os produtos i e( ei1@ · • ·®eik) = 
ei1 1\ · · · 1\ eik (1 ~ Ít < i2 < · · · < Ík ~ n) constituem uma base para 1\(V), que é portanto 
um espaço vetorial de dimensão 2n. Cada sub-espaço de 1\(V) expandido pelos (k) elementos 
linearmente independentes ei1 1\ ···I\ eik será denotado por 1\k(V) = Tk•
0(V)jl. Os elementos 
de 1\ k(V) são chamados k-vetores. Segue que 1\(V) = EBJ:=o 1\ k(V), e como dim 1\ k(V) = (~) 
então dim 1\(V) = Lk=O G) = 2n. 
Note que, da definição do produto exterior, se A E 1\r(V) e B E J\ 8 (V) então 
(1.3) 
Álgebra de Grassmann : Seja 1\(V) a álgebra exterior, g: V X V-+ R uma métrica de assi-
natura (p, q) em V. Podemos construir um produto escalar ( , ) :/\(V) x /\(V) -+R sobre 1\(V) 
1 No caso de trabalharmos com T* (V) esses elementos são chamados multiformas. 
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definindo 
(i) Se A E 1\r(V), B E f\ 8 (V) com r =J s então 
(A,B) =O; 
(ii) Se A, B E 1\r(V), A= €1 1\ ···I\ €r, B = ft 1\ ···I\ fr, então 
(A, B) = det(g( ei, /j) ). 
Esse produto é estendido a todos A, B E /\(V) por linearidade. A álgebra exterior munida deste 
produto interno é chamada álgebra de Grassmann. 
Se o espaço vetorial V também está munido de uma orientação, isto é, um n-vetor volume 
r E 1\n(V) tal que (r,r) = (-1)q, então podemos introduzir um isomorfismo natural entre 
I\ r (V) e 1\ n-r (V) chamado operador de dualidade de Hodge (ou operador estrela de Hodge ), 
denotado por *: I\ r (V) ---+ 1\ n-r (V), e definido por 
(1.4) 
quaisquer que sejam A, B E /\r (V). Este operador é naturalmente estendido a um isomorfismo 
*: 1\(V) ---+ 1\(V) por linearidade. 
Álgebra de Clifford : Seja J C T(V) o ideal bilateral gerado pelos elementos da forma 
a 0 b + b 0 a- 2g(a, b), onde a, b E V e g: V X V---+ R é uma métrica de assinatura (p, q) em 
V. A álgebra de Clifford C(V,g) é a álgebra quociente 
C(V,g) = T(V)jJ. 
Os elementos de C(V, g) são chamados números de Clifford. 
Se i c : T(V) ---+ C(V, g) denota a projeção canônica, temos que i c( a0b+b0a-2g( a, b )) = O, ou 
seja: 2g( a, b) =i c( a 0 b) + ic(b 0 a). Esta multiplicação em C(V, g) é denotada por justaposição2 
e é chamada produto de Clifford ou produto geométrico: 
ab = ic(a 0 b). (1.5) 
Temos então que 
1 
g(a,b) = 2(ab + ba). (1.6) 
Lembremos que no caso 1\(V) = T(V)/ I o ideal I é gerado pelos elementos da forma a 0 
b + b 0 a, enquanto no caso C(V,g) = T(V)jJ o ideal J é o gerado pelos elementos da forma 
a 0 b + b 0 a - 2g( a, b) = (a 0 b - g( a, b)) + (b 0 a - g( b, a)). Daí a projeção de a 0 b - g( a, b) 
em C(V, g) corresponde em 1\(V) ao produto exterior a 1\ b, de onde definimos: 
a 1\ b = i c( a 0 b - g( a, b)) = ab - g( a, b ), (1. 7) 
2 No caso de trabalharmos com T*(V) este produto é às vezes denotado por V e a álgebra analogamente definida 
é chamada álgebra de Kãhler-Atiyah (Graf 1978). Veja Lounesto (1993a). 
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ou, em função da expressão (1.6), 
1 
a 1\ b = 2 ( ab - ba). 
Se definirmos o produto interior·: C(V,g) X C(V,g)--+ C(V,g) por 
1 
a · b = 2 ( ab + ba) 
de modo que a· b = g( a, b ), então podemos escrever para o produto de Clifford: 




Pode-se mostrar que, se { et, · · ·, en} é uma base para V, então 1 e os produtos i c( ei1 0 
· · · 0 eik) = ei1 • • ·eik (1 $; it < i2 < · · · < ik $; n) constituem uma base para C(V,g), que é 
um espaço vetorial de dimensão 2n. Se { et, · · ·, en} é uma base ortogonal então da eq.(1.10) 
temos que ei1 • • • ein = ei1 1\ · · · 1\ ein. Segue daí que C (V, g) e 1\ (V) são isomorfos como espaços 
vetoriais. Podemos portanto fazer a identificação C(V, g) = I:~=O /\r (V), de modo que um 
elemento genérico A E C(V,g) tem a forma 
(1.11) 
onde Ar E /\r (V) C C(V, g) (r = O, 1, ... , n ). Dizemos que Ar é a parte r-vetor de A. Se A = Ar 
para algum r dizemos que o multivetor é homogêneo de grau r ou um r-vetor (e não-homogêneo 
caso contrário). É conveniente definirmos a projeção ( )r de A em 1\r(V) C C(V,g): 
(1.12) 
Vamos agora procurar uma generalização dos produtos interior e exterior e uma expressão 
geral para o produto de Clifford. Olhando a expressão (1.3) vemos que a 1\ B = ( -1 r B 1\ a para 
B E 1\r(V); daí generalizamos as expressões (1.8- 1.9) para os produtos exterior e interior: 
1 1 A 
a 1\ B = 2(aB + ( -1Y Ba) = 2(aB + Ba), (1.13) 
1 1 A 
a· B = 2(aB- ( -1Y Ba) = 2(aB- Ba), (1.14) 
para a E V, B E 1\r(V), de modo que 
aB = a · B + a 1\ B. (1.15) 
Estas definições de produto exterior e interior podem ser generalizadas para multivetores 
arbitrários (Hestenes e Sobczyk 1984). Definimos o produto exterior 
Ar 1\ Bs = (ArBs)r+s• (1.16) 
e o estendemos para C(V, g) por linearidade. O produto interior é definido por 
(1.17) 
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Ar· Bs =O, (se r= O ou s = 0), (1.18) 
e o estendemos a C(V, g) por linearidade. 
Para o produto de Clifford ternos a seguinte formula fundamental (Hestenes e Sobczyk 1984): 
ArBs = (ArBs}lr-sl + (ArBs}lr-sl+2 + · · • + (ArBs}r+s = 
l(r+s-lr-sl) 
= I:k=O (ArBs}lr-sl+2k· (1.19) 
É importante observarmos que, enquanto o produto de Clifford e o produto exterior são 
associativos, o produto interior não é associativo. Nesse caso valem as identidades 
Ar· (Bs · Ct) =(Ar 1\ Bs) · Ct, (para r+ s ~ t, r,s > 0), (1.20) 
(1.21) 
Iremos convencionar, para simplificar a notação, que o produto exterior tem preferência sobre 
o produto interior e estes sobre o produto de Clifford, ou seja: A 1\ BC= (A 1\ B)C, A· BC= 
(A· B)C, A· B 1\ C= A· (B 1\ C). 
No ternos que os morfismos~~ e- definidos em T(V) são tais que J = J e J = J, e portanto 
passam ao quociente em T(V)jJ induzindo morfismos em C(V,g) que serão representados pelos 
mesmos símbolos. Ternos a reversão ( antiautornorfisrno principal) 
com 
e o automorfismo principal 
com 
(AB)= BÃ, VA,B E C(V,g) 
Ã =A, se A E R, 
Ã =A, se A E V, 
(AB)= ÂÊ, VA,B E C(V,g) 
Â =A, se A E R, 
Â = -A, se A E V, 
além da composição Ã = (Â) = (Ã). 
(1.22) 
(1.23) 
Notemos também que o ideal J é não-homogêneo de grau par em T(V), o que induz urna 
graduação Z2 em C(V,g). Ternos 
C(V,g) = c+(V,g) EB c-(V,g) 
onde c+(V,g) = ic (2:~0 T2k.O(V)) e c-(V,g) = ic (2:~0 T2k+t,o(v)). Os elementos de 
c+(v, g) são os elementos pares de C(V, g) e formam urna sub-álgebra chamada sub-álgebra 
par; por outro lado, os elementos de c- (V, g) (elementos ímpares) não formam urna sub-álgebra. 
Note que (C+(V,g))= c+(V,g). 
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A seguir apresentaremos algumas importantes identidades que serão utilizadas ao longo deste 
trabalho; elas são válidas para quaisquer a,a1,· ··,ar E V C C(V,g), Ar E /'{(V) C C(V,g), 
Bs E !V(V) c C(V,g), r,s >O: 
(Â)r = (A)r'= ( -1Y(A)r 
(Ã)r = (A)r- = ( -1 y(r-l)/2(A)r 
Ar· Bs = ( -1Y(s-l)Bs ·Ar, (r~ s) 
Ar 1\ B s = ( -1 ys B s 1\ Ar 
a· (ArEs)= (a· Ar)Bs + ( -1Y Ar( a· Bs) =(a 1\ Ar)Bs- ( -1YAr(a 1\ Bs) 
a 1\ (ArEs)= (a 1\ Ar)Bs- ( -1YAr(a · Bs) =(a· Ar)Bs + ( -1Y Ar( a 1\ Bs) 
a· ( a1 ···ar) = Lk=l ( -1)k+1 ( a· ak)( a1 • • • ak-lak+l ···ar) 
a· (ai 1\ ···I\ ar)= Lk=l ( -1)k+1(a · ak)(al 1\ ···I\ ak-1 1\ ak+ll\ ···I\ ar) 
*(A)r = (A)rr = (Ã)rr 
(1.24) 
Outro produto que utilizaremos é o produto escalar * : C(V,g) X C(V,g)---+ R C C(V,g), 
definido por 
A* B = (AB)o. (1.25) 
Note que Ar * Bs = O, (r =f. s) e que Ar * Br = Br *Ar. e que o produto escalar da álgebra de 
Grassmann pode ser escrito como (A, B) = Ã * B. 
Outro produto que também utilizaremos é o comutador [ , ] : C(V,g) x C(V,g)---+ C(V,g) 
definido por 
[A,B] = AB- BA. (1.26) 
Note que ai\ Ar = ~[a, Ar] para r par e a·Ar = ~[a, Ar] para r ímpar. Um fato muito importante 
é que o comutador de um 2-vetor (bivetor) com um elemento arbitrário de C(V,g) preserva a 
graduação deste elemento, ou seja: 
2 
[B,Ar] = ([B,Ar])r (B E f\(V) ). 
Temos ainda as seguintes identidades: 
[ B, A · C] = [ B, A] ·C + A · [ B, C], 




Além disso, o produto de Clifford de dois bivetores A, B E !\ 2(V) C C(V, g) pode ser escrito 
como 
1 
AB =A· B + 2"[A, B] +A 1\ B. (1.30) 
Para finalizarmos esta seção, façamos uma breve discussão (para detalhes veja Porteous 
(1969)) do seguinte fato: todas as álgebras de Clifford reais possuem uma representação explícita 
como álgebra de matrizes sobre o corpo dos reais R, complexos (E ou quaternions H. Seja Rp,q 
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o espaço vetorial de dimensão p + q = n equipado com métrica g : Rp,q x Rp,q -+ R, e seja {e i} 
a base canônica de Rp,q tal que 
{ 
+1 i=j=1,2, ... ,p 
g(ei,ej) = 9ij = g(ej,ei) = 9ji = -1 i= j = p+ 1, .. . ,p+ q = n 
o i -I j 
Denotemos Rp,q = C(RP·q,g). A representação das álgebras de Clifford reais Rp,q como álgebras 
de matrizes se faz de acordo com a seguinte tabela ( [n/2] denota a parte inteira de n/2): 
p- q(mod8) o 1 2 3 
Rp,q R(2lnf2J) R(2lnf2J) EB R(2lnf2J) R(2lnf2J) <L'( 2[nj2j) 
p- q(mod8) 4 5 6 7 
Rp,q H(2lnf2J-1) H(2ln/2J-1) EB H(2lnf2J-t) H(2lnf2j-l) <L'(2lnf2J) 
Agora, para acharmos a representação matricial dos elementos de Rp,q são necessários alguns 
outros resultados. Antes, porém, vamos definir alguns conceitos. Um ideal é dito minimal se 
ele não contém nenhum outro ideal exceto si próprio e o zero. Um elemento e -f; O é dito um 
idempotente se e2 = e. Um idempotente é primitivo se ele não puder ser escrito como a soma 
de dois idempotentes ortogonais não-nulos, ou seja, se e -f; e' + e" onde ( e')2 = e', ( e")2 = e" 
e e'e" = e"e' = O. Os números de Radon-Hurwitz Ti são os números definidos pela formula de 
recorrência Ti+B = Ti+ 4 e pela seguinte tabela: 
11 ~i 11 ~ I ~ I ~ I ~ I ~ I ~ I ~ I ~ 11 
Os resultados que precisamos são (Porteous 1969, Lounesto e Wene 1987): 
Teorema: Um ideal minimal à esquerda Ip,q de Rp,q é da forma Ip,q = Rp,qepq, onde epq 
~(1 + ea1 ) • • • ~(1 + eak) é um idempotente primitivo de Rp,q e onde ea1 , ••• , eak é um conjunto 
de elementos da base canônica de Rp,q que comutam tais que (ea;)2 = 1 (i= 1, ... ,k), que 
geram um grupo de ordem 2k, k = q- rq-p, onde Ti são os números de Radon-Hurwitz. 
Teorema: Se p + q = n é par ou ímpar com p- q = 1 (mod 4), então 
onde F = R ou (L' ou H, EndF(lp,q) é a álgebra das transformações lineares em Ip,q sobre o 
corpo F, m = dimF(lp,q) e F~ eF(m)e, onde e é a representação de epq em F(m). Se p+q = n 
é ímpar com p- q = 1 (mod 4) então Rp,q ~ EndF(Ip,q) ~ F(m) EB F(m) e epqRp,qepq ~R EB R 
ou H EB H. 
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No te que os isomorfismos acima permitem identificar os ideais minimais à esquerda com 
as matrizes coluna de F(m), ou melhor, com as matrizes de F(m) com uma coluna não nula 
e as demais nulas. Para acharmos a representação matricial dos elementos de Rp,q usamos o 
isomorfismo Rp,q ~ Endp(Ip,q) definido por <p : Rp,q 3 x ~--+ rp(x) = Lx E Endp(Jp,q), sendo 
Lx : Ip,q - Ip,q a restrição à Ip,q de Lx : Rp,q - Rp,q definida por Lx(Y) = xy, Vx, y E Rp,q· 
Dai, para acharmos a representação matricial de x, tomamos uma base {EA} do ideal Ip,q e 
estudamos a ação de x sobre esta base, ou seja, xEA = LB XABEB, e {XAB} é a matriz que 
representa x. Note que a representação depende do idempotente escolhido. Na próxima seção 
veremos exemplos específicos sobre a questão da representação matricial. 
O fato das álgebras de Clifford reais Rp,q poderem ser representadas por álgebras de matrizes 
nos permite concluir que todas as álgebras de Clifford reais são álgebras semi-simples. Primeiro, 
as álgebras de matrizes são álgebras simples (uma álgebra é simples se ela não possue ideais 
bilaterais, exceto ela própria e o zero). Se olharmos para a tabela de classificação de Rp,q vemos 
que: (i) se p+q é par, Rp,q é simples; (ii) se p+q é ímpar, p-q -=f. 1 (mod 4), Rp,q é simples; (iii) 
se p + q é ímpar, p- q = 1 (mod 4), Rp,q é a soma-direta de álgebras simples (ou seja, é semi-
simples, o que significa que ela não contém ideais bilaterais nilpotentes (um ideal é nilpotente se 
In = O para algum n, exceto o zero). Logo, Rp,q ou é simples ou é semi-simples, e no primeiro 
caso vale o seguinte teorema (Graf 1978): 
Teorema (Noether-Skolen): Quando Rp,q é simples, os automorfismos algébricos são dados por 
seus automorfismos internos x 1-+ uxu-1 , x E Rp,q e u E f(p, q) = { u E Rp,q I uu-1 = u-1u = 
1 e Adu(RP·q) = RP·q, Aduv = uvu-I, v E RP·q} (denominado grupo de Clifford-Lipschitz). 
1.2 Exemplos 
1.2.1 Álgebra de Pauli 
A álgebra de Pauli é a álgebra R 3 ,0 , que é isomorfa a <E(2) (álgebra das matrizes complexas 
2 x 2). O interesse na álgebra de Pauli se deve ao fato de que R 3 •0 pode ser identificado com o 
espaço euclidiano tridimensional. 
Seja { 0"1, a 2 , 0"3} uma base ortonormal de R 3 •0 , ou seja: 
(1.31) 
onde bij = 1 se i= j e bij =O se i -=f. j (i,j = 1,2,3). Um elemento arbitrário x E R3,o é da 
forma 
(1.32) 
Em outras palavras, R3,o é gerada por {1, ab a2, a3}. Note que O"iO"j = O"iÂO"j (i -=f. j). Denotando 





A notação i para o 3-vetor (elemento de volume) é sugestiva: além de termos i 2 = -1 temos 
que i comuta com todos os ~lementos de R3,o, o que segue de O"ji = ÍO"j (j = 1,2,3). Note que 
O'iO'j = iak (i,j, k cíclicos). E comum nos referirmos dentro da álgebra de Pauli ao 3-vetor como 
pseudo-escalar e a um 2-vetor como um pseudo-vetor. 
Vamos agora procurar uma representação matricial explícita para os vetores O't, a2, 0'3. Para 
isso, note que e = ~(1 + a3) é um idempotente primitivo de R3,0· Um elemento arbitrário do 
ideal h,o = R3,oe é da forma 
(1.35) 
onde estes b's estão relacionados com os a's na eq.(l.32) por bt = ao + a3, b2 = a12 + a123, 
b3 = a 1 + a 13 , b4 = a2 + a23. Note que R 3,0e ~ Rj,0e, onde Rj,0 é a sub-álgebra par de R3,0· 
Da eq.(1.35) vemos que e{1, at} formam uma base para o ideal h,o, e que eh,oe ~(E com 
base e{1, í}. Denotemos 
11) =e, 
12) = O'te. 
Definindo a base recíproca (A I por (A I= (I A)}, ou seja: 
(11= e, 
temos 






A representação matricial de O' i é dada pelos números ( ai)AB definidos por (A I O' i I B) = ( ai)ABe. 
Por exemplo: para O't temos (11 O't 11) = O, (11 O't 12) = e, (21 O't 11) = e, (21 O't 12) = O, e 
analogamente para a2 e a3 • Os resultados são: 
que são as matrizes de Pauli.3 Note que 
e para x E R3,o e X E h,o: 
X= ( 
(ao+ a3) + i( a12 + a123) 





3 Note que estamos incorrendo em um abuso de notação ao denotarmos a representação matricial de u; pelo 
mesmo símbolo; poderíamos usar um símbolo corno !!.; nesse caso, mas a diferença é óbvia e não causa confusão. 
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Como observação final, é fácil ver que a reversão - corresponde em<L'(2) à conjugação hermitiana. 
De fato: 
__ ( (ao+ a3) + i( -a12 - a123) ( a1 + a13) +i( -a2 - a23) ) = ( zi zi ) 
X- (a1-a13)+i(a2-a23) (ao-a3)+i(a12-a123) z3 z4' · (1.45) 
1.2.2 Álgebra do Espaço-Tempo 
A Álgebra do Espaço-Tempo (AET) é a álgebra R 1,3 , que é isomorfa a H(2) (álgebra das 
matrizes quaterniônicas 2 x 2). O interesse pela AET se deve ao fato de que R 1•3 pode ser 
identificado com o espaço de Minkowski; como veremos, a AET é naturalmente adequada à 
formulação das teorias físicas relativistas. Essa adequação se deve a vários motivos os quais 
veremos ao longo deste trabalho, mas de início podemos adiantar que o formalismo da AET é 
inteiramente covariante por não fazer referência específica às coordenadas. 
Seja bo, /1)"}'2)/3} uma base ortonormal de R
1•3, ou seja (p, v= O, 1, 2, 3): 
1 
fJ.t ·/v= 2(/J.tfV + /v'Y~-t) = Tf~-tv, (1.46) 
onde Tfoo = -"'n = -'f/22 = -'f/33 = 1, Tf~-tv =O para 11 f; v. Um elemento arbitrário X E R1,3 é 
da forma 
a + ao/o + a1 11 + a212 + a3/3 + ao1 101 + ao2/02 + ao3/03 + a12/12 + a13/13 + 
+a23/23 + ao12/012 + ao13/013 + ao23/023 + a123/123 + ao123/0123, ( 1.4 7) 
onde usamos a notação 'Y~-tv = 'Y~-t'Yv (p f; v), ou seja, /01 = /O/b 1012 = /o/1/2, etc. Note que 
podemos escrever 'Y~-tv = 'Y~-t'Yv = 'Y~-t A /v, (p f; v). O 4-vetor (elemento de volume) é usualmente 
denotado por 15 , ou seja: 
/5 = /0/1/2/3 = /O Â /1 Â /2 Â /3 (1.48) 
e tal que 
(1.49) 
e anti-comuta com vetores, isto é, 'Y~-t'Y5 = -151~-t (p = O, 1,2,3). Segue daí que 15 comuta 
com os elementos pares e anti-comuta com os elementos ímpares de R 13. Note também que 
(1o1? = ('Yo2)2 = ('Yo3)2 = 1 e (112)2 = (/13? = (/23)2 = -1. É comu~ nos referirmos a um 
3-vetor da AET como pseudo-vetor uma vez que, por exemplo, 1012 = /3/5 = -15/3, enquanto 
nos referimos ao elemento de volume como pseudo-escalar. 
Vamos agora procurar uma representação matricial explícita para os vetores /o, /t, 1 2 , /3· 
Observe que !(1 +lo), !(1 + 130) e !(1 + 1123) são idempotentes primitivos de R 1,3. Iremos 
considerar, por motivos que ficarão claros depois, o idempotente !(1 + lo). O idempotente 
!(1 + /3o) é particularmente interessante (veja Figueiredo et al. 1990), mas o seu estudo nada 
acrescenta a este trabalho. Um elemento arbitrário do ideal /1,3 = R1,3e, onde 
1 
e= 2(1 +lo), (1.50) 
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é da forma 
/1,3 3 <I> = e(b1 + b2/23 + b3/31 + b4112) + /se(bs + b6/23 + b7131 + bs/12), 
onde os b's estão relacionados com os a's da eq.(1.47) por 
b1 =a+ ao, 
b3 = -a13 - ao13, 
bs = -a123 + ao123, 
b7 = a2- ao2, 
b2 = a23 + ao23, 
b4 = a12 + ao12, 
b6 = a1 - a01 , 
bs = a3- ao3· 
(1.51) 
(1.52) 
Note que R1,3e ~ Ri,3e, onde Ri,3 é a sub-álgebra par de R1,3- tal que Ri,3 ~ R3,o em função 
da correspondência ai = -!oi = /io, G'iG'j = -/ij e i = /S· 
Da eq.(1.51) vemos que {1, /s}e formam uma base para o idealfJ,3, e que el1,3e ~H com 
base e{1, /23, /3b /1Ú· De fato, se denotarmos 
i= /23, j = /31, k = /12, 
. . . k 'k . k. . '2 '2 k 2 1 d trus que tJ = , 3 = t, t = 3, t = 3 = = - , po emos escrever 
h,3 3 <I>= e(b1 + b2i + b3j + b4k) + /se(bs + b6i + bá + bsk), 







e vamos definir a base recíproca (A I por (A I= (lo I A))= IÃ)!o, ou seja (lembremos que 
1oe =e): 
(11= e, 
(21= eis/o= -e/s, 
de modo que 
(1.57) 
(1.58) 
(A I B) = ÓABe, (A, B = 1, 2). (1.59) 
Calculando (AI'YJ.LIB) = (!J.L)ABe obtemos como representação matricial dos vetores lJ.L: 
/O = ( ~ ~ 1 ) '/1 = ( ~ ~ ) '/2 = ( ~ ~ ) '/3 = ( ~ ~ ) · ( 1.60) 
Usando 
11) =e= ( ~ ~ ) , 12) =/se= ( ~ ~ ) , 
obtemos para X E R1,3 e <I> E h,3: 
X= 
(a+ ao) + ( a23 + ao23)i+ 
( -a13- ao13)j + ( a12 + ao12)k 
( -a123 + ao123) + ( a1 - aol)i+ 
( a2 - a02)i + ( a3 - ao3)k 
( -a123- ao123) + (a1 + ao1)i+ 
( a2 + ao2)j + ( a3 + ao3)k 
(a- ao)+ (a23- ao23)i+ 





Finalmente, uma vez que a reversão - em R 1,3 troca o sinal de 2-vetores e de 3-vetores, mas 
mantém inalterado o sinal dos demais, temos que a reversão em termos de H(2) corresponde a: 
X= 
(a+ ao)- (a23 + ao23)i-
( -a13 - ao13)j - ( a12 + ao12)k 
(a123 + ao123) + (a1 + a01)i+ 
( a2 + ao2)j + ( a3 + ao3)k 
onde * denota conjugação quaterniônica. 
(a123- ao123) + (a1- ao1)i+ 
( a2 - ao2)j + ( a3- ao3)k 
(a- ao)- (a23- ao23)i-
( -a13 + ao13)j - ( a12 - ao12)k 
-qj) 
* . q4 
(1.64) 
O uso da AET permite escrever uma expressão particularmente conveniente para uma trans-
formação de Lorentz. Uma transformação de Lorentz C mantém invariante a norma de um vetor 
v E R 1•3 C R 1 ,3 , ou seja, ( v') 2 = v' · v' = v · v = v2 , onde v' = C( v). Isto significa do ponto 
de vista algébrico que C é um automorfismo desta álgebra, e uma vez que R 1,3 é simples, então 
vale o teorema de Noether-Skolen, ou seja: 
(1.65) 
onde L E f(1, 3), que é o grupo de Clifford-Lipschitz f(1, 3) = {L E R1 ,3 I LL-1 = L-1 L = 
1, AdL(R1 •3 ) = R 1•3 }. Uma vez que C(v) é um vetor, devemos ter;;'= v' e;;,= -v'. A 
primeira condição implica que 
enquanto a segunda condição implica em 
l =±L. 
Definindo 
N(x) = x * x = (x,x), Vx E R1,3, 
vemos que a primeira condição implica em 
N(L) = ±1. 
Em função disso, definimos (Figueiredo et al. 1990): 
Pin(1,3) ={L E f(1,3) I N(L) = ±1}, 
Pin+(1,3) ={L E f(1,3) I N(L) = +1}. 
Por outro lado, a segunda condição implica que 











Quando L = L a transformação descrita por L é uma rotação\ ao passo que se L = -L a 
transformação descrita por L é uma reflexão (Hestenes 1966). Em função disso, definimos os 
grupos5 
Spin(1,3) ={L E r+(1,3) I N(L) = ±1}, 
Spin+(1,3) ={L E r+(1,3) I N(L) = 1}. 
(1.74) 
(1.75) 
Note que Spin(1, 3) = Pin(1, 3) n r+(1, 3). Pode-se mostrar (Figueiredo et al. 1990) que os 
grupos Pin(1, 3) e Spin(1, 3) são os grupos de recobrimento duplo dos grupos ortogonal 0(1,3) 
e ortogonal especial S0(1,3), ou seja: 
Pin(1, 3)/{±1} ~ 0(1, 3), 
Spin(1, 3)/{±1} ~ S0(1, 3). 
(1.76) 
(1.77) 
Segue que a componente conexa à identidade S0+(1, 3) de 0(1,3) é recoberta por Spin+(1, 3), 
ou seja: 
(1.78) 
O grupo S0+(1, 3) é o chamado grupo próprio ortocrono de Lorentz, ou grupo restrito de Lorentz. 
Vemos portanto que uma rotação de Lorentz é descrita por R E Spin+(1, 3), ou seja, R 
satisfaz R= R-1, R= R. Pode-se mostrar (Hestenes 1966) que todo R E Spin+(1, 3) pode ser 
escrito na forma 
(1. 79) 
onde B é um bivetor, e B pode ser escolhido de modo que o sinal na expressão acima seja positivo 
exceto no caso particular em que B 2 = O e R = -eB. Se B é um bivetor espacial ( B 2 = -1) 
então R descreve uma rotação espacial, enquanto se B é um bivetor temporal ( B 2 = 1) então 
R descreve uma rotação temporal, ou seja, um boost. Como sabemos (Zeni e Rodrigues 1992), 
sempre podemos decompor R em um produto de uma rotação (espacial) e um boost: 
R=RB, (1.80) 
onde podemos escrever, por exemplo, 
(1.81) 
onde (O, <p, x) são os ângulos de Euler, e 
B = B( u) = eu/2 , ( u = Ul/ot + U2/02 + U3/o3), (1.82) 
sendo a velocidade dada por v = eu/o (Zeni e Rodrigues 1992). 
Existem outros aspectos específicos da AET que precisaremos considerar; entretanto, para 
não nos desviarmos demais do assunto deste capítulo, os discutiremos apenas quando necessi-
tarmos. 
4 0 termo rotação é empregado nesse caso no sentido de rotação no espaço-tempo e não rotação espacial. De 
qualquer forma, nào há perigo de confusão. 
5 Note que o conjunto dos L que satisfaz (1.73) não forma um grupo. 
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1.2.3 Álgebra de Dirac 
A álgebra de Dirac é a álgebra R 4 ,t, que é isomorfa a <E( 4) (álgebra das matrizes complexas 
4 x 4). O interesse pela álgebra de Dirac ficará claro adiante, mas já nessa seção ficarão claros 
os motivos deste interesse. 
Seja {E0,E1 ,E2,E3,E4} uma base de R4 •1 ordenada de tal maneira que (a,b =O, 1,2,3,4): 
1 
Ea · Eb = 2(EaEb + EbEa) = (ab, (1.83) 
onde -(oo = (n = (22 = (33 = (44 = 1, (ab = O (a =1- b ). Note que ordenamos a base de modo 
que E5 = -1 e E'f = Ei =E§= El = 1. Um elemento arbitrário Z E R 4 ,1 é da forma: 
R4,I 3 Z = A+ AoEo + · · · + A4E4 + AOIEot + · · · + A34E34 + Ao12Eo12 + · · · 
+A234E234 + Ao123Eo123 + · · · + At234Et234 + Ao1234Eo1234, 
onde usamos a mesma notação do caso anterior, ou seja, EOI = EoEt = Eo 1\ E1, etc. 
Consideremos o elemento de volume, que denotaremos por i, ou seja: 
Note que 




mas, ao contrário do que ocorre com o elemento de volume /5 na AET (comuta com os elementos 
pares e anti-comuta com os elementos ímpares da AET), o elemento de volume (pseudo-escalar) 
i comuta com todos os elementos de R 4,t, ou seja: 
Eai=iEa, (a=0,1,2,3,4). (1.87) 
Uma vez que i comuta com todos os elementos desta álgebra e i 2 = -1, então i faz o papel da 
unidade imaginária. 
De fato, se definirmos 
(1.88) 
de modo que 16 = 1, 'YÍ = 1i = 15 = -1, obtemos após algumas manipulações usando identi-
dades do tipo Eo = -i'Y123, ... , EOI = -/OI, etc., que 
Z = B + Bolo + B1 /I + B212 + B3/3 + BOI /oi + Bo2/02 + Bo3/03 + B12/12 + Bt3/I3 + 
+B23/23 + Bo12/o12 + Bot3/0I3 + Bo23'Yo23 + Bt23/I23 + Bot23/0I23, (1.89) 
onde definimos 
B = A + iAo1234, 
B1 = A14 - iAo23, 
B3 = A34 - iAo12, 
Bo2 = -Ao2 + iA134, 
B12 = -A12 + iAo34, 
B23 = - A23 + iAot4, 
Bot3 = -Aot34 + iA2, 
B123 = - A1234 - i Ao, 
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Bo = Ao4 - iA123, 
B2 = A24 + iAo13, 
BOI = -Aot- iA234, 
Bo3 = -Ao3- iA124, 
B13 = -A13- iAo24, 
Bo12 = -Aot24- iA3, 
Bo23 = -Ao234- iAt, 
Bot23 = Ao123 - iA4, 
(1.90) 
de modo que R 4,1 é isomorfa a R 1,3 complexificada: 
(1.91) 
Notemos agora que o idempotente 
f = ~(1 + Eo4)(1 - iE12) = ~(1 + /o)(1 + i"Yt2) (1.92) 
é primitivo em R4,1 ~<E® Rt,3· Uma vez que 
/o!= J, 12tf = ij, (1.93) 
vemos que 121 faz o papel de i em R 1,3. Um elemento arbitrário do ideal ! 4,1 = R 4,tf ~ 
(<E® Rt,3)/ é da forma 
onde definimos 
sendo 
c 1 = ct + c1, c2 = ct + c:;, 
c3 = ct +c;, c4 = ct +c:;, 
C{= B- iB12, C!= Bo- iBo12, 
Ct = -Bt3- iB23, c:;= -Bot3- iBo23, 
Ct = - Bo3 + iBot23, C i = B3 - iB123, 




Vemos da eq.(l.94) que {1, /3t, /3, 1d f formam uma base para o ideal I4,b e que el4,1e ~<E 
com base /{1, i}. Denotando 
jl) = f, 12) = /3tf, 13) = /3o!, 14) =/to/, (1.97) 
- * e definindo a base recíproca (AI= (lo IA))*-= IA) /o, (A= 1,2,3,4),onde *denota conjugação 
complexa: 
(11= /, (21= f/t3, (31= f/3o, (41= fito, (1.98) 
de modo que 
(AlE)= liABJ, (A,B = 1,2,3,4), (1.99) 
então após calcularmos (A li !li B) = ( i!l)AB! obtemos como representação matricial dos vetores 
l!l: 
1o= U o o q. 1t= u o o ~I) 1 o o -1 o -1 1 o o ' 
o o -1 o o o 




o -z 1 o 
-z o o o 
o o -1 o 
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ou em termos das matrizes de Pauli 
Estas são as matrizes de Dirac na chamada representação padrão. 
Nesta representação temos para Z E R4,1 ~(<E 0 R1,3) e 'li E 14,1 = R4,d: 
( 
ct + c1 








C+ -c-3 3 
c+-c-4 4 
C+_c-1 1 
C+ c-2 - 2 
o o o ) o o o 
o o o . 
o o o 




Antes de definirmos o que denominaremos fibrado de Clifford do espaço-tempo (FCET), em 
termos dos quais formularemos os nossos resultados, vamos primeiro recordar, com objetivos 
unicamente didáticos, as definições de fibrado, fibrado principal e fibrado associado (para de-
talhes veja Choquet-Bruhat et al. 1982, von Westenholz 1978). Depois definiremos fibrados 
de Clifford para daí particularizarmos este conceito para o FCET. Usando o FCET definiremos 
os conceitos de derivada vetorial e derivada multivetorial, que são essenciais para os próximos 
capítulos. 
Seja E uma variedade diferenciável de classe c= e R uma relação de equivalência em E 
tal que: (i) o espaço quociente M = E I R é uma variedade diferenciável de dimensão n; (ii) a 
projeção canônica 1r : E ___. M = E I R é uma aplicação diferenciável de classe c= e posto n. Seja 
F uma variedade diferenciável de classe c= e G um grupo de Lie que age diferenciavelmente 
e efetivamente (isto é, para g E G temos que se gx = x, Vx E F então g = e, onde e é a 
identidade de G) em F. O grupo G é identificado com um grupo de difeomorfismos de F, ou 
seja, G C Diff(F). 
Uma estrutura de fi brado diferenciável em E é uma sextupla (E, 1r, M, F, 1/J, G) onde 1/J = 
( 1/J01 )0tel é uma família de difeomorfismos satisfazendo os seguintes axiomas: 
(i) Se (UOt)Otei é uma cobertura aberta de M então Vx E M, 3UOt(x), 31/JOt E 1/J tal que 1/JOt : 
1r-1(U0t)-+ UOt X F e 1r o 1/J;;1(x, y) = x para qualquer par (x, y) E UOt X F. 
(ii) Dado Fx = {y E E l1r(y) = x} e 1/JOt(y) = (1r(y),,jJ0t(y)) temos que ,jJOt,x = ,jJOt IF,: Fx-+ F 
é uma bijeção para qualquer y E Fx e x E UOt. Em particular, se x E UOt n Ur; o difeomorfismo 
-J;r;,x o -J;;;,1: F-+ F coincide com a ação p9 : F-+ F de um elemento g E G. 
O par ( U Ot, 1/JOt) é chamado uma representação coordenada ou uma trivialização local para E. 
M é o espaço de base, F é a fibra típica, Fx é a fibra sobre x, G é o grupo estrutural e 1/J é a 
família de difeomorfismos locais que definem a estrutura fibrada. Note que podemos pensar em 
um fibrado como uma união disjunta de fibras. 
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Uma secção local do fibrado E é uma aplicação diferenciável de classe C00 u : U ~ E tal 
que 1r o u(x) = x, Vx EU C M. SeU= M então u: M ~E é uma secção global. 
Vamos definir também um fibrado principal. Seja M uma variedade diferenciável e G um 
grupo de Lie. Um fibrado principal diferenciável sobre M com grupo G consiste de uma var-
iedade diferenciável P e uma ação de G em P tal que: 
(i) G age diferenciavelmente em P pela direita sem ponto fixo (ou seja, livremente): (p,g) E 
P x G ~ pg = R 9 p E P, (pg = p =? g =e); 
(ii) M é o espaço quociente de P pela relação de equivalência induzida por G, ou seja, R = 
{(pt,p2) E P X P I 3g : PI9 = P2}· A projeção canônica 1r : P ~ M = P/G é diferenciável e 
1r-1(x) = {pg I g E G, 1r(p) = x} é a fibra sobre x EM; 
(iii) P é localmente trivial sobre M, ou seja, V x E M possui uma vizinhança U e um difeomor-
fismo 7/J: 1r-1 (U) ~ U x G;p ~ 7/J(p) = (1r(p),-«p)) tal que ,f(pg) = ,f(p)g para todo g E G, 
,f(p) E G. 
Dado um fibrado principal P(M,G) e uma variedade diferenciável F na qual G age difer-
enciavelmente pela esquerda, ou seja, p9 : F ~ F, f ~ f' = p9 (!) = p(g, f), nós podemos 
construir um fi brado associado com P(M, G) com fibra típica F. Considere a ação pela direita 
de G na variedade produto P X F definida por 7/J: (P X F) X G ~ P X F, (p,j)g = (pg,prtf). 
Uma vez que G age diferenciavelmente em F e diferenciavelmente e livremente em P, G também 
age diferenciavelmente e livremente em P X F; logo G é o grupo de estrutura de P X F. Agora 
tomamos o espaço quociente de P x F pela relação de equivalência R induzida por G, ou seja, 
R= {((pt, /I), (p2, h)) E (P X F) X (P X F) I 3g E G: (Pb fi)g = (p2, h)}. O espaço quociente 
assim construído é um fibrado sobreM com fibra típica F e grupo estrutural G, chamado fi brado 
associado a P(M, G) e denotado por E= P X a F. 
Vamos passar agora à definição de fi brado de Clifford. Seja M uma variedade diferenciável de 
classe coo de dimensão n e seja TxM o espaço tangente a x E M. Suponha que M está munido de 
uma métrica g, ou seja, 9x : TxM X TxM ~ R, de assinatura (p,q). Logo TxM ~ Rp,q. Segue que 
em cada ponto x EM podemos definir uma álgebra de Clifford C(TxM,gx) ~ C(RP,q,gx) = Rp,q· 
A união disjunta destas álgebras de Clifford locais constitui-se no chamado fibrado de Clifford 
C(M), 
C(M) = U C(TxM,gx)· (1.104) 
xEM 
Identificamos portanto M como espaço de base, a álgebra de Clifford Rp,q como fibra típica 
e o grupo Spin+(p, q) como grupo estrutural, que age na fibra típica através da representação 
adjunta. 
Um campo de Clifford é uma secção do fibrado de Clifford, ou seja, A: U ~ C(M), x ~ A(x) 
é um campo de Clifford se 1roA(x) = x, Vx E U C M, onde 1r: C(M) ~ M é a projeção canônica. 
Se U = M temos um campo de Clifford global. Denotaremos o conjunto das secções de C(M) 
por secC(M). 
Vamos definir agora o fibrado de Clifford do espaço-tempo (FCET). Seja M a variedade 
espaço-tempo, ou seja, M é uma variedade de dimensão 4 que é Hausdorff, para-compacta, classe 
coo, conexa, orientada por um elemento de volume r E 1\ n(T M) e com orientação temporal, 
e seja g E T 0•2(M) uma métrica de assinatura (1,3). Nesse caso TxM ~ R 1•3 e C(TxM,gx) ~ 
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C(R1•3 ,gx) = Rt,3, que é a AET. O FCET é o fibrado 
CEr(M) = U C(TxM,gx) ~ U C(R1•3 ,gx)· (1.105) 
xEM xEM 
Note que a AET é a fibra típica do FCET e o seu grupo estrutural é Spin+(1, 3). Restringire-
mos nossa atenção daqui em diante sobre o FCET, embora os resultados que apresentaremos, 
particularmente os desta seção, possam ser generalizados para um fibrado de Clifford qualquer. 
Seja agora Pso+(t,3) o fibrado principal dos referenciais ortonormais (tetradas). Pode-se 
mostrar (Rodrigues e Figueiredo 1990) que CEr(M) pode ser identificado com o seguinte fibrado 
associado: 
(1.106) 
onde Ad' : S0+(1, 3) -+ Aut(R1,3) é a representação que descende de Ad : Spin+(1, 3) -+ 
Aut(Rt,3) em função do homomorfismo ç: Spin+(1, 3)-+ S0+(1, 3), eu ~---t Adu com Adu(X) = 
uXu-1 , VX E Rt,3· 
O uso do conceito de fibrado nos permite distinguir de uma maneira clara os conceitos de 
transformação ativa e passiva. Considere A E secCEr(M) e uma transformação T sobre a fibra 
sobre x EM, ou seja, T: 1r-1 (x)-+ 1r-1 (x), A(x) ~---t T(A(x)). Considere as imagens de A(x) e 
de T(A(x )) na fibra típica associadas com a trivialização local (Uo:, 1/Jo:), ou seja, Ao: = ,j,o:,x(A(x )) 
e T(A)o: = ,j,o:,x(T(A(x))), respectivamente. Podemos considerar uma outra trivialização local 
tal que ,j,t3,x(A(x)) = ,j,o:,x(T(A(x))), ou seja, tal que a imagem de A(x) através desta segunda 
trivialização coincida com a imagem de T( A( x)) através da primeira trivialização. O ponto 
de vista ativo corresponde a olharmos para ,j,t3,x(A(x)) e ,j,o:,x(T(A(x))) como originando de 
diferentes pontos da fibra sobre x, enquanto o ponto de vista passivo corresponde a olharmos 
para ,j,o:,x( A( x)) e ,j,t3,x( A( x)) como duas trivializações diferentes do mesmo ponto da fibra sobre 
x. Em outras palavras, uma transformação na fibra sobre x é uma transformação ativa, enquanto 
uma transformação na fibra típica é uma transformação passiva. Daí, a transformação de Lorentz 
A(x) ~---t A'(x) = R(x)A(x)R-1(x) deve ser interpretada no sentido ativo. 
Um conceito fundamental que precisaremos introduzir é o de derivação covariante de números 
de Clifford. Para isso é necessário introduzir a noção de conexão em um fibrado de Clifford. 
Uma vez que um fibrado de Clifford possui uma estrutura de fibrado vetorial, podemos introduzir 
uma conexão neste fibrado à partir da teoria geral das conexões em fibrados vetoriais (Hermann 
1970). Entretanto, um outro procedimento possível, o qual adotaremos neste trabalho, é o 
apresentado em Choquet-Bruhat et al. (1982), no qual define-se derivação covariante em um 
fibrado vetorial associado a um fibrado principal no qual está definida uma conexão. Podemos 
aplicar este procedimento ao FCET CEr(M) uma vez que CEr(M) = Pso+(l,3) XAd' Rt,3· 
Considere um fibrado principal P(M,G) e uma curva C: R::) I-+ M, t ~---t C(t). Nosso 
problema consiste em definir uma regra (a conexão) que nos permita comparar pontos em fibras 
diferentes ao longo da curva C em M, para daí podermos definir a noção de transporte paralelo 
ao longo desta curva. Essa noção de transporte paralelo, é claro, deve ser compatível com a 
natureza da estrutura do fibrado principal. 
Definição: Uma conexão6 em um fi brado principal P( M, G) é uma aplicação r P : TxM -+ TpP, 
x = 1r(p) para cada p E P tal que 
6 Esta definição de conexão corresponde à chamada conexão no sentido de Ehresmann. Existem outras definições 
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1
---::-::·---~ : ····~ ~ 
!i»l'~i. , t) • ~-c,.,. c~- ~J ':",l>..t. ; 
I • 
(i) rp é linear; 
(ii) d1r o rP = ldT..,M, onde ldT..,M é a aplicação identidade em TxM e d1r é a diferencial da 
projeção canônica 1r; 
(iii) A aplicação p 1--l- r P é diferenciável; 
(iv) rRgp = dRgr P• g E G. 
Considere a curva C : R ::::> I ~ M, t 1--l- C(t), com xo = C(O) E M e Po E P tal que 
x 0 = 1r(p0 ). O transporte paralelo de p0 ao longo de C é dado pela curva ê: R::::> I~ P(M, G), 
t 1--l- ê(t) definida por 
dê(t) _r dC(t) 
dt - p dt ' (1.107) 
com ê(O) = Po, ê(t) = Pil• 1r(pll) = x = C(t). 
Considere agora o fibrado vetorial E = P Xp(G) F associado ao fibrado principal P(M, G) 
através da representação p do grupo G no espaço vetorial F. Considere a trivialização local 
'1/Ja: 7r01(Ua) ~ Ua X G de P(M, G), '1/Ja(P) = (7ro(p), ?ba(P)) com ?ba(P) = ?ba,x(P): 7r(}1 (x) ~ G, 
x E Ua C M e a trivialização local Wa : 7r-1(Ua) ~ Ua X F do fibrado vetorial associado 
v v v -1 
E = P Xp(G) F, Wa(Y) = (1r(y), 'lla(Y)) com Wa(Y) = Wa,x(Y) : 7r (x) ~ F. Nesse caso 
devemos ter 'ÍI f),x o 'Íl;;-1 = p( 1fp,x o ?b;;-,~). Em função disso definimos o transporte paralelo de 
VoE E, 7r(vo) = xo ao longo da curva C como o elemento vil E E, 1r(vll) = x tal que 'Í~a,x(vll) = 
p(1fa,x(PII) o 1f.;,~0 (Po))'Íia,x0 (vo) onde Pll é o transporte paralelo de Po E P, 1r(pll) = x = C(t), 
ao longo da curva C. 
Agora é possível definirmos a derivada covariante de um número de Clifford. Seja A E 
secCET(M) eu E Tx0 M C C(Tx0 M,gx0 ) um vetor tangente à curva C: t ~ x = x(t) = C(t) no 
ponto x0 = C(O) E M. A derivada covariante do número de Clifford A na direção u no ponto 
xo é por definição 
(V' uA)(xo) =(V' uA)x
0 
= lim All(x(t))- A(xo), 
t-+0 t 
(1.108) 
onde A11(x(t)) é o número de Clifford A(x(t)) transportado paralelamente ao longo da curva C 
do ponto x(t) = C(t) até o ponto x0 • É claro que a definição que demos de transporte paralelo 
de um vetor aplica-se sem modificações no caso de um número de Clifford uma vez que estamos 
explorando apenas a estrutura vetorial de um fibrado de Clifford. 
Consideremos agora uma trivialização (Ua, '1/Ja) do fibrado principal dos referenciais ortonor-
mais Pso+(l,3) e a trivialização (Ua, 'lia) de CET(M) = Pso+(l,3) XAd' Rt,3· Os representantes 
de A(xo) e A11(x(t)) na fibra típica Rt,3 são, respectivamente, Ao = 'Í1a,x0 (A(xo)) e At,ll = 
'Í1a,x0 (AII(x(t))). Mas, da definição de transporte paralelo, temos que At,ll = p(g(O)g-1(t))At, 
onde At = 'ÍI a,x(t)(A(x(t))), g(O) = ?ba,xo(Po) e g(t) = ?ba,x(t)(Pt,ll) são os elementos de G = 
Spin+(l, 3) que são os representantes de po E Gx0 e Pt,ll E Gx(t) transportado paralelamente ao 
longo de C do ponto xo até o ponto x(t), e pé a representação de Spin+(1, 3) em R1,3, ou seja, 
p = Ad. Vamos escolher g(O) = 1 por simplicidade; logo At,ll = p(g-1(t))At = Ad(g-1(t))At = 
equivalentes de conexão no sentido de Ehresmann, assim como de conexão em outros sentidos (Koszul; Cartan). 
A este respeito veja Choquet-Bruhat et al. (1982) e von Westenholz (1978). 
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g-1(t)Atg(t), o que fornece 
Escrevendo 
(VuA)(xo) = lim g-l(t)Atg(t)- Ao. 
t->0 t 
g(t) = g(O) + tg'(O) + · · · = 1- !tw + · · ·, 
2 
onde definimos7 w = -2g'(t)g-1(t) lt=O e usamos a escolha g(O) = 1, obtemos 
= lim [(1 + ~tw + · · ·)At(1- ~tw +···)-Ao] 
t->0 t 
= lim [(At-Ao)+ !(wAt- Atw) + · · ·] 
t->0 t 2 
(








, de modo que u = uJtlw Uma vez que 
devemos ter \luA= Vu'""~~"A = ult\l'Y'"A = uiL\?JtA, segue da expressão (1.111) que 
1 
(\7 JtA)(x0 ) = âJtA + 2[wJt, A], (1.112) 
onde8 âJtA = :; , \7 Jt = \7 "~~" e \7 uA = ult\7 JtA. Note que, de wJt = -2( ÔJtg )g-1 = 2g( ÔJtg-1 ) e 
usando o fato que g = g-1 e g = g para g E Spin+(1, 3), conclui-se que 
(1.113) 
Entretanto, os únicos elementos de R 1,3 que satisfazem as condições (1.113) são os bivetores,9 
de modo que 
wJt E sec 1\ 2(M) C secCEr(M). (1.114) 
Note, como era de se esperar, que a nossa definição de derivada covariante preserva a graduação 
de um número de Clifford, uma vez que esta é uma das propriedades do comutador de um 
número de Clifford com um bivetor. 
Consideremos agora o caso particular em que o número de Clifford considerado é um vetor. 
Para ba} (a = O, 1, 2, 3) uma base de R 1 •3 obtemos, usando o fato que ~[wJt, la] = wJt ·la = 
(1.115) 
onde os números w~.B, chamados coeficientes de conexão (na base ba} ), são definidos por 
(1.116) 
7 O sinal negativo na definição de w se deve apenas a uma questão de conveniência, de modo a obtermos 
resultados em concordância com as convenções usuais. 
8 No caso de trabalharmos com uma base que não seja coordenada devemos usar a derivada de Pfaff no lugar 
da derivada parcial. Veja Choquet-Bruhat et al. (1982) 
9 No caso geral são 2-vetores (mod 4). 
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Segue que, para v= v~-t/~-t, obtemos 
(1.117) 
Expressões análogas a (1.115) podem ser escritas para outros números de Clifford. Por 
exemplo, no caso de um bivetor /a/3 = la 1\ 1/3 obtemos 
(1.118) 
Já para a base recíproca {Ja}, em função de la ·113 = b$, obtemos 
(1.119) 
com expressões análogas para outros elementos escritos em termos da base recíproca. 
Definimos as operações de torção r( u 1\ v) e de curvatura p( u 1\ v) por: 
r(u 1\ v)= Vuv- Vvu- [u,v], (1.120) 
1 
p(u 1\ v)= Vuwv- Vvwu- 2[wu,wv]- W[u,v]' (1.121) 
onde [u, v] denota o colchete de Lie dado por [u, v]= u · ôv- v· ôu com ô = IJ.tôJ.t, enquanto 
os tensores de torção T(z,u,v) e curvatura R(t,z,u,v) são dados por 




onde u, v, z, t são vetores. Vamos mostrar que estas definições correspondem de fato às definições 
usuais dos tensores de torção e de curvatura. Primeiro, notemos que a contração de uma l-forma 
Ji com um vetor e i, ou seja, eiJ Ji = Ji (e i) = bf pode ser escrita em termos do produto interior 
do vetor ei com o seu recíproco ei = Ji, ou seja, ei · ei = bf, de modo que10 o produto interior · 
faz o papel da contração J. Com esta observação segue imediatamente que a expressão (1.122) 
corresponde à definição usual do tensor de torção (Choquet-Bruhat et al. 1982). Tomando 
u = Ucx/a, v = vf3/f3 e z = Z~-t!J.t temos 
(1.124) 
onde r:/3 é dado por 
T J.t- 1-t 1-t 1-t a/3- wa/3- wf3a- ca/3' (1.125) 
onde definimos os coeficientes de estrutura c~13 da base ba} por 
h a, 1!3] = C~f3lW (1.126) 
Para vermos que a definição (1.123) corresponde à definição usual do tensor de curvatura pre-
cisamos da relação 
(a 1\ b) · (c 1\ d) = a· [b · (c 1\ d)]. (1.127) 
10 Uma discussão detalhada acerca desta relação entre multiformas e multivetores é feita em Hestenes e Sobczyk 
(1984). 
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Com isso podemos escrever (1.123) como 
R(t,z,u,v) = -z · [t · p(u/\ v)]= z · (~[p(u/\ v),tJ). (1.128) 
Usando a definição de p( u A v) mais a identidade de J acobi 
[a, [b, c]]+ [b, [c, a]]+ [c, [a, b]] = O (1.129) 
podemos escrever o comutador em (1.128) como 
1 
2[p(u A v), t] 
onde usamos V ut = ~[wu, t], etc., e que é justamente a definição usual da operação de curvatura 
(Choquet-Bruhat et al. 1982). Tomando u = Ua/cn v= vf3/f3, z = Zp./1-L e t = t 11! 11 temos 
(1.131) 
onde R~af3 é dado por 
(1.132) 
Novamente observamos que no caso da base {la} não ser coordenada (o que implica c~13 =I O) 
a derivada parcial deve ser substituída pela derivada de Pfaff (Choquet-Bruhat et al. 1982). Do 
ponto de vista didático deveríamos usar índices diferentes nos diferentes casos, mas por enquanto 
tal distinção não se faz necessária. Entretanto, quando for necessário fazer uma distinção para 
evitar confusões, usaremos índices gregos para nos referirmos à uma base coordenada e índices 
latinos para nos referirmos à uma base não-coordenada. 
Outra quantidade que interessa é o tensor de ametricidade, definido por 
Q(z,u,v) = -Vzg(u,v), (1.133) 
onde g é o tensor métrico. Segue daí que 
(1.134) 
onde Q p.a{3 é dado por 
(1.135) 
Na expressão acima usamos a definição da derivada covariante de um campo tensorial, ou seja, 
(V T)(a b · · ·) - V (T(a b · · ·)) - T(V a b · · ·) - T(a V b · · ·) - · · · 
1-L '' - 1-L '' 1-L'' ' 1-L' 
(1.136) 
ou, em termos de componentes, 
(1.137) 
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Dizemos que uma conexão é compatível com a métrica se a ametricidade é nula, ou seja, 
V ~'g01f3 =O. Se a conexão é compatível com a métrica e a torção é nula, esta conexão é chamada 
Levi-Civita. Espaços com conexão Levi-Civita e curvatura não-nula são chamados riemannianos; 
nesse caso, se a métrica apresenta assinatura (p, q) com p-::/: O ou p-::/: n é usual chamá-los pseudo-
riemannianos, enquanto que se p = 1 ou p = n- 1 é usual chamá-los lorentzianos. No caso da 
conexão ser Levi-Civita e a torção nula, e a curvatura também nula, o espaço é dito euclidiano; 
também nesse caso, se a métrica apresenta assinatura (p, q) com p-::/: O ou p-::/: n é usual chamá-
los peseudo-euclidianos. O espaço pseudo-euclidiano de assinatura (1, 3) é o chamado espaço de 
Minkowski. Por outro lado, se a torção não é nula, o espaço é chamado espaço de Riemann-
Cartan, e se além disso a conexão não for compatível com a métrica, o espaço é chamado espaço 
de Riemann-Cartan-Weyl. 
Um operador que desenvolverá um papel fundamental neste trabalho é o chamado operador 
de Dirac. Definimos o operador de Dirac V tal que 
(1.138) 
A rigor deveríamos usar a notação V x onde x = x~-'1~-'' mas convencionaremos que sempre que o 
índice x for omitido estaremos nos referindo a V x· 
Uma vez que o operador V~-' é um operador escalar, o operador V possui as propriedades 
algébricas de um vetor. Podemos, portanto, escrever 
(1.139) 
e usando a expressão (1.15) para o produto de Clifford, escrevemos 
V A = V · A + V I\ A. (1.140) 
Se A= A(x) E 1\r(M) C CEr(M), então V· A E 1\r-l(M) C CEr(M) e V I\ A E 1\r+l(M) C 
CEr(M). Se A é um escalar, em função de (1.18) temos V· <p = O, ou seja V<p = V I\ <p para 
<p E f\0 (M) C CEr(M). Denominanos V<p = V I\ <p o gradiente de <p. No caso de um vetor 
temos V v= V· v+ V I\ v, onde V· v é o divergente de v e V I\ v é o rotacional de v. 
Uma vez que a maioria dos casos que consideraremos neste trabalho referem-se ao espaço 
de Minkowski e que os casos em que o espaço não for Minkowski terão uma importância funda-
mental, iremos denotar o operador de Dirac no espaço de Minkowski por â, ou seja, 
(1.141) 
reservando deste modo a notação V para o operador de Dirac em espaços de Riemann-Cartan. 
Até agora esta vamos interessados na derivada em relação a pontos x E M. Outra situação de 
interesse envolve a derivada de funções multivetoriais, ou seja, F: secCEr(M) :J sec 1\r(M) -r 
sec I\ 8 (M) C secCEr(M), X ~---+ F(X). Nesse caso, a generalização do conceito de derivada 
envolve a noção da derivada de F(X) na direção do r-vetor A, que deve ter a mesma graduação 
de X. Definimos (Hestenes e Sobczyk 1984) 




onde A E sec Ar(M) C secCEr(M), F: secCEr(M) :::::> sec Ar(M) -t sec Â8 (M) C secCEr(M). 
Note que, por definição, o operador A* âx é um operador escalar, 
A* âx(F(X))s = (A* âx F(X))s, (1.143) 
dai o uso do produto escalar*· Isso implica que o operador âx possui as propriedades algébricas 
de um r-vetor. Da formula fundamental (1.19) para o produto de Clifford de multivetores 
arbitrários temos que 
âx(F(X))s = (âxF(X))Ir-si + (âx F(X))Ir-si+2 + · · · + (âx F(X))r+s = 
l(r+s-ir-si) = L~=O (âxF(X))ir-si+2k· (1.144) 
A expressão de âx em uma base {/J.L1 ... J.Lr} de Ar(M) C CEr(M) é 
Ô = J.!l···J.!râ = J.ll•••J.Ir-::---Ô __ 
X 'Y J.ll'''J.Ir 'Y âXJ.Ll•••J.!r' (1.145) 
onde X= XJ.L1 ···J.Lr'YJ.L1 ···J.Lr e usamos a notação 'YJ.L1 ···J.Lr = 'YJ.L1 A··· A 'YJ.Lr' Notemos ainda que, se 
A= Lr(A)r, X= Lr(X)n então para F( X)= F( (x)o, (X)t, ... , (X)k, ... ) temos 
A* âxF(X) =L ((A)r * Ô(X)r) F(X), (1.146) 
r 
ou seja, temos que A * âx = Lr ( (A)r * Ô(X)r), como era de se esperar em função das pro-
priedades do produto escalar. 
Um caso particular muito importante é quando F(X) é escalar, ou seja, F: secCEr(M) -t 
R C secCEr(M). Nesse caso âx(F(X))o = Lr Ô(X)r (F(X))o onde Ô(X)r(F(X))o E sec Ar(M) C 
secCEr(M), ou seja, a derivada r-vetorial de uma função com valores escalares é um r-vetor. 
A derivada multivetorial é particularmente útil para definirmos uma função adjunta. Se 
X E sec Ar(M) e F(X) E sec /\ 8 (M), então tomando Y E sec /\ 8 (M) podemos definir a função 
adjunta Fad(Y), no caso Fad(Y) E sec Ar(M), à partir de 
F(X) * Y =X* Fad(Y). (1.147) 
Tomando a derivada multivetorial em relação a X obtemos a seguinte expressão para a função 
adjunta: 
Fad(Y) = âx[F(X) * Y]. (1.148) 
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Capítulo 2 
Formalismos Lagrangeano e , 
Hamiltoniano com Algebras de 
Clifford 
2.1 Formalismo Lagrangeano 
Vamos inicialmente considerar uma partícula descrita por um multivetor X= X(r), onde r é 
um parâmetro que a princípio identificaremos com o tempo próprio. Seja L = L( X, X) uma 
lagrangeana, onde X = dX / dr, e seja 
S[X] = 172 L(X,X)dr 
Tl 
(2.1) 
o funcional de ação. O princípio de mínima ação requer que X seja estacionário em relação a 
L, ou seja: 
dS[X +tA] _O 
dt lt=O - ' 
(2.2) 
ou em termos da definição de derivada multivetorial, 
(2.3) 
Segue daí que 
A* âxS[X] = 172 [A * âxL(X,X) +À* â_xL(X,X)]dr = 
Tl 
1
T2 [ . d ( . )] 1T2 d [ • ] = 
71 
A* âx L( X, X)- dr â_xL(X, X) dr + 
71 
dr A* â_xL(X, X) dr = 0,(2.4) 
e supondo como usual que A(r1 ) = A(r2 ) =O, segue da arbitrariedade de A que X= X( r) deve 
satisfazer a equação multivetorial de Euler-Lagrange (Doran et al. 1992): 
âxL- Ô7 (â_xL) =O. (2.5) 
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Para X= (X)r um r-vetor, as eq.(2.5) constituem-se em um conjunto de (;) equações, ou seja, 
para X= XJJ.t···JJ.rlJJ.t···JJ.r temos 
(2.6) 
É obvio também que no caso de k multivetores teremos 
(2.7) 
que constituem-se em um conjunto de D = L:f=t (~) = L:f=t di (onde ri é a graduação de X i) 
equações de Euler-Lagrange. 
Um conceito que é conveniente recordarmos é o conceito de espaço de configuração. Note 
que, uma vez que dim Ar= (;) = d, as eq.(2.5) podem ser reescritas em termos de Rd. De fato, 
se b1} é uma base de I\ r, onde I= (f.Lt, ... , f.Lr ), ordenada de tal modo que a cada I associamos 
um a E N com a = 1, 2, ... , d, temos um isomorfismo Ar ~ Rd, ou seja, 
r 
1\ 3 X= X 111 ~.f.= LXaea E Rd (2.8) 
a 
onde {ea} é uma base ortonormal de Rd com ea · eb = Óab e os escalares Xa são os mesmos X 1 
para a~ I. Esse espaço Rd é o chamado espaço de configuração. No caso de k multivetores 
Xi (i = 1, ... , k) de graduação ri, temos di = (~) e o espaço de configurações é Rd1 EB Rd2 EB 
... EB Rdk = RD. 
Vejamos agora uma versão multivetorial do teorema de Noether. Seja uma transformação 
X~---+ X'= X'( X, M), parametrizada por um multivetor arbitrário M. Definindo a lagrangeana 
L' por L'(X, X)= L( X', X') obtemos para a derivada multivetorial de L' em relação a M: 
A* âML'(X,X) =A* âML(X'(X, M),X'(X,M)) = 
=[(A* âM)X'(X,M)] * [âx•L(X',X')- âr(âx-,L(X',X'))] + 
+âr[(A * ÔMX'(X, M)) * âx-,L(X', X')]. (2.9) 
Supondo que X' satisfaz a equação multivetorial de Euler-Lagrange, segue, após eliminarmos A 
através de uma derivação multivetorial, que 
âML(X',X') = âr[(âMX' * âx-,L(X',X')]. (2.10) 
Se ÔML(X',X') =O obtemos 
(2.11) 
ou seja, a quantidade (âMX' * âx-,L(X',X') IM=O é conservada- que é o teorema de Noether. 
No caso em que M = r segue diretamente que 
âr[X * âx-L(X,X)- L(X,X)] =o, (2.12) 
que é a conservação da função de Hamilton (energia) H(X,X) =X* âx-L(X,X)- L(X,X). 
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Consideremos agora campos de Clifford </>E secCET(M). Uma dada fibra sobre x EM tem 
coordenadas locais ( x, </>( x)), ou, como </>( x) = ( </>( x)} o + ( </>( x) }t + · · · + ( </>( x)} n, podemos tomar 
como coordenadas locais( x, ( </>( x) }0 , ( </>( x) }I, ... , ( </>( x) }n)· Em particular, esta secção pode ser 
uma soma de um campo <p e de a 1\ <p e de a . <p, uma vez que dentro de uma álgebra de 
Clifford podemos somar estas quantidades (e daí não é necessário usarmos o "jet bundle" nesta 
formulação). Podemos, é claro, ser ainda mais gerais e tomar esta secção como uma soma de 
funções multivetoriais de <p, a 1\ <pede a· <p. Então, voltando à notação anterior, a secção local 
pode ser tal que tenhamos ( x; </>(X), a 1\ </>(X), a • </>(X)) em termos das coordenadas locais da fibra 
sobre X E M, sendo que usamos a notação (x; </>(x), a 1\ </>(x), a. </>(x)) = (x, f(</>(x)) + g(a 1\ 
</>(x )) +h( a. </>(x ))). Definiremos uma densidade lagrangeana .C como .C : CET(M) ----* A n(M) tal 
que 
.C = .C (X; </>(X), a 1\ </>(X), a · </>(X)), (2.13) 
que escreveremos simplesmente .C(</>, a 1\ </>,a· </> ). Em termos do elemento de volume (pseudo-
escalar) r E sec An(M) C secCET(M) podemos escrever 
.C(</>, a A </>, a . 4>) = L(</>, a A </>,a . 4> )r, (2.14) 
onde L(</>, a 1\ </>, a·</>) = (L(</>, a 1\ </>, a·</>) }o é um escalar, sendo a função L chamada lagrangeana. 
Definimos o funcional de ação do campo </> como 
(2.15) 
onde U C M. O princípio de mínima ação requer que </> seja estacionário em relação a .C, ou 
seja: 
d 
dtSu[</> + t77] =O. (2.16) 
Note que, se </> E sec Ar(M) C secCET(M) então devemos ter 77 E sec Ar(M) C secCET(M). 
Em termos da derivada multivetorial a condição de </> ser estacionário escreve-se 
77 * a<t>Su[</>] =O. 
Por outro lado, da definição de derivada multivetorial segue que 
(77 * a<~>)F(a A</>)= [(a A 77) * aa"<t>JF(a A</>), 




Usando eq.(2.18,2.19) e supondo que a variação</>~--+ </>+t77 não envolva uma variação do elemento 
de volume, obtemos da condição (2.17) que 
fu {(77 * a<t>)L( </>,a A</>, a.</>)+ [(a A 77) * aa"<t>JL(</>, a A</>, a.</>)+ 
+[(a· 77) * aa.<t>]L(</>, a 1\ </>,a· </>)}r= O, (2.20) 
onde derivadas multi vetoriais como ( 77 * a<P )L(</>, a 1\ </>,a · </>) são entendidas como derivadas 
multivetoriais em relação ao primeiro argumento de L, etc. Calculemos agora em separado cada 
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um dos termos da eq.(2.20). Iremos supor que</>, rt E sec Ar(M) C secCET(M) e omitiremos os 
argumentos de L para evitar uma notação sobrecarregada, enquanto sempre que for conveniente 
explicitaremos a graduação de um número de Clifford. 
rt * 8q,L = rt * 8q,(L)o = (rt8q,L)o = (rt)r · (8q,L)r = rt · (8q,L); (2.21) 
((8 1\ rt) * 8aAq,]L = ((8 1\ rt) * 8aAq,](L)o = ((8 1\ rt)8aAq,L)o = 
= ~([!ll8Jl(Tt)r + (-1Y8!l(Tt)rlil](8aAq,L)r+t)o = 
1 
= 2{ (Jil8Jl[( 'r/ )r( 8aAq,L )r+t])o - (Jil( 'f/ )r8Jl( 8aAq,L )r+t )o + 
+( -1 Y (!ll8Jl[( 8aAq,L )r+l ('f/ )r])o- ( -1 Y (Jil8Jl( 8aArJ>L )r+t( 'f/ )r)o} = 
= ~[(Jil8Jl) · ((rt)r(8aAq,L)r+t + ( -1Y(8aAq,L)r+t(Tt)r)I]-
-( -1Y ~ [(rt)r · (Jil8Jl(8aAq,L)r+l + ( -1Y8Jl(8âArJ>L)r+tlil)r] = 
= 8 · [(rt)r · (8aAq,L)r+t]- ( -1Y(rt)r · [8 · (8aAq,L)r+t]r = 
= 8 · [(rt) · (8aArJ>L)]- ( -1Y(rt) · [8 · (8a"q,L)]; (2.22) 
[(8 · rt) * 8a.q,]L = [(8 · rt) * 8a.q,](L)o = ((8 · rt)8a.q,L)o = 
= ~((Jil8!l(Tt)r- ( -1Y8!l(Tt)rlil](8a.q,L)r-l)o = 
1 = 2{(!1l8Jl[(rt)r(8a.q,L)r-l])o- (!il(Tt)r8Jl(8a.q,L)r-l)o-
-( -1Y(!Il8Jl[(8a.q,L)r-l(Tt)r])o + ( -1Y(!Il8Jl(8a.q,L)r-l(Tt)r)o} = 
= ~ [(!ll8Jl) · ((Tt)r(8a.q,L)r-l- ( -1Y(8a.q,L)r-l(Tt)r)t] + 
+( -1Y ~ [(rt)r · (Jil8Jl(8a.q,L)r-l + ( -1Y-18Jl(8a.q,L)r-llil)r] = 
= 8 · [(rt)r · (8a.q,L)r-l] + ( -1Y(rt)r · [8 1\ (8a.q,L)r-l]r = 
= 8 · [(rt) · (8a.q,L)] + ( -1Y(rt) · [8 A (8a.q,L)]. (2.23) 
Usando as expressões (2.21-2.23) a eq.(2.20) pode ser escrita como 
k {rt · [8q,L- ( -1Y8 · (8aAq,L) + ( -1Y8 1\ (8a.q,L)]} r+ 
+ fu8·[rt·(8a"q,L+8a.q,L)]r=O. (2.24) 
Usando a versão multivetorial do teorema de Stokes- o chamado "teorema da fronteira" [Bound-
ary Theorem] (Hestenes 1966, Hestenes e Sobczyk 1984)- temos para a última integral: 
r 8. [rt. (8aAq,L + 8a.q,L)] T = r [rt. (8aAq,L + 8a.q,L)] O"= o, (2.25) lu lau 
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onde a é o elemento de superfície e âU é a fronteira de U, e onde supomos 'fJ lau= O, como usual. 
Segue da eq.(2.24), usando (2.25) e lembrando que 'fJ é arbitrário: 
(2.26) 
que é a equação multivetorial de Euler-Lagrange para campos. Note que omitimos o índice r, 
uma vez que a graduação r-vetor desta equação é óbvia em função de L ser escalar e </> ser por 
hipótese um r-vetor. 
Uma vez que â(l::r(X}r)(F(X))o = L:r(â{X}rF(X))o, então se</>= L:r(<l>)n generalizamos a 
eq.(2.26) como 
L [â(<P}rL- ( -lY â · (âaA{</>}rL) + ( -lYâ 1\ (âa·(<P}rL)] =O, (2.27) 
r 
que implica para cada uma das graduações de </>: 
(2.28) 
Há uma forma mais condensada e elegante de escrevermos as equações multivetoriais de 
Euler-Lagrange. Usando as propriedades dos produtos interior e exterior podemos escrever 
+- +-
â · (âa"q,L) = â · (âa"q,L)r+l = ( -lY(âa"q,L)r+I' â= ( -lY(âa"q,L)· â, 
onde definimos 
+- +-
X· â= (âllX) .,ll, X 1\ â= (âllX) 1\ !ll· 
Logo, a equação de Euler-Lagrange pode ser escrita como 
Notemos ainda que, no caso particular em que temos 
L(</>, â 1\ </>, â · </>) = L(</>, â 1\ </> + â · </>) = L(</>, â</> ), 
e como por definição 
então, a partir da eq.(2.32): 
âa.q,L( </>, â</>) = ( âaq,L( â</>) )r-b 
âa"q,L( </>, â</>) = ( âaq,L( â</>) )r+l, 
Ôq,L- (âaq,L)r+I' fj -(âaq,L)r-11\ fi= 
= {âq,L- (âaq,L)· ã -(âaq,L)I\ ã)r =O, 











Esta expressão, obviamente um caso particular da eq.(2.32), foi também obtida por Lasenby et 
al. (1993). 
Note que, se tivessemos trabalhado com a densidade lagrangeana L, que tem valores pseudo-
escalares, em função das identidades (Hestenes e Sobczyk 1984): 
(Cr 1\ Bs)r = Cr · (Bsr), (r ::;1 8- n 1), 
obteríamos a seguinte equação de Euler-Lagrange: 
No caso de L não depender de a·</> temos 





Como exemplo, exibiremos as equações de Maxwell em CET(M) usando a formulação la-
grangeana desenvolvida. Considere a lagrangeana 
(2.42) 
onde A, J E sec 1\1 ( M) são o potencial eletromagnético e a corrente elétrica, respectivamente, e 
(2.43) 
é o campo eletromagnético (F E sec /\2 (M)). Uma vez que 
(2.44) 




ou, uma vez que (8 1\ A)· 8= -8 · (8 1\ A)= -8 ·F, 
8-F=J. (2.46) 
Da definição de F segue que 
a 1\ F= o. (2.47) 
Agora, usando o produto de Clifford, podemos escrever as eq.(2.46,2.47) na forma de uma única 
equação, a saber: 
&F= J, (2.48) 
que é a equação de Maxwell em CET(M). Esta forma das equações de Maxwell é devida a Juvet 
e Schidlof (1932) e Mercier (1935), e redescoberta por lliesz (1958). 
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Finalmente, vamos considerar uma transformação <P ~--+ <P' = <P'( </J, x) parametrizada por 
um campo multi vetorial arbitrário X· Definindo a lagrangeana L' por L'( </J, {} A </J, {} · <P) 
L( <P', {}A <P', {} · <P') obtemos para a derivada multi vetorial de L' em relação a x: 
(Ç * ôx)L' = (Ç * ôx)L(<P'(<P, x), ô A <P'(<P, x), ô · <P'( </J, x)) = 
= {[Ç * ôx<P'] * ôq,'} L' + {[ ô A ( Ç * ôx<P')] * ôa"q,'} L' + {[ ô · ( Ç * ôx<P')] * ôa.q,'} L'. (2.49) 
Uma vez que Ç * Ôx é um operador escalar, Ç * Ôx</J' possui a mesma graduação de </J'; segue daí 
que podemos aplicar os resultados (2.21-2.23) com Ç * Ôx</J' no lugar de 7J para calcularmos a 
expressão acima. Logo: 
(Ç * ôx)L' = (Ç * ôx<P') · [aq,,L'- ( -1ra · (ôa"q,'L') + ( -1ra" (ôa.q,'L')] + 
+ô · {((Ç * ôx<P')(ôa"q,'L' + ôa.q,"L'))I}. 
Supondo que <P' satisfaz a equação multivetorial de Euler-Lagrange (2.26) temos que 
ou ainda: 
Se x é um escalar, que denotaremos por f, segue que 
Se {}(L'= O, então temos a conservação da corrente de Noether J: 
que é o teorema de Noether. No caso em que L= L(<jJ,ô<jJ) temos (Lasenby et al. 1993): 
Note que, mesmo que {}(L' # O, podemos obter importantes conclusões à partir de 
ou de 









Consideremos, como na seção anterior, uma partícula descrita pelo multivetor X= X( r). Dada 
uma lagrangeana L( X, X) definimos o momentum canonicamente conjugado a X por 
P = ôxL(X, X). (2.58) 
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Uma vez que L(X,X) é um escalar, o momentum P possue a mesma graduação de X. A 
eq.(2.58) fornece P = P(X,X), e se a lagrangeana é padrão (ou sem vínculos - Sudarshan e 
Mukunda 1974) (ou seja, âiL(X,X) = âxP f:. O) então podemos inverter P = P(X,X) para 
obter 
X= X(X,P). (2.59) 
Definimos o hamiltoniano H= H(X, P) como 
(2.60) 
Note que H(X, P) é um escalar pois X *Ôx preserva graduação. Calculemos agora âx H e âpH; 
temos: 
17 * âx H = ( 17 * âx )[X( X, P) * P- L( X, X(X, P))] = 
= [(TJ*âx)X(X,P)]*P-TJ*âxL(X,X)- [(TJ*âx)X(X,P)]*âxL(X,X) = 
= -17 * [âr(âxL(X,X)] = -17 * P, (2.61) 
ou seja, 
P = -âxH. 
Por outro lado: 
(TJ * âp )H = (TJ * âp)[X(X,P) * P- L(X,X(X,P)] = 
= [17 * âpX(X, P)] * P + 17 * x- [17 * âpX(X, P)] * âxL(X, X)= 
= 1J *X, 
ou seja, 








são as equações de Hamilton. Para X E Ar ( M) temos um conjunto de 2d equações, onde d = (;), 
ou seja: 
XJ.!1···J.!r = Ôpl-'1'''1-'rH, 
PJ.!1· .. J.!r = -Ôx~-<1 ... 1-'rH, 
(2.66) 
Por um procedimento análogo ao feito na seção anterior, podemos definir o chamado espaço 
de momenta. É claro que este espaço é Rd no caso em que P E Ar ( M). Tomemos uma 
base ortonormal {e~} de Rd com e~· e~= Óab (a,b = 1, .. . ,d), de modo que, em analogia ao 
isomorfismo (2.8) temos o seguinte isomorfismo: 
r 
1\ 3 P = P1 /I +----t J!.1 = L Pae~ E Rd, (2.67) 
a 
onde os Pa são os escalares P 1 dentro da corresponàência a +----t I. 
36 
Tomemos agora o espaço R 2d = Rd EB Rd, chamado espaço de fases, dado pela soma direta 
dos espaços de configurações e de momenta, com base { ea, eD satisfazendo 
ea · eb = bab, e~· e~= bab, ea ·e~= O, (a,b = 1, .. . ,b). (2.68) 






e~ = ea · J = -J · ea, 
ea = -e~· J = J ·e~, 
f/.= -1. 
Um estado físico é descrito por um ponto no espaço de fases de acordo com 




onde q' = -J · q e onde usamos (e~)'= -ea. Analogamente, definimos 
Ôq = Ôx' + Ôp = Ô~ + Ôp, 
ou ainda 
{)~ = -Ôx + Ôp' = -Ôx + a;, 
onde ô' = -J · Ôq. No espaço de fases as equações de Hamilton (2.65) escrevem-se 
x = ôPH, 
p = -ÔxH, 











Antes de definirmos o colchete de Poisson, notemos que usando o bivetor simplético J pode-
mos definir uma forma bilinear anti-simétrica por 
z' · t = - t' · z = J · ( t 1\ z). (2.79) 
Agora, dadas duas funções F(x,p) = F(q) e G(x,p) = G(q), definimos o colchete de Poisson por 
(2.80) 
Finalmente, as equações de Hamilton podem ser reescritas em termos do colchete de Poisson 
como 
q = {H,q}. (2.81) 
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Capítulo 3 
Campos Spinoriais de 
Dirac-Hestenes 
3.1 O Spinor de Dirac-Hestenes 
Considere a AET R 1,3 e um vetor v E R1 •3 C R 1,3 , que iremos supor inicialmente tal que 
v2 = 1. A rotação de Lorentz v t--t RvR-1 = RvR = w define um novo vetor w tal que w2 = 1. 
Podemos, portanto, pensar em fixar um vetor v e obter todos os demais vetores unitários tipo 
tempo através da aplicação bilinear v t--t RvR. Esse mesmo procedimento pode, entretanto, ser 
generalizado de modo a obtermos qualquer vetor tipo tempo à partir de um vetor unitário tipo 
tempo v fixado, ou seja, podemos pensar em definir uma aplicação bilinear v t--t 'lj;v{í; = z tal 
que z2 = p2 >O. Uma vez que z pode ser escrito como z = pRvR onde p >O, devemos ter 
'lj;v{f = z = pRvR, (3.1) 
Isso implica que MvM =v paraM= ,}pR'I/J, e a solução mais geral é M = e"'sfJ/2. Segue então 
que 7/J é da forma 
7/J = ..,fPe"'sfJ/2 R. (3.2) 
O objeto 7/J consiste, portanto, de uma rotação de Lorentz R, uma dilatação y'p e uma trans-
formação e"'sf3/2 chamada transformação de dualidade pelo ângulo {3, chamado ângulo de Tak-
abayasi (1957), por motivos que ficarão claros depois quando considerarmos a teoria de Dirac 
da mecânica quântica relativística. No te que 
(3.3) 
onde 
u = p cos {3, w = p sin{3, (3.4) 
e que 'lj;{í; =I= O, caso em que vale a expressão (3.2). Isso garante que o vetor z é da mesma 
natureza de v, ou seja, se v é do tipo tempo então z também o é (o mesmo valendo, é claro, se 
v for tipo luz ou tipo espaço). 
Por outro lado, uma vez que R E Spin+(1, 3), que é o conjunto dos elementos inversíveis 
da sub-álgebra par Rt 3 com norma unitária, então 7/J dado pela expressão (3.2) pertence ao 
' 
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conjunto dos elementos inversíveis da sub-álgebra par R[ 3 , isto é, r+ (1, 3), sendo 'lj;-1 dado ' 
por 'lj;-1 = ( 'lj;~)- 1 ~. Entretanto, r+(1, 3) é um grupo mas não uma álgebra de Clifford. Para 
termos uma álgebra de Clifford é preciso incluirmos os 'lj; tais que 'lj;~ = O. Nesse caso a 
aplicação v ~---+ 'lj;v~ determina um vetor tipo luz, e não vale mais a expressão (3.2) para 'lj;. 
Daí, se tomarmos 'lj; E Ri,3, então dado v tal que v2 = 1 [v2 = -1] a aplicação v ~---+ 'lj;v~ = z 
determina um vetor z tal que z2 ~ O [z2 ~ O], enquanto que se v2 = O o vetor z é tal que z2 = O. 
Logo, se tomarmos uma base ortonormaP ba} (a = O, 1, 2, 3) para R 1•3 C R 1,3 , a aplicação 
la ~---+ 'lj;/a~ = Za determina uma nova base {za} no caso em que 'lj; é não-singular ('lj;~ # 0), 
enquanto para 'lj; singular teremos vetores Za tipo-luz. De um modo geral, temos que dada uma 
base {!a} o objeto 'lj; E R[ 3 determina novos vetores Za através da aplicação la~---+ 7f;!a~ = Za· ' 
Nesse ponto é importante introduzirmos uma notação mais cuidadosa. Vamos denotar~ = 
{/a} e escrever a relação acima como Za = 'lj;Eta~E para indicar claramente que os vetores Za 
são determinados pela ação de 'lj; na base ~' sendo esta ação que define 'lj;, daí a notação 'lj;E. 
Consideremos agora uma outra base ortonormal ~' = {0'~}, sendo~~ = R!ail. Podemos, de 
acordo com a prescrição acima, tomar um outro elemento de Ri,3 e definir um outro conjunto 
de vetores, digamos z~, à partir da base ~', ou seja, z~ = 'lj;E't~ ~E'· Vamos exigir, entretanto, 
que z~ = Za· Isso dá, por assim dizer, um "significado absoluto" ao vetores determinados 
pela prescrição acima, e podemos pensar que estes vetores descrevem propriedades físicas bem 
definidas de certos objetos físicos, enquanto as bases ~ e ~' definem um ou outro sistema de 
laboratório. Logo, queremos que 
(3.5) 
e, uma vez que ~~ = R!aR, segue que 
(3.6) 
Desse modo, uma vez que os objetos 'lj;E e 'lj;E' determinam os mesmos vetores à partir das difer-
entes bases ortonormais~ e~', é natural pensarmos em 'lj;E e 'lj;E' como diferentes representações 
de um objeto 'lj;. Esse objeto 'lj; é o que chamaremos spinor de Dirac-Hestenes. Vamos agora 
estabelecer a sua definição de uma maneira rigorosa. 
Definição: Duas bases ortonormais ~ = {/a} e ~' = { /~} são geometricamente equivalentes se 
existe R E Spin+(1, 3) tal que ~~ = R!ail. Em outras palavras, temos a seguinte relação de 
equivalência: 
(3.7) 
Se {~} denota o conjunto de todas as bases ortonormais, então o conjunto quociente E = 
{~} /R9 é o conjunto das bases ortonormais geometricamente equivalentes. 
Definição: Dadas duas bases ortonormais geometricamente equivalentes ~e~' com~~ = R!aR, 
diremos que 'lj;E e 'lj;E' E R[ 3 são equivalentes se 'lj;E/a~E = 'lj;E't~ ~E'· Em outras palavras, temos 
' 
1 Usaremos índices latinos para nos referirmos à uma base ortonormal e índices gregos para nos referirmos à 
uma base coordenada. É claro que, em geral, uma base ortonormal não é uma base coordenada. Trabalharemos 
a seguir com bases ortonormais de modo que nossa discussão seja válida para espaços arbitrários (salvo algumas 
condições que estudaremos). 
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a seguinte relação de equivalência: 
(3.8) 
Segue dessa definição que '1/Jr. e '1/Jr.' são projetados em um mesmo elemento de Rt 3 /R, que 
' denotaremos por 'lj;. 
Definição: Um spinor de Dirac-Hestenes (SDH) é uma classe de equivalência de tripletos 
(.E, R, '1/Jr.), onde .E é uma base ortonormal para R1•3 , R E Spin+(1, 3), '1/Jr. E Rt3 , e 
onde ç : Spin+(1, 3)-+ S0+(1, 3). Em outras palavras, 
(.E, R, '1/Jr.)"" (.Eo, Ro, '1/Jr- 0 ) {=:::::? .E"" .Eo, '1/Jr. ""'1/Jr-0 para RRo E Spin+(1, 3). (3.10) 
O par (.E, R) é chamado referencial spinorial. Note que a definição do SDH depende da 
escolha de um referencial spinorial (.Eo, R0 ). Por simplicidade tomaremos R0 = 1. A escolha 
de .Eo, que chamaremos base fiducial, permite representarmos 'ljJ E Rt 3 /R por um elemento 
'1/Jr- 0 E Rt3 • Observemos que, embora o SDH consiste do tripleto (.E', R, '1/Jr.), por abuso de 
linguagem iremos nos referir ao objeto 'ljJ como o SDH, enquanto '1/Jr. é o seu representante na 
base .E escolhida. 
Vamos agora discutir a questão da lei de transformação de um SDH. Dado que Za = '1/Jr./a,(fr., 
para uma transformação ativa Za 1---+ z~ = RzaR temos 
(3.11) 
donde concluímos que 
(3.12) 
que é a lei de transformação para um SDH em termos de seu representante na base .E. Segue 
que, para o SDH, a lei de transformação é: 
'ljJ I-+ '1/J' = R'lj;. (3.13) 
Note que, se quisermos trabalhar com o representante de 'ljJ na base transformada .E', teremos 
(3.14) 
Note ainda que, em função da expressão (3.2) para o representante do SDH, que reescreveremos 
como 
(3.15) 
a transformação '1/Jr. 1---+ 'lj;~ = R'l/Jr. corresponde a uma composição de rotações de Lorentz, ou 
'lj;~ = y'pe'Ysf3/2 R', onde R' = RRo. (3.16) 
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Esta expressão para o representante do SDH (não-singular) será denominada decomposição 
canônica do SDH.2 
Para finalizar, vamos exibir uma representação matricial para '1/J. Usando os resultados do 
cap.1, em particular a eq.(1.62), e uma vez que '1/J é da forma geral 
'1/J = a + ao1/01 + · · · + a23/23 + ao123/5, 
obtemos para a representação matricial de '1/J: 
onde 
'I/J1 =a+ a23Í- a13j + a12k =(a+ a12k) + j( -a13 + a23k), 





3.2 Campos Spinoriais de Dirac-Hestenes e Derivação Covari-
ante 
Nosso objetivo nesta seção é definir um campo spinorial DH (CSDH) '1/J : x ~---+ '1/J(x ), x E M. 
Para isso precisamos definir um fi brado do qual este campo spinorial será uma particular secção. 
Da discussão da seção anterior, nós concluímos que um SDH pertence a R 1 ,3 /'R, onde n é a 
relação de equivalência definida por (3.8). Sendo assim, como R 1,3 é a fibra típica do FCET 
CET(M), então se tomarmos o fibrado quociente CET(M)/R um CSDH será uma secção par deste 
fibrado. Uma vez que CET(M) sempre existe, a existência do fibrado CET(M)/R depende da 
possibilidade de definirmos a relação de equivalência n globalmente, ou seja, para todo X E M. 
A relação de equivalência n foi definida como '1/J "' '1/J' .ç:=} '1/J'í.:/ = '1/Jr.R para ~ "' ~', sendo 
esta última relação de equivalência definida por ~ "' ~' .ç:=} ~~ = R!aR (R E Spin+(1, 3)). 
Ora, uma vez que '1/Jr. e '1/JE' são diferentes representantes de '1/J, e por isso '1/JE, '1/Jr.' E Ri 3, assim 
como R, segue que podemos definir a relação de equivalência '1/JE "' '1/JE' globalmente desde 
que a relação de equivalência ~ "' ~' possa ser definida globalmente. Por outro lado, para 
definirmos ~ "' ~' globalmente, é preciso que as bases ortonormais ( tetradas) {!a} e { /~} 
estejam definidas globalmente. Isso, por sua vez, implica que o fibrado principal dos referênciais 
ortonormais Pso+ (1,3 ) deve possuir uma secção global.
3 Note que esta afirmação decorre apenas 
de definições, sendo, portanto, uma condição necessária para a existência de CSDH. É óbvio, 
seguindo o raciocínio contrário, que é também uma condição suficiente. Diremos que a variedade 
espaço-tempo M admite uma estrutura spinorial se for possível definir um CSDH para todo 
x E M. Segue, portanto, o seguinte teorema: 
2 Sempre que não houver risco de confusão iremos nos referir a '1/Jr. apenas como SDH, assim como omitiremos 
sempre que possível a referência à base ortonormal, ou seja, '1/J'Ya,(fi deve ser entendido como '1/Jr.'Ya;fir.. 
3 Uma afirmação equivalente a esta é que a variedade espaço-tempo M é paralelizável. Recordemos que uma 
variedade M de dimensão n é paralelizável se existem campos vetoriais C 00 Xt, ... , Xn definidos para todo x E M 
tal que {Xt(x), ... ,Xn(x)} é uma base para TxM (Bishop and Goldberg 1980). 
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Teorema: Seja M a variedade espaço-tempo. Então a condição necessária e suficiente para que 
M admita uma estrutura spinorial DH é que o fibrado principal dos referênciais ortonormais 
Pso+(t,3) possua uma secção global. 
Esse resultado, aliás, é tão trivial que sequer merece ser chamado de teorema. Esse, entre-
tanto, é o famoso teorema de Geroch (1968) acerca da existência de estruturas spinoriais em 
variedades espaço-tempo. Existe, porém, uma diferença: a estrutura spinorial à qual se refere o 
teorema de Geroch é uma estrutura spinorial covariante (veja adiante); mas, veremos na próxima 
seção que o SDH e o usual spinor de Dirac são equivalentes (contém a mesma informação), de 
modo que esta diferença é apenas aparente. A prova original de Geroch (1968) usa todo um 
maquinário de conceitos topológicos, tornando-a desnecessariamente complicada. Uma outra 
prova, já do ponto de vista algébrico, e mais simples que a de Geroch é feita por Rodrigues e 
Figueiredo (1990); mesmo esta, entretanto, não é tão simples como a nossa. 
Desse modo, dado um campo global de tetradas la: x ~---+ la(x) podemos definir um CSDH 
exigindo que '1/JE(x)/a(x){í;E(x) = '1/JE'(x)l~(x){í;E'(x), etc., como discutido na seção anterior. 
Segue, portanto: 
Definição: Um CSDH é uma secção par do fibrado CET(M)/R = C;!~n(M)- chamado fibrado 
Spin-Clifford do espaço-tempo- ou seja, uma secção do fibrado C~T(M)/R = C~tn(M). 
Em função da relação de eqivalência R, a lei de transformação ativa de 'ljJ é 'ljJ ~---+ R'lj;, como 
vimos. Segue que a ação do grupo Spin+(1, 3) na fibra típica R 1,3 do fibrado C;!~n(M) deve 
se fazer através da multiplicação pela esquerda, ou seja, dado U E Spin+(1, 3) e X E Rt,3, e 
como Rt,3 pode ser vista como um módulo sobre ela mesma, então definimos lu E End(Rt,3) 
por lu(X) = UX, VX E Rt,3· Temos assim uma representação l: Spin+(1,3) ~ End(Rt,3), 
U ~---+lu. Logo, podemos escrever C;!~n(M) como o fibrado associado 
(3.21) 
Note que este é um fibrado associado ao fibrado principal Pspin+(l,3), e não ao fibrado principal 
Pso+(t,3) como no caso de CET(M) = Pso+(l,3) xAd' Rt,3· Para vermos a diferença entre estes 
fibrados, lembremos primeiro que para definirmos um CSDH é preciso que Pso+(I,3) admita uma 
secção global. Nesse caso podemos definir uma estrutura spinorial covariante (Choquet-Bruhat 
et al. 1982, Rodrigues e Figueiredo 1990). Uma estrutura spinorial covariante para Pso+(t,3) 
consiste de um fibrado principal Pspin+(l,3) e de uma aplicação p : Pspin+(I,3) ~ Pso+(1,3) 
satisfazendo, para 7r8 : Pspin+(I,3) ~ M, 1r: Pso+(I,3) ~ M, as seguintes condições: (i) 1r(p(p)) = 
1rs(P), Vp E Pspin+(I,3)i (ii) p(pu) = p(p)ç( u), Vp E Pspin+(l,3) e ç : Spin+(1, 3) ~ S0+(1, 3) é o 
recobrimento duplo de S0+(1, 3). Se essa estrutura spinorial existe, então Pso+(l,3) xAd' Rt,3 = 
Pspin+(I,3) XAd Rt,3, de modo que 
(3.22) 
Vamos agora definir a derivada covariante de um CSDH 'ljJ na direção u no ponto xo. Como 
C;!~n(M) é um fibrado associado a um fibrado principal, podemos repetir toda a construção feita 
na seção 1.3. Definimos 




onde 7/J: x ~---+ 7/J(x) é um CSDH e 7/Ju(x(t)) é o SDH 7/J(x(t)) transportado paralelamente ao longo 
de uma curva C: t---* x = x(t) do ponto x(t) até o ponto xo. Se 7/Jo e 7/Jt,ll são os representantes 
de 7/J(x0 ) e 7/JII(x(t)), respectivamente, na fibra típica R 1,3, então da definição de transporte 
paralelo temos 7/Jt,ll = p(g(O)g-1(t))'I/Jt, onde 7/Jt é o representante de 7/J(x(t)) e g(O) e g(t) são 
elementos de G = Spin+(1, 3) que são os representantes de Po E Gx0 e Pt,ll E Gx(t) transportado 
paralelamente ao longo de C, sendo Gx a fibra sobre x em Pspin+(l,3), e pé a representação de 
Spin+(l, 3) em R 1 ,3 , e para c;t~n(M) temos p = l. Tomando g(O) = 1 por simplicidade, temos 
7/Jt,ll = p(g-1(t))'I/Jt = l(g- 1(t))'I/Jt = g-1(t)'I/Jt, e 
(V'~ 7/J )( xo) = lim 9-
1
7/Jt - 7/Jo. 
t->0 t 
(3.24) 
Escrevendo, como no caso em que consideramos CEr(M), g(t) = g(O)+tg'(O)+· · · = 1- ~tw+· · ·, 
onde usamos g(O) = 1 e definimos w = -2g'(t)g-1(t) lt=O, obtemos 
(V'~'Ij;)(xo) = lim [(1 + ~tw + · · ·)7/Jt- 7/Jol = 
t->0 t 
= lim [ ( 7/Jt - 7/Jo) + ~w'I/Jt + .. ·] 
t->0 t 2 
= ( d'I/Jt + ~W'I/Jt) . 
dt 2 t=O 
(3.25) 
Consideremos agora uma base btt} de Tx0 (M) ~ R1,3, de modo que u = uttlw Uma vez que 
V'~'lj; = utt\7~7/J, segue da expressão acima que 
s 1 
(V' tt 7/J )( xo) = Ôtt'lj; + 2,wtt'lj;. (3.26) 
Novamente observamos que, se trabalharmos com uma base que não seja coordenada, devemos 
substituir a derivada parcial na expressão acima pela derivada de Pfaff. Observamos também 
que, para simplificar a notação, passaremos a escrever as expressões acima como 
(3.27) 
Para ~' uma vez que sua transformação ativa escreve-se ~ ~---+ 7/JR, temos ~ E c;t~n(M) = 
Pspin+(1,3) Xr R1,3, onde r é a ação à direita de Spin+(1,3) (o que é possível uma vez que R1,3 é 




Nesse ponto é importante que façamos uma observação. Dado um CSDH 7/J(x) temos o seu 
representante 7/Jr;(x), que é um elemento de CEr(M). Daí, 
1 
\i' tt'lj;E = Ôtt'I/JE + 2[Wtll 7/Jr,], (3.30) 
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que não é, entratanto, a expressão para a derivada covariante de 7/J. O representante da derivada 




Por outro lado, uma vez que não queremos sobrecarregar a notação, escreveremos simplesmente 
(\7 p,7/J)E = \7 p,7/Jr;, mas entenderemos que a expressão a ser usada é (3.31) e não (3.30). 
Por fim, no próximo capítulo precisaremos considerar o conjunto E = {~} (R9 , que é o 
conjunto das bases ortonormais (tetradas) geometricamente equivalentes. Dado um campo de 
tetradas /a : x t--t la( x) (a = O, 1, 2, 3) podemos definir um campo de tetradas geometricamente 
equivalentes E: x t--t E(x) = {~(x)}jR9 • Dado um campo vetorial /a, podemos construir um 
conjunto de campos vetoriais geometricamente equivalentes la, com la E E. É claro que o 
campo la : x t--t la(x) é constante, pois os vetores 'Ya(x) geometricamente equivalentes para 
x EM são projetados no mesmo elemento através de R 9 • Podemos daí identificar la com uma 
secção constante do fibrado trivial M X R 1,3 . Se essa secção for denotada por4 /a, então em 




É claro que nestas seções não construímos uma teoria completa do spinor DH do ponto de 
vista matemático. Esta, porém, também não era a nossa intenção. O que temos em mente é 
desenvolvermos uma quantidade suficiente de material para utilizarmos posteriormente. Estudos 
mais detalhados podem ser encontrados em Rodrigues et al.(1993). 
3.3 A Relação entre Spinores de Dirac-Hestenes e Spinores 
Algébricos e Covariantes 
Já adiantamos na seção anterior, quando discutimos o teorema de Geroch, que o SDH e o spinor 
covariante de Dirac (SCD) contém a mesma informação, sendo, portanto, equivalentes. Nessa 
seção daremos uma breve justificativa dessa afirmação. 
Recordemos que um SCD I 'li') é um elemento de (]; 4 , ou seja, 
<E4 31 w) = (3.35) 
onde i = y'-I. 
4 Note que usamos o mesmo símbolo para denotar um campo vetorial1'a corno secção de CET(M) e para denotar 
a secção constante 1'a de M x 1Rt,3, o que não deve causar confusão. Essa notação é de fato sugestiva, corno 
veremos depois. 
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Por outro lado, podemos tomar a seguinte matriz: 
C' 
o o 
n W= \lf2 o o (3.36) \lf3 o o \lf4 o o 
como uma expressão equivalente para o SCD uma vez que 
1\lf)~\lf. (3.37) 
Uma vez que o conjunto de matrizes da forma (3.36) é um ideal à esquerda de uma álgebra de 
matrizes, e uma vez que toda álgebra de Clifford possue uma representação em termos de uma 
álgebra de matrizes, então podemos definir um spinor como sendo um elemento de um ideal 
lateral de uma particular álgebra de Clifford. Esse ideal pode ser minimal ou não, mas para o 
caso que estudaremos este ideal é minimal. 5 Definiremos um spinor algébrico como um elemento 
de um ideal lateral de uma dada álgebra de Clifford. 
Nós vimos que um ideal à esquerda minimal 1p,q é da forma 1p,q = Rp,qep,q, onde ep,q é um 
idempotente primitivo de Rp,q· Considere a álgebra de Dirac R 4,1 ~ <E( 4) discutida na seção 
1.2.3. Vimos que o idempotente f= ~(1 + Eo4)(1- iE12) = Hl + lo)(l + i112) é primitivo em 
R4,1 ~<E®R1,3, onde i= Eo1234 faz o papel da unidade imaginária. Mostramos naquela ocasião 
que \li E 14,1 = R4,t! ~ (<E 0 R1,3)j é da forma 
(3.38) 
onde Ct, C2, C3, C4 são dados, após usarmos a eq.(1.90) em (1.96), e por sua vez em (1.95), por: 
C1 =(A- A3 + Ao4 + Ao34) + i(A12- A123 + Ao124 + Ao1234), 
C2 = ( -A1 + A13 + Ao14 + Ao134) +i( -A2 + A23 + Ao24 + Ao234), 
C3 = (-Ao+ A4 + Ao3 + A34) +i( -Ao12 + A124 + A1234 + Ao123), 
C4 = (Ao1 + A14- Ao13 + A134) + i(Ao2 + A24- Ao23 + A234). 
(3.39) 
Da expressão acima vemos que os ideais 14 ,1 = R4 ,1f e 11;1 = Rttf são isomorfos; de fato, para 
<p E 11;1 temos 
(3.40) 
5 Em Figueiredo et al. (1990) mostra-se que a representação dos spinores covariantes de Dirac e Weyl em 
JR3,1 ~ JR{4), que é a álgebra de Majorana, se faz em termos de ideais laterais não-minimais. Os elementos de 
um ideal lateral minimal de JR3,1 são os spinores de Majorana. 
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onde 
D1 =(A+ Ao4) + i(A12 + Ao124), 
D2 = (A13 + Ao134) + i(A23 + Ao234), 
D3 = (Ao3 + A34) + i(A1234 + Ao123), 
D4 = (Ao1 + A14) + i(Ao2 + A24), 
ou seja, estes D's consistem dos elementos pares dos C's acima definidos. 
(3.41) 
O spinor algébrico de Dirac (SAD) \[f é definido como um elemento do ideal à esquerda 
minimal 14,1 = R4,d ~ (<E 0 R1,3)j da álgebra de Dirac R4,1i mas, em função do que vimos 
acima, ou seja, do isomorfismo 14,1 ~ 1t,1 , podemos defini-lo como um elemento do ideal à 
esquerda minimal 1t1 = Rt tf. Porém, um elemento X E Rt 1 é da forma 
' ' ' 
Rt 1 3 X= A+ Ao4/o + A1411 + A24!2 + A34/3- A011o1- Ao2/o2- Ao3/o3- A12/12-
' 
-A13/13- A23/23- Ao1241o12- Ao134/013- Ao234/023- A1234/123 + Ao123/s, (3.42) 
ou seja, 
Rt,1 ~ R1,3· 
Em função desse isomorfismo, identificamos, para 
R1,3 3 X = a+ ao/o+ · · · + a123/123 + ao123/5 
os termos a= A, ao= Ao4, a1 = A14, ... , a123 = -A1234, ao123 = Ao123· 
(3.43) 
(3.44) 
Lembrando que 1of = f e 12d = ij, podemos escrever, à partir de (3.40) e (3.44), para 
c/> E R1,3j: 
onde 
M1 = (a - ao) + 121( -a12 - ao12), 
M2 = ( -a13- ao13)- 121( -a23- ao23), 
M3 = ( -ao3 + a3) + 121( -a123 + ao123), 
M4 = ( -ao1 + at) -121( -ao2 + a2). 
(3.45) 
(3.46) 
Daí, concluímos que \[f ~ c/>, de modo que podemos definir um SAD ']i como um elemento do 
ideal R1,3j. Note que f não é um idempotente primitivo de R 1,3 mas sim de R 4,1 • Por sua vez, 
1 
e= 2(1 +lo) 
é um idempotente primitivo de R 1,3, onde f = e~(l + Í/12)· 
Podemos notar ainda que 
R1,3/ ~ Rt,Ji. 
De fato, um elemento 1/J E Rt 3 é da forma 
' 
Rt 3 3 1/J = a+ aol/01 + · · · + a23/23 + ao123/5, ' 







N1 =a -121a12, 
N2 = -a13 + /21a23, 
N3 = -ao3 + /21a0123, 
N4 = -aol + /21ao2, 
ou seja, estes N's consistem dos elementos pares dos M's definidos acima. 
Concluímos, portanto, que um SAD \]! pode ser definido como um elemento 
esquerda minimal Rt3J. Como f= e!{l + h12), temos que 
onde 
1 
q> = 7/12(1 +lo), 
(3.51) 
do ideal à. 
(3.52) 
(3.53) 
Note que tanto 7/1 como q> e\]! contém a mesma informação, pois temos os isomorfismos R 4,1f ~ 
Rt,3! ~ Rt3f. Lembremos nesse caso que Rt3 ~ R3,0· Além disso, como 0:4 ~ 0:(4)!, 
podemos trabalhar com o SCD I \J!) ou com o SAD \]!ou com o spinor q>, ou ainda com 7/1 E R[ 3 • 
Ora, este 7/1 é justamente o representante do SDH na base {/a} escolhida, e toda a teo~ia 
de spinores construída em termos da definição usual ( covariante) destes aparece como simples 
consequência da definição que demos do SDH. Entretanto, embora todos estes objetos sejam 
equivalentes, temos, digamos, diferenças "operacionais" entre eles; de fato, é muito mais simples 
trabalharmos com um SDH pois este possue um inverso, enquanto um SCD ou um SAD não 
possuem, obviamente, inversos. O mais grave, porém, é que toda a informação e significado 
geométricos contidos no SDH desaparecem quando consideramos o SAD ou o SCD. Resumindo, 
portanto, temos a seguinte relação entre um SCD I \J!) e um SDH 7/J: 
(3.54) 
Para finalizar, é importante notarmos que, em função de if = 12d, quem faz o papel de 




A Teoria de Dirac e a Algebra do 
Espaço-Tempo 
4.1 A Equação de Dirac-Hestenes 
Seja I w) : X ~---+1 w(x)) um campo spinorial de Dirac, onde I w(x)) E a:4, X E M, onde M é o 
espaço de Minkowski. A equação de Dirac, na presença de um campo eletromagnético, é: 
(4.1) 
Nesta equação 7J1. são as matrizes de Dirac, i= A e Ap.(x) são as componentes do potencial 
eletromagnético. A equação de Dirac pode ser obtida à partir da lagrangeana 
Lnirac 
z = 2 [(w(x) I!Jl.Ôp. I w(x))- Ôp.(W(x) I!Jl.l w(x))]-
e me 
-1ícAp.(x)(w(x)liJl.l\]i(x))- y(w(x)lw(x)), (4.2) 
onde definimos o spinor adjunto de Dirac por 
( 4.3) 
onde * denota conjugação hermitiana. 
Nosso objetivo nesta seção é escrever a equação de Dirac em termos da AET. Essa equação 
será uma equação para o SD H 'lj;( x) E Rt,3 , onde 
(4.4) 
e W( X) é a matriz 
o o 
o o 
o o (4.5) 
o o 
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Esperamos com isso obter uma compreensão melhor da teoria de Dirac, uma vez que o uso 
do SDH possui grandes vantagens sobre o SCD, principalmente no sentido de interpretação 
geométrica. 
Usando os resultados da seção 1.2.3, podemos mostrar usando a representação matricial de 
Z E R4,1 dada pela eq.(1.102) que 
TrZ = 4(Z)o, 
Z* = !oZ'Yo· 
(4.6) 
(4.7) 
É importante observarmos que nas equações acima o lado esquerdo refere-se a matrizes Z E <E( 4 ), 
enquanto o lado direito refere-se a Z E R4,b que possui a referida matriz como sua representação 
matricial. Além disso, podemos mostrar que a reversão em R 4,1 corresponde à reversão mais a 
conjugação complexa em([:® Rt,3· Segue daí que 
w(x)wt(x) = w(x)w*(x)'Yo = 1/J(x)~(l + 'Yo)(1 + Íft2)'Yo~(l + 'Yo)(1 + Ílt2)~(x) = 
1 -= 7/J(x)4(1 + 'Yo)(1 + Íft2)7/J(x). (4.8) 
Logo: 
Tr(wwt) = (7/J(1 + 'Yo)(1 + Íft2)-0)o = (7/J-0)o, 
Tr('YJLq,q,t) = ('YJL7/J'Yo-0)o, 
( 4.9) 
(4.10) 
Tr[~('YJLôJLw'ljJt- ,JLwôJLwt)] = (~ [1JLôJL'IjJ(1 + 'Yo)(1 + Íft2)-0- 'YJL1/J(1 + 'Yo)(1 + Íft2)ôJL-0))o = 
= ( -~ [!JLÔJL1/J'Yot2-0- 'YJL1/J'Yot2ôJL-0] )o= -(!JLôJL7/J'Yot2-0)o ( 4.11) 
A lagrangeana Lnirac ( 4.2) pode ser escrita como 
LDirac = Tr { ~ [wt(x )!JlôJL w(x)- ÔJL wt(x)!Jl"IJf(x)] - ;c AJL(x )wt(x )!Jl"IJf(x)- ~Cwt(x )w(x)}' 
( 4.12) 
e em função dos resultados acima, temos 
Lnirac = Tr{~[!JLÔJLW(x)wt(x)- 'YJLw(x)ôJLwt(x)]- ;cAJL(x)'YJL"IJf(x)wt(x)- ~cw(x)wt(x)} = 
- e - me -= -(!JLÔJL'IjJ(x)'Yo121/J(x))o- 1icAJL(x))!Jl7jJ(x)'Yo1/J(x))o- r;('I/J(x)'ljJ(x))o, (4.13) 
ou seja, 
L Dirac = ( ( Ô'I/J( X )121 - ;c A( X )1/J( X) - ~C 1/J( X )/o) /o-0( X)) O , ( 4.14) 
onde ô = !JLÔJL, A( x) = AJL'YJL· Note que nesta expressão os 'YJL são interpretados como vetores 
do fi brado tangente T M, enquanto em ( 4.2) ou ( 4.12) os 'YJL são matrizes. Desse modo, através 
da expressão ( 4.14) eliminamos qualquer referência a uma particular representação dos 1JL; todas 
as quantidades algébricas presentes na eq.(4.14) possuem agora um significado geométrico bem 
definido, antes ocultado nas eq.( 4.2,4.12) em função do uso de uma representação matricial. 
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Observamos também que o SDH '1/J(x) na eq.(4.14) é justamente '1/Jr;(x), onde :E = {IIL}, ou 
seja, é o representante do SDH na base :E. Logo '1/J(x) E CET(M), e o formalismo lagrangeano 
desenvolvido na seção anterior aplica-se sem ressalvas à lagrangeana Lvirac· 
Usando Lvirac dada pela eq.(4.14) temos 
e - me- -
Ô1jJLDirac =- he /o'I/J(x)A(x)- r;'I/J(x), Ôa1jJLDirac = /210'1/J(x), (4.15) 
e a equação de Euler-Lagrange 
( 4.16) 
fornece 
e - me- - <--
- he /o'I/J(x)A(x)- r;'I/J(x) -1210'1/J(x) â= O, ( 4.17) 
ou, tomando o reverso desta equação e multiplicando-a pela direita por lo: 
me e 
â'ljJ(x)/21 = r;'I/J(x)io + heA(x)?jJ(x). ( 4.18) 
Esta é a equação de Dirac em termos da AET, tendo sido obtida originalmente por Hestenes 
(1967), daí denominá-la equação DH (EDH). Note que, uma vez que W'(x) = '1/J(x)f, onde 
f = !(1 + loH(l + Í/12), e usando !of = f e if = 121!, podemos obter a EDH diretamente 
da equação de Dirac para w( X) "fatorando" o idempotente f - esse procedimento, é claro, 
só funciona pois a equação de Dirac é linear. Segue, obviamente, que se multiplicarmos a 
EDH ( 4.18) pelo idempotente f obtemos novamente a equação de Dirac. Note, comparando as 
equações (4.1) e (4.18), que a quantidade geométrica que faz o papel de i= H é o bivetor 
121, observação esta, aliás, já feita no capítulo anterior. 
Em função do que discutimos no capítulo anterior, devemos entender a EDH como uma 
equação para o representante '1/Jr; ( x) do SD H '1/J( x), ou seja, 
( 4.19) 
Para uma outra base :E' = {/~},onde~~ = R1J.LR, segue de â' = â, RR = RR = 1 e multipli-
cando a eq.( 4.19) pela direita por R: 
- - me - - e -
â'ljJr;(x)RR!21R = r;'I/Jr;(x)RR!oR + heA(x)'I/Jr;(x)R, (4.20) 
ou seja, 
( 4.21) 
o que demonstra a covariâ.ncia da EDH.l 
Finalmente, exigindo que a EDH seja invariante perante transformações de gauge eletro-
magnéticas 
A( X) f-t A' (X) = A( X) + â<p( X) ( 4.22) 
devemos ter 
'1/J( X) f-t '1/J'( X) = '1/J( X )e 'Y12e<p(x)jnc. ( 4.23) 
1 A teoria que apresentamos do SDH permite que possamos concluir que a EDH é de fato covariante, respon-
dendo assim às criticas de Parra (1992) acerca da covariância da EDH. 
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4.2 Alguns Aspectos da Teoria de Dirac 
Vamos iniciar este estudo da teoria de Dirac usando AET considerando os seus bilineares co-
variantes. É bem sabido que dentro da teoria de Dirac temos 16 formas bilineares covariantes, 
a saber2 
a= (w 1 w), Jp. = (w hll-1 w), 
~Jl-11 = -~IIJJ. = (w I Í/p.lll w), 
Kp. = (w 1 h'5/p.l w), w = -(w 1151 w), ( 4.24) 
onde interpreta-se Jp. como as componentes do vetor densidade de corrente de probabilidade, 
jp. = eJp. como as componentes do vetor densidade de corrente elétrica, 2t:n ~JJ-11 como as com-
ponentes do tensor anti-simétrico densidade de magnetização e ~ K JJ. como as componentes do 
vetor densidade de spin. Se, ao invés do SCD I w) utilizarmos o SAD '1í, estas formas bilineares 
escrevem-se 
a = Tr(wtw), Jp. = Tr(wt /p. w), 
~p.11 = -~~~JJ. = Tr(WtÍ'yp.ll'lí), 
Kp. = Tr(wtÍ/5/p.'lí), w = -Tr(wt,5w). ( 4.25) 
Agora, utilizando o mesmo procedimento da seção anterior, utilizado para escrevermos Lnirac 
em termos da AET, podemos escrever a expressão destas formas bilineares em termos da AET. 
Por exemplo: 
ou seja, o vetor densidade de probabilidade J = Jp./JJ. é dado por 
~ = '1/J/21~, 
K = 1/J/3~· 
Supondo 1/J não-singular, podemos expressá-lo na forma canônica 
1/J = ylpe'Ysf3/2 R, 
de onde obtemos 
J = peo, 
~ = pe 'Ysf3 e21' 
K = pe3, 











el-' = R11-'R. ( 4.34) 
Além disso, 
a= p cosf3, ( 4.35) 
w = psin/3. ( 4.36) 
Note que apenas um bivetor sente o efeito da transformação de dualidade e-rs/3. Se definirmos 
o bivetor de spin S: 
e tomarmos 
onde s é o vetor de spin, segue que 
v = e0 
n 
s = -e3 
2 





As formas bilineares covariantes não são todas independentes, e satisfazem certas equações 
quadráticas chamadas identidades de Fierz. No caso de um SDH não-singular, as identidades 
de Fierz são3 
1 2 = a2 + w2, /(2 = _12, 
J · J( =O, J A J( = -(w + 'Ysa)~. ( 4.41) 
É possível, à partir dos bilineares covariantes, reconstruírmos o spinor original (Crawford 1985). 
Em termos do SDH temos, à parte de um fator de fase e"~21 <P, a expressão (Doran et al. 1993) 
'ljJ = y(pe-y5 /3/2Q( QQ)-1/2, ( 4.42) 
onde 
( 4.43) 
É possível, à partir de uma análise da EDH, deduzirmos várias propriedades relacionadas à 
teoria de Dirac (Hestenes 1973). Em particular, podemos deduzir a conservação da densidade de 
corrente de probabilidade J = 'lj;/0~, ou seja, [) · J = O. É mais interessante, porém, deduzirmos 
estas leis de transformação à partir do teorema de Noether. Vejamos alguns exemplos. 
Consideremos a seguinte transformação: 
?j;(x) f-* 'lj;'(x) = ?j;(x)eaM(x), ( 4.44) 
onde M(x) é um multivetor arbitrário. Exemplos destas transformações são a transformação de 
gauge 
?j;(x) f-* ?j;'(x) = ?j;(x)e'"Yl2ecp(x)/'hc ( 4.45) 
3 No caso de um SDH singular tf;~ = (J' + "'(sW = O, ou seja, (J' = O, w = O, estas identidades devem ser 
modificadas. Veja Crawford (1985) e Lounesto (1993). 
52 
e a transformação de dualidade 
'1/J(x) f-4 ,P'(x) = '1j;(x)e"~5 a ( 4.46) 
No caso de uma transformação de gauge temos invariância de Lnirac' de modo que a corrente 
( 4.4 7) 
é conservada. Uma vez que 
( 4.48) 
então, tomando f = O, temos 
ô · J =O, J = '1/J(x)to{í;(x), ( 4.49) 
ou seja, a conservação da densidade de corrente de probabilidade está associada à invariância 
de Lnirac em relação às transformações de gauge eletromagnéticas. 
Por outro lado, Lnirac não é invariante por transformações de dualidade. Temos 
( 4.50) 
e usando (2.60) mais ,p{í; = pe'Ys/3 obtemos 
- mcpsin(3 = ô · (%'1/J/'3 -J;) = ô · (ps). ( 4.51) 
Note que ô · (ps) =O quando (3 =O ou (3 = 1r, que, conforme veremos adiante, correspondem 
aos casos de soluções de energia positiva e energia negativa, respectivamente, da EDH livre 
(A(x) = 0). 
Consideremos agora transformações espaço-temporais. Para uma translação 
x f-4 x' = x + an ( 4.52) 
e tomando 
,P'(x) = '1/J(x'), ( 4.53) 
obtemos, usando (2.70), 
( 4.54) 
No caso de L = Lnirac temos para '1/J satisfazendo a EDH que Lnirac = O, de modo que, após 
usarmos Ôa'ljJLDirac = /'2tO'I/J, obtemos 
( 4.55) 
onde 
ad -T (n) = (n · ô,P(x)t2w'I/J(x))t. ( 4.56) 
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Note que definimos esta função como a adjunta de uma função T( n ), no caso 
T(n) = (â1j;(x)'y210{f(x)n)I ( 4.57) 
onde usamos(??). Escrevendo n = n'-'1'-' temos T(n) = n'-'T(i'-') = n'-'T'-', onde 
(4.58) 
ou ainda 
ad -TI-' = (âl-'1/;(x )12101/J(x ))I. ( 4.59) 
Temos nesse caso TI-' = TI-'Vlv' ou ainda T:d = TVI-'lv' onde 
( 4.60) 
Na forma matricial podemos escrever (2.73) como 
(4.61) 
Exceto pela constante h este é o tensor de Tetrode, ou seja, o tensor energia-momentum para 
uma partícula de Dirac. Esta é, porém, a expressão para a energia-momentum de uma partícula 
livre. Para levarmos em consideração a interação da partícula com o campo eletromagnético 
precisaríamos incluir a lagrangeana do campo eletromagnético. É óbvio, entretanto, em função 
da invariância de gauge, que a expressão para T'-' é: 
TI-' = (â'lj;(x)'y210{f(x)'Y'-'h- eJ'-'(x)A(x) = 
= (81/;(x)/210-(f(x)'Y'-'h- eA'-'(x)J(x). ( 4.62) 
É importante observarmos que T'-'v não é simétrico. A contribuição anti-simétrica é dada 
por 
TA(n) = ~[T(n)- Tad(n)] = ~n · [-!sÔ 1\ (ps)], ( 4.63) 
que podemos escrever ainda como 
( 4.64) 
Considerando agora rotações 
( 4.65) 
onde esta transformação é interpretada no sentido ativo, e tomando 
( 4.66) 
em função do fato da rotação ser interpretada no sentido ativo, obtemos, de maneira análoga ao 
caso das translações, que 




J(B) = -((x · B) · â'lj;(x)J2lO'l/J(x)- 2B'lj;(x)J2lo'l/J(x))t. 
Tomando a função adjunta :J(n), ou seja, J(B) * n = B * :J(n), obtemos 
:J(n) = x 1\ (â'lj;(x)J2lO~(x)n)t + 'YsPS 1\ n = 
= x 1\ T(n) + S(n), 
( 4.68) 
(4.69) 
que é, obviamente, o momentum angular. Nesta expressão sé dado por eq.(4.39), de modo que 
S( v) = pS, sendo S o bivetor de spin definido pela eq.( 4.37). Note que, assim como no caso 
da energia-momentum, esta é a expressão para o momentum angular de uma partícula livre. 
No caso de interação com um campo eletromagnético devemos tomar a eq.(4.62) na parte da 
energia-momentum na eq.(4.69). 
É claro que, quando tivermos interação com um campo eletromagnético, não devemos mais 
esperar que haja conservação da energia-momentum e do momentum angular de uma partícula 
de Dirac, ou seja, devemos ter {)J.LTJ.L i- O e [)J.L:fJ.L i- O. Vamos calcular estes termos. 
Primeiro, vamos calcular {)J.LTJ.L. Note que {)J.LTJ.L = âJ.L(Tad)J.L uma vez que a diferença entre TJ.L 
e (Tad)J.L, dada pela eq.(4.63), é tal que âJ.L['YJ.L·(isÔI\(ps))] = â·['Ysâl\(ps)] = -!sÔI\ÔI\(ps) =O. 
Logo: 
( 4.70) 
onde usamos (âi-L'l/J/21o~h = ~[{)J.L/210~- 1/J/210{)1-L~] e definimos D = 82. Da EDH segue que 
(n = 1) 
que implica em 
D'l/J/210~ = m( â'lj; ){í; +e( âA'lj; )Jo~ = 
= (e2 A2 - m2)J5ps + e(âA)pv + 2e(A · â'lj;)Jo{í;, 
(D'l/J'Y210~h = pe(â 1\ A)· v+ epvâ ·A+ eA · â(pv) = 
= peF ·v+ eâJ.L(pvAI-L), 
( 4.71) 
(4.72) 
onde explicitamos o campo eletromagnético F={) 1\ A. Logo, usando a eq.( 4.72), obtemos 
(4.73) 
onde f é a força de Lorentz. Tomando a densidade de energia-momentum própria pp definida 
por 
pp = T(v) = vJ.LTJ.L, 
de modo que podemos decompor TJ.L como 
(4.74) 
(4.75) 
com a parcela NJ.L tal que vJ.L NJ.L = O representando o fluxo de energia-momentum normal às 




onde tomamos a derivada em relação ao tempo próprio, ou seja, 
p =(v· â)p = vJ.LâJ.Lp. (4.77) 
Note que, exceto pelo termo âJ.LNJ.L, teríamos a expressão clássica p =f= eF ·v. 
Agora, para calcularmos âJ.L.:fJ.L basta usarmos a eq.( 4.64) e a eq.( 4. 73) e lembrar que âJ.Lx = 
'Yw De fato 
âJ.L(x 1\ TJ.L) = 'YJ.L 1\ TJ.L + x 1\ (pf) = -8 · ('Ysps) + x 1\ (pf), 
e, como â · (Jsps) = âJ.L('YsPS 1\ 'YJ.L) = âJ.LSJ.L, segue que 
(4.78) 
(4.79) 
onde identificamos x /\f como o torque da força de Lorentz. Tomando a densidade de momentum 
angular própria pj definida por 
pj = .:7( v) = vJ.L.:JJ.L, ( 4.80) 
segue que 
pj = .:J(v) = p(x 1\ p + S), ( 4.81) 
onde 
S = p-1 vJ.LSJ.L = 1ss 1\ v, ( 4.82) 
que é justamente o bivetor de spin. Agora, da expressão para SJ.L temos 
(4.83) 
onde definimos MJ.L = p(S · 'YJ.L)v. Uma vez que vJ.LMJ.L = O, então MJ.L descreve o fluxo de mo-
mentum angular normal às linhas integrais da velocidade. Finalmente, usando as eqs.( 4. 76,4.83) 
na eq.(4.64) segue que 
( 4.84) 
Para finalizarmos esta seção, vamos exibir as soluções da EDH livre. As soluções tipo onda 
plana, no sistema de repouso, escritas em termos da AET são: 
,p~+) = y!Pe-'mmc2 t/1í, 
,p(+) = VfJ/31e-'"'121mc2t/fi, 
,pt-) = VP'Ys('YI2e'Y21mc2tfn), 
,pf-) = VfJ/5/3I(/12e'Y21m?tftt). 
( 4.85) 
É fácil ver que estas soluções correspondem às usuais. Multiplicando as eqs.( 4.85) pelo idempo-
tente f segue que 
q;(+) = ViJe-imc2t/n 11), 
\li[+) = Vf5e-imc2tjn 12), 
q;t-) = ViJémc2tfn 13), 
w{-) = Vf5émc2tjn 14). 
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( 4.86) 
Note que para as soluções ( +) temos (3 =O, enquanto para as soluções (-) temos (3 = 1r : 
( 4.87) 
( 4.88) 
As soluções com índice ( +) são as soluções de energia positiva [(-)indica energia negativa], 
enquanto o índice j indica "spin-up" [!indica "spin-down"]. Para vermos isto, basta tomarmos 
o operador de projeção de energia A±: 
e o operador de projeção de spin ~±: 
É fácil ver que A±A± = A±, A±A=F = O, A++ A_ = 1 e que ~±~± 
~+ + ~- = 1, com A±~± =~±A±. Segue que 
de modo que 
A+~+1fJi+) = ~+A+1fJi+) = 1/Ji+>, 
A+~-1/J(+) = ~-A+1/;(+) = 1/;(+), 
A 't"' .J-) - 't"' A j-) - j-) - LJ+ 'f-'l - LI+ - 'f-'l - 'f-'l ' 






O fato de termos (3 = O ou (3 = 1r para estas soluções é extremamente interessante e mis-
terioso. Veremos adiante como surge o ângulo de Takabayasi dentro do nosso estudo acerca 
da relação entre mecânica quântica relativística e eletromagnetismo. Aliás, o resultado que 
apresentaremos torna o significado de (3 ainda mais misterioso. 
Por outro lado, para as soluções do átomo de Hidrogênio - as chamadas soluções de Darwin 
-temos um ângulo de Takabayasi (3 variável, ou seja, (3 = (3(x) (Quilichini 1971). Porém, mais 
misterioso ainda, é que Krüger (1991) encontrou soluções do átomo de Hidrogênio para as quais 
temos (3 = O ou (3 = 1r. O fato é que o significado do ângulo de Takabayasi dentro da mecânica 
quântica permanece ainda obscuro- veja Boudet (1991). 
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4.3 A Equação de Dirac-Hestenes em Espaços de Riemann-
Cartan 
Nosso objetivo nesta seção é generalizar a EDH escrita anteriormente no espaço de Minkowski 
para espaços de Riemann-Cartan (RC). Para isso, o primeiro passo consiste em tomarmos uma 
base ortonormal { ea} (a= O, 1, 2, 3), ou seja, 
(4.94) 




onde 9Mv = g( IM, 'Yv) = lM · 'Yv· Note que usaremos sempre índices latinos para nos referirmos à 




É óbvio que, se tomarmos um outro campo vetorial que não âM, teremos, por exemplo, para a 
derivada co variante na direção de e a: 
( 4.99) 
onde Ôa = h~{)M denota a derivada de Pfaff. Notemos ainda que 
(4.100) 
Consideremos agora a densidade lagrangeana .C Dirac = L Dirac 1 5 , onde 1 5 = 1°123 é o elemento 
de volume e Lnirac é dada pela eq.(4.14). Vamos nos restringir apenas ao caso livre (A= O) pois 
este será o caso que nos interessará posteriormente. Note que Lnirac pode ser escrita como 
(4.101) 
A generalização desta expressão para espaços arbitrários envolve as substituições 
( 4.102) 
de modo que 
/ 1 ( - - +-) me -) 5 
Lnirac = \2 V'lj;e21o'I/J- 'I/Je21o'I/J V - ---,;:'1/J'I/J 
0 
e · ( 4.103) 
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- ~ - -
onde 'V'Ij; = ea'V a'I/J = 1J.L'V J.L'Ij;, '1/J 'V= 'V a'I/Jé = 'V J.L'Ij;IJ.L· Além disso, se denotarmos h = deth~, 
onde h~= ea ·1J.L de acordo com a eq.(4.95), temos 
( 4.104) 
de modo que 
eo123 = (e0123 . 10123)10123 = (deth~)/0123 = (deth~)-1 10123 = h-11 0123. (4.105) 
Segue, portanto, a seguinte expressão para a lagrangeana LDirac: 
L Dirac = h - 1 ( ~ ('V 'I/Je210;j; - 'lj;e210;j; v) - ~c 'lj;;j;) o . (4.106) 
Agora, a equação de Euler-Lagrange envolve o termos (âa,pL) Õ= âJ.L(âa!J,pL), enquanto 
na lagrangeana acima temos termos envolvendo ea e não lw Daí devemos expressar o termo 
( âa,pL) {i em termos da derivada de Pfaff. No temos que 
onde usamos âa!J,pÔa'I/J = h~. Logo, a equação de Euler-Lagrange escreve-se 
ou ainda 
Ô,pL - ( âJ.Lh~) Ôaa,pL - Ôa ( Ôaa,pL) = O, 
onde usamos Ôa = h~âw Falta calcularmos âJ.Lh~. Lembrando que 
segue que 
ou seja, 
h = deth~ = 10123. eo123 = ht;o h'{t h~2 h~310123 "IJ.LoJ.LtJ.L2J.L3 
= [(âahbo)h'{l h~2 h~3 + ... + ht;o h'{l h~2(âah~3))t0123 "IJ.LoJ.LtJ.L2J.L3 = 
_ [(â hu)hbhJ.LohJ.LthJ.L2hJ.L3] 0123 + - a o u b 1 2 3 I · I J.Lo J.Lt J.L2 J.L3 · · · 
+ [(â hu)hbhJ.LohJ.LthJ.L2hJ.L3] 0123 • • • O! 3 (T o 1 2 b I . I J.LOJ.Ll J1.2J.L3 = 
= [(âahg)h~)t0123 · eb123 + · · · + [(âahg)h~)t0123 · eo12b = 
= [(âahg)h~ + · · · + (âahg)h~] 1°123 · eo123 = 







Consideremos agora os coeficientes de estrutura da base { ea}, definidos através de [ea, eb] = 
c~bec. Temos: 
[ea,eb] = ea(eb)- eb(ea) = h~âJ.L(h'bâv)- h'bâv(h~âJ.L) = 
= (h~ Ôbh~ - h'b Ôah~ )e c = c~bec, 
59 
( 4.113) 
de onde segue que 
(4.114) 
Mas, da eq.(4.112), 
( 4.115) 
de modo que obtemos 
â h i-L _ b Ôah J.L a- -cab + --;;:· (4.116) 
Finalmente, a equação de Euler-Lagrange pode ser escrita como 
( 4.117) 





Ôah -11 a 
Ôa ÔÔa~LDirac = -hÔÔa~LDirac- h 2e Ôa'I/Je210· ( 4.120) 




Por outro lado 
( 4.123) 
onde na última igualdade usamos o fato que w~b = O em função de w~c = -w~b. Lembrando a 
definição de torção, ou seja, 
(4.124) 
temos, após usarmos a eq.( 4.123) na eq.( 4.122), que 
(4.125) 
Definindo o vetor de torção 
( 4.126) 
segue finalmente que 
( 4.127) 
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Esta é a EDH em espaços RC. Em termos do SCD I \1!} a equação acima escreve-se 
( 4.128) 
em conformidade com o resultado de Hehl et al. (1976). 
É interessante notar que a EDH para um SDH não-singular de norma arbitrária pode ser 
interpretada também como uma EDH para um SDH unimodular em espaços RC. De fato, usando 
a decomposição canônica de 'lj; para calcularmos o termo 8'1j;, a EDH escreve-se 
[ 
1 ] 1 m cos f3c m sin f3c 
8R + 28ln pR 121 - 21s8f3R/21 = n Rio+ /s n Rio· (4.129) 
Se f3 = O ou f3 = 1r, e definindo M = ±m em cada caso, temos 
( 4.130) 
que é a EDH para o SDH unimodular R em um espaço RC onde o vetor de torção T é identificado 
com a ln p, ou seja, 
8p 
T = 8lnp = -. 
p 
(4.131) 
No te que este é um termo do tipo potencial quântico pois a transformação p t---t C p (C con-
stante) não o altera. Por outro lado, notemos também que na eq.(4.130) temos 8R no lugar da 
derivada covariante V' R, o que significa que em termos da base {la} os coeficientes da conexão 
são nulos. Obviamente, a curvatura é nula, mas o mesmo não acontece com a torção, que é 
dada pelos coeficientes de estrutura desta base. Uma possível explicação para isso consiste na 
seguinte (Rapoport et al. 1992): no espaço-tempo livre (vácuo) temos vetores tangentes { 8~~-J 
que definem uma "rede cósmica" (Kleinert 1989), e a presença de matéria induz dislocações 
[dislocations] nessa rede cósmica de modo que os vetores tangentes agora são { 8~~-~} e tal que a 
transformação xJ.L t---t f.J.L = f. !-L( x) é singular. 
4.4 Zitterbewegung e a Interpretação da Mecânica Quântica 
Como é bem sabido, as teorias de Schrõdinger e de Pauli são casos particulares da teoria de Dirac. 
Entretanto, via de regra, as discussões acerca da interpretação da mecânica quântica (MQ) são 
feitas com base nas teorias de Schrõdinger ejou de Pauli. Esse fato, é claro, soa paradoxal. 
Uma interpretação da MQ necessita ser coerente com a teoria de Dirac, reduzindo-se a casos 
particulares quando as aproximações das teorias de Schrõdinger e de Pauli forem razoáveis. 
É justamente nesse ponto que a reformulação da teoria de Dirac em termos da AET mostra-
se promissora. De fato, o objeto matemático que descreve uma partícula de Dirac com a AET 
não é mais um elemento abstrato sem significado físico claro, como é o caso de um SCD, mas 
sim um obejeto com uma interpretação geométrica bem definida que é o SDH- o que se verifica 
claramente através de sua decomposição canônica. Além disso, aos observáveis não estão rela-
cionados operadores agindo em espaços abstratos mas sim elementos geométricos bem definidos. 
Esses fatos abrem a possibilidade de procurarmos por uma outra interpretação da MQ. Iremos 
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discutir brevemente uma possibilidade neste sentido, denominada Interpretação Zitterbewegung 
(ZBW) da MQ (Hestenes 1990, 1991). 
Consideremos o conjunto de vetores {eJJ.} definidos pela eq.(4.34), ou seja, 
( 4.132) 
Segue que podemos escrever 
( 4.133) 
onde definimos o bivetor nJl. por 
(4.134) 
Este bivetor descreve a rotação infinitesimal da base { eJJ.} ao longo de um deslocamento infinites-
imal na direção fJJ.• ou seja, é o bivetor velocidade angular (na direção IJJ.). O bivetor velocidade 
angular n dado por 
(4.135) 
chamado bivetor de Darboux, é tal que 
(4.136) 
onde vJJ. = i;JJ. = ~;, éJJ. = ~' sendo eJJ. = eJJ.(r) um referência! móvel ao longo da curva 
x = x(r). Notemos também que para qualquer multivetor A vale 




âJJ.S = 2[nJJ., S], 







Note que a quantidade PJJ. mede a componente da velocidade angular no plano de spin, enquanto 
qJJ. mede a componente da velocidade angular no plano ortogonal ao plano de spin; {)JJ.S é a taxa 
de variação da direção do plano de spin ao longo de um deslocamento na direção 1 w Agora, em 
função da decomposição canônica de um SDH 1/J, podemos escrever 
(4.142) 
de modo que (n = 1) 
âJJ.'I/J/21o~ = [â)npe75.B + nJJ.]pSv = p[pJJ. + WJJ. + /sqJJ.]v, ( 4.143) 
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onde usamos a eq.( 4.138) e definimos 
Lembrando a definição da energia-momentum, eq.( 4.58,4.59), temos 
r;d = Tv11-'"'( = PP11-v + pW/1- ·v, 
ou seja, 
TviJ. = p(p11-vv + (v 1\ !v)· W/1-], 
onde usamos /v · (v · Wll-) = (/v 1\ v) · Ww Logo, 






representa o fluxo de energia-momentum normal às linhas integrais de velocidade e que p é a 
energia-momentum própria. Desse modo, temos para as componentes P11- da energia-momentum 
(4.149) 
Segue portanto que 
me = p. v = n . s, ( 4.150) 
o que sugere que interpretemos a massa como energia cinética de rotação. Entretanto, para 
que essa interpretação seja plausível é preciso responder: o que está rodando? Vamos procurar, 
agora, uma possível resposta para esta questão. 
Primeiro, notemos que para as soluções de partícula livre dadas pela eq.( 4.85) v = e0 e 
s = ~e3 são constantes do movimento, mas o mesmo não ocorre para e1 e e2. Tomando, por 
exemplo, a solução 1/Ji temos 
et(t) = et(O) coswt + e2(0) sinwt, 
e2(t) = e2(0) coswt- et(O) sinwt, 
(4.151) 
( 4.152) 
o que mostra que e1 e e2 rodam no plano de spin com frequência w = 2mc2 fn. Por outro lado, 
o plano de spin mantém fixa a sua direção, ou seja, 
(4.153) 
Esta frequência com a qual os vetores e1 e e2 rodam é a frequência de zitterbewegung (ZBW) 
2mc2 
w = Wzbw = -n-. (4.154) 
Uma vez que há rotação no plano de spin podemos supor que a massa esteja ligada à energia 
cinética desta rotação. Para isso, entretanto, é necessário que haja uma componente não-nula 
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da velocidade da partícula no plano de spin. Uma vez que v = e0 esta quantidade não pode ser 
tomada como esta velocidade. A sugestão de Hestenes (1990, 1991) é que esta velocidade seja 
identificada com o vetor tipo luz 
( 4.155) 
Isso implica que a partícula move-se com a velocidade da luz, o que concorda com a concepção 
original de Schrõdinger (1930) acerca do ZBW. Note que a média da velocidade u ao longo de 
um período de ZBW é justamente v, 
(u)zbw =v= eo. ( 4.156) 
Tomando a dependência temporal (4.152) para e2(t) eu=~~~ segue para a linha de universo 
x = x(t) da partícula 
x = eteo + .:_[e2(0) sinwt + e1(0) coswt] + xo, 
w 
( 4.157) 
que é justamente a equação de uma hélice cilíndrica de diâmetro d igual ao comprimento de 




Uma vez que o raio desta hélice é descrito por 
obtemos 
me2 1i 





o que sugere interpretarmos o spin como o momentum angular das flutuações de ZBW. Além 
disso, se definirmos o momentum eletromagnético como 
M=rl\j ( 4.161) 
onde j = á, segue que 
M = _::_s c 4.162) 
me 
que é o momentum magnético do elétron com o fator giromagnético g correto, ou seja, g = 2 
onde M = g 2!cS. 
É interessante observarmos neste ponto que algum tipo de auto-interação deve existir à qual 
possamos atribuir a origem do ZBW. É claro que não estamos atribuindo o ZBW à interferência 
de soluções de energia positiva e negativa, de modo que é necessário supor a existência desta auto-
interação dentro do modelo acima descrito. Essa auto-interação deve ser de origem magnética, 
e a possibilidade de sua existência é capaz de explicar, pelo menos qualitativamente, muitos dos 
aspectos peculiares da MQ (Hestenes 1985). Além disso, nesse caso é natural supor que o ZBW 
deve originar um campo elétrico do tipo coulombiano que oscile com frequência de ZBW- o que 
explicaria, por exemplo, o princípio de Pauli (Hestenes 1985). Com relação à este fato, pode-se 
mostrar (Vaz e Rodrigues 1993b) como derivar um campo oscilante do tipo coulombiano tal que 
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a sua média em um período de ZBW forneça justamente o campo coulombiano usual de uma 
partícula pontual. 
É claro que nos encontramos ainda em um estágio muito especulativo no que toca a uma 
reinterpretação da MQ, mas o uso da AET abre possibilidades antes inimagináveis através 
da formulação usual. Veremos na próxima seção que muitas das especulações que discutimos 
encontram um "análogo clássico" dentro do modelo de Barut-Zanghi, o qual também possui 
uma formulação natural em termos da AET. 
4.5 Limite Clássico: O Modelo de Barut-Zanghi 
O desenvolvimento da MQ levou à crença que o spin é um grau de liberdade intrínseco de uma 
partícula. Em certos textos introdutórios à MQ encontra-se inclusive a afirmação de que este é 
um grau de liberdade sem análogo clássico. Entretanto, podemos encontrar na literatura várias 
discussões acerca de modelos clássicos de partículas com spin. Alguns exemplos são: Frenkel 
(1926), Mathisson (1937), Hõhl e Papapetrou (1939), Bhabha e Corben (1941), Weyssenhof e 
Raabe (1947), Pryce (1948), Gürsey (1957), Corben (1961), Jordan e Mukunda (1963), Fleming 
(1965, 1965a), Berezin e Marinov (1975), Casalbuoni (1976) e Pauri (1980). Nesta seção discu-
tiremos o modelo de Barut-Zanghi (BZ) (1984), e veremos que existem razões suficientes para 
considerá-lo um modelo clássico de uma partícula de Dirac. 
O modelo BZ considera que uma partícula clássica deve ser caracterizada, além do par 
de variáveis canonicamente conjugadas (xJ.L,pJ.L), por um segundo par de variáveis spinoriais 
conjugadas (z, iz) representando graus de liberdade internos. O modelo consiste na lagrangeana 
1 . 
LBz = 2i(zz- zi) + PJ.L(xJ.L- z1J.Lz) + eAJ.Lz1J.Lz, ( 4.163) 
onde z = z(r) E <E4 é um SCD, z = zt1o é seu adjunto de Dirac, IJ.L são as matrizes de Dirac, 
r é um parâmetro de tempo invariante e AJ.L são as componentes do potencial eletromagnético. 
Barut e Duru (1984) mostraram que essa lagrangeana fornece uma ação clássica à partir da qual 
podemos escrever uma integral de trajetória que resulta no propagador de Dirac. 
De maneira análoga ao caso da lagrangeana de Dirac, podemos mostrar que a lagrangeana 
BZ em termos da AET escreve-se (Gull 1991, Pavsic et al. 1992): 
(4.164) 
onde 1/J = 'lj;(r) é um SDH. A interpretação geométrica do SDH mostra claramente o motivo da 
presença do SCD z na lagrangeana ( 4.163); de fato, uma partícula com spin deve ser descrita, 
além de (x,p), por uma tetrada {eJ.L} definida pela eq.(4.132), que podemos reescrever como 
peJ.L = 1/JIJ.L-J;. Note que o valor do ângulo de Takabayasi f3 é irrelevante no que toca à definição 
dos { eJ.L}; tomaremos, no que se segue, por simplicidade, f3 = O, que vimos corresponde às 
soluções de energia positiva da equação de Dirac. 
Agora, olhando para a eq.(4.163,4.164), vemos que o momentum pé introduzido como um 
multiplicador de Lagrange em função do vínculo x = 1/J!o-0. Esse procedimento, entretanto, deixa 
em aberto a interpretação deste momentum como sendo o momentum cinético ou o momentum 
canônico. De fato, Lasenby et al. (1993) interpretaram a quantidade 1r = p-eA como momentum 
65 
canônico, enquanto Pavsic et al. (1992) interpretaram 1r como momentum cinético. Veremos 
adiante que a interpretação de Pavsic et al. (1992) é a correta uma vez que p é o momentum 
canônico - o que segue do fato que o modelo BZ é um sistema hamiltoniano. A prova de que o 
modelo BZ é hamiltoniano deve-se a Rawnsley (1992), e uma prova usando álgebras de Clifford 
encontra-se em Vaze Rodrigues (1993), Rodrigues e Vaz (1993); abaixo veremos alguns detalhes. 
Primeiro, observando a lagrangeana LBz vemos que esta é uma lagrangeana de primeira 
ordem. Como é bem sabido (Sudarshan e Mukunda 1974), lagrangeanas não-padrão (ou com 
vínculos) exibem certos problemas para podermos definir um hamiltoniano correspondente. En-
tretanto, lagrangeanas de primeira ordem possuem uma estrutura hamiltoniana natural. De 
fato, da eq.( 4.164) segue que 
((p- eA)1/J!oÍÍJ)o = (tí;;p)o + (px)o- LBz, ( 4.165) 
onde definimos 
( 4.166) 
Note que a eq.( 4.165) corresponde a uma transformação de Legendre; temos p e i[; como 
momentum canonicamente conjugados a x e ?j;, respectivamente, e o hamiltoniano HBz = 
HBz(x,p,?j;,iÍJ) é 
HBz = ((p- eA)1/J!oÍÍJ)o = ((p- eA)1/J/Ol2i/J)o. 
Da discussão do capítulo 2 sabemos que as equações de Hamilton são: 
;p = {);jJH, i[;= -â,pH. 
Usando o hamiltoniano HBz seguem as seguintes equações: 
onde 
1/J/12 + 1r1/J1o = O, 
x = 1/J!oÍÍJ, 
ir= eF · x, 








é o momentum cinético e F = {) A A. Estas são justamente as equações que resultam da 
lagrangeana LBzi a diferença é que em LBz não há nenhuma outra interpretação imediata para 
p além de um multiplicador de Lagrange, enquanto em H BZ é óbvio que p é o momentum 
canônico. 
Vamos agora mostrar como definir uma estrutura simplética no espaço de fase do modelo 
BZ. Primeiro, tomamos uma base { Eo, Et, E2, E3} de R 4 tal que E a · Eb = bab (a, b = O, 1, 2, 3) 
e definimos X= La XaEa; tomamos uma outra cópia de R 4 e uma base {Eb, ELE~, E~} com 
E~ · Eb = bab e definimos P' = La PaE~. Finalmente, tomamos R 4 EB R 4 com uma base 
{ Eo, E1, E2, E3; Eb, ELE~, ED tal que Ea · Eb = O (\la, b ). Definimos uma estrutura simplética 




Note que E~= Ea · J = -J · Ea e que Ea = -E~· J = J ·E~. Então X'= X· J = -J ·X, 
P = J · P' = -P' · J, e podemos definir 
Q = X' + P = X · J + P, 
ÔQ = â'x + Ôp, 
onde â'x = âx'· Logo, podemos escrever as equações de Hamilton (4.168) como 
Q = âQH, 




Com relação às equações de Hamilton (4.169), o ponto chave é lembrarmos que 1/J = (1/;)0 + 
(1/;)2 + (1/;)4, onde ( )a indica a parte a-vetor. Daí, se tomarmos uma base {Fo, F1, ... , F1} de 
R 8 tal que Fm · Fn = bmn ( m, n = O, 1, ... , 7) podemos definir 
( 4.178) 
Tomando uma outra cópia de R 8 com uma base {F~, F{, ... , F;} tal que F:n_ ·F~ = bmn podemos 
definir 
( 4.179) 
Tomando agora R 8 E9 R 8 com uma base {F0 , ••• , F7 ; F~, ... , F.;} tal que Fm ·F~ = O (Vm, n). 
Definimos uma estrutura simplética em R 8 E9 R 8 através do bivetor simplético K dado por 
K = LKm = LFm 1\ F:n, 
m m 
de modo que F:n = Fm · K, etc. Definindo 
ci> = \li' + ~ = \li . K + ~' 
â~ = â~ +â~, 
as equações de Hamilton (4.169) podem ser escritas como 
4; = â~H, 





Finalmente, tomamos o espaço (R4 E9R8 )E9(R4 E9R8 ) com uma base {E0 , ••. , E3 ; F0 , •.. , F7 ; 
Eb, ... , E~; F~, ... , F.;} com Ea · Fm = Ea · F:n =E~· Fm =E~· F:n_ =O (Va, m). A estrutura 




II=Q+ci> ( 4.185) 
podemos escrever as equações de Hamilton ( 4.177 ,4.183) na forma 
IÍ = âhH, ( 4.186) 
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onde ôh = Ôq + ô~. Em termos dos colchetes de Poisson podemos ainda escrever 
IÍ={H,Il}. ( 4.187) 
Vamos agora estudar algumas propriedades do modelo BZ. Supondo '1/J não-singular, de modo 
que vale a decomposição canônica '1/J = ypR ({3 = 0), obtemos, após separarmos a eq.(4.170) em 
suas partes escalar, bivetor e pseudo-escalar, as seguintes equações: 
p =o, 




Da eq.(4.188) concluímos que pé uma constante, e tomamos p = 1 quando r for identificado 
com tempo próprio. Nesse caso v = x = e0 , e uma vez que a eq.(4.190) implica que 1!" é 
uma combinação linear de {e0 ,e1,e2 }, concluímos que podemos ter soluções da eq.(4.170) para 
as quais v e 1!" não são paralelos. A possibilidade da velocidade e do momentum não serem 
paralelos é uma característica importante da teoria de Dirac, fato este discutido, por exemplo, 
por Hestenes (1990, 1991). 
Assim como na teoria de Dirac, no modelo BZ a massa pode ser identificada com energia 
cinética de rotação. De fato, à partir da eq.( 4.189) segue que 
n . s = 1!" • eo = me, (4.191) 
que é justamente a eq.( 4.150). 
Outra conclusão interessante segue após multiplicarmos a eq.(4.170) pela direita por -J; e 
subtrairmos desta o reverso da eq.( 4.170) multiplicada pela esquerda por 'lj;. O resultado é 
s +v 1\ 1!" =o, 
onde S é o bivetor de spin. Desta expressão segue que 
d 
-(S + x 1\ rr) =ex 1\ (F· v), 
dr 
de modo que no caso livre temos conservação do momentum angular J = x 1\ p + S. 
( 4.192) 
( 4.193) 
Agora, comparando a eq.(4.192) e a eq.(4.84) vemos que o resultado da teoria de Dirac 
reduz-se ao do modelo BZ quando NI-L 1\ '"'II-L = ôi-LMI-L. Por outro lado, comparando a eq.(4.172) 
com a eq.(4.76) concluímos4 que este resultado da teoria de Dirac reduz-se ao do modelo BZ 
quando ôi-LNI-L =O. Logo, o modelo BZ é tal que 
( 4.194) 
Lembrando o significado destas quantidades concluímos que o fluxo líquido de energia-momentum 
e momentum angular através da superfície de um elemento de volume móvel ao longo das linhas 
integrais de velocidade é nulo. Essas condições caracterizam o chamado fluído de Weyssenhof 
4 Lembremos que 11" na eq.(4.172) tem o mesmo significado de p na eq.(4.76). 
68 
(Weyssenhof e Raabe 1947), donde concluímos que um fluido BZ é um exemplo de um fluído de 
Weyssenhof. 
Para o caso de uma partícula livre é fácil resolver o sistema ( 4.170-4.172). Uma solução 
particularmente interessante é a fornecida originalmente por BZ, que em termos da AET escreve-
se 
'1/J = cos mr'ljJ(O) + sin mr/o'I/J(O)to12, ( 4.195) 
onde m é definido pela eq.(4.191). Note que podemos escrever a eq.(4.195) como 
( 4.196) 
onde '1/J±(O) = A±['I/J(O)), sendo A± os projetores de energia positiva e negativa. Essa solução 
fornece uma velocidade tipo tempo no caso em que '1/J(O) é não-singular dada por 
P P v(o) . v=-+ [v(O)- -]cos2mr+ --sm2mr, 
m m 2m 
( 4.197) 
cuja integração fornece uma linha de universo x = x( r) que é uma hélice cilíndrica. Entretanto, 
se tomarmos '1/J(O) como um spinor singular, por exemplo '1/J(O) = !(1 + lw)- que é um spinor 
de Majorana, de acordo com Lounesto (1993) - então para a velocidade obtemos o vetor tipo 
luz dado por (p = mqo) 
v = /o+ /1 cos 2m r+ 1'2 sin 2m r, 
que após uma rotação conveniente pode ser escrito como 
( 4.198) 
( 4.199) 
Neste caso a hélice x = x(r) possui diâmetro igual ao comprimento de onda Compton. Além 
disso, para J = x 1\ p + S obtemos J = !121· É interessante notar que a eq.( 4.199) corresponde 
justamente à conjectura de Hestenes (1990, 1991) acerca da velocidade do elétron dentro da 
interpretação ZBW da MQ (ver eq.(4.155) ). 
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Capítulo 5 
Sobre a Relação entre 
Eletromagnetismo e Mecânica 
Quântica 
5.1 Representação Spinorial das Equações de Maxwell 
Existem na literatura várias formulações independentes das equações de Maxwell em forma 
spinorial. Como exemplo, podemos citar os trabalhos de Majorana (veja Recami, Mignani e 
Baldo 1974, Giannetto 1985), e mais recentemente, os de Sachs (1982), Sallhõfer (1986) e Sri-
vastava (1985). Estes estudos, é claro, são importantes não apenas do ponto de vista matemático, 
mas também do ponto de vista físico pois podem sugerir a possibilidade de alguma relação entre 
eletromagnetismo (EM) e MQ. 
As representações spinoriais das equações de Maxwell referidas acima são encontradas em 
termos de spinores covariantes. Por outro lado, vimos que o espaço vetorial ao qual pertence 
um particular spinor covariante é isomorfo a um ideal de uma particular algebra matricial 
que é, por sua vez, isomorfo ao ideal de uma particular álgebra de Clifford. Segue daí que 
aquelas representações spinoriais das equações de Maxwell podem ser reformuladas em termos 
de spinores algébricos. Se lembrarmos que um ideal à esquerda minimal lp,q de Rp,q é da forma 
lp,q = Rp,qepq, onde epq é um idempotente primitivo de Rp,q, então segue que aquelas diferentes 
representações spinoriais das equações de Maxwell estão relacionadas com diferentes escolhas 
deste idempotente- o que foi mostrado em Rodrigues e de Oliveira (1990). De fato, as equações 
de Maxwell na AET R 1,3 escrevem-se 
âF = J. (5.1) 
Por outro lado, considere os seguintes idempotentes primitivos de R 1,3 :1 e = ~(1 + /o) e e' = 
~(1 + 730). Se multiplicarmos a equação acima pela direita por um destes idempotentes temos 
Ô<p = Ç, onde <p = Fe, Ç = Je, que é uma representação spinorial das equações de Maxwell. O 
uso do idempotente e = ~(1 +lo) leva a uma representação em termos de um spinor de Dirac, 
enquanto o uso do idempotente e= ~(1 + /3o) leva a uma representação em termos de spinores 
1 O idempotente ~(1 + 1'123) também é primitivo, mas a sua consideração não apresenta interesse. 
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de Weyl. O primeiro caso corresponde à representação obtida por Sallhõfer (1986) e o segundo 
à representação de Sachs (1982). Já o caso discutido por Srivastava (1985) envolve a álgebra de 
Majorana R 3 ,1, mas esse fato, é claro, não muda o nosso raciocínio. 
De qualquer maneira, não podemos dizer que estas são representações spinoriais "autênticas". 
Primeiro, embora os idempotentes e = ~(1 +lo) e e' = ~(1 + 130 ) não sejam geometricamente 
equivalentes -isto é, eles não estão relacionados por um elemento do grupo Spin+(1, 3) - eles 
são entretanto algebricamente equivalentes - isto é, eles estão relacionados por um elemento 
do grupo dos elementos inversíveis de R 1 ,3 • Segue que aquelas duas diferentes representações 
são representações algebricamente equivalentes de uma mesma equação, que é {)F = J. Ocorre 
que, embora F E sec f\2(M) C secCfiT(M), ou seja, F(x) é um bivetor e daí um elemento 
da sub-álgebra par Ri 3 , ele não é um spinor. Recordemos que um spinor, embora possa ser 
representado por elem~ntos de Ri 3 , deve ser definido através de uma classe de equivalência, e 
este não é o caso do campo EM. D~ fato, dadas duas bases ~ e ~' geometricamente equivalentes, 
temos para os representantes '1/JE e '1/JE' do spinor 'ljJ que '1/JE' = 'lj;ER; daí, 'I! E = 'lj;EeE transforma-se 
ativamente como WE f-+ 'I!~ = R'I!E = R'lj;EeE = '1/J~,eE'R = 'I!~,R, ou seja, '1!~, = 'iJ!E,fl. Por 
outro lado, o campo F transforma-se ativamente como F f-+ F' = RF R, de modo que 'PE = FeE 
deve se transformar como 'PE f-+ <p~ = R<pER = F' e~. Se tomarmos 'PE f-+ <p~ = R<pE teremos 
<p~ = RFeE = F' ReE = F' e~ R, de modo que não podemos pensar em <p como um spinor que 
representa o campo F. 
Podemos agora nos perguntar se é possível encontrar uma representação spinorial "autêntica" 
para as equações de Maxwell. Nosso objetivo nesta seção é mostrar que isso é possível! Mais 
especificamente, para atingirmos o nosso objetivo devemos provar primeiramente o seguinte 
teorema: 
Teorema: Todo campo eletromagnético F pode ser escrito na forma 
F= '1/J/21~ (5.2) 
onde 'ljJ é um CSDH. 
Uma vez provado este teorema será simples encontrarmos uma representação spinorial para 
as equações de Maxwell. 
Para provarmos este teorema iremos distinguir três casos: (I) F 2 -:f O, (li) F 2 = O, F -:f O, 
(111) F= O. 
(I) F 2 -:f O. Para mostrarmos que todo campo F tal que F 2 -:f O pode ser escrito na forma 
F= '1/J/21~ é preciso usarmos o seguinte teorema (Rainich 1925, Misner e Wheeler 1957), cuja 
demostração exibiremos abaixo (Vaz e Rodrigues 1993): 
Teorema (Rainich-Misner- Wheeler): Seja um campo extremai um campo EM tal que o campo 
elétrico [magnético] é zero e o campo magnético [elétrico] é paralelo à uma dada direção espacial. 
Então, em qualquer ponto do espaço-tempo, qualquer campo EM tal que F 2 -:f O pode ser 
reduzido à um campo extremai através de uma rotação de Lorentz e uma transformação de 
dualidade. 
Seja F= ~FJ.t11 1'J.tv um campo EM. Os invariantes de F são dados por F 2 =F· F+ F 1\ F. 
Em termos da álgebra de Pauli R 3 ,o ~ Rt,3 temos F= E+ iH, onde E = Eicri, H = Hicri, 
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ai = /io, i = a123, que implica em 
F · F = E 2 - H 2 , F 1\ F = i2E · H. 
Considere uma transformação de dualidade do campo F por um ângulo a, ou seja, 
F~----* F'= e"Ysa F= ( cos a)F + 15(sin a)F. 
Note que os invariantes de F mudam perante uma transformação de dualidade. 
de onde obtemos 
Escolhendo a tal que 
F'· F'= cos 2a(F ·F)+ /5 sin2a(F 1\ F), 
F' 1\ F'= cos 2a(F 1\ F)+ 15 sin 2a(F ·F). 
F' 1\ F'= O, 
ou seja, E' · H' = O, temos 
o que implica em 
/5(F 1\ F) 
tan 2a = (F . F) , 










onde os diferentes sinais seguem do fato que ângulos a e a+ 1r correspondem a ( E')2- ( H') 2 < O 
e (E') 2 - (H') 2 > O uma vez que e"Ys7r/2 = 15 transforma um campo elétrico em um magnético 
e VIce-versa. 
Sabemos que uma rotação de Lorentz L pode ser decomposta em uma rotação espacial R 
e um boost B. Por outro lado, sabemos também (Doubrovine et al. 1987) que, se E' · H' = O 
então existe um boost B tal que para F" = BF'B = E"+ iH" temos (a) E" -:f O e H" = O 
se ( E')2 - ( H') 2 > O, (h) E" = O e H" -:f O se ( E') 2 - ( H') 2 < O. Finalmente, através de 
uma rotação espacial R fazemos com que E" ou H" em cada caso acima seja paralelo à uma 
particular direção considerada. Segue portanto que RF"R é um campo extremai Fext· 
Compondo as operações descritas acima temos 
(5.11) 
onde L= RB. Definindo 
f3 =-a, R= l, (5.12) 
e tomando o campo extremai como sendo um campo magnético de intensidade p na direção a3 , 
ou seja, 
Fext = P/21 (5.13) 




'ljJ = ,;pe'Ysf3/2 R, (5.15) 
que é justamente a decomposição canônica de um SDH. Desse modo, provamos que qualquer 
campo F tal que F 2 =f:. O pode ser escrito como F= 'l/J121 {; onde 'ljJ é um SDH não-singular. 
(11) F 2 = O, F =f:. O . Nesse caso temos F· F = O e F 1\ F = O, ou seja, E 2 - H 2 = O e 
E · H = O. É óbvio em função de E · H = O que podemos tomar uma rotação espacial n tal 
que para F'= 'RF'R temos (E')1 = (F')01 =O e (H')1 = (F')23 =O. Da condição E 2 - H 2 =O 
segue que podemos escrever (F')12 = ±(F')02 = 'fJ1 e (F')13 = ±(F')03 = "12, de modo que para 




F= ("11 + /s'TJ2)R2(1 ± 101h21R, (5.17) 
onde tomamos R= R. Lembrando que H1 ± 101) é um idempotente e definindo 
"11 = 'fJ cos r.p, 'f/2 = 'f/ sm r.p, (5.18) 
segue da eq.(5.17) que 
(5.19) 
onde 
/ 2 1 1 ) '1/JM = y'rje'Ys'P R-(1 ± 101) = '1/J-(1 ± 101 , 
2 2 
(5.20) 
o que prova nosso teorema para este caso. 
É fácil ver que a operação de conjugação de carga C corresponde na AET a 
(5.21) 
de modo que o SDH '1/JM pode ser escrito como 
(5.22) 
ou seja, este é um SDH do tipo Majorana (Lounesto 1993). Obviamente '1/JM é singular: 
(5.23) 
(111) F= O . Neste caso queremos encontrar um 'ljJ não-trivial tal que F= 'l/J121{; =O. Logo 
(5.24) 
que é satisfeita se 
(5.25) 
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Segue portanto que 
F = '1/Jw/21 -0w = O, (5.26) 
onde 
1 
'1/Jw = 2 ['1/J ± /5'1/J/21) (5.27) 
é um SDH do tipo Weyl (Lounesto 1993). O operador 3± definido por 
(5.28) 
é o operador de quiralidade [chirality). Obviamente '1/Jw é singular: 
(5.29) 
Logo, com estes resultados provamos que qualquer campo EM pode ser escrito na forma 
F = '1/J/21 -J; onde 'ljJ é um SDH. Com isto podemos representar um campo F através deste 
spinor '1/J, e usando esta representação podemos escrever uma equação para 'ljJ simplesmente 
substituindo F= '1/J/21 -J; na equação de Maxwell &F= J. A equação resultante é, obviamente, 
uma representação spinorial das equações de Maxwell. Fazendo esta substituição obtemos 
(5.30) 
Mas 'I/J121&11 {í; = -(&11 '1/J121 -J;r, e como a reversão não altera escalares e pseudo-escalares, podemos 
reescrever a equação acima como 
- 1 
fl('I/J/21 '1/Jh = 2J, (5.31) 
onde usamos a notação sublinhada para indicar a ação de &11 , ou seja, 
(5.32) 
Note que podemos eliminar o fator~ que multiplica J na eq.(5.31) simplesmente redefinindo '1/J, 
mas como isso não é necessário continuaremos considerando este fator. 
Uma outra maneira, aliás bem conveniente, de reecrevermos a eq.(5.31), consiste em notar-
mos que 
/ 11 (&11 '1/J/21-0)2 = &'1/J/21-J; -!11 (&11'1/J/21-J;)o -!11 (&11 '1/J/21-0)4, 
de modo que definindo os vetores 
~j = (&11'1/J/21-J;)o/ 11 , 
1 -2g = (&11 '1/J/s/21'1/J)o/11 , 
temos 
- 1 






que é a forma procurada. Note que, da definição dos vetores j e g, ou da própria eq.(5.36), 
temos 
1 -28 · j = (D'I/J/211/J)o, 
1 -28 · g = (D'I/J/s/211/J)o. 
Quando o SDH 'ljJ é não-singular a eq.(5.36) pode ser reescrita como 
onde p e (3 são dados por 
e'Ysf3 
81/J/21 = 2p [J + (j +/59)] 1/J, 
P = V('I/J?f)Õ + (1/Jis?f)õ, 







Pode-se mostrar (Vaz e Rodrigues 1993) que esta representação spinorial das equações de 
Maxwell em termos do SDH é completamente equivalente à representação spinorial obtida por 
Campolattaro (1980) em termos do SCD. O detalhe é que os cálculos de Campolattaro, feitos 
com o cálculo spinorial e tensorial usual, envolvem várias páginas, enquanto os nossos cálculos 
envolvem poucas linhas! 
Há ainda uma outra forma de escrevermos a eq.(5.39). Usando a decomposição canônica de 
1/J temos 
8~-t'lj; = ~ [8~-t In pe"~5 f3 + f!~-t] 1/J, 
onde n~-t = 2(8~-tR)R, de modo que 
(8J-t'I/J121?f)o = (f!J-tS'Ij;?f)o = (f!J-tS)opcosf3 + (f!~-tlsS)opsin(3, 
(8~-t'I/Jis/217f)o = (f!~-tlsS'I/J?f)o = (f!~-tlsS)opcosf3- (f!J-tS)opsin(3, 
onde S = ~R121R é o bivetor de spin, de modo que 







5.2 Sobre a Relação entre as Equações de Maxwell e de Dirac 
Consideremos a representação spinorial das equações de Maxwelllivres ( J = 0), ou seja: 
(5.47) 
Vamos procurar agora por uma interpretação do lado direito desta equação. 
Se lembrarmos da discussão feita no capítulo anterior, podemos interpretar o termo n~-t · S 
como medindo a componente da velocidade angular no plano de spin, enquanto o termo ni-L ·( 15S) 
mede a componente da velocidade angular no plano ortogonal ao plano de spin. Por outro lado, 
no capítulo anterior vimos também que P~-t = ni-L · S são as componentes do vetor energia-
momentum, de modo que me= n. s = p. v. É claro que estes foram resultados obtidos dentro 
da teoria de Dirac, mas podemos pensá-los como conjecturas às quais a teoria de Dirac satisfaz. 
A questão aqui, é claro, refere-se à origem da massa. A idéia é, assim como no modelo BZ, 
definir m à partir de me = n · S, e a hipótese consiste em supor m definido desta maneira como 
constante. 
Desse modo, iremos definir m, que iremos supor constante, tal que 
me= n.s, (5.48) 
onde n = vi-Lf!/.L, de modo que 
(5.49) 
De maneira análoga, definimos n, cuja interpretação daremos depois, e que também iremos supor 
constante, tal que 
ne = n · (lsS), 
de modo que 
q = nev = 11-L(QI-L · (lsS)). 
Usando v= R10R = p- 1 '1j;')'o~ temos 
11-L(f!I-L · S)'lj; = mep- 1 '1j;')'o~'lj; = me'lj;')'oe'Y5 f3, 





de modo que, usando estes resultados e explicitando a constante n à partir da definição de S, a 
eq.(5.47) pode ser escrita como 
me a nc a 
8'1j;/2t = T'lj;')'oe'Yw + /sr;'lj;')'oe'Y5 ~-'. (5.54) 
Passaremos agora a estudar esta equação. 
Suponhamos inicialmente que 
n =O, (5.55) 
o que significa que o bivetor velocidade angular possui componentes apenas no plano de spin. 
Esta hipótese, é importante notar, é satisfeita para as soluções partícula livre na teoria de Dirac, 
onde além disto temos n · S constante. Nesse caso, a eq.(5.54) reduz-se a 
(5.56) 
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que é uma equação não-linear do tipo Dirac. De fato, exceto pelo termo e'Ysf3 que introduz 
uma não-linearidade nesta equação, ela reduziria-se à equação de Dirac. Se /3 = O a eq.(5.56) 
reduz-se, obviamente, à EDH, caso este estudado em Vaze Rodrigues (1993d), Vaze Rodrigues 
(1993e), Rodrigues e Vaz (1993a) e Rodrigues, Vaz e Recami (1992). A eq.(5.56) foi proposta 
por Daviau (1993) como uma alternativa à equação de Dirac. Faremos abaixo uma discussão 
mostrando que em certos termos a eq.(5.56) é mais satisfatória que a equação de Dirac. 
Primeiro, notemos que o operador energia-momentum pé dado por 
p 
h= 81/;/21· (5.57) 
De fato, lembrando que 121 faz o papel de i = .J=T na AET e que (Hestenes 1966) 1oâ = âo +V, 
/oP = Po- p, segue da eq.(5.57) que 
Ê'lj; = i1iâo1/J, p'lj; = -iliV'Ij;, (5.58) 
que são as definições usuais dos operadores energia Ê e momentum p. Podemos reescrever, 
portanto, a eq.( 4.56) como 
(5.59) 
de modo que, se 1/J é um auto-spinor de p então a eq.(5.59) implica, após multiplicação pela 
direita por 1/;-1 = -J;( 1/;~)- 1 em 
p = mcv. (5.60) 
Por outro lado, reescrevendo a EDH como 
(5.61) 
no caso de 1/J ser auto-spinor de p temos 
(5.62) 
Como p e v são vetores, a eq.(5.62) implica que f3 =O ou f3 = 71", e nesse caso 
p = ±mcv, (5.63) 
onde o caso f3 = 71" introduz um sinal negativo sem significado físico aparente. Como vemos, 
a EDH requer, para fazer sentido, que f3 = O ou f3 = 71", e nesse último caso surge o problema 
de interpretarmos o sinal negativo - que é o problema da interpretação das soluções de energia 
negativa, que vimos correspondem a f3 = 71". Já a equação não-linear (5.56) não apresenta estes 
problemas pois a relação p = mcv é válida para qualquer /3. 
Outro fato interessante em relação à equação não-linear (5.56) é que o princípio de super-
posição permanece válido desde que as soluções que queremos superpor apresentem o mesmo /3. 
Para entendermos o que isto significa vamos procurar pelas soluções desta equação. Escrevendo 
1/J = e'Ysf312cj> segue da eq.(5.56), supondo f3 constante, que 
(5.64) 
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que é a EDH para </> = vfPR, de modo que estas soluções </> são idênticas às soluções da EDH 
com (3 = O. Logo, temos as seguintes soluções: 
'1/Jr = ..;pe'Ysf3/2e-'Y21mc2t/'h, 




onde o ângulo (3 é qualquer. Uma vez que 75 comuta com 721l é imediato que estas soluções 
são auto-spinores do operador de projeção de spin .E±, assim como as correspondentes soluções 
da EDH, fato este que indicamos pelos índices j e 1. Por outro lado, o mesmo não ocorre em 
relação aos operadores de projeção A±· Nesse caso 
A+( '1/Ju) = [cos2%- /s~sin(3]'1/Ju, 
A_( '1/Ju) = [Js~sin(3 + sin2%]'1/Ju, 
(5.67) 
(5.68) 
de modo que '1/Jr! é auto-spinor de A± apenas quando (3 = O ou (3 = 1r, casos estes em que 
de modo que 
A+( '1/Ju) = { 6,u' 
A_( '1/Ju) = { ?: 
<pf!, 
((3 = O) 
((3 = 7r) ' 
((3 = O) 
((3 = 7r) ' 
'1/Ji+) = vfPe-'Y21mc2t/h, 
'1/J( +) = # 731 e-"121 mc2 t/h, 
'lj;t-) = VP/se-"121 mc2 t/h, 




O fato interessante em relação a estas soluções é que agora a interpretação dos operadores A± 
como projetores de energia positiva e negativa não faz mais sentido. De fato, lembrando a 
expressão para o tensor de Tetrode ( energia-momentum) 
Til= ( â'I/J/21o-01il\ (5.72) 
temos para todas as soluções (5.71) que o traço T = Tj; =Til .,il >O. De fato, 
(5.73) 
e usando a eq.(5.56), 
T = me ( 'l/J-0e-'Ysf3) 
0 
= mcp. (5.74) 
Por outro lado, no caso da teoria de Dirac, o traço do tensor de Tetrode é 
Tnirac = mc('l/J-0\ = mcpcos(3, (5.75) 
78 
de modo que 
TDirac = T COS (3. (5.76) 
Desse modo, todas as soluções (5.71) apresentam energia positiva, e não faz sentido inter-
pretarmos A_ como operador de energia negativa. Podemos pensar, é claro, que a energia-
momentum da teoria não-linear possui uma outra definição diferente daquela do tensor de 
Tetrode, mas esse não é o caso. De fato, escrevendo 1/J = e"Ysf3/2<jy vimos que </J satisfaz a 
EDH, que pode ser obtida da lagrangeana Lnirac' que por sua vez implica no tensor de Tetrode 
Til- = (8h21oh11-h = (81/J/210,(/ryll-}t. Além disso, perderíamos uma interessante interpretação 
que discutiremos agora. 
Vimos na seção anterior que todo campo F pode ser escrito como F = 1/J/21-J;, e que no caso 
F 2 =/:- O isso devia-se ao fato de podermos sempre reduzir F à forma de um campo extremai Fext. 
Desse modo, podemos pensar em 1/J como sendo a "raiz quadrada extremai" de F. Além disso, 
para escrevermos F= 1/J/21-J; tomamos Fext = P/21· Mas, a energia-momentum do campo F é 
dada (Hestenes 1966) por 511- = -!Fell-F, ou 511-v = -!(Fell-Fev)o, de modo que em termos de 
Fext temos 
iJ.V _ 1 ( iJ. 1/) _ 1 ( iJ. 1/) Sext- -2 Fext'Y Fext'Y o- -2 'Y21P'Y "121P'Y o, 
que podemos escrever como 
onde 




pode ser interpretado como a "raiz quadrada extremai" de 511-v. Lembrando que p cos (3 = ( 1j;-J;)0 
podemos escrever ((3 =/:- I, 3;) 
Til- - (1/J~Il-)t 
ext - COS (3 • (5.80) 
Supondo que 1/J satisfaz a EDH segue, a menos das constantes h.c que 
Til- _ ( 81/J'Y21o-J;'Y11-h _ ..!.!:.__ 
ext - COS (3 - COS (3 ' (5.81) 
onde Til- é o tensor de Tetrode, enquanto supondo que 1/J satisfaz a equação não-linear segue que 
e, uma vez que (81/J/210-J;/11-/5)1 = (1j;-J;e--ysf3'YIJ.'Y5h = p(J11-'Y5h =O, temos 
T:Xt = (81/J/21o{;'Y11-)t = Til-. 
(5.82) 
(5.83) 
Desse modo, podemos interpretar o tensor de Tetrode como a "raiz quadrada extremai" do 
tensor energia-momentum eletromagnético. O detalhe é que no caso da teoria linear de Dirac é 
necessário um fator cos(3 na eq.(5.81) tal que cos1r = -1 para as soluções de energia negativa. 
A possibilidade que nos resta para os operadores de projeção A± na teoria não-linear é 
interpretá-los como operador de projeção do tipo partícula (A+) e operador de projeção do tipo 
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anti-partícula (A_ )2 • Daí, o fato do princípio de superposição permanecer válido apenas quando 
as soluções apresentam o mesmo ângulo {3 significa que o princípio de superposição vale para 
partículas e anti-partículas em separado, onde o ângulo {3 = O refere-se a partículas e o ângulo 
{3 = 1r refere-se a anti-partículas. Daí a transformação {3 ~ {3 + 1r pode ser interpretada como 
transformando partículas em anti-partículas e vice-versa. 
O fato de nesta interpretação anti-partículas possuírem energia positiva resolve um antigo 
problema da MQ relativística, uma vez que mesmo anti-partículas devem obviamente possuir 
energia positiva. As soluções com energia negativa são as que apresentam uma fase oposta em 
relação às soluções (5.71) (ou seja, /21 ~ -121 nas eqs.(5.71) ), e satisfazem as equações que 
resultam se, ao invés de supormos a eq.(5.48), tomarmos me= -n · S, e nesse caso estas são as 
soluções que resultam da inversão temporal t ~ -t. 
5.3 Um Modelo "Eletromagnético" dos Léptons 
Como vimos, a equação não-linear (5.56) é sobre muitos aspectos mais satisfatória que a equação 
de Dirac. Dentre outros aspectos, é particularmente notável que enquanto a teoria de Dirac 
para uma partícula livre exige por consistência que {3 = O ou {3 = 1r, na teoria não-linear 
não há tal restrição sobre {3. A condição {3 = O ou {3 = 1r surge dentro da teoria não-linear 
da exigência de '1/J ser auto-spinor dos projetores A±, que identificamos como operadores de 
projeção de partícula e anti-partícula. É claro que a equação não-linear descreve os diferentes 
léptons (elétron, muon, taon e correspondentes anti-partículas) em função de diferentes escolhas 
apropriadas de m (respectivamente me= 0.511 Me V, mJ.L = 105.6 MeV, m7 = 1784.1 MeV), mas 
nesse caso temos uma equação para cada lépton. O que desejamos discutir agora é a possibilidade 
de descrevermos estes léptons como uma mesma equação, no caso a equação não-linear (5.56), 
explorando a liberdade que temos envolvendo o ângulo {3 na teoria não-linear. 
De fato, como a condição {3 = O ou {3 = 1r surge da exigência de '1/J ser auto-spinor de 
A±( '1/J) = 1( '1/J ± iot/Jio), podemos pensar em procurar por um outro operador de projeção que 
implique em diferentes valores para {3, e nesse caso este diferente valor estando associado a um 
diferente lépton. Este outro operador de projeção pode ser definido como 
de modo que 
A+ = A/3=0, A_ = A13=1r· 
É fácil vermos que A13 é um operador de projeção, ou seja, 
A~= A13, 
A13 + A13+1r = 1, 






2 Estas denominações devem ser encaradas com cuidado; não devemos confundir estes operadores com os 
operadores de criação e aniquilação de partículas e anti-partículas das teorias de segunda quantização. 
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A idéia, agora, é que um elétron corresponda ao estado fundamental de um sistema, e que os 
demais léptons possam ser vistos como estados excitados deste sistema. No próximo capítulo 
faremos uma breve discussão acerca da natureza física deste sistema, mas adiantamos que esta 
é uma idéia defendida por autores como Barut (1980), Caldirola (1977,1983) e Sachs (1982). 
Antes de apresentarmos nossas idéias, vamos redefinir as dimensões físicas de certas quan-
tidades uma vez que o valor das constantes físicas será usado em nossas estimativas. Vamos 
estabelecer a seguinte notação: [X] indica a dimensão da grandeza X, L indica unidade de com-
primento, T unidade de tempo, M unidade de massa e Q unidade de carga. Como [F]= QL- 2 
então ao escrevermos F = 'l/J121{; estamos tomando ['lj;] = (QL-2)112. Por outro lado, temos 
usualmente ['l/J] = L-312. Mas [F] = QL- 2 = (QL)L- 3 = QL(MLT-1 )(MLT-1 )-1L-3 = 
Q(ML2T-1)M-1(LT-1)-1L-3. Como [e]= Q, [n] = ML2T- 1 , [m] = M, [c]= LT-t, então se 




Reescrevendo as equações de Maxwell em unidades gaussianas, ou seja, 









A única diferença em relação ao nosso procedimento anterior é que em lugar de J temos agora 
:r;::J. Sendo assim, temos à partir da eq.(5.46) e usando as eq.(5.52,5.53), 
(5.92) 
Procedendo de maneira análoga à seção anterior, vamos escrever 
(5.93) 
onde 4> = y'PR. Supondo f3 constante, segue que 
(5.94) 
e, ao contrário do caso livre, o fator e-rsf3 não é fatorado completamente. Supondo que J consiste 




3 Note que estamos interpretando a quantidade (eh/2mc)'I/J-y21 -(fi como campo eletromagnético, ao invés de 
densidade de momento eletromagnético. A constante 471' aparece por usarmos unidades gaussianas. 
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Se supusermos ainda que 
Je = eqe</>ioJ, 
Jm = eqm<l>foJ, 
(5.97) 
(5.98) 
onde qe denota carga elétrica e qm carga magnética ( monopolar), então, após substituirmos as 
eq.(5.97,5.98) na eq.(5.96), obtemos 
Me Ne 
ô</>121 = r;-ho + /5 r;:ho, (5.99) 
que é uma equação análoga à eq.(5.54) ou eq.(5.64) para uma partícula de massa M, onde 




Por outro lado, vimos que para as soluções livres temos n = O (não há projeção da velocidade 
angular n no plano ortogonal ao plano de spin). A quantidade N relaciona-se com a projeção 
de uma nova velocidade angular n' neste plano ortogonal ao plano de spin, e desejamos agora 
encontrar soluções tais que N = O, de modo que a eq.(5.99) reduz-se a 
(5.102) 
que é a eq.(5.64) para uma partícula de massa M. Nesse caso teríamos que</> satisfaz EDH com 
f3 = O e as soluções 'ljJ seriam da forma (5.65,5.66), com a diferença que agora f3 deve satisfazer 
a eq.(5.101) com N =O. Se supormos que, além de N =O, temos n =O e qe =O, devemos ter 
qm cosf3 =O. (5.103) 
Se qm = O então f3 é qualquer, e caímos no caso estudado na seção anterior. Entretanto, se 
qm f= O, devemos ter 
f3 f3 - ~ 311" cos = o =* - 2 ' 2 . (5.104) 
Supondo 
qm = gsinf3, (5.105) 
onde g é a carga magnética monopolar, então substituindo a eq.(5.105) na eq.(5.100) com f3 = ~ 
ou f3 = 3; temos 
g 
M = m + m-. (5.106) 
e 
Agora, a condição de quantização de Dirac é 
e'g k 
fie - 2, ( k inteiro) (5.107) 
onde e' denota a carga elétrica elementar. Usualmente tomamos e' = e, onde e denota a carga 
do elétron. Entretanto, atualmente acredita-se que hajam cargas elétricas com valores que são 
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frações da carga do elétron, no caso as cargas elétricas dos quarks, e as frações no caso são 1/3 
e 2/3. Sendo assim, a carga elétrica elementar deve ser tomada como 
I 1 
e = 3e, (5.108) 
que seria a carga elétrica dos quarks denominados down ( d ), strange ( s) e bottom (h) (e respec-
tivos anti-quarks). A condição de quantização de Dirac pode ser reescrita, portanto, como 
3 
g = -ek, (kinteiro), 
2a 
onde a = ~: é a constante de estrutura fina. Tomando k = 1 temos 







ou, introduzindo valores numéricos 1/a = 137.036, m = 0.51099 MeV (Particle Data Group 
1988), 
M = 206.55m = 105.5MeV, 
que é, com boa aproximação, o valor da massa do múon. 
Sendo assim, com j3 = I ou j3 = 321!" temos as seguintes soluções: 
1f)i+) = y'Pe'Ys7r/4e--·mMc2t/h, 
1f)(+) = y'Pe'Ys7r/4131e-'Y21Mc
2t/'n, 





onde as soluções com índice ( +) são auto-spinores de Af3=1J; e as soluções com índice (-) são 
auto-spinores de A13_3,., ou seja, -2 
A (.,,( + )) .,,( +) /3=~ '~-'il = '~-'il ' 
AfJ= 3271"(1f)i!)) = 1f)i!)· 
(5.114) 
(5.115) 
Desse modo, podemos tomar os projetores A13 com valores apropriados de j3 como projetores 
de elétron, pósitron, múon e anti-múon, ou seja, 
(5.116) 
(5.117) 
Nesse momento, a pergunta que naturalmente se coloca é se esse esquema é capaz de fornecer 
o espectro de massa dos demais léptons, ou seja, do táon e de outros talvez ainda desconhecidos. 
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Na verdade, isto é possível, mas através de hipóteses ad hoc, pelo menos no presente estágio. 
Das hipóteses possíveis, uma é capaz de reproduzir o espectro de massas de acordo com uma 
fórmula obtida por Barut (1980). Se reproduzirmos o esquema acima, mas agora considerando 
m dado por me = n · S como a massa do múon ao invés do elétron, obteríamos a seguinte 
expressão paraM, em analogia com a eq.(5.106): 
M = (1 + 2_) m + mg_, 
2a e 
e supondo na eq.(5.109) que k = 24 = 16, temos 
M = (1 + 2:) m + 2:2
4
m = (1 + 17 2:) m = 3845m = 1785MeV, 
que é uma boa aproximação para a massa do táon. A hipótese 
k = p\ (p inteiro), 
repetindo o mesmo argumento, leva ao espectro 







onde Mo = me, M1 = miL, M2 = m7 • A massa M3 = 20090m = 10291MeV seria a massa de 




Seria um tanto inapropriado, acreditamos, intitular "conclusões" ao que discutiremos agora. E 
claro que existem conclusões a serem apresentadas neste trabalho, mas nos parece que existem 
mais questões a serem estudadas à partir deste ponto do que questões fechadas, e estas questões 
em aberto constituem-se em um material para muitos estudos posteriores. 
O que discutimos neste trabalho mostra o quão poderosa é a linguagem das álgebras de Clif-
ford. O primeiro exemplo disto foi a formulação lagrangeana que apresentamos, particularmente 
em relação aos campos multivetoriais. Um exemplo da simplicidade do formalismo do fibrado 
de Clifford é que a construção do "jet bundle" (Hermann 1970) é completamente desnecessária, 
e toda a formulação lagrangeana pode ser desenvolvida inteiramente, e de maneira mais geral, 
no fibrado de Clifford. Nesse ponto a expressão para as equações de Euler-Lagrange é partic-
ularmente simples e elegante, inclusive podendo ser escrita em uma forma que independe da 
graduação dos multivetores. A generalidade deste formalismo é evidente, mesmo no caso de 
partículas, como mostra a sua aplicação à chamada mecânica pseudo-clássica (Lasenby et al. 
1992). A formulação hamiltoniana é igualmente simples e elegante, e sua aplicação ao modelo 
BZ acreditamos que exemplifica isto muito bem - aliás, também neste caso não são necessárias 
construções adicionais. O melhor exemplo, entretanto, do poder de síntese das álgebras de 
Clifford, no caso a AET, encontra-se na expressão que as equações de Maxwell assumem neste 
formalismo, ou seja, ôF = J. Não menos importante e simples é a formulação da teoria de Dirac 
na AET. No caso da teoria de Dirac, porém, o que mais nos chama a atenção é o seu aspecto 
geométrico, evidenciado através da AET e escondido na formulação usual. Neste ponto é im-
portante observar que não apenas a teoria de Dirac tem seu aspecto geométrico revelado através 
da AET mas também o modelo de Weinberg-Salam, como mostrou Boudet (1993). No modelo 
de Boudet a parte SU(2) do grupo SU(2)0U(1) é interpretado como o grupo de rotações de um 
espaço tridimensional efetivo ortogonal em cado ponto do espaço-tempo a um vetor tipo-tempo, 
enquanto a parte U(1) relaciona-se com as rotações de um plano espacial sobre ele mesmo, assim 
como na teoria de Dirac no qual este plano é o plano de spin. 
Ainda em relação à teoria de Dirac, o uso da AET nos permitiu chegar ao intrigante resultado 
me= f!· S, o qual possui um papel central na nossa discussão sobre a relação entre EM e MQ. 
Lembrando que a expressão acima para a massa sugere sua origem relacionada à uma rotação 
e que o uso deste resultado com as equações de Maxwell do eletromagnetismo livre nos leva a 
uma equação similar à de Dirac, e a princípio mais satisfatória, é oportuno nesse momento citar 
Lorentz (1915), que em seu livro "The Theory of Electrons", escreveu: Something invisible is 
rotating when we have a magnetic field. 
Embora a relação entre eletromagnetismo e matéria tenha sido alvo de muitos estudos, não 
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é do nosso conhecimento nenhum trabalho que tenha exibido tão íntima relação entre eles como 
o nosso. De fato, o EM e a MQ aparecem como uma teoria já unificada [already unified theory]. 
De fato, no trabalho de Misner e Wheeler (1957) apresenta-se o EM e a gravitação como uma 
teoria já unificada, onde o campo eletromagnético extremai faz o papel de uma raiz quadrada 
"de Maxwell" do tensor de curvatura de Ricci. Nós mostramos neste trabalho que o SDH faz o 
papel de uma raiz quadrada "de Dirac" do campo eletromagnético. Do mesmo modo, o tensor 
de Tetrode é uma raiz quadrada "de Dirac" do tensor energia-momentum eletromagnético, e 
daí podemos introduzir a massa à. partir da densidade de energia-momentum própria, ou seja, 
me = p ·v = f!· S, com pp = vJ.tT11-v "/v, onde T~-Lv é o tensor de Tetrode. As teorias que aparecem 
já unificadas, entretanto, são as de Maxwell e a de Dirac não-linear, a qual coincide com a 
teoria linear quando o ângulo de Takabayasi é nulo. A teoria não-linear, porém, nos parece 
mais satisfatória. Por outro lado, é possível "linearizarmos" esta teoria tomando, ao invés de 
me= f!· S, a relação M c= f!· S com M = c;::,/3" Nesse caso a equação não-linear reduziria-se à. 
de Dirac e por consistência deveríamos ter f3 = O ou f3 = 1r. É interessante notar que a relação 
M = c;::,f3 pode ser reescrita como M = mJ1 +~(fora um sinal negativo quando f3 estiver no 
segundo ou terceiro quadrantes), onde a e w são os invariantes da teoria de Dirac. Esta última 
expressão para M é justamente a de de Broglie-Vigier para a massa variável M dentro da teoria 
de de Broglie (1960) da MQ. É interessante notarmos também que os nossos resultados mais 
os de Misner e Wheeler permitem interpretarmos a amplitude do SDH como a raiz quarta "de 
Dirac" da curvatura de Ricci. 
Embora possamos deste modo estabelecer uma equivalência entre as equações de Maxwell 
e de Dirac - como estudado em Vaz e Rodrigues (1993d, 1993e), Rodrigues e Vaz (1993a), 
Rodrigues, Vaz e Recami (1992) - nos parece mais interessante estabelecer esta equivalência 
entre as equações de Maxwell e a não-linear de Dirac proposta originalmente por Daviau (1993). 
Como vimos, esta equação não-linear possui propriedades mais satisfatórias, mas além disto 
pudemos dentro deste esquema descrever tanto o elétron como o múon. Foi necessário, é claro, 
supor a existência de uma corrente magnética monopolar "interna", mas é preciso lembrar que 
existem evidências (Akers 1990) de que os quarks devem carregar uma carga magnética. É 
verdade que não temos no presente uma justificativa para a origem desta corrente magnética, o 
que se deve ao fato de não termos um modelo para o múon. O modelo que parece se encaixar 
melhor no nosso esquema é tomar o múon como um estado excitado de um sistema e-(e+e-), 
como suposto por Sachs (1982). Barut (1980) supôs o múon, assim como os demais léptons, 
como estados excitados do sistema e-(vv), o que se encaixa no nosso modelo se pensarmos em 
um monopólo magnético como constituído de pares neutrino-antineutrino, como pensa Lochak 
(1985). O modelo de Sachs (excitação quadrupolar de pares elétron-pósitron) permite inclusive 
prever um tempo de vida médio para o múon em bom acordo com os dados experimentais. O 
fato concreto é que este é um problema completamente em aberto, o qual se fizer sentido é um 
problema realmente fundamental da física. 
Outro problema importante que devemos considerar é como generalizar essa equivalência 
entre as equações de Maxwell e de Dirac para os casos com interações. Existem ao menos duas 
possibilidades neste sentido. A primeira é tomarmos não o eletromagnetismo de Maxwell mas 
sim o eletromagnetismo não-linear de Dirac (1951). De fato, à. partir de uma generalização 
da eletrodinâmica não-linear de Dirac proposta por Rodrigues, Vaz e Recami (1993) pode-se 
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construir um modelo puramente eletromagnético do elétron, onde a massa tem origem eletro-
magnética como energia do campo e o spin é o momentum angular do campo eletromagnético. 
A equação da eletrodinâmica não-linear de Dirac é âF = ÀA, que é uma equação do tipo Proca 
com a diferença que À é um campo, ou seja, À = À( x ). Se tomarmos À( x) = 3~cP( x) é fácil 
ver que a representação spinorial de âF = J com J = ÀA reduz-se, com as hipóteses já discuti-
das, à equação de Dirac com acoplamento minimal com o potencial eletromagnético A. Outra 
possibilidade é generalizar nossa teoria como uma teoria já unificada. Em outras palavras, se 
generalizarmos a teoria já unificada de Misner e Wheeler para casos com fontes podemos esperar 
que o nosso esquema possa também ser generalizado. Agora, Hammon (1990) mostrou que tal 
generalização é possível desde que utilizemos não o fibrado principal dos referênciais ortonormais 
[frame bundle] mas sim um fibrado onde os bivetores substituem os vetores, o "biframe bundle". 
Finalmente, a teoria que apresentamos do SDH também abre caminhos para novos estudos, 
além de resolver problemas que estavam em aberto por muito tempo. É bem provável que estes 
estudos tenham grande importância, por exemplo, em supersimetria. 
O fato mais importante deste trabalho, porém, e que pode ser considerado uma conclusão, 
é que há muito ainda a ser feito nesta área de importância cada vez mais crescente. 
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