We describe a detection system designed for precise measurements of angular correlations in neutron β decay. The system is based on thick, large area, highly segmented silicon detectors developed in collaboration with Micron Semiconductor, Ltd. The prototype system meets specifications for β electron detection with energy thresholds below 10 keV, energy resolution of ∼3 keV FWHM, and rise time of ∼50 ns with 19 of the 127 detector pixels instrumented. Using ultracold neutrons at the Los Alamos Neutron Science Center, we have demonstrated the coincident detection of β particles and recoil protons from neutron β decay. The fully instrumented detection system will be implemented in the UCNB and Nab experiments, to determine the neutron β decay parameters B, a, and b.
Introduction
Precise determination of neutron β decay observables allows for tests of our understanding of the electroweak interaction and searches for physics beyond the Standard Model of particle physics [1] [2] [3] [4] [5] [6] [7] [8] . There are several ongoing efforts to measure precisely the lifetime [9] [10] [11] [12] [13] [14] [15] , which, along with a measurement of the beta-asymmetry [16] [17] [18] [19] or the β-neutrino correlation [20] [21] [22] , can be used to test the unitarity of the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix. The neutrino asymmetry [23] [24] [25] [26] and the Fierz interference term (not yet directly measured in neutron decay) can be used in searches for scalar and tensor currents beyond the Standard Model [27] [28] [29] [30] [31] [32] . The neutrino asymmetry is also particularly sensitive to righthanded weak currents [33, 34] .
Advances in detector technology are needed to improve the precision of β-decay correlations. Recoil protons have a maximum initial energy of 751 eV and therefore require an accelerating potential to be detected. Previous experiments in neutron beta decay have used a variety of instruments to detect the accelerated protons including CH 4 -filled proportional counters [35] , photomultipliers with thin scintillating layers of CsI(TI) [36] or NaI(TI) [37] , microchannel plates [23, 38, 39] , silicon PIN diodes [40] , conversion foils which eject secondary electrons [25, [41] [42] [43] , Avalanche Photodiodes [44] , silicon drift detectors [21] , and silicon surface barrier detectors [20, [45] [46] [47] [48] [49] . Multipixel silicon PIN diodes have been used for precision β spectroscopy in tritium decay in the KATRIN experiment [50] .
The UCNB and Nab collaborations have developed a detection system which represents a significant improvement over prior approaches. Coincident detection of electrons and recoil protons by this detector system presents a significant challenge. General requirements for detection of protons include very low noise and a thin entrance window in addition to the accelerating potential. To accurately determine the electron energy, the detector must have sufficient thickness to fully stop the electron and a thin dead layer to limit the corrections needed for energy loss and backscattering.
UCNB and Nab have additional requirements specific to their experimental geometries. The detectors have a large area to increase the total decay rate measured and allow for the magnetic field expansion in the spectrometer, which suppresses backscattering by longitudinalizing the charged particles' momenta. In both experiments, backscattered electrons will be guided by the magnetic field to be detected in the same or neighboring pixel in the original detector or a corresponding pixel in the opposing detector. Backscatters to different pixels are identified by their delayed timing relative to the original hit. Depending on the relative signal amplitudes and signal to background, backscattering to the same pixel can be recognized with time resolution much better than the signal rise time from the shape of the waveform rising edge. Backscattered protons do not deposit enough energy to be detected and are treated as an inefficiency. In UCNB, identifying which detector event occurred first is necessary for determining the original direction of the electron. Fast timing is required as the electron traverses the UCNB spectrometer in ∼15 ns.
Nab also requires fast and stable timing to accurately determine the proton time of flight (TOF), with the detected electron serving as the "start" for the TOF measurement. Furthermore, given the asymmetrical acceleration potentials applied to the Nab detectors, the bounce history of backscattered electrons must be well understood in order to correctly reconstruct the full beta energy. In the planned follow-up experiments to Nab which utilize polarized neutrons, abBA and PANDA, fast timing is also required to determine the initial emission directions of the electron.
In section 2 we describe the principles of the two experiments, UCNB and Nab, and how the correlations are determined from the data. Section 3 presents an overview of the detection system including the silicon detector, preamplifier electronics, and data acquisition. Section 4 reviews the mounting system which enables high voltage operation of the detector in the spectrometer. Finally, the performance of the detection system including the demonstration of electron-proton coincidences in neutron decay is detailed in section 5.
Experiment overview
The experimental approaches for the UCNB and Nab experiments are described in Refs. [26, 51, 52] and Refs. [22, [53] [54] [55] , respectively, and are summarized here. UCNB aims to measure the antineutrino asymmetry B between the neutron spin and the emitted antineutrino momentum with better than 0.1% precision. The experiment is designed to utilize polarized ultracold neutrons (UCN) at the Los Alamos Neutron Science Center (LANSCE) UCN facility [56] . Nab's goal is to measure the correlation between the electron and antineutrino with precision ∆a/a ∼ 1×10 −3 , and the Fierz interference term with precision ∆b ∼ 3 × 10 −3 using an unpolarized cold neutron beam at the Fundamental Neutron Physics Beam at the Spallation Neutron Source at Oak Ridge National Laboratory.
In both experiments, the information about the neutrino direction/momentum is determined from the proton and electron directions/momenta. The UCNB experiment is performed using a modified version of the UCNA apparatus ( Fig. 1 ) [57] . Polarized UCNs are partially bottled by the material potential of a 3 m long, 12.7 cm diameter, diamond-like carbon-coated copper guide located inside the 1 T superconducting spectrometer (SCS) magnet, with identical detectors at either end. UCNA used thin Becoated Mylar foils at the end of the guide to completely bottle UCN while permitting electrons to pass through. UCNB instead uses copper end caps with 3.8 cm diameter central holes to allow the < 800 eV protons that are within the viewing area of the detector to escape, while still partially bottling UCN. A TPX Polymethylpentene 1 tube is installed between the decay trap and the detection system. The TPX tube absorbs UCN and reduces decays in the magnetic field expansion region. The detectors are located in the homogeneous 0.6 T region after the magnetic field expansion. In the final implementation of the UCNB geometry, the TPX tube will be replaced by an electrode assembly with a UCN absorbing coating to shape the electric fields.
Charged particles from the decay of the polarized UCN are guided by the magnetic field to one of the two detectors. Using same-side coincidences, the asymmetry B exp can be constructed,
where N βp is the number of β particles and protons emitted in the positive or negative (relative to neutron spin) direction. This experimental asymmetry is a function of the neutrino and beta asymmeries and the beta neutrino correlation, B, A, and a, respectvely, and given the current precision of the beta asymmetry and beta neutrino correlation, can be used to extract B at the 0.1% level [25] . Both detection systems are biased to −30 kV to accelerate the protons with enough energy to be detected, while the UCN decay trap is electrically grounded. A modified version of the UCNB geometry dedicated to measurements of the spin-averaged electron spectrum is also under development.
The Nab spectrometer has an asymmetric magnetic field configuration with respect to the decay volume, with a short and long flight path from the cold neutron beam at 2 T to the two detection systems placed at 1 T after the field expansion (Fig. 2) . The magnetic filter before the long flight path has a peak magnetic field of 4 T to accept only protons with small angle between their momentum and the magnetic field. Thanks to conservation of momentum, the angle θ eν between the electron and the antineutrino depends only on the proton momentum p p and the electron energy E e , and to a good approximation the electron and antineutrino momenta p e and p ν depend only on the electron energy. The correlation a can therefore be taken from the slope in the proton momentum distribution P (p 2 p ),
The detector after the long flight path will be biased to −30 kV to detect protons, while the short flight path detector will be biased to −1 kV to suppress reflections of downward-going protons from the lower detector. The proton momentum will be determined from the time of flight t p across the 5 m distance, which uses the magnetic field expansion to longitudinalize the momentum, and electrons will be detected in both detectors. The a correlation The Nab spectrometer utilizes an asymmetric configuration to determine the proton momentum from the time of flight to the upper detector and the electron energy in either detector, with a magnetic filter that permits only upward-going protons. The on-axis magnetic field along the length of the spectrometer is also shown.
is then determined from the slopes of the t −2 p distributions at constant β energy. An alternate configuration will be used for a measurement of the Fierz term, b. As the proton momentum is not needed, the short flight path detector will be biased to −30 kV and the long flight path detector biased to +1 kV to reflect upward-going protons back to the lower detector, to improve the measured decay rate.
Detection system
At the heart of the detection system are 1.5 to 2 mm thick, highly segmented silicon detectors, with active area diameter of 11.5 cm, and thin front dead layer, developed in collaboration with Micron Semiconductor, Ltd. [58] The detector is an n-type on n-type design. The front junction for the active area is created by a shallow boron implant to give a reduced dead layer, while the periphery has a deep implant to ensure good contact (see Fig. 2 in Ref. [59] ). The junction face is metallized with a 300 nm thick, square aluminum grid to improve charge collection. The grid covers 0.4% of the surface area of the detector. The ohmic side is created by a phosphorus implant and is divided into 127 hexagonal pixels of 70 mm 2 area plus an outer ring of partial pixels. The contacts are hexagonal pads separated by 100 µm gaps, so that there is no dead space between pixels, and all charge is fully collected. The ohmic side is mounted directly to a ceramic interface with ultrasonic wire bonded contacts to each of the pixel faces and to the junction-side detector bias and guard rings.
Two detectors, one 0.5 mm and one 1 mm thick, were characterized using the central detector pixel at the proton accelerator at Triangle Universities Nuclear Laboratory as described in Ref. [59] and key results are summarized here. The rectifying junction on the front face of the detector creates a dead layer through which charged particles must pass to be detected. This was measured to be ∼100 nm silicon equivalent using a proton and deuteron beam. A noise threshold of 6 keV and energy resolution of 3 keV FWHM were measured. Protons were distinguished from noise with accelerating voltages as low as 15 kV. The detected energy after the deadlayer for these protons was about 9 keV. The detector exceeds the requirements for detecting protons accelerated to 30 keV, which deposit <20 keV of energy after traversing the dead layer.
Subsequently, a high gain, compact, 24 channel preamplification system with 20 ns timing was developed to read the central 19 pixels, plus 4 channels of ganged pixels and one channel reserved for a pulser input (Fig. 3) . The ganged pixels suffered from too great a capacitance mismatch with the electronics and were too noisy to be useful for proton detection. The effect of the capacitance mismatch was later confirmed qualitatively using a pulser circuit input to the electronics with the detector represented by a capacitor. The preamplifier assembly was based on the electronics chain described in Ref. [59] . The assembly is compact due to the size constraints for installation in the spectrometer.
The preamplifier is divided into two subsystems (Fig. 4) . The FET subsystem contains the low noise FETs and feedback loop and resides in vacuum immediately behind the detector. It consists of 3 parallel boards of 8 channels which mount to the detector through plastic multi-pin socket connectors. For the fully instrumented geometry, the frontend electronics will instead be connected to the detector through pogo-pin connectors, similar to the KA-TRIN scheme [50] . The FET volume is housed between the ∼100 K detector and the room temperature feedthrough to the second subsystem, requiring long (∼11.5 cm) FET boards to accommodate the large temperature gradient. To improve cooling of the BF862 n-JFETs, the FET board is thermally anchored to the liquid nitrogen cooled copper can surrounding the assembly, which cools the detector.
The amplifier subsystem contains the later gain stages and resides in air. The temperature of this subsystem is maintained at room temperature by forced dry nitrogen gas flow. It consists of 4 parallel boards of 6 channels. Each channel is integrated by an AD8011 op-amp based circuit followed by two stages of low-noise, low-distortion AD8099 op-amps, for a total amplifier gain of 80 mV/fC. The preamp saturates at voltages corresponding to about 600 keV energy deposition, below the β endpoint. This gain setting is higher than that planned for the actual experiment, but was selected to improve the discrimination of < 20 keV protons. The outputs can be taken as fast signals or passed (jumper selectable) to a shaping circuit. Improvements to the electronics from Ref. [59] include filtering on the final amplifier stage to reduce pickup, reduced negative feedback in the first amplifier stage to improve the rise time, increased FET drain resistance/voltage to reduce Johnson noise, and low dropout regulators to reduce power consumption. The preamplifier is powered by +12 V and ±6 V outputs from a Keysight N6700B mainframe with a N6733B 20V 2.5A and two N6732B 8V 6.25A power modules, respectively.
The preamplifier outputs drive 50 Ohm single-ended signals over coaxial cables to the data acquisition system (DAQ) inputs. The DAQ was based on the National Instruments 250 MHz 14 bit PXIe-5171R digitizers [60] using custom FPGA firmware developed specifically for this application. The NI PXIe-8135 controller acted as the DAQ computer, installed in the NI PXIe-1062Q chassis, which, in turn, was housed inside the high voltage safety enclosure. Fiber optic links were used to communicate with the biased components.
Mounting System
The prototype detector mount assembly (Fig. 5) ensures stable and consistent operation at −30 kV bias and magnetic field of 0.6 T, and limits Penning traps to minimize possibility of damage to the detector or electronics from electrical breakdown. It consists of a 16.5 in. conflat flange which mounts directly to either end of the SCS. The outer flange adapts to a re-entrant, 9.1 in. O.D., 55 kV rated CeramTec isolator brazed to Kovar, which is welded to a two-stage stainless steel tube. The length was selected to position the detector in the magnetic field expansion region of the UCNB spectrometer. The outer stage contains electrical components that are maintained at room temperature and pressure, and is separated by a vacuum feedthrough from the inner stage. Inside the inner stage is the concentric copper can that is hard-soldered to liquid nitrogen cooling lines that feed through from the outer stage. This section includes all electronics components which reside in the main spectrometer vacuum. The silicon detector's ceramic interface is mounted at the front face of the copper can and is cooled directly by it.
A stainless steel cover surrounds the inner stage to provide the polished surface of the high voltage electrode. The front face of the cover has a 5 cm diameter window for charged particles to reach the detector. A ground electrode is situated 10 cm upstream, between the mount and the UCN decay trap. A TPX tube between the ground electrode and the decay trap increases the chance that UCNs that escape the decay trap are absorbed and do not decay in the magnetic field expansion region. The detector mount beyond the ceramic isolator is maintained at -30 kV high voltage during operation. The nitrogen cooling lines are vacuum jacketed through both stages, and separated by a G10 high voltage break at the ceramic isolator region from the lines to the liquid nitrogen dewar.
The system is cooled to reduce the detector leakage current, and to reduce the FET noise. The effect of temperature on the leakage current is discussed in Section 5.4. The cooling requirement was investigated using Lakeshore DT-670 calibrated silicon diode sensors. Outside of the vacuum, the heat load from the preamplifier electronics is about 5 W per board. The outside section is maintained near room temperature by flowing cool, dry nitrogen gas during operation. The heat load from the FET assembly was measured to be about 200 mW per board. From finite element simulations, the heat load conducted through the copper ground plane of the FET cards from the room temperature feedthroughs is estimated to be the dominant contribution, of about 2 W per board, or 6 W total for the prototype, and an expected 30 W for the fully instrumented system.
In the Nab spectrometer, the detector will be surrounded by a cooled electrode, and surfaces outside with direct view on the detector will be at least as cold as the detector. The detector as installed in the prototype mount for this cooling study instead viewed the room temperature test chamber and cooled electrode cap. The ceramic backing of the detector reached an equilibrium temperature of about 175 K at the detector center during normal operation, with a 5 K temperature gradient to the (cooled) detector edge. The FET itself reached an ultimate temperature of 185 K. The temperatures of the FET board at the mid point (near thermal anchor) and feedthrough (warm side) reached 200 K and 220 K, respectively. From observation of the noise floor as cooling to the detection system is halted, it is expected that performance of the detection system should improve further with colder operation. The fully instrumented system is designed to achieve a detector temperature of 110 K.
The stability of high voltage was significantly improved by surrounding the biased part of the electrode up to the ceramic isolator with a Mylar sheet, thus preventing electrical breakdown at the ceramic weld. Moisture buildup on the G10 nitrogen lines during detector cooling cycles was one of the primary remaining causes of high voltage breakdown. This was alleviated by surrounding those sections with larger diameter G10 tubes and blowing dry nitrogen gas through them. The high voltage assembly has maintained stable operation with magnetic fields up to 0.6 T at the detector and −30 kV bias with no high voltage-related damage to the detector or electronics.
Electronics cabling and power were routed out of the detector mount through a 5 cm diameter copper tube inside a thick-walled PVC pipe to a separate high voltage safety box containing the DAQ. The copper tube was electrically connected to the electrode assembly beyond the ceramic isolator and the interior of the high voltage safety box. The high voltage was supplied by a Matsusada Precision EQ-30N1 −30 kV supply through a Cableform CJG 100 MOhm resistor to the copper tube. The DAQ box consisted of an outer aluminum frame lined internally with 1.25 cm of polyethylene and polycarbonate sheets, with 1.25 cm diameter vent holes in the top and bottom plates for cooling using external fans. The sheets were fastened to the outer frame with nylon bolts covered by extra layer of 1.25 cm thick polyethylene. A Stangenes 1 kVA, 50 kV isolation transformer provided power to components inside the box. The electronics resided within an internal frame of 5 cm diameter copper piping for protection from high voltage arcing.
The DAQ box also served the function of an installa- tion cart for the detector mount, and was mounted to the spectrometer during operation. The magnetic field at the location of the DAQ box ranged from 0.01-0.1 T when the spectrometer was operated at full field, which caused occasional performance problems with some hardware. An independent DAQ box will be developed to move the electronics further outside the field in Nab and UCNB.
Detector Performance
The detection system characteristics were evaluated using pulsers and sealed conversion electron and X-ray sources. Electron-proton coincidences were measured from UCN β decay. The 1.5 mm thick detectors were used in the measurements reported here.
Rise time
The signal rise time of the preamplifier electronics alone, defined as the time for the waveform amplitude to change from 10% to 90%, was measured to be 20 ns under ideal, test-bench conditions. The average rise time of signals from the full detection system was measured to be ∼50 ns using conversion electron sources. The measured rise time agrees reasonably with a pulse rise time estimated by modeling the charge collection time in the silicon detector using a parallel plate geometry [61] , which depends on the detector thickness/capacitance, bias voltage, and temperature (through the electron/hole mobilities [62] ) (Fig. 6 ).
Linearity
The silicon detector is expected to be highly linear [63] . The linearity of the preamplifier electronics and data acquisition was measured by sending a square wave pulse through a high pass filter into the FET board at room temperature. For each input amplitude, 10 6 output waveforms were collected. The waveforms were shifted to a common start time defined from the rising edge (to within a tenth of a clock tick), resulting in a distribution of pulse shapes. An average waveform for each input amplitude was produced by taking the mean of a fit of the distribution at each partial clock tick to a Gaussian. Slight variations in the pulse shape were observed for each amplitude, due to ringing from the square wave pulser.
To extract the pulse amplitude more accurately, the average waveform from each set was normalized by amplitude as determined from a fit to a semi-gaussian CR-RC n shaper [61] ,
where V (t) is the amplitude at sample t, τ is the shaping time, and n is the number of integrators. The set of averages obtained after normalization were subsequently summed and averaged to produce a single average pulse shape. Waveforms beyond the saturation point for the preamp were not included in this average. The average waveforms for each amplitude were then fit to this pulse shape. The pulses appeared to be uniform with amplitude: the maximum residuals from the fit to the average for each amplitude were up to 2-3% due to the ringing effect and < 1% otherwise. The extracted amplitudes are plotted against the corresponding input amplitude of the function generator in Fig. 7 . Two data sets were taken at each input amplitude to explore the uncertainty due to the ringing. The nonlinearity is less than 0.3% for amplitudes below preamp saturation. Beyond the saturation point, the nonlinearity was as high as 3.5%, due to poor fit of the distorted pulse shapes. The linearity of the fully instrumented system will ultimately be characterized using calibration sources.
Electronic noise analysis
The detected energy threshold was determined to be about 8 keV for most channels. The 10.6 keV X-ray from 207 Bi can be clearly seen in the energy spectrum shown in Fig. 8 , where the amplitude is reduced due to the trigger efficiency. The threshold is not represented as a hard cutoff due to the imperfect filter response at low signal to noise, resulting in a gradual decrease in trigger efficiency. The trigger efficiency as a function of energy of the final detection system will be studied using a proton source.
The sensitivity to noise was studied by extracting the energy resolution of line sources as a function of the shaping time τ S (rise time) of a trapezoidal filter [64] . The equivalent noise charge (ENC) is related to the energy resolution full width half maximum (FWHM) by the hole-pair liberation energy (∼3.7 eV/e for the cooled detector),
The noise contributions include series voltage noise (∝ 1/τ S ) due to the FET and amplifier noise and in-series resistance, parallel current noise (∝ τ S ) due to the FET shot noise and detector leakage current and thermal noise from the feedback resistor, and 1/f noise from various components (independent of τ S ) [65] ,
The monoenergetic conversion electron and X-ray sources used to study electronic noise included 207 Bi, 139 Ce, and 113 Sn, with emission line energies used in this analysis tabulated in Table 1 . These energies are relevant to neutron β decay, ranging from ∼10 keV to ∼1 MeV. The sources were installed directly in front of the detector to expose the detector to the conversion electrons and X-rays. The sources were also installed in the center of the spectrometer (2 m away) through the load-lock insert, to view only the electrons, which are guided by the magnetic field. The sources were sealed between aluminized Mylar foils, resulting in some energy loss of the conversion electrons. The foil thickness was measured to be 9.5 µm [18] and the energy loss in the foil and deposited energy in the detector was simulated using PENELOPE [66] . Energy spectra were produced for each value of the trapezoidal shaping time. Source lines of similar energy were fit to multiple Gaussians with a common width. A typical shaping time scan for a single detector pixel is shown in Fig. 9 . We expect, in general, for the line width to include an energy independent contribution from the noise and energy dependent contributions from the number of charge carriers and charge collection effects [62] , as well as energy loss in the source foils. The data suggests that contributions from charge collection effects are well below the level of electronic noise. The increase in line width from the source foil was confirmed by simulation.
The noise coefficients per pixel are tabulated in Table 3 and are plotted in Fig. 10 . The coefficients are taken from a shaping time scan using the 113 Sn X-rays or the 139 Ce X-rays (indicated with asterisks). Some preamplifier channels were sensitive to microphonics from the LN 2 cooling or sources of parallel noise on the ground. One possible reason is that these channels had exposed traces in view of the bias cable, which could not be completely shielded at the connection to the detector. These channels were too noisy to perform a complete shaping scan with the 113 Sn X-rays. Some pixels are omitted due to unusable electronics channels, due to damaged components. The FWHM obtained from the minima of the fitted curves is plotted in Fig. 11 . The optimum shaping time for this configuration was 0.40 µs on average for all channels, with a standard deviation of 0.03 µs.
The coefficients obtained from the fit to Eq. 6 can be used as a measure of the uniformity of the pixels and electronics channels. The h 1 term is proportional to the squared total capacitance of the pixel, the FET input capacitance, the feedback capacitance, and stray capacitances. The stray capacitance varies from channel to channel, as the traces are not laid out uniformly and the lengths and geometry vary. The stray capacitance is of the same order as the pixel capacitance, and the variation can be attributed in part to both. The utilization of pogo-pin connectors in the fully instrumented geometry is expected to result in a more uniform geometry and reduced stray capacitance. The standard deviation of √ h 1 is about 7% for scans performed with 113 Sn, and about 30% for all pixels. The h 3 term is sensitive to the leakage current, which can vary depending on the concentration of imperfections and impurities in the crystal. However, as shown in the next section, other sources of parallel noise sources dominate.
The primary impact of the loss of pixels due to noise is the reduced fiducial volume. In the event of a dead or unusable noisy pixel, coincidences cannot be formed in the pixel or its neighboring pixels. Next-to-nearest neighboring pixels may also need to be included. These pixels would be treated as a hole in the detector. A single dead pixel plus neighboring pixels would result in a ∼10% or more reduction in rate, and more than two dead pixels would necessitate the replacement of the detector, depending on location. If a pixel is usable for electrons but too noisy to detect protons, no coincidences would be formed using that pixel, only. Generally speaking, high noise sensitivity primarily affects proton detection efficiency, as the energy resolution for the electron is only needed for a measurement of the Fierz term.
Leakage current
The detector leakage current per pixel was measured as a function of temperature (Fig. 12) . The total detector leakage current was also measured through the detector bias when installed in the SCS, and was typically 0.1-0.2 nA at 175 K. Assuming the leakage current is divided among the pixels and partial pixels evenly and that the bulk contribution dominates, the leakage current per pixel was ∼1 pA at 175 K, in agreement with Fig. 12 . In the limit that the leakage current I L per pixel is the dominant contribution to parallel noise, it can be extracted from the shaping time scan,
where q is the electron charge and A = 1.67 is a weighting factor dependent on the trapezoidal shaping response. However, the I L extracted from the shaping time corresponds to several nA per pixel (Fig. 13) , significantly higher than the measured value in Fig. 12 . We therefore understand that leakage current does not provide the dominant contribution to our parallel noise. Based on measurements of our high density front end and preamp on a test bench and in the spectrometer, we see contributions from the leakage current to the resolution are negligible below about 175 K. Other sources of noise, however, such as noise on the bias filter ground relative to the FET grounds, were a potential source of parallel noise which could easily account for the entire parallel noise budget in our current implementation of the detector mount and grounds in the spectrometer. The pixels with greater sensitivity to noise corresponded to those with exposed traces on the underside of the preamplifier interface board, facing the detector. Therefore the large variation is attributed to greater coupling with the partly exposed bias line. This effect is expected to be reduced by a redesigned interface to the detector, including a completely shielded bias connection. Preliminary tests of cooling using cold helium gas instead of LN 2 also show promising results with significant reduction of microphonic noise.
Neutron β decay
Coincident detection of protons and electrons from neutron β decay provides an important validation of the detection system performance. A series of measurements were performed using the LANSCE UCN source to demonstrate this capability. Before entering the spectrometer the UCN Figure 13 : Leakage current per pixel extracted from the noise coefficient h 3 in Eq. 7, under the (incorrect) assumption that the leakage current dominates.
passed through a 6 T magnet for nearly 100% polarization, followed by an adiabatic fast passage spin flipper [68] . The ultracold neutron rates throughout the neutron guide system were monitored using 3 He-filled multiwire proportional chambers [69] and 10 B-based multilayer surface detectors [70] . For this measurement only one detector was biased to -30 kV.
UCN β decay data were taken in a sequence of β decay measurements, background measurements, and depolarization measurements for each neutron spin state (Table 2). Energy vs. timing spectra for same-side coincidences were compared with and without UCN in the apparatus, and with and without accelerating voltage applied (Fig. 14) . A peak corresponding to protons only appeared when both conditions were true. Valid proton events had energy 20 keV, and most arrived within a few tens of µs after an electron; longer times correspond to larger pitch angles. The events with time difference near zero correspond to backscattered electrons. An average rate of 3 × 10 −3 same-side coincidences/pixel/s averaged over both spin states was measured. A background rate of 3 × 10 −4 coincidences/pixel/s was measured. A total of 27 hours of β decay data with HV on, 7.5 hours of β decay data with HV off, and 4.5 hours of background data were taken.
The energies of the second events in the coincidence window for a typical measurement are plotted in Fig. 15 . The distribution of protons is clearly separated from the noise pedestal, although trigger efficiency for lower energy Energy of second events in coincidence window between 3 µs and 500 µs for a typical measurement (45 min). In this run, a peak corresponding to protons appears at 16.5 keV, which is consistent with 50 nm water layer adsorbed on the detector surface.
protons needs further study. The proton peaks were observed at maximum energy of 19 keV and ∼5 keV FWHM, as expected from a GEANT4 [71] and SRIM [72] simulation of 30 keV protons through a 100 nm silicon dead layer. The peak was observed to reduce in energy by 0.5 keV/h, resetting when the detector was warmed. This may be attributed to residual water vapor adsorbing onto the detector surface at a rate of 5 nm thickness per hour. The inadequate residual gas pressure of ∼ 5 × 10 −7 mbar will be improved for experimental runs in the UCNB and Nab spectrometers.
This detection system has also been used to demonstrate an important systematic consideration for experiments which take advantage of finite detectors in magnetic spectrometers, in a recent study of the non-monotonic point-spread function of monoenergetic particles in a homogeneous magnetic field [73] .
Conclusion
We have described a system designed for coincident detection of the proton and electron from neutron β decay, using 1.5 and 2 mm thick silicon detectors with 100 nm thick dead layer, and active area diameter of 11.5 cm. The detection system was successfully tested at LANSCE. The individual pixels meet specifications of ∼3 keV FWHM energy resolution and energy threshold <10 keV, with ∼50 ns rise time. This demonstration has been used to finalize the design of a fully instrumented detection system that will be implemented by the Nab and UCNB experiments.
Appendix. Electronic noise coefficients
Electronics noise coefficients and their uncertainties extracted from fitting the shaping time scan data to Eq. 6 are listed in Table 3 . Coefficients were extracted from 113 Sn X-rays or 139 Ce X-rays(*). 
