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ABSTRACT
We present a combined analysis of rest-frame far-UV (FUV; 1000–2000Å) and rest-frame optical (3600–7000Å)
composite spectra formed from very deep Keck/LRIS and Keck/MOSFIRE observations of a sample of 30 star-
forming galaxies with = z 2.40 0.11, selected to be broadly representative of the full KBSS-MOSFIRE
spectroscopic survey. Since the same massive stars are responsible for the observed FUV continuum and for the
excitation of the observed nebular emission, a self-consistent stellar population synthesis model should
simultaneously match the details of the FUV stellar+nebular continuum and—when inserted as the excitation
source in photoionization models—predict all observed nebular emission line ratios. We ﬁnd that only models
including massive star binaries, having low stellar metallicity ( * Z Z 0.1) but relatively high nebular (ionized
gas-phase) abundances ( Z Z 0.5neb ), can successfully match all of the observational constraints. We show that
this apparent discrepancy is naturally explained by highly super-solar O/Fe ( 4 5 O Fe– ( ) ), expected for a gas
whose enrichment is dominated by the products of core-collapse supernovae. While O dominates the physics of the
ionized gas (and thus the nebular emission lines), Fe dominates the extreme-UV (EUV) and FUV opacity and
controls the mass-loss rate from massive stars, resulting in particularly dramatic effects for massive stars in binary
systems. This high nebular excitation—caused by the hard EUV spectra of Fe-poor massive stars—is much more
common at high redshift z 2( ) than low redshift due to systematic differences in the star formation history of
typical galaxies.
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1. INTRODUCTION
The formation and evolution of massive stars affect most—if
not all—observable properties of the most distant galaxies.
Their winds, radiation pressure, and supernova explosions are
the principal sources of feedback that ultimately control the
galaxy formation process (e.g., Murray et al. 2005; Faucher-
Giguère et al. 2013; Hopkins et al 2014; Muratov et al. 2015)
and they dominate the bolometric luminosity of rapidly
forming galaxies, whether most of the luminosity emerges in
the UV or is re-radiated in the far-IR. Massive stars are
responsible for producing—and, arguably, dispersing—most of
the metals that have enriched galaxies and the circumgalactic
and intergalactic media (CGM and IGM) over cosmic time, and
were also the most likely sources responsible for producing the
photons that reionized the universe at z 7 (e.g., Robertson
et al. 2015).
In spite of the crucial role played by massive stars in all of
these baryonic processes, we know surprisingly little about
them. Contributing to our ignorance is the fact that massive
stars are naturally short-lived, and therefore any accounting
must be done in situ at the epoch of their formation. Short
lifetimes also mean that massive stars die close to their
birthplace and these sites are often heavily obscured by dense
ISM and dust. When not obscured, massive stars emit most of
their energy in the UV, requiring observations from space for
nearby examples. Although they produce most of the
H-ionizing photons within galaxies and, at z 2, in the IGM
medium as well, no direct observation of the ionizing spectrum
of an O-star has ever been made, at any redshift or metallicity.
On top of observational challenges, massive stars are also
more difﬁcult to model than their less massive counterparts.
The ionizing spectra, main-sequence lifetimes, evolutionary
stages, end states, and chemical yields from massive stars all
depend on the details of mass loss (e.g., Smith 2014), which
itself depends on the initial chemical composition (e.g.,
Kudritzki & Puls 2000; Cantiello et al. 2007; Puls et al.
2008; Brott et al. 2011; Eldridge et al. 2011; Langer 2012). The
last decade has witnessed a rapidly changing paradigm for
massive star winds due to the appreciation that the wind
material is clumpy, reducing the mass-loss rates by factors of
∼2–3 compared to what was believed previously (Smith 2014,
and references therein). In parallel, it has also been established
that most massive stars do not evolve as single stars, but as part
of binary systems (Crowther 2007; Sana et al. 2012). Multi-
plicity affects nearly all aspects of the expected evolutionary
path of massive stars, and can also lead to phenomena that
could not occur for single massive stars, particularly in low-
metallicity environments. For example, binary massive stars
with metallicities * <Z 0.004 ( * <Z Z 0.35) can lead to
“quasi-homogeneous evolution” (QHE; Yoon & Langer 2005;
Cantiello et al. 2007; Brott et al. 2011; Eldridge et al. 2011;
Eldridge & Stanway 2012) in which the more massive star
over-ﬂows its Roche lobe and dumps mass onto the secondary,
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which (because of weak winds inherent to lower stellar
metallicity) accretes rapidly and spins up to high rotational
velocity, causing it to become fully mixed. Such stars can burn
all of their H to He, last up to 3 times longer on the main
sequence than a single star of the same mass, would not
produce stellar winds, and become progressively hotter as they
evolve away from the zero-age main sequence. QHE could
produce sources of extreme-UV (EUV) radiation that would
mimic classical Wolf–Rayet stars, but would be much longer-
lived, would require less massive progenitors, and may be not
have the emission features of C or N.
In the context of ionizing photon production, since the more
massive donor star reaches its end state ﬁrst, the hot Wolf–
Rayet-like companion may receive a kick capable of perturbing
it well out of its birth cloud—potentially resolving the puzzle of
how stellar ionizing photons manage to escape their immediate
surroundings to contribute to the ionization of the IGM. As we
discuss below, there may be signiﬁcant observational evidence
that QHE is important, particularly at high redshift.
Most importantly, the uncertainties associated with massive
star populations have profound effects on the interpretation of
observations of the high-redshift universe. The recent sea-
changes in our understanding of massive stars—lower mass
loss, the dominance of binary evolution—have been slow to
percolate to the galaxy formation community, and most
investigations that make use of massive star population
synthesis use models based on key assumptions now known
to be incorrect, or at least incomplete. Quantities that may be
subject to revision include estimates of star formation rate
(SFR), stellar mass ( *M ), stellar population ages from spectral
energy distribution (SED) ﬁtting, the ratio of ionizing to non-
ionizing-UV photons produced by young stellar populations,
the rate of core-collapse supernovae and associated chemical
yields, and the measurement of gas-phase metallicities from
observations of nebular emission lines. These uncertainties
propagate through to affect our understanding of stellar and
supernova feedback, gas accretion, and outﬂows, and the
chemical evolution of galaxies—in short, all of the details
relevant to baryonic processes in forming galaxies.
The goal of this paper is to seek a deeper understanding of
these processes by combining two complementary observa-
tional signatures of massive stars in forming galaxies—the rest-
frame far-UV (FUV) continuum (  l1000 20000 Å) and
nebular emission lines from H II regions—in the same galaxies.
Clearly the two are complementary as well as causally
connected: the FUV continuum provides direct access to the
light produced by OB stars, encoding information on stellar
metallicity, initial mass function (IMF), population age, SFR,
continuum attenuation, etc. The nebular spectrum is the
response of the galaxy ISM to the ionizing-UV continuum
(  l200 9000 Å)—which cannot be observed directly—
from the same OB stars, and is also sensitive to the physical
conditions (metallicity, electron density ne) in the ionized gas.
Because many diagnostic nebular emission lines for H II
regions are found in the rest-wavelength range
 l3500 90000 , easily accessible from the ground for
nearby galaxies, there is a long history of nebular spectroscopy
and its application to measuring abundances and other gas-
phase physical parameters. Large optical spectroscopic data-
bases such as the Sloan Digital Sky Survey (SDSS) are now
playing a major role in establishing a statistical baseline in the
~z 0 universe. However, complementary FUV spectroscopy
of low-redshift galaxies requires observations from space,
where the absence of multiplexing capability, limitations in
sensitivity and wavelength coverage, and competition for
scarce Hubble Space Telescope (HST) resources has kept the
samples small.8
The situation is nearly the reverse in the high-redshift
universe, where a large fraction of what we know about star-
forming galaxies at z 1.5 comes from rest-UV spectra
obtained using multiplexed optical spectrometers on large
ground-based telescopes. Rest-frame optical spectroscopy has
been slower to develop, awaiting sensitive multiplexed near-IR
spectroscopic capabilities. Nevertheless, it has long been
appreciated that, once such capabilities arrive, there are speciﬁc
redshift ranges which maximize access to diagnostic nebular
emission lines due to fortuitous placement with respect to the
atmospheric transmission windows:  z1.4 1.7,  z2.0
2.6, and  z3 3.8. Of these intervals, the ﬁrst is too low to
provide full access (from the ground) to the rest-frame FUV,
and the last is too high to permit observations of aH due to
prohibitively bright thermal backgrounds.
The redshift range =z 2 2.6– , however, is optimal for
ground-based observations: it provides access in the J, H,
and K band atmospheric windows to a suite of nebular
emission lines collectively sensitive to electron density (ne),
SFR, ionization parameter (U), metallicity /+12 log O H[ ( )],
extinction, and the stellar ionizing radiation ﬁeld in the
1–4 Ryd (13.6–54.4 eV) range. At the same time,
 z2 2.6 brings the rest-frame FUV (1000–2000Å) portion
of galaxy spectra above the atmospheric cutoff near 3100Å,
and into a region which enjoys unparalleled sensitivity for
direct observation of the integrated FUV light from massive
OB stars in the same galaxies (see, e.g., Pettini et al. 2002;
Shapley et al. 2003; Steidel et al. 2003, 2004, 2010; Rix
et al. 2004). The information content of the FUV spectra is
extremely high: in addition to the integrated stellar UV
continuum, with thousands of stellar photospheric absorption
features and several strong P-Cygni lines from massive star
winds, the l = 1000 20000 – Å wavelength range includes
nebular emission lines that complement those available in the
rest-frame optical. These include lines of O III, Si III, N III, and
C III—in each case the dominant ionization stage in high-
excitation H II regions—as well as the He II l1640 emission
feature, which can be observed as a nebular recombination line
and/or as a broad stellar emission feature in the spectra of very
hot stars.
It was clear from the initial KBSS-MOSFIRE sample
presented by Steidel et al. (2014, hereafter S14) that standard
population synthesis models of massive stars could not easily
account for the high-excitation nebular emission observed in
most of the high-redshift galaxies. Recognizing the large
uncertainties in massive star population synthesis models, S14
used single-temperature blackbody spectra to approximate the
integrated stellar ionizing spectrum in the 1–4 Ryd energy
range. It was found that the observed ratios of strong nebular
8 Joint analyses of the UV stellar and optical nebular spectra of massive star
systems in the local universe have been undertaken (e.g., González Delgado &
Pérez 2000; González Delgado et al. 2002), primarily for individual young
massive star clusters or H II regions, rather than entire star-forming galaxies.
The massive star populations in such systems are extremely sensitive to age and
are typically modeled as instantaneous bursts with ages of only a few Myr. As a
result, (and as we explain below) many of the modeling issues for the high-
redshift galaxies are signiﬁcantly different, since they apply to a system of
~106 7– O-stars with dynamical times much greater than a few Myr.
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emission lines could be reproduced if the energy distribution of
the 1–4 Ryd radiation ﬁeld resembles that of a
55,000–60,000 K blackbody in the steady state. Such high
ionizing radiation ﬁeld temperatures can be produced only over
very short durations in single-star population synthesis models,
over timescales much shorter than the (central) dynamical times
of t 20 30 Myrd – typical of the ~z 2.3 KBSS-MOSFIRE
galaxies (e.g., Erb et al. 2006; Reddy et al. 2008). The fact that
these galaxies are both relatively massive
( *á ñ ~M Mlog 10( ) ) and very common at high redshift
suggests a high duty cycle for the prevailing ionization
conditions. S14 speculated further that massive star population
synthesis models that include rapidly rotating massive stars
(e.g., Brott et al. 2011) and/or that account for massive star
binary evolution (Eldridge & Stanway 2012) might mitigate the
problem, for the reasons discussed above.
In any case, it seems likely that the use of strong nebular
lines to infer gas-phase metallicity—a technique now employed
en masse at all redshifts—could be strongly affected by the
degeneracy between gas-phase physical conditions and the
nature of the ionizing stars. It appears that uncertainties in the
EUV stellar ionizing spectrum are at least as signiﬁcant—if not
more so—than uncertainties in gas-phase abundances and
physical conditions when it comes to modeling the nebular
spectra of high-redshift galaxies. Fortunately, it is now feasible
to make considerable headway in constraining the combination
of massive star properties and nebular physical conditions that
can explain the rapidly improving observations.
In this paper, we present the results of a pilot program
intended to test our ability to construct a self-consistent model
that accounts for all observational constraints provided by joint
rest-frame FUV and rest-optical spectra of a representative
sample of star-forming galaxies at ~z 2.4. In our view, a
successful population synthesis+photoionization model must
simultaneously match the overall FUV stellar continuum shape,
the observed nebular line intensity ratios, and the detailed
stellar spectral features (including photospheric line blanketing
and stellar wind features) of the UV stellar spectrum. The
foundation of the project is a set of high-quality near-IR spectra
obtained as part of KBSS-MOSFIRE (S14; A. L. Strom et al.
2016, in preparation), to which we have added new, very deep
optical spectra, providing complementary rest-frame FUV
spectra of comparable quality, using Keck/LRIS.
The paper is organized as follows: Section 2 details the
observations and reductions of the optical and near-IR spectra
used for this study; Section 3 describes the stellar population
synthesis models, and the procedure used to compare them to
the observed rest-frame FUV spectrum, while Section 4 makes
more detailed comparisons of the observed and model spectra.
Section 5 describes the measurement of nebular emission lines
in the rest-frame FUV and rest-frame optical, and Section 6
derives physical parameters from the nebular line ratios that are
useful as input to photoionization models of the nebulae. The
photoionization models—using the population synthesis mod-
els as input—and the detailed comparison of the model grids
with the observed nebular emission measurements are covered
in Section 7, and ionized gas-phase abundances and abundance
ratios are derived in Section 8. Finally, Section 9 discusses the
results and their signiﬁcance in interpreting FUV and nebular
spectra of high-redshift galaxies.
Throughout this paper, where required we have assumed a
cosmology with W = 0.3m , W =L 0.7, h = 0.7, and a Chabrier
(2003) stellar IMF. All wavelengths of spectral lines are
referred to using their vacuum values. For deﬁniteness, we
generally refer to metallicity using the metal fraction by mass,
Z; when conversion between Z and abundances relative to solar
are needed, we have assumed that =Z 0.0142, with oxygen
abundance /+ =12 log O H 8.69( ) (Asplund et al. 2009). Unless
indicated otherwise, solar abundance ratios are assumed.
2. OBSERVATIONS AND DATA
We refer to the sample of galaxies analyzed in this paper as
KBSS-LM1: Table 1 summarizes its most important properties.
The data presented in this paper are drawn from the ﬁrst two
Keck/LRIS (Oke et al. 1995; Steidel et al. 2004) slitmasks
observed as part of a larger program to obtain high-quality rest-
UV spectra for a sample of 100 galaxies with á ñ z 2.4
drawn from the deepest subsample of the KBSS-MOSFIRE
survey (S14; Strom et al. 2016). The main criteria used to select
targets for LRIS observations are: (1) the redshift lies in the
range  z2.10 2.58gal so that a full set of strong rest-frame
optical nebular emission lines is accessible in the near-IR
atmospheric windows (see e.g., Steidel et al. 2014) and (2) the
galaxy observations with MOSFIRE have already been
completed in the J, H, and K bands, and have yielded emission
line measurements or sensitive limits on the ﬂuxes of the
following emission lines: [O II]ll3727, 3729, [Ne III]l3870 (J
band); bH and [O III]ll4960, 5008 (H band); and aH ,
[N II]ll6549, 6585, and [S II]ll6718, 6732 (K band). Sub-
sequent to applying these criteria, we attempted to ensure that
the observed sample spans the full range of properties in the
KBSS-MOSFIRE sample, in terms of inferred SFR, *M , and
metallicity. Any remaining space on the slitmasks was assigned
to galaxies drawn from the parent KBSS photometric sample
with no prior rest-UV spectra. The choice of KBSS ﬁeld was
then dictated by the number of high-priority galaxies
accommodated on a single slitmask, and by the time of
scheduled observations. One mask each was observed in the
KBSS1442+295 and KBSS2343+125 ﬁelds, as summarized in
Table 2; Table 2 also summarizes the available MOSFIRE
observations of the high-priority targets. Each of the two
slitmasks discussed here includes 15 high-priority KBSS-
MOSFIRE galaxies, for a total of 30.
Table 1
KBSS-LM1 Sample Statistics
Property Mediana Range
Redshift 2.396 ± 0.111b 2.113, 2.572[ ]
* M Mlog ( ) 9.8 ± 0.3 9.0, 10.8[ ]-MSFR yrUV 1( ) 32.9 ± 26.7 8, 102[ ]
a -MSFR yrH 1( ) 29.2 ± 17.6 2, 330[ ]
-log sSFR Gyr 1( ) 0.54 ± 0.33 - +0.30, 1.45[ ]
-E B V sed( ) 0.16 ± 0.07 0.00, 0.32[ ]
 24.44 ± 0.46 23.49, 25.43[ ]
Ks 23.35 ± 0.68 22.12, 24.55[ ]
Un − G 0.90 ± 0.38 0.37, 2.49[ ]
-G 0.25 ± 0.09 0.07, 0.18[ ]
 - Ks 0.69 ± 0.45 - +0.21, 1.99[ ]
Notes.
a Error bars on median values are the inter-quartile range.
b Mean and rms, rather than median.
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2.1. MOSFIRE Observations
Observations and data reduction for the KBSS-MOSFIRE
survey are described in detail elsewhere (Steidel et al. 2014;
Strom et al. 2016). Here, we brieﬂy address the issue of “cross-
band” calibration, i.e., ensuring that emission line ﬂuxes
measured in each atmospheric band are corrected for slit losses
so that ratios of emission lines falling in different bands are
accurate. Considerable care was used to establish the cross-
band calibration for KBSS-MOSFIRE observations, described
in detail by Strom et al. (2016). We use a combination of “slit
star” observations—the placement of a star with good broad-
band photometric measurements (bright enough to ensure a
continuum spectrum of high signal-to-noise ratio; S/N) on each
observed mask—and multiple observations of a given target on
independent masks, to correct for slit losses on an object-by-
object and band-by-band basis. Each slit-loss-corrected spec-
trum was assigned a quality ﬂag based on the internal
consistency of measurements on different masks after applying
the nominal correction from the slit star measurements. All
spectra in the current KBSS-LM1 sample were assigned the
highest quality ﬂag, meaning that the relative ﬂux calibrations
have estimated systematic errors of <10%.
The slit-loss-corrected J, H, and K band spectra of the 30
galaxies comprising the KBSS-LM1 sample were shifted into
the rest-frame according to the measured nebular redshift zneb;
9
the ﬂux scale of each spectrum was adjusted to account for the
small differences in redshift among the sample so that a line of
the same luminosity and rest wavelength would map to the
same line ﬂux in each spectrum after resampling to a common
rest-frame wavelength scale. In practice, the relative scale
factors are small (10%) and make little difference to the ﬁnal
results as long as they are applied in the same way to the
spectra in each band. The ﬁnal stacked spectrum in each band
was formed by averaging all unmasked pixels at each
dispersion point; unless otherwise noted, the composite spectra
are used for measurements only where the wavelength of a
spectral feature was observed for all 30 objects. The 1σ error
spectra for each object were propagated to produce a statistical
1σ error estimate at each dispersion point in the composite
spectrum within each atmospheric band (J, H, and K). Portions
of the resulting KBSS-LM1 composite spectra, together with
their 1σ error spectra, are shown in Figure 1; all 30 individual
objects contributed to the composite spectra over the entire
wavelength regions shown.
2.2. LRIS-B+R Observations
The LRIS spectrograph conﬁguration was chosen to
optimize the sensitivity and spectral resolution over the
observed wavelength range 3400 λ 7300Å, corresponding
to a rest-wavelength range of  l1000 21500 Å at the mean
redshift of the sample, á ñ = z 2.396 0.111. We used a 600
line/mm grism blazed at 4000Å in the blue channel (herein-
after LRIS-B), and a 600 line/mm grating blazed at 5000Å in
the red channel (hereinafter LRIS-R); see Table 2. For the
observations of mask KBSS2343-LM1, we used the d500
dichroic beamsplitter, which sends wavelengths shorter than
5000Å to LRIS-B and longer wavelengths to LRIS-R; a
conﬁguration using the d560 (with crossover wavelength near
5600Å) was used for mask KBSS1442-LM1. Both conﬁgura-
tions achieve a spectral resolving power of ~R 1300 1500–
over the full wavelength range when combined with 1 2
entrance slits and typical seeing of 0 7 (see, e.g., Steidel
et al. 2010).
The LRIS instrument is located at the Cassegrain focus of the
Keck I 10 m telescope, behind the Cassegrain atmospheric
dispersion corrector (ADC). The ADC allows slitmask position
angles to be chosen to optimize the targets on the mask without
concern about operating far from the parallactic angle during
the course of the observations. The LRIS-B data were obtained
as a series of typically 1800s individual integrations, with the
4k × 4k E2V CCD mosaic binned 1 × 2 (binning in the
dispersion direction). The LRIS-R exposures, obtained con-
temporaneously, were generally 1200s, with 1 × 2 binning of
the 4k × 4k deep depletion detector as on the blue side. The
shorter individual exposure times in the red were used to
mitigate the much higher rate of cosmic-ray events owing to the
thick CCD substrate of the LBNL deep depletion CCDs
(Rockosi et al. 2010). Wavelength calibration was achieved for
both LRIS-B and LRIS-R using a combination of Hg, Cd, Zn,
and Ne arc lamps obtained during afternoon and morning
calibrations; the lamp solutions were adjusted to account for
any small illumination or ﬂexure-induced shifts using night sky
emission lines observed in the individual science frames.
Table 2
Summary of Observations
Field Telescope Instrument Wavelength Range Integration Time Dates
(Å) (s)
KBSS2343+125 Keck I 10 m LRIS-B 600/4000 3400–5100 37,800 2014 Sep 19,20,21
Keck I 10 m LRIS-R 600/5000 4900–7650 35,880 2014 Sep 19,20,21
Keck I 10 m MOSFIRE J 11,500–13,500 14,420a 2012–2014 Sep/Oct
Keck I 10 m MOSFIRE H 14,300–18,100 17,500a 2012–2014 Sep/Oct
Keck I 10 m MOSFIRE K 19,400–24,060 22,150a 2012–2014 Sep/Oct
KBSS1442+295 Keck I 10 m LRIS-B 600/4000 3400–5700 36,000 2015 May 17,18,19
Keck I 10 m LRIS-R 600/5000 5500–8000 37,100 2015 May 17,18,19
Keck I 10 m MOSFIRE J 11,500–13,500 9260a 2013–2014 May/Jun
Keck I 10 m MOSFIRE H 14,300–18,100 18,900a 2013–2014 May/Jun
Keck I 10 m MOSFIRE K 19,400–24,060 9260a 2013–2014 May/Jun
Note.
a Average total integration time for the galaxies included in this study.
9 The redshifts were measured independently in each band, with rms
difference s D =v 18( ) km s−1. The average of the H band and K band
redshifts was adopted as z .neb
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Typical residuals to the wavelength solutions were0.10 Å for
both LRIS-B and LRIS-R spectra.
The data were reduced using a suite of custom IRAF and
IDL routines, described in detail elsewhere (e.g., Steidel
et al. 2003, 2010). In brief, each slit is edge-traced and
rectiﬁed to remove curvature in the spatial direction (i.e., to
produce rectilinear regions for which the traces of dispersed
object spectra follow straight lines). The two-dimensional
spectrograms for each observation are ﬂat-ﬁelded, cosmic-ray
rejected, and background subtracted. A stacked average two-
dimensional spectrogram is then formed after shifting each
exposure into spatial and spectral registration and averaging all
unmasked pixels. The ﬁnal one-dimensional spectra were
extracted from the two-dimensional spectrograms based on the
observed proﬁles of the two-dimensional traces of each galaxy.
Night sky spectra were extracted using the same proﬁle used
for the object spectra, from frames processed identically to the
science spectra except for the background subtraction. These
were used to determine small shifts to the wavelength solutions
relative to the arc lamp spectra, and to construct error spectra
based on a noise model that includes the contributions of
Poisson uncertainties associated with the object+sky back-
ground counting statistics plus that of the detector read noise.
The ﬁnal one-dimensional spectra were corrected to vacuum,
heliocentric wavelengths and resampled to a log-linear
dispersion of 65 km s−1 pix−1 (1 3 of a spectral resolution
element, and close to the original pixel sampling) for both
LRIS-B and LRIS-R.
Flux calibration was achieved using observations of spectro-
photometric standard stars from the list of Massey et al. (1988);
for some purposes, including those addressed in this paper, it is
important to tie the ﬂux calibration of LRIS-B and LRIS-R
together, and to tie both to line ﬂux measurements observed in
the near-IR using MOSFIRE. The former is made possible by
the contemporaneous measurement of the standard star (thus
both red and blue channels are subject to identical slit losses
and atmospheric conditions), and using as a cross-check the
wavelength region of overlap between blue and red, within ;
±100Å of the nominal dichroic cutoff. In general, it was not
necessary to apply any scaling between the ﬂux-calibrated
spectra in the two different wavelength channels to produce
spectra with good relative spectrophotometry. Absolute
spectrophotometry was then achieved by comparing the ﬂux-
calibrated LRIS-B+R optical spectra to existing broadband
photometry of the same objects; such corrections were
typically 0.3mag.
The ﬁnal, stacked, z = 2.4 KBSS-LM1 rest-UV spectrum
was produced in a manner identical to that used for the
MOSFIRE spectra discussed above: the data were shifted to the
rest frame using zneb measured from the MOSFIRE spectra, the
ﬂux scales were adjusted to the values they would have at
z = 2.396, and averaged without additional weighting. Outlier
pixels due to sky subtraction residuals near bright night sky
emission lines were excluded, but otherwise all 30 spectra
contributed to the stack over the full range in rest wavelength
1000–2150Å. The ﬁnal stacked spectrum is shown in Figure 2,
together with the 1σ error spectrum propagated from the error
spectra of the individual objects. The S/N per pixel in the
composite spectrum varies, with / 5 S N 25 over the
wavelength range shown in Figure 2, with median
S N 15; the S/N per spectral resolution element (3
pixels) is higher by a factor of ∼1.7. For the purpose of
measuring observed emission line intensities, the stacked rest-
frame composite was shifted back to the observed frame using
the mean redshift of the sample, á ñ =z 2.396, and converted to
an lf ﬂux density scale.
Figure 1. Portions of the MOSFIRE KBSS-LM1 composite spectra (comprised
of the same 30 galaxies included in the composite LRIS spectrum in Figure 2)
in the J, H, and K bands (top, middle, and bottom panels, respectively). Each
panel also shows (red) the 1σ error spectrum for the composite. The locations
of various strong emission lines are indicated in each panel; the green curve is
the adopted stellar continuum ﬁt. The ordinate in each panel is the average ﬂux
density that would be observed if all objects were at the mean redshift,
z = 2.396, while the wavelength scale is shifted to the rest frame.
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3. STELLAR POPULATION SYNTHESIS MODELS
In Steidel et al. (2014) we were concerned primarily with
constraining the shape of the ionizing radiation ﬁeld respon-
sible for producing the observed nebular emission lines in the
KBSS-MOSFIRE ~z 2.3 sample; as a ﬁrst approximation, we
parametrized the ionizing spectrum using a single-temperature
blackbody with temperature Teff .
10 In this paper, we are
interested in a more detailed comparison of the observed FUV
spectrum—in both its overall spectral shape and its photo-
spheric and stellar wind features–with state-of-the-art popula-
tion synthesis models having a range of stellar metallicities and
including additional physics deemed potentially important for
massive star populations.
As discussed in Section 1, advances in understanding
massive stars suggest that a realistic population synthesis of
the FUV spectrum of star-forming galaxies should include the
effects of lower mass-loss rates, the preponderance of binary
evolution, and the related phenomena of rapid stellar rotation
and QHE (e.g., Brott et al. 2011; Leitherer et al. 2014), all of
which may be essential to correctly predicting the stellar UV
spectrum and its evolution with time. As in Steidel et al.
(2014), we deliberately refrain from assuming that the stellar
metallicity of a population synthesis model need necessarily
match the ionized gas-phase abundance in the nebulae; in part
this is motivated by the desire to include the widest range of
plausible stellar energy distributions, but also because the
stellar spectra are primarily dependent on the total opacity,
which is dominated by Fe, and are relatively insensitive to O/H
(see, e.g., Rix et al. 2004). To date, essentially all population
synthesis models of the UV spectra of star-forming galaxies
assume solar abundance ratios.11 However, it seems possible—
or perhaps even likely, given the young inferred ages for most
high-redshift star-forming galaxies—that O/Fe may be
enhanced relative to solar as expected for an ISM that is
enriched primarily by core-collapse supernovae. If this is the
case, one might ﬁnd that the best-matching stellar model is one
having a metallicity several times lower than the nebular
oxygen abundance. We return to a discussion of this issue in
Sections 8 and 9 below.
3.1. Model Details
The models we considered include the most recent revision
of Starburst99 (Leitherer et al. 2014), using the new weaker-
wind Geneva tracks without stellar rotation12 (referred to as
“S99-v00–[Z*],” where Z* is the assumed mass fraction of
metals). These are all “single-star” models, and thus do not
include binary evolution. We considered models with the
default Kroupa (2001) stellar IMF, with a power law index of
−2.30 over the mass range * M M0.5 100, as well as
models with “ﬂatter” IMF slopes of −2.00 and −1.70 (referred
to as S00-v00-[Z*]-IMF2.0 and S99-v00-[Z*]-IMF1.7). We
considered each of these for metallicities * =Z
0.001, 0.002, 0.008, 0.014( ), dictated by the available Geneva
tracks.
We have also included a suite of models from the new
release of “Binary Population and Spectral Synthesis”
(BPASSv213; Eldridge & Stanway 2016; Stanway
Figure 2. Stacked composite rest-frame UV spectrum of 30 galaxies in the initial KBSS-LM1 sample, with á ñ = z 2.396 0.111 (black histogram). Some prominent
emission and absorption features are identiﬁed, with color-coded labels: stellar absorption features (red), interstellar absorption features (dark green), nebular emission
lines (blue), and excited ﬁne structure emission lines (dark violet). The emission line spectrum is discussed in Section 5.
10 Teff should not be confused with a stellar effective temperature that
reproduces the bolometric luminosity of a star given its physical size–in our
usage, Teff refers only to the overall spectral shape of the radiation ﬁeld over the
range 1–4 Ryd that is most relevant to the observed emission lines.
11 An exception is Eldridge & Stanway (2012), who considered models with
depletion of C relative to O; C/O is discussed in more detail in 8.2.
12 We also considered the corresponding models with rotation as implemented
in Starburst99 using the Geneva tracks with rotation, but found that they were
indistinguishable (in terms of the observational constraints) from the non-
rotating models.
13 http://bpass.auckland.ac.nz
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et al. 2016) all with an IMF index of −2.35. We refer to three
sets of models according to the stellar metallicity Z*, the upper
mass cutoff of the assumed IMF (in units of M ), and whether
or not binary evolution is included: BPASSv2-[Z*]-100bin
models include binary evolution and an IMF with upper mass
cutoff of M100 , BPASSv2-[Z*]-300bin include binary
evolution with upper mass cutoff of M300 , and BPASSv2-
[Z*]-300 are “single-star” models with cutoff mass M300 .
The models considered have stellar metallicities Z* = (0.001,
0.002, 0.003, 0.004, 0.006, 0.008, 0.010, 0.014).
All models (both S99 and BPASSv2) assume continuous star
formation with a duration of 108 years. 14
For direct comparison to the KBSS-LM1 FUV spectrum, we
used the high-resolution WM-Basic spectra covering the
wavelength range 900–3000Å spectral resolution of 0.4Å
provided by Starburst99, which we smoothed and resampled to
match the wavelength scale and spectral resolution of the LM1
composite, 65 km s−1 pix−1 and FWHM ; 210 km s−1,
respectively. The BPASSv2 model spectra are provided with 1
Å pix−1 sampling in the UV; these were spline-interpolated
onto the observed pixel scale.
The high spectral resolution models for both S99 and
BPASSv2 do not include the contribution of the nebular
continuum to the FUV spectra; to include this contribution self-
consistently, we used the photoionization models (Section 7)
that produced the best matches to the observed nebular
emission spectrum to calculate the emergent nebular continuum
contribution relative to the stellar continuum. This contribution
was then added to the stellar spectra provided by S99 and
BPASSv2 models prior to performing the comparison to the
data. For the assumed star formation ages, the nebular
continuum contributes ;3%–7% to the total FUV continuum
ﬂux density for rest wavelengths in the range
 l1200 21500 Å (see the example in Figure 3.) Including
the nebular continuum has the effect of making the total
continuum slightly redder than the purely stellar continuum
over this range–ﬁts using the stellar continuum only for the
same population synthesis models require slightly larger values
of -E B V cont( ) (0.21) to match the observed spectrum.
In preparation for ﬁtting models to the observations, the
KBSS-LM1 spectrum shown in Figure 4 has been corrected for
the mean IGM and CGM opacity due to neutral hydrogen (H I)
along the line of sight, for a source with z = 2.40. This was
accomplished using Monte Carlo sampling of the statistical
distribution function of neutral hydrogen column density
f N z,HI( ) measured by Rudie et al. (2013) from high-resolution
spectra of the KBSS QSOs. Including the CGM component
accounts for the average additional opacity experienced by a
galaxy in the KBSS spectroscopic sample, over and above a
source located at a random position within the IGM. The IGM/
CGM correction, which affects the spectrum only below
l = 12160 Å and amounts to an average upward correction to
the observed continuum of ∼20%, was applied to the
observations so that the resulting spectrum represents, as
closely as possible, the intrinsic FUV spectrum of the stellar
populations.
We then created masks which exclude wavelength pixels
where the IGM-corrected LM1 spectrum (Figure 4) is affected
by features unrelated to the intrinsic stellar spectrum–i.e., the
positions of nebular emission lines and interstellar absorption
lines, as illustrated in Figure 4. The parameters of two different
masks are given in Table 3—Mask 1 is intended for global
FUV ﬁtting, and includes pixels over the full wavelength range
1040–2000Å as well as the vicinity of strong P-Cygni features
from stellar winds. Mask 2 is intended to emphasize spectral
regions that are more sensitive to stellar photospheric line
blanketing, for reasons discussed in Section 4.2 below.
The spectrum generated by each model was compared
directly to the observed spectrum, varying only the degree of
continuum reddening by dust and the overall normalization of
the reddened model spectrum relative to the observations. The
model spectra were reddened using the Calzetti et al. (2000)
continuum attenuation relation15 parametrized by the con-
tinuum color excess, -E B V cont( ) , which was varied over the
range  -E B V0.000 0.600cont( ) , in steps of 0.001. Using
Mask 1 (Table 3), the pixels in each reddened model spectrum
were compared to the same pixels in the LM1 composite after
multiplying the model by a normalization constant that forced
the median intensity of included pixels to be equal to that in the
data. The total c2 was then computed,
⎛
⎝⎜
⎞
⎠⎟åc s=
-i i
i
model data
1
i
2
2( ) ( )
( )
( )
Figure 3. An example illustrating the calculated contribution of nebular
continuum emission (blue) to a BPASSv2-z001-100bin stellar population
synthesis model assuming continuous star formation over 108 years. The red
spectrum is that of the stars only, while the black spectrum is the sum of the
stellar and nebular continuum that would be used for comparison to the
observed spectrum. The spectra are scaled such that the purely stellar spectrum
is normalized to =nf 1 at 1500 Å. For this particular model, the contribution
of the nebular continuum emission to the total ranges from ;3.5% at 1300 Å to
;6.5% at 2200 Å.
14 The models considered reach equilibrium in the FUV after a few
´10 years7 , after which the UV ionizing SEDs are time-independent. The
typical ages inferred from SED ﬁts over the full UV–mid-IR range are
300 Myr (e.g., Reddy et al. 2012).
15 We also evaluated a grid of models using an SMC extinction curve as
parametrized by Gordon et al. (2003), which can reproduce the observed
spectrum as well as Calzetti et al. (2000) attenuation, albeit with smaller values
of the best-ﬁt -EB V . We adopt Calzetti et al. (2000) to maintain consistency
with the attenuation relation assumed in the SED ﬁtting.
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where s i( ) is the value of the error spectrum at pixel i and the
summation is over all included pixels. The value of
-E B V cont( ) that minimized c2 for each population synthesis
model, and the corresponding value of c n2 , where ν is the
number of spectral pixels in the applied mask, are recorded in
the top portion of Table 4. For reasons of space, we have
omitted from Table 4 the results for metallicities * >Z 0.008
since the ﬁts were increasingly poor with increasing Z*.
Also listed in Table 4 are two additional parameters: c nD 2
is the difference in c n2 between that of each model and the
best-ﬁtting model in the ensemble. The last column, sD , is a
measure of the signiﬁcance of the difference between the
goodness of ﬁt of each model and the best-ﬁtting model of the
same type (i.e., BPASSv2 or S99), in terms of the number of σ
(assuming normally distributed errors) calculated for a c2
distribution with ν degrees of freedom. With these assump-
tions, sD = 1 corresponds to c nD » 0.0312 for n = 2771
and c nD » 0.0392 for n = 1710.
As can be seen in Table 4, the best-ﬁt values of E(B −
V)cont are similar across all of the model spectra (they vary
between 0.172–0.200), reﬂecting the fact that the unreddened
FUV model spectral shape depends only modestly on the stellar
abundance and IMF. However, the ﬁts are quite sensitive to the
degree of photospheric line blanketing, which is a relatively
strong function of stellar metallicity. For the global ﬁts using
Mask 1, the best-ﬁtting population synthesis models are
BPASSv2-z001-300 and BPASSv2-z002-100bin (which differ
by sD < 1) and S99-v00-z002. Figure 4 shows both of these
models (BPASSv2-z002-100bin and S99-v00-z002) after
Figure 4. As in Figure 2, the KBSS-LM1 composite FUV spectrum is plotted as a black histogram. The observed spectrum has been corrected for the mean
intergalactic+circumgalactic attenuation appropriate at z 2.40 (Rudie et al. 2013). Superposed are two of the best-ﬁtting population synthesis models (see Table 4
and Section 3.1). Both model spectra include the predicted contribution of the nebular continuum emission, calculated using the photoionization models described in
Section 4. The model spectra were reddened assuming the Calzetti et al. (2000) starburst attenuation law, where -E B V( ) was adjusted to minimize c2 with respect
to the observed spectrum after masking spectral regions containing strong interstellar absorption or nebular emission lines (violet).
Table 3
Rest-wavelength Regions Used for c2 Fitsa
lmin lmax Mask 1 Mask 2
(Å) (Å) ( =N 2771pix ) ( =N 1710pix )
1042 1080 1 0
1086 1119 1 0
1123 1131 1 0
1134 1141 1 0
1144 1186 1 0
1198 1202 1 0
1221 1254 1 0
1270 1291 1 0
1312 1328 1 0
1340 1363 1 0
1373 1389 1 0
1396 1398 1 0
1404 1521 1 1
1528 1531 1 0
1536 1541 1 0
1552 1606 1 1
1610 1657 1 1
1675 1708 1 1
1711 1740 1 1
1743 1751 1 1
1754 1845 1 1
1864 1878 1 0
1885 1903 1 0
1920 2000 1 1
Note.
a
“1” indicates that the wavelength region is included in the mask; “0” indicates
that the region is not included.
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applying the reddening values that minimized c2,
- =E B V 0.191cont( ) and 0.197, respectively. Table 4 shows
that all of the models within sD < 2 of the best-ﬁtting model
have * Z 0.002, and that all models with * >Z 0.003
( * >Z Z 0.21) are strongly dis-favored in comparison. We
return to a more detailed comparison of the model versus
observed FUV spectrum in Section 4 below.
The values of -E B V cont( ) for the two best-ﬁtting models
are slightly higher than the median value from the SED ﬁts of
the individual galaxies in the LM1 sample,
- =E B V 0.16sed( ) (Table 1). The difference is likely due
to the fact that the SED ﬁts used a different grid of stellar
models (the solar metallicity models of Bruzual & Char-
lot 2003, which are systematically somewhat redder in the
FUV, and thus require smaller values of -E B V( ) to match
the same observed spectrum16). We compare the inferred
continuum attenuation, which implies extinction »lA 2.0 mag
at l = 1500 Å, to that inferred from the nebular emission lines
in Section 5.3 below.
4. DETAILED COMPARISON OF THE FUV SPECTRA
Whereas the global FUV spectral shape over the ﬁtted range
1000Å  λ0  2000Å is easily matched by the two families of
population synthesis models after applying a standard starburst
attenuation relation (the only free parameters are -E B V( )
and the overall normalization), the KBSS-LM1 composite
spectrum is of high enough spectral resolution and S/N to
merit a more detailed comparison of the observed and predicted
spectral features.
To facilitate such comparisons, we normalized the
observed and model spectra by the unabsorbed stellar
spectrum (i.e., the stellar continuum, in the absence of
photospheric absorption lines). In the case of the S99 models,
the WM-Basic high-resolution UV spectra include such a
normalized version. For the BPASSv2 models and the
observed LM1 composite spectrum, we used the continuum
shape of the best-ﬁtting S99 model as a ﬁrst guess for the
continuum; the initial continuum ﬁt was then modiﬁed
interactively by adding spline points constraining the ﬁt in
wavelength regions deemed relatively free of photospheric
absorption (including the regions recommended for this
purpose by Rix et al. 2004). For the observed spectrum, this
procedure was repeated until upward ﬂuctuations relative to
the continuum ﬁt (excluding regions containing nebular,
stellar, or excited ﬁne structure emission lines) had a
distribution consistent with those expected from the 1σ error
spectrum in the same spectral region.17 In practice, since the
reddened model spectra described in the previous section
resulted in excellent ﬁts to the shape of the observed
spectrum (e.g., Figure 4), only small adjustments to the
theoretical unabsorbed stellar continuum of the S99 models
were needed to ﬁt the continua of the LM1 (observed) and
BPASSv2 model spectra. Figures 5 and 6 show zoom-in
comparisons of continuum-normalized data and models in
selected spectral regions.
Table 4
Results of c2 Minimization for Stellar Models
Model * Z Z
a -E B V( )b c n2 c nD 2 c sD d
Mask 1 (Global) Fit (n = 2771)
BPASSv2-z001-100bin 0.07 0.185 1.098 0.026 0.84
BPASSv2-z002-100bin 0.14 0.191 1.090 0.018 0.58
BPASSv2-z003-100bin 0.21 0.192 1.134 0.062 2.00
BPASSv2-z004-100bin 0.28 0.196 1.236 0.164 5.29
BPASSv2-z006-100bin 0.42 0.187 1.385 0.313 10.09
BPASSv2-z008-100bin 0.56 0.181 1.582 0.510 16.45
BPASSv2-z001-300bin 0.07 0.187 1.186 0.114 3.68
BPASSv2-z002-300bin 0.14 0.190 1.159 0.087 2.81
BPASSv2-z003-300bin 0.21 0.192 1.201 0.129 4.16
BPASSv2-z004-300bin 0.28 0.192 1.284 0.212 6.84
BPASSv2-z006-300bin 0.42 0.186 1.369 0.297 9.58
BPASSv2-z008-300bin 0.56 0.183 1.560 0.488 15.74
BPASSv2-z001-300 0.07 0.173 1.072 0.000 0.00
BPASSv2-z002-300 0.14 0.181 1.075 0.003 0.10
BPASSv2-z003-300 0.21 0.185 1.137 0.065 2.10
BPASSv2-z004-300 0.28 0.188 1.253 0.181 5.84
BPASSv2-z006-300 0.42 0.181 1.384 0.312 10.06
BPASSv2-z008-300 0.56 0.176 1.585 0.513 16.54
S99-v00-z001 0.07 0.193 1.111 0.096 3.15
S99-v00-z002 0.14 0.197 1.015 0.000 0.00
S99-v00-z008 0.56 0.200 1.530 0.515 16.90
S99-v00-z001-IMF2.0 0.07 0.188 1.144 0.129 4.24
S99-v00-z002-IMF2.0 0.14 0.181 1.061 0.046 1.52
S99-v00-z008-IMF2.0 0.56 0.197 1.467 0.452 14.83
S99-v00-z001-IMF1.7 0.07 0.174 1.185 0.170 5.57
S99-v00-z002-IMF1.7 0.14 0.174 1.150 0.135 4.42
S99-v00-z008-IMF1.7 0.56 0.187 1.456 0.441 14.45
Mask 2 Fit (n = 1710)
BPASSv2-z001-100bin 0.07 0.203 1.089 0.038 0.97
BPASSv2-z002-100bin 0.14 0.201 1.126 0.075 1.92
BPASSv2-z003-100bin 0.21 0.203 1.181 0.130 3.33
BPASSv2-z004-100bin 0.28 0.202 1.270 0.219 5.62
BPASSv2-z006-100bin 0.42 0.183 1.393 0.342 8.77
BPASSv2-z008-100bin 0.56 0.177 1.533 0.482 12.36
BPASSv2-z001-300bin 0.07 0.205 1.107 0.056 1.43
BPASSv2-z002-300bin 0.14 0.205 1.140 0.089 2.28
BPASSv2-z003-300bin 0.21 0.204 1.187 0.136 3.49
BPASSv2-z004-300bin 0.28 0.200 1.261 0.210 5.39
BPASSv2-z006-300bin 0.42 0.187 1.367 0.316 8.10
BPASSv2-z008-300bin 0.56 0.183 1.508 0.457 11.72
BPASSv2-z001-300 0.07 0.186 1.051 0.000 0.00
BPASSv2-z002-300 0.14 0.187 1.093 0.042 1.08
BPASSv2-z003-300 0.21 0.190 1.166 0.115 2.95
BPASSv2-z004-300 0.28 0.189 1.264 0.213 5.46
BPASSv2-z006-300 0.42 0.177 1.383 0.332 8.51
BPASSv2-z008-300 0.56 0.176 1.529 0.478 12.26
S99-v00-z001 0.07 0.204 0.986 0.000 0.00
S99-v00-z002 0.14 0.193 1.024 0.038 0.98
S99-v00-z008 0.56 0.196 1.502 0.516 13.41
S99-v00-z001-IMF2.0 0.07 0.200 0.994 0.008 0.20
S99-v00-z002-IMF2.0 0.14 0.188 1.004 0.018 0.46
S99-v00-z008-IMF2.0 0.56 0.187 1.439 0.453 11.77
S99-v00-z001-IMF1.7 0.07 0.192 1.005 0.019 0.50
S99-v00-z002-IMF1.7 0.14 0.180 1.004 0.018 0.47
S99-v00-z008-IMF1.7 0.56 0.182 1.360 0.374 9.71
Notes.
a Stellar metallicity relative to solar, where =Z 0.0142 (Asplund et al. 2009).
b Value of -E B V cont( ) that minimizes c2.
c Difference in c n2 compared to best-ﬁtting model within group (BPASSv2
or S99).
d Number of σ deviation from best-ﬁtting models within group (BPASSv2 or S99).
16 The best-ﬁt continuum color excess for the continuous star formation BC03
model with an age of 108 years is =-E 0.156B V using the ﬁtting method
described above.
17 Downward ﬂuctuations include both shot noise and the continuum
blanketing by stellar absorption features, and so cannot be used for evaluating
the continuum placement.
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4.1. Stellar Wind Features
Both sets of model spectra shown in Figure 5 do reasonably
well reproducing the N Vl1240 wind feature, though there are
systematic uncertainties in the data in this region because the
models include no interstellar Lyα absorption, and the IGM/CGM
correction to the observed spectrum is not expected to fully capture
this contribution.18 The N V feature does not appear to be
particularly sensitive to stellar metallicity in the BPASSv2 models,
as the three metallicities shown in Figure 5 are nearly
indistinguishable. However, for the S99 models, there is a clear
preference for the S99-v00-z002 model, which offers a nearly
perfect match to the observed N V proﬁle, in both emission and
absorption. The effect of varying the stellar IMF in the context of
the S99 models with ﬁxed * =Z 0.002 is shown in the upper left-
hand panel of Figure 5, where the ﬂatter IMF models produce N V
proﬁles that are slightly too strong in both emission and
absorption.
The C IV stellar wind feature has been discussed by many
authors as a potential diagnostic because of its strength and its
dependence on stellar metallicity (e.g., Pettini et al. 2000;
Leitherer et al. 2001, 2010; Shapley et al. 2003; Rix et al. 2004;
Steidel et al. 2004; Quider et al. 2009, 2010). The only
disadvantages are the substantial contribution of interstellar
C IV absorption, and the presence of narrow Si II*l1533.4
emission, both of which can be difﬁcult to separate from the
stellar wind P-Cygni proﬁle at low spectral resolution and/or
S/N (see Crowther et al. 2006.) Nevertheless, the LM1
composite spectrum is of high enough S/N and spectral
resolution that the broad P-Cygni absorption proﬁle of the C IV
feature is easily distinguishable in spite of the superposition of
these narrower spectral features, as shown in the right-hand
panels of Figure 5. The top-right panel of Figure 5 shows a
clear preference among the S99 models for metallicity
* =Z 0.002, and a slight preference for a stellar IMF with
slope>-2.3. The BPASSv2 models are less able to match the
details of the C IV absorption proﬁle, and only the lowest-
metallicity models (BPASSv2-z001) are consistent with the
observed depth of the P-Cygni absorption in the LM1
composite. The same BPASSv2-z001 models appear to over-
produce the emission component of the observed spectrum, but
it is important to note that the apparent emission component of
the P-Cygni proﬁle is dependent on the kinematics, optical
depth, and covering fraction of gas giving rise to the interstellar
C IV absorption in the vicinity of the galaxy systemic redshift;
such absorption would tend to diminish the apparent strength of
the P-Cygni emission component relative to its intrinsic
strength.19
Over the rest-wavelength range l  1000 20000 – Å, the
most signiﬁcant difference between the S99 and BPASSv2
models including binary evolution is that the latter predict
broad He IIl1640 stellar emission that is absent from any of the
continuous star formation S99 models (compare the right-hand
Figure 5. Zoom-in of the spectral regions near the N V (left panels) and C IV (right panels) wind lines, comparing various S99 (top) and BPASSv2 (bottom) models with the
KBSS-LM1 spectrum. The top panels include three different IMFs for the S99-z002 models to illustrate the IMF dependence of the P-Cygni proﬁles. As in Figure 4, regions
of the spectrum that were excluded from the global ﬁts (see Section 4) are shaded in cyan. The color coding of the line identiﬁcations is the same as in Figure 2.
18 The IGM/CGM correction is based on the statistics of NH I for
galactocentric distances >d 50 kpc (see Rudie et al. 2013).
19 A similar ambiguity is much less important for the N V feature because there
is little or no contribution to the observed line proﬁle from interstellar N V
absorption.
10
The Astrophysical Journal, 826:159 (29pp), 2016 August 1 Steidel et al.
panels of Figure 5). Note that this feature is also absent from
the single-star BPASSv2-z001-300 model (see Figure 7). He II
emission can be present as either a stellar feature, broadened by
processes associated with winds from massive stars, or as a
nebular feature, from recombination in H II regions; of course,
it is possible that both mechanisms may contribute in any
single case (see, e.g., Erb et al. 2010). As illustrated in Figure 5
(and discussed in Section 5 below) the observed He II feature in
the LM1 LRIS spectrum may be attributed almost entirely to
stars if the BPASSv2 models are used for the stellar continuum,
whereas adopting the S99 models would imply that the line
must be entirely nebular in origin. We will return to a
discussion of the importance of this distinction in Sections 5
and 7.4 below.
4.2. Stellar Photospheric Absorption
We showed above that global c2 minimization of the stellar
population synthesis models relative to the LM1 composite
FUV (1000–2000Å) spectrum favors a stellar metallicity of
* =Z 0.001 0.002– ( * =Z Z 0.07 0.14– ) for both BPASSv2
and S99 models (see Table 4, Figure 4) using the Mask 1
wavelength intervals (Table 3), which includes all wavelength
pixels that are unaffected by the strongest interstellar absorp-
tion and nebular emission features. Mask 2 includes a subset of
Mask 1, conﬁned to a more restricted wavelength interval 1400
Å  λ0  2000 Å and which also excludes strong P-Cygni
stellar wind features. The smaller wavelength range gives less
weight to matching the overall continuum shape, in order to
increase the weight given to the details of photospheric line
blanketing. We re-ﬁt the same suite of models using Mask 2,
again parametrizing the overall shape of the SED using
-E B V( ) in the context of the Calzetti et al. (2000)
attenuation relation and determining the combination of
-E B V( ) and overall normalization factor that minimizes c2
as deﬁned in Equation (1). Note that -E B V( ) was used only
as a parametrization of spectral shape, and that it was not ﬁxed
at the same value that minimized c2 over the wider wavelength
baseline of Mask 1. The results of this exercise are presented in
the bottom half of Table 4. As expected, the results are similar
to those obtained using Mask 1, with the exception that the
best-ﬁtting models using Mask 2 have * =Z 0.001
( * =Z Z 0.07) for both S99 and BPASSv2 models; while
the * =Z Z 0.14 models produce c2 only marginally higher
for each, there is a systematic trend among all of the models
that using Mask 2 moves the minimum c2 toward slightly
lower-metallicity models.
Figure 6 compares the KBSS-LM1 spectrum with a subset of
the models over wavelength regions included on Mask 2 to
illustrate the results summarized in Table 4, chosen to highlight
regions with the strongest variations in line blanketing as a
function of assumed stellar metallicity Z*. Figures 5 and 6
show that in some spectral regions the lower-metallicity
* =Z 0.001 models provide better matches to individual
photospheric absorption features. An example can be seen
within the stellar absorption blend at 1415-1435Å (left-hand
panels of Figure 6), which according to Leitherer et al. (2001)
is a blend of Si III l1417, C III l1427, and Fe V l1430. The
deepest absorption in the S99 model spectra (probably
associated with the Fe V feature) is over-predicted relative to
the observations even for the * =Z 0.002 model, whereas the
Figure 6. Comparison of the KBSS-LM1 composite spectrum (black histogram) with the predicted stellar spectra at three values of stellar metallicity in the S99 family
of models (top panels) and BPASSv2 (bottom panels): * =Z 0.001 ( * =Z Z 0.07), * =Z 0.002 ( * =Z Z 0.14), and * =Z 0.008 ( * =Z Z 0.56). Selected stellar
absorption features (including the 1425 and 1978 photospheric absorption indices suggested by Rix et al. (2004) as stellar metallicity indicators) are labeled in red.
Spectral pixels excluded from the Mask 2 c2 minimization are shaded light green, and individual feature identiﬁcations are as in Figure 2.
11
The Astrophysical Journal, 826:159 (29pp), 2016 August 1 Steidel et al.
same model is more consistent with the observations elsewhere
within the same complex.
A number of authors have used the strength of the broad
complex of stellar absorption features spanning the wavelength
range 1935–2050Å (see the right-hand panels of Figure 6)
originally proposed as a metallicity indicator by Rix et al.
(2004). 20The total equivalent width of the blend, which is
believed to be dominated by many photospheric lines of Fe III
in the spectra of early B-stars, was identiﬁed as one of the more
promising indicators of stellar photospheric metallicity. How-
ever, as pointed out by Rix et al. (2004), measurement of the
equivalent width of the feature can be noisy due to its
sensitivity to continuum placement for such a broad and
relatively shallow feature. Figure 6 shows that the so-called
“1978 index” is certainly dependent on assumed stellar
metallicity (for both the S99 and BPASSv2 families of
models), but there are additional spectral regions regions that
appear to have similar metallicity sensitivity: e.g.,
1560–1590Å (left-hand panels of Figure 6), and
1770–1850Å (right-hand panels of Figure 6). Given the
relatively high resolution of the KBSS-LM1 FUV spectrum,
and the sensitivity to stellar metallicity evident in many spectral
regions shown in Figures 5 and 6, we believe that a c2
minimization similar to that described above makes optimal use
of the available spectral information for estimating photo-
spheric abundances.
In general, there are clear differences in detail between the
photospheric absorption predicted by the S99 and BPASSv2
models, but the quantitative results in Table 4 are borne out by
the visual impression of Figure 6: the data are most closely
matched by stellar metallicity between * =Z 0.001 and
* =Z 0.002 ( * Z Z0.07 0.14). Stellar metallicities as
high as * =Z 0.008 ( * =Z Z 0.56) are ruled out with a very
high signiﬁcance (>10σ) for both families of models. Although
stellar metallicity models with *< <Z0.002 0.008 are not yet
available within S99 using the most recent stellar tracks, the
similarity of the results for the values of Z* in common to the
BPASSv2 and S99 models, and the quantitative trend of sD
versus Z* for BPASSv2 models in the * =Z 0.003 0.006– range
(Mask 2 in Table 4), strongly indicate that the most likely
stellar metallicity of the KBSS-LM1 composite is in the range
* =Z 0.001 0.002– , or * Z Z0.07 0.14.
4.3. Stellar IMF Dependence
As mentioned in Section 4.1 (see Figure 5), for the S99
models at ﬁxed stellar metallicity of * =Z 0.002, the N V and
C IV stellar wind proﬁles are modulated by changing the slope
of the stellar IMF, with the stronger dependence exhibited by
the N V feature. The Mask 2 results section of Table 4 shows
that varying the stellar IMF slope over the range between
−2.30 and −1.70 has a barely perceptible effect on the best-
ﬁtting stellar photospheric metallicity, though there is a trend
toward slightly increasing the best-matching metallicity as the
IMF slope increases (i.e., as it becomes ﬂatter). Taken together,
in the context of S99 models and the non-ionizing FUV
spectrum, neither the stellar wind lines nor the spectral regions
dominated by photospheric stellar absorption lines offer strong
evidence in favor of ﬂatter IMF models over the default slope
(−2.3) models.
The upper mass cutoff of the IMF can have a strong effect on
the net EUV spectrum of massive stars. The spectra predicted
by models with a high IMF cutoff mass look similar in many
ways to those that incorporate massive binaries; the most
dramatic way in which they differ is in the predicted stellar
He II l1640 emission. Within the ﬁrst few Myr of an
instantaneous burst, when the most massive stars are evolving
off the main sequence to become Wolf–Rayet stars, the
hardness of the EUV spectrum and the strength of stellar He II
reach a maximum relative to the FUV continuum. While
observation of substantial stellar He II emission in the integrated
spectrum of massive star clusters can be explained by the
presence of evolved stars with > M M100 (e.g., Crowther
et al. 2016), such a short-lived phenomenon cannot explain
He II emission observed in the integrated FUV spectrum of
entire galaxies (e.g., Shapley et al. 2003; Eldridge &
Stanway 2012). As discussed in Section 1, binary evolution
of massive stars can produce stars with effective temperatures
similar to those of the most massive Wolf–Rayet stars from
much lower initial stellar masses even in low-metallicity
environments.
Indeed, Figure 7 shows that the BPASSv2-z001 binary
model with upper mass cutoff of M100 predicts much
stronger stellar He II l1640 emission than the BPASSv2-z001
single-star model with the same IMF slope and an upper mass
cutoff of M300 .21 In fact, we will show in Section 7 that,
among the models providing a reasonable ﬁt to the observed
FUV spectrum, only the BPASSv2 binary models have a
sufﬁciently hard spectral shape in the ionizing EUV to
successfully predict all of the observed nebular line intensity
ratios and predict the observed stellar He II emission for
continuous star formation histories.
5. EMISSION LINES IN THE COMPOSITE SPECTRA
Because of the way in which the rest-optical and rest-UV
composite spectra have been constructed (Section 2), they are
Figure 7. Illustration of the differences in the predictions for stellar He IIl1640
emission for models which otherwise all produce good ﬁts to the FUV spectra.
Both BPASSv2 models that include binary evolution (orange and dark red)
predict nearly identical stellar C IV and He II emission; the single-star models
(S99 with upper mass cutoff of M100 , green, and BPASSv2 with upper mass
cutoff of M300 , blue) predict no detectable stellar He II emission.
20 The original calibration was subsequently updated by James et al. (2014).
21 We also show in Section 7 (see in particular Sections 7.3–7.5) that the EUV
continuum spectrum of the = M M100up binary model is harder than that of
the = M M300up single-star model.
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on the same ﬂux density scale, in the sense that all of the
composites have been cross-calibrated so that they can be used
together across the full range of observed wavelengths
(3400–24000Å, or ∼1000–7000Å in the rest-frame). We
checked the continuum ﬂuxes (well-detected for the ensemble
in all three near-IR bands as well as in the LRIS spectrum)
against broadband optical and near-IR photometry in hand for
the full ensemble to verify that the ﬂux density scale is
consistent with that expected from photometric measurements
across all wavelengths. This procedure showed that any
residual systematic errors in ﬂux scale between the LRIS
spectra and the MOSFIRE J, H, and K band composites are
<2%–3% (rms).
5.1. Rest-frame Optical
Emission line ﬂuxes were measured directly from composite
spectra shifted to the mean redshift of the sample, á ñ =z 2.396.
For MOSFIRE spectra, the ﬂuxes were measured using
techniques described in detail by Steidel et al. (2014), with
the following exception: because emission lines in the stacked
spectra are not necessarily well-described by a single Gaussian
component (usually adequate to describe the lines in the
spectrum of an individual galaxy), we used direct integration of
the line ﬂuxes after subtraction of a locally normalized stellar
continuum model (so that it includes appropriate Balmer line
absorption, see Figure 1). The measured ﬂuxes are compiled in
Table 5, together with uncertainties estimated from a
combination of the statistical errors and possible systematic
errors due to ambiguity in the normalization of the local
continuum; for the weakest lines, the continuum uncertainty
accounts for ∼50% of the estimated error bars.
5.2. Rest-frame FUV
For the rest-frame UV spectrum, observed emission line
ﬂuxes were measured using the splot task in IRAF, using both
Gaussian ﬁts and direct integration of the line ﬂuxes. Some of
the rest-UV emission lines are statistically well-detected but are
very weak relative to the continuum, again causing the
continuum determination to be one of the largest sources of
uncertainty. In Section 3, we converged on a set of stellar
population synthesis models providing the best ﬁts to the
observed LM1 FUV continuum spectrum. These models
provide important templates to be used in measuring the
relatively weak nebular emission lines present in the rest-frame
FUV (Figure 2). As discussed in Section 4 above, the FUV
stellar continuum contains a large number of stellar photo-
spheric absorption lines, most of which are unresolved and thus
produce variable line blanketing that depends on the detailed
properties of the stellar population. We used the best-ﬁtting
population synthesis models (described in Sections 3 and 4) to
model and subtract the stellar continuum near weak nebular
emission lines; the uncertainties in Table 5 include both
statistical uncertainties and the dispersion in ﬂux measurements
after subtraction of the stellar continua produced by the
acceptable range of models. Figure 8 shows zoomed-in regions
near weak nebular emission lines for the KBSS-LM1 rest-UV
spectrum, where the bottom panels show the emission spectrum
after subtraction of the various stellar continuum models; as in
previous ﬁgures showing portions of the rest-UV spectrum, the
notable nebular emission lines are indicated with blue labels.
The UV intercombination doublet O III]λλ1661, 1666 is
expected to have a ﬁxed intensity ratio of ;1 :2.5, but its
apparent ratio may be affected by the nearby interstellar Al IIλ
1670.79 absorption feature; however, even without ﬁxing the
ratio of the two lines, the measured intensities are consistent
within the errors with the expected ratio. As discussed in
Section 8.1, this feature is important to the measurement of the
nebular electron temperature (Te) for for direct oxygen
abundance determination.
The detection of nebular He II l1640 is a potentially
important constraint on the ionizing sources in the galaxies; as
discussed in Section 3 above, this feature can be either nebular
or stellar, with possible contribution from both (see, e.g., Erb
et al. 2010). It is notoriously difﬁcult to produce measurable
nebular He II emission assuming photoionization by normal
main-sequence O-stars. Table 5 includes three measurements of
the residual He II l1640 after subtraction of three different
stellar models with large variations in the predicted strength of
stellar He II, and thus very different predictions for the residual
He II emission (Figure 8(a)). We discuss the implications of the
Table 5
Nebular Emission Line Measurementsa
Ion l0 (Å)b F(λ)c I(λ)d
LRIS-B+R
Lyα 1215.67 2.591 ± 0.019 6.064 ± 0.044
He II 1640.42 0.096 ± 0.009e 0.100 ± 0.010e
1640.42 0.075 ± 0.009f 0.078 ± 0.010f
1640.42 0.016 ± 0.009g 0.017 ± 0.010g
O III] 1660.81 0.019 ± 0.006 0.020 ± 0.006
O III] 1666.15 0.054 ± 0.006 0.056 ± 0.007
Si III[ ] 1882.47 0.072 ± 0.015 0.078 ± 0.016
Si III[ ] 1892.03 0.025 ± 0.015 0.028 ± 0.016
C III[ ] 1906.68 0.173 ± 0.006 0.190 ± 0.007
C III] 1908.73 0.119 ± 0.006 0.131 ± 0.007
MOSFIRE
O II[ ] 3727.09 2.25 ± 0.05 1.36 ± 0.03
O II[ ] 3729.88 2.38 ± 0.06 1.45 ± 0.03
Ne III[ ] 3869.81 0.66 ± 0.05 0.43 ± 0.03
O III[ ]d 4364.44 0.12 0.06
Hβ 4862.69 2.15 ± 0.04 1.00 ± 0.02
O III[ ] 4960.30 3.14 ± 0.03 1.42 ± 0.02
O III[ ] 5008.24 9.39 ± 0.04 4.25 ± 0.02
Hα 6564.61 7.76 ± 0.04 2.89 ± 0.02
N II[ ] 6549.84 0.26 ± 0.04 0.10 ± 0.02
N II[ ] 6585.23 0.75 ± 0.04 0.28 ± 0.02
[S II] 6718.32 0.82 ± 0.05 0.29 ± 0.02
[S II] 6732.71 0.66 ± 0.04 0.23 ± 0.02
Notes.
a Only emission lines whose observed wavelengths were included in the
spectra of all 30 galaxies have been measured.
b All wavelengths are in vacuum.
c All ﬂuxes have units of 10−17 ergs s−1 cm−2.
d Extinction-corrected line intensities relative to bI H ;( ) extinction corrections
assume nominal ratio a b =I IH H 2.89( ) ( ) , which implies - =E B V 0.21( )
with the Galactic extinction curve of Cardelli et al. (1989).
e For Starburst99 continua; assumes that the feature is entirely nebular.
f For BPASSv2-z001-300 single-star model, after subtraction of the stellar
continuum.
g For BPASSv2 binary stellar models; after subtraction of the model, the
residual emission is assumed to be the nebular component.
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observed He II residuals in the context of photoionization
models in Section 7.4.
In the case of the [C III]/C III] forbidden/semi-forbidden line
pair, which has a rest-frame separation of only 2.05Å and is
therefore only marginally resolved at the resolution of the LRIS
composite (R= 1500 corresponds to FWHM »1.25 Å in the
rest frame at 1908Å), the lines were measured using a
simultaneous ﬁt of two Gaussian components constrained to
have a ﬁxed separation and equal width, again after subtraction
of several different continuum representations as illustrated in
Figure 8(b).
In addition to nebular emission lines from H II regions, the
FUV also contains numerous emission features from excited
ﬁne structure transitions (purple labels in Figures 2, 5, and 6).
These features are listed separately in Table 6, since they are
not “nebular,” but instead are produced by resonant scattering
and re-emission of strong ground-state interstellar absorption
features (rather than by collisional excitation or recombination).
We note that in the LM1 composite, the excited ﬁne structure
emission lines agree to within ∼12 km s−1 (rms) with the
nebular redshift zneb measured from strong nebular emission
lines in the KBSS-LM1 rest-optical composite spectra.
5.3. Nebular Extinction
Since nebular emission lines can be measured accurately
from the composite spectra over a relatively wide wavelength
baseline, full use of the diagnostic power of the line ratios
depends on accurate estimation of the wavelength-dependent
nebular extinction due to dust. The standard means for
achieving this involves measurement of the “Balmer decre-
ment,” i.e., comparing the observed ratio a bI IH H( ) ( ) to that
expected in the case of zero nebular reddening. The expected
intensity ratio is usually taken to be that predicted by “Case B”
recombination, in the low-density limit and assuming electron
temperature Te = 10,000 K, a b =I IH H 2.86( ) ( ) (Osterbrock
& Ferland 2006). However, for consistency with the analysis in
Section 7 below, we adopted the intrinsic Balmer line ratio
predicted by the photoionization models that best-reproduce the
observed intensity ratios of lines that have little or no
dependence on nebular extinction corrections; these models
tend to predict slightly higher values of the intrinsic Balmer
decrement, a b I IH H 2.89( ) ( ) . Adopting this intrinsic ratio
and the Cardelli et al. (1989) Galactic extinction curve, the
observed a b = I IH H 3.61 0.07( ) ( ) maps to
- = E B V 0.21 0.02neb( ) . The fourth column of Table 5
shows the resulting extinction-corrected line strengths relative
to bH . The implications of the observed line intensities and
their ratios are discussed in Section 6.
We showed in Section 3 above that the global ﬁts to the
FUV LM1 composite yielded continuum reddening
- =E B V cont( )
0.190 0.197– for the best-ﬁtting population synthesis models
(cf. Table 4 and Figure 4). There is a rapidly developing
literature comparing dust attenuation factors estimated from
nebular line ratios to those estimated from continuum
Figure 8. Portions of the LM1 FUV composite near weak nebular emission
lines. The top panel in each case shows the observed spectrum (black
histogram) together various stellar continuum models. The lower panel shows
the residual spectrum after subtraction of the stellar continua; the residuals are
plotted in the same color as the models in the upper panels. (a) The region near
the He II l1640.42 and O III] ll1660.81, 1666.15 features. Note that for the
BPASSv2 binary models most of the He II feature is consistent with being
stellar, with weak residual emission possibly of nebular origin. For the S99 and
BPASSv2 single-star models, which do not exhibit obvious stellar He II
emission, the residuals are much stronger (see Table 5). (b) The spectral region
near the [C III]/C III]ll1906.68, 1908.73 and [Si III]ll1882.47, 1892.03
features, with color coding as in (a). In this case, all of the stellar models
yield similar residual line proﬁles, with only small variations.
Table 6
Excited Fine Structure Emission Linesa
Ion l0 lobs lW Dva
(Å) (Å) (Å) (km s−1)
SiII* 1197.39 1197.37 L - 6.0
SiII* 1265.00 1265.06 0.23 +14.2
SiII* 1309.28 1309.20 0.42 −18.3
SiII* 1533.43 1533.45 0.43 + 3.9
áD ñ = v 1.3 12.1 km s−1
Note.
a Redshift of observed feature relative to zneb deﬁned by strong rest-optical
nebular lines.
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Table 7
Measured and Inferred Properties of the KBSS-LM1 Composite Spectra
Quantity Value Units/Notes
Extinction and Star Formation Rate (UV and Nebular)
a bF FH H( ) ( ) 3.61 ± 0.07 observed
-E B V neb( ) 0.21 ± 0.02 a
-E B V UV( ) 0.192 ± 0.004 b
SFRUV 28.6 ± 0.8 -M yr 1
aSFRH 26.8 ± 1.2 -M yr 1
log sSFR( ) 0.54 ± 0.09 Gyr−1
Electron-density-sensitive Line Ratios
C 1906 C 1909III III[ ] [ 1.469 ± 0.028 =  -n 1470 660 cme 3
O 3727 3729II[ ] 0.945 ± 0.033 =  -n 360 45 cme 3
S 6718 6732II[ ] 1.242 ± 0.090 =  -n 160 90 cme 3
Ionization-sensitive Line Ratios
O3 0.629 ± 0.008 blog O 5008 HIII([ ] )
O3tot 0.753 ± 0.008 b+log O 4960 5008 HIII([ ] )
O2 0.449 ± 0.007 b+log O 3727 3729 HII([ ] )
O32 0.303 ± 0.007 -O3 O2tot
Ne3O2 −0.812 ± 0.027 +log Ne 3870 O 3727 3729III II([ ] [ ] )
Abundance-sensitive Line Ratios
O3uv 0.019 ± 0.003 +O 1661 1666 O 5008III III]( ) [ ]
O3optc <0.014 O 4364 O 5008III III] [ ]
N2 −1.02 ± 0.02 alog N 6585 HII([ ] )
S2 −0.74 ± 0.02 a+log S 6718 6732 HII([ ]( ) )
O3N2 1.64 ± 0.02 -O3 N2
N2O2 −1.00 ± 0.02 +log N 6585 O 3727 3729II II([ ] [ ]( )
N2S2 −0.28 ± 0.03 +log N 6585 S 6718 6732II II([ ] [ ]( ))
R23 0.93 ± 0.01 b+ + +log O 4960 5008 O 3727 3729 HIII II([ ]( ) [ ]( )] )
C3O3 0.62 ± 0.07 + +log C 1907 1909 O 1661 1666III III( ]( ) ]( ))
Si3O3 0.00 ± 0.08 +log Si 1882 O 1661 1666III III([ ] ]( ))
Inferred Stellar Metallicity
Photospheric Absorption Z* ; 0.001–0.002 * Z Z 0.10
C IV, N V Wind Z* ; 0.002 * Z Z 0.14
Nebular Oxygen Abundances (Direct and Modeled)
+12 log O H CEL( ) 8.14 ± 0.04 = Z Z 0.29 0.03;neb = T O 12250 600 KIIIe ([ ]) d
+12 log O H REL( ) 8.38 ± 0.05 = Z Z 0.49 0.05;neb Equation (6)e
+12 log O H mod( ) 8.39 ± 0.09 = Z Z 0.50 0.10;neb from photoionization modeling (this work)
Nebular Oxygen Abundances (Strong-line Methods)
+12 log O H R23( ) 8.20 ± 0.03 = Z Z 0.32 0.03;neb lower branch McGaugh (1991)
+12 log O H O3N2( ) 8.23 ± 0.02 = Z Z 0.35 0.02;neb Equation (10)
+12 log O H N2( ) 8.29 ± 0.02 = Z Z 0.40 0.02;neb Equation (11)
+12 log O H N2O2( ) 8.23 ± 0.02 = Z Z 0.35 0.02;neb Equation (12)
+12 log O H N O( ) 8.13 ± 0.02 = Z Z 0.28 0.02;neb “N/O analogs”; Section 8.1.4
Inferred Gas-phase Abundance Ratios
/log N O( ) −1.24 ± 0.04 = - N O 0.38 0.04;[ ] Equations (1), (2), Section 8.1.2
/log C O( ) −0.60 ± 0.09 = - C O 0.34 0.09;[ ] Equation (17)
/log Si O( ) −1.81 ± 0.08 = - Si O 0.63 0.08;[ ] Equation (18)
Notes.
a From the Balmer decrement, assuming the Cardelli et al. (1989) extinction curve (see Table 5).
b From the UV continuum shape, assuming the Calzetti et al. (2000) attenuation relation.
c [O III]l4364 was observed in only ∼50% of the galaxies.
d Total oxygen abundance calculated assuming that Te([O II]) = 0.7 Te([O III)+3000 K, and that (O/H) = (O
++/H+) + (O+/H+).
e Total oxygen abundance calculated assuming - = log O H log O H 0.24 0.02REL CEL( ) ( )
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reddening (e.g., Calzetti et al. 2000; Kashino et al. 2013; Price
et al. 2014; Reddy et al. 2015; Shivaei et al. 2016). Since we
are primarily concerned with correcting nebular emission line
ﬂuxes, this comparison is not essential, but because of the high
quality of the composite spectra in both the rest-UV and rest-
optical, it may be of some interest. Taken at face value, the
continuum reddening inferred from the FUV spectrum is
slightly smaller than, but consistent within the uncertainties,
with the inferred nebular reddening - =E B V neb( )0.21 0.02 (Table 7), bearing in mind that the values refer
to different assumed extinction/attenuation relations (Calzetti
et al. 2000 for the continuum and Cardelli et al. 1989 for the
nebulae). If we had used purely stellar continuum models
(rather than stellar plus nebular continuum), the two values of
-E B V( ) would have been indistinguishable.
The similarity in the inferred -E B V cont( ) and-E B V neb( ) supports the underlying assumption that the
nebular emission lines are responding to the same massive stars
that dominate the FUV continuum—i.e., that there is not likely
to be a signiﬁcant contribution of very dust-obscured massive
stars (with potentially different stellar metallicity) contributing
to nebular line luminosities but remaining obscured in
the FUV.
6. INFERENCES FROM THE NEBULAR
MEASUREMENTS
In this section, we describe several relatively model-
independent measurements that provide useful constraints on
the range of parameters to be explored in the photoionization
models detailed in Section 7.
6.1. Electron Density
Three sets of nebular emission line doublets detected in the
KBSS-LM1 composites are among those used for estimating
electron density (ne) in H II regions: [O II]ll3727, 3729 and
[S II]ll6718, 6732 in the J and K band MOSFIRE spectra,
respectively, and [C III]l1907/C III]l1909 in the LRIS UV
spectrum. Conversion of a measured intensity ratio into a
constraint on ne depends weakly on electron temperature Te,
and strongly on the actual ne compared to the critical densities
of the two transitions, which in turn depend on knowledge of
the correct rate coefﬁcients for collisional excitation/de-
excitation. We used the measured line ratios (Tables 5 and 7)
to calculate the constraints on ne provided by each pair of
density-sensitive lines. For [O II] and [Si II] we used the ﬁtting
formula recently calculated by Sanders et al. (2016), which
incorporates all of the recent updates to the atomic data for
these species, and assumes =T 10e 4 K. In the case of the C III
calculation, we used a grid of Cloudy models (v13.02; Ferland
et al. 2013) with assumed »T 10,000e , with the BPASSv2-
z001-100bin model used as the input ionizing spectrum (see
Section 4). The results for all three measurements are
summarized in Table 7.
Clearly, the values of ne obtained from [O II]
( = n 360 45e cm−3) and [S II] ( = n 160 90e cm−3) are
marginally consistent with one another, with the value of ne
from [O II] being much better constrained because of the higher
S/N of the line ratio measurement and the larger difference in
critical density for the two transitions of [O II] compared to
those of [S II].
The implied = n 1470 660e cm−3 from the ratio of the
C III lines is substantially higher than implied by [O II] or
[S II]; however, the observed ratio ( =I I1907 1909( ) ( )
1.469 0.028; see Table 7) is only s~2 from the the
theoretical low-density limit ( =I I1907 1909 1.529( ) ( ) ), and
s~1.5 from the ratio expected if n C 360IIIe ( ) cm−3. While
it is possible that the physical conditions in the H II regions
producing the bulk of the [C III] emission are different from
those in which most of the [O II] is produced, the high critical
density for both [C III]l1907 ( ´7.4 104 cm−3) and
[C III]l1909 ( ´9.7 108 cm−3) make their intensity ratio not
particularly well-suited for measuring ne of a few hun-
dred cm−3.
6.2. N/O Abundance Ratio
The ratio of gas-phase nitrogen to oxygen (N/O) is well
known to depend sensitively on (O/H) in H II regions and star-
forming galaxies, but (as discussed by Steidel et al. 2014) the
precise dependence of log(N/O) versus log(O/H) is a subject
about which there is little consensus in the literature. It is
straightforward to measure N/O because of the similar
ionization potential of N and O, so that (N/O) ; (N+/O+).
Differences in the shape or intensity of the ionizing radiation
ﬁeld thus make only very small differences to the mapping of
the N2O2 line index (see deﬁnitions in Table 7) to the N/O
abundance ratio. The disagreements in the behavior of N/O
versus O/H in the literature are dominated by systematic
differences in O/H among the methods used to estimate it.
We can therefore use a calibration sample drawn from the
local universe for an initial estimate of N/O in the KBSS-LM1
composite. For reasons discussed in more detail by Strom et al.
(2016), we use a sample of 412 extragalactic H II regions
compiled by Pilyugin et al. (2012), which spans approximately
the same range in N2O2 as the KBSS-MOSFIRE sample and
includes Te-based abundances of N, O, and S. A linear ﬁt to the
Pilyugin et al. (2012) data set (see Strom et al. 2016) yields
s= * - =log N O 0.65 N2O2 0.57; 0.05 dex 2( ) ( )
where s = 0.05 dex refers to the scatter of individual
measurements relative to the ﬁt.
A similar ﬁt using the ratio N2S2 (see Table 7), sensitive to
N/S and useful as a proxy for N/O (since S and O are believed
to be produced by the same nucleosynthetic processes), is given
by
s= * - =log N O 0.68 N2S2 1.08; 0.12 dex. 3( ) ( )
As expected, the scatter is larger using N2S2 (see also Pérez-
Montero & Contini 2009), but for application to the KBSS-
LM1 composite, Equation (3) has the advantage of being
independent of cross-band calibrations (both [N II] and [S II] are
measured in the K band for the KBSS-LM1 sample) and nearly
independent of reddening/extinction.
Substituting the measured values of N2O2 and N2S2 (see
Table 7) into Equations (2) and (3) results in values of
log(N/O) in very good agreement with one another:
( = - log N O 1.22 0.02( ) from N2O2 and =log N O( )
- 1.26 0.02 from N2S2), suggesting that the values are
reasonable and that our cross-band calibration and reddening
corrections are accurate. Hereafter, we adopt the average
= - log N O 1.24 0.03( ) as a ﬁducial value, but we re-
assess the N/O abundance ratio for the KBSS-LM1 composite
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using a method entirely independent of the empirical N2O2
N/O calibration (Equations (2) and (3)) in Section 7.6 below.
7. PHOTOIONIZATION MODELS
Since we are interested in identifying stellar population
synthesis models that can simultaneously account for both the
FUV OB-star continuum and the excitation of nebular emission
in the same galaxies, we use the same population synthesis
models as described in Sections 3 and 4 as the source of the
ionizing radiation ﬁeld in photoionization models. For this
purpose, we used Cloudy (v13.02; Ferland et al. 2013); in brief,
the models assume a constant density =n 300e cm−3 (see
Section 6.1) plane-parallel geometry where the radiation ﬁeld
intensity is characterized by the dimensionless ionization
parameter U,
º »g gU n
n
n
n
4
H e
( )
where nH is the number density of hydrogen atoms and gn is the
equivalent density of photons capable of ionizing hydrogen
impinging on the face of the gas layer.
We varied the nebular abundances from =Z Z 0.1neb to=Z Z 1.0neb in steps of Z0.1 , using the solar abundance set
from Asplund et al. (2009) for all relevant elements. Dust
grains were included using the “Orion” mix provided by
Cloudy, assuming that the grain abundance (and thus the dust-
to-gas ratio) scales linearly with metallicity relative to solar.
We allowed logU to vary over the range −3.5  logU  −1.5
in steps of D =Ulog 0.1 for each grid.
As mentioned above, we have explicitly decoupled the
stellar metallicity (Z*) of the population synthesis models from
the ionized gas-phase nebular abundances (Zneb), so that each
population synthesis model was tested over the full range of
assumed gas-phase metallicity. As output, the ﬁnal predictions
for the nebular spectrum at the edge of the fully ionized region
were saved, along with the associated nebular continuum
emission. As discussed in Section 3, the nebular continuum
(generated self-consistently along with the line emission) was
then added to the high-resolution, purely stellar models for
detailed comparison with the FUV spectrum. Having generated
many such grids of photoionization models (210 grid points in
U and Zneb space for each of the population synthesis models
described in Section 3) we sought those that could most closely
reproduce the observed emission line intensity ratios. In what
follows, we focus primarily on the models that produced the
best ﬁts to the global FUV spectra in Section 3 (Table 4), and
discuss inferences based on combining the observational
constraints with the photoionization model results. As we
show below, the stellar models capable of reproducing the
observed nebular emission line indices are a subset of those
which provided reasonable matches to the FUV stellar spectra.
7.1. Ionization Parameter
The most useful line ratios for constraining the ionization
parameter U are those with different ionization potentials
but ﬁxed elemental abundance ratios- the best such lines
observed in the KBSS-LM1 composite spectra are
+ + ºlog O 4960 5008 log O 3727 3729 O32III II([ ]( ) [ ]( )) and
+ ºlog Ne 3870 O 3727 3729 Ne3O2III II([ ] [ ]( )) (see Table 7).
The advantage of the former is that both lines derive from the
same element; the advantage of the latter is the proximity of the
two features in wavelength—both appearing in the J band over
the redshift range of the LM1 sample—meaning that
uncertainties in relative slit losses are absent, and relative
extinction corrections are small. The abundance ratio (Ne/O) is
also not expected to vary signiﬁcantly with (O/H). A
successful photoionization model should correctly predict the
observed values of both O32 and Ne3O2 with a single value
of logU.
Figure 9 compares the predictions of the photoionization
models using the population synthesis models that provide the
closest match to the observed FUV spectrum as described in
Section 3. The observed point (labeled KBSS-LM1) can be
reproduced by both S99 and BPASSv2 models, but the value of
logU at which the models produce their closest match is
model-dependent: higher values of logU (by0.1 0.2– dex) are
needed for the S99 models, as indicated in Figure 9. We ﬁnd
that the predicted locus of O32 versus Ne3O2 for a given
population synthesis model is insensitive to assumed gas-phase
metallicity; Figure 9 shows grid points for =Z Z 0.5neb
(12+ log(O/H) = 8.39) for illustration purposes and for
consistency with the discussion in Sections 7.2 and 7.3.
7.2. N2 and S2 BPT Planes
Figure 10 shows the predictions of the Cloudy models in the
N2 and S2 Baldwin et al. 1981 (BPT) planes. In the top panel,
the model grid assumes = -log N O 1.24( ) as obtained in
Section 6.2 using the N2O2 calibration in Equation (2). Note
ﬁrst that the KBSS-LM1 measurement falls directly on the ﬁt to
the BPT locus of the full ~z 2.3 KBSS-MOSFIRE sample
(Steidel et al. 2014; Strom et al. 2016); i.e., the composite is
representative of the full KBSS sample. The grid point
corresponding to the best value of U for each model determined
Figure 9. The predictions of photoionization models using the stellar
population synthesis models that best-ﬁt the observed FUV spectrum, for
two nebular line ratios sensitive to ionization parameter U. The yellow point is
measured from the KBSS-LM1 composite (Table 7); its error bars are smaller
than the size of the point. The models shown assume =Z Z 0.5neb , but there
is only very weak dependence on gas-phase metallicity of the line ratios shown.
The value of log U that most closely matches the observed line indices
(symbols enclosed by black outlines) is listed for each model shown.
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from Ne3O2 and O32 (Figure 9) is indicated with a black
outline symbol in each panel. The BPASSv2-z001-100bin and
BPASSv2-z001-300bin population synthesis models with
= -Ulog 2.8 both predict values in excellent agreement with
the observations for =Z Z 0.5;neb the predictions for the
BPASSv2-z001-300 single-star model come close to the
observations in both BPT planes for =Z Z 0.5neb . In
contrast, the S99 models cannot simultaneously match the O3
and N2, or O3 and S2 constraints at any gas-phase metallicity
or value of logU; the S99 models, when logU is ﬁxed by the
O32 versus Ne3O2 constraint (Figure 9), underpredict both N2
and O3 (0.15 dex in each). The S99 models are capable of
producing O3 as high as observed, but only if logU were
0.5 dex higher than the value constrained by Ne3O2 and O32;
such high values of logU would predict much lower N2 (or S2)
than observed.
7.3. R23 versus O32
Figure 11 examines the efﬁcacy of the photoionization
models in the O32 versus R23 plane. A combination of R23
and O32 has been proposed as an indicator of gas-phase
oxygen abundance by a number of authors (e.g.,
McGaugh 1991; Kobulnicky et al. 1999; Kewley &
Dopita 2002), where O32 is used to set the ionization
parameter whereupon R23 is sensitive to overall O/H. The
same models illustrated in Figures 9 and 10 are shown in
Figure 11; the S99 models cannot produce values of R23 as
large as those observed at ﬁxed O32, for any assumed gas
Figure 10. Predictions of the same set of models as in Figure 9 in the N2 (left-hand panels) and S2 (right-hand panels) BPT plane, compared to the KBSS-LM1
measurement. The same log U grid points that most closely matched the observed line ratios in Figure 9 are indicated with black outline symbols. As in Figure 9, the
error bars for the LM1 measurements are smaller than the size of the point. The upper panels show the predictions assuming =Z Z 0.3neb , while the lower panels
assume =Z Z 0.5;neb note that the higher gas-phase metallicity is strongly preferred.
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phase (O/H). Note that the BPASSv2 models are more
sensitive to gas-phase metallicity for values of logU ﬁxed by
O32 and Ne3O2 ratios—the emission in the [O II] and [O III]
nebular lines continues to increase until reaching a peak at
Z Z 0.5neb ( /+ =12 log O H 8.39( ) ), while the S99
models produce their maximum R23 closer to
Z Z 0.3neb . Comparison of Figures 11 with 10 shows that
the O32 versus R23 plane is most sensitive to differences in
spectral hardness among the models shown: note that at ﬁxed
O32, R23 increases monotonically with increasing spectral
hardness—and that only the BPASSv2-z001 binary models
produce predicted line indices consistent with the observations,
and then only when =Z Z 0.5neb .
7.4. He II Emission
Figure 12 shows that the largest differences between
BPASSv2 binary and S99 population synthesis model predic-
tions are for the ratio of He IIl b1640 H . As discussed in
Section 4.3 above, the BPASSv2 binary models with
continuous star formation predict a stellar He II feature that is
absent from the single-star (S99 or BPASSv2) models–this can
be understood qualitatively as a direct result of the evolution of
massive stars in binaries, which produce an extended
evolutionary phase during which stellar effective temperatures
can be as high as 105 K over a much longer period than
classical Wolf–Rayet stars (see, e.g., Eldridge & Stan-
way 2012). Massive star binaries naturally produce a harder
ionizing-UV spectrum with a higher duty cycle than single-star
models, which can produce He II-ionizing photons only during
brief intervals when very high mass Wolf–Rayet stars are
present (see, e.g., Shirazi & Brinchmann 2012; Crowther
et al. 2016).
In any case, Figure 12 compares the predictions of the
various models for the ratio of nebular He II l1640/ bH with
the observed residuals after subtraction of the corresponding
predicted stellar He II emission (Table 5, Figure 8). The points
with error bars are the measured residuals from Table 5, color-
Figure 11. (a) As in Figures 9 and 10 (the LM1 error bars are again smaller
than the size of the point), a comparison of the Cloudy model predictions for
various assumed input stellar population models in the O32 vs. R23 plane. All
of the models shown can reproduce the observed value of O32 with −2.8 
log U  −2.6 (as in Figure 9, where the point corresponding to the value of U
that most closely reproduces the observed Ne3O2 and O32 ratios is indicated
with a black open box/pentagon), but R23 is matched only by the BPASSv2
binary models with =Z Z 0.5neb . Note that the O32 vs. R23 plane provides
the greatest sensitivity to the hardness of the stellar EUV continuum, and that
(unlike the BPT diagrams in Figure 10) both BPASSv2 binary models are
clearly favored over the BPASSv2-z001-300 single-star model.
Figure 12. Illustration of the substantially different predictions for nebular
He II l1640 emission relative to bH . The colored points with error bars show
the residual He II l1640/ bH measurements after subtraction of the corresp-
onding stellar model. Note that the S99 models and the BPASSv2-z001-300
single-star model have much larger He II residual emission than the BPASSv2
binary models because of much weaker predicted stellar He II. Only the
BPASSv2-z001-100bin and BPASSv2-z001-300bin models predict internally
consistent stellar and nebular contributions to the observed He IIl1640 spectral
feature. The colored symbols with black outlines surrounding them have the
same meaning as in previous ﬁgures.
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coded by the stellar model subtracted from the LM1 FUV
spectrum. A disagreement between the predicted ratio He II
l1640/ bH (locus of color-coded points without error bars)
and the residual He II/ bH indicates an inconsistency between
the model and the observations. Only the BPASSv2-z001
binary models (dark red and turquoise pentagons) suggest
consistency between the predicted stellar He II and the
strength of the residual emission when interpreted as the
nebular component of He II l1640. When the BPASSv2-z001
binary population synthesis models are subtracted from the
observed KBSS-LM1 spectrum (Figure 8), the residual He II
feature is narrow and is reduced in intensity by a factor of ∼6
(turquoise and dark red pentagon with error bar); though its
signiﬁcance is marginal, the residual He II emission is
consistent with that predicted by the photoionization models
using the same BPASSv2 spectra. The BPASSv2-z001-300
single-star model predicts nebular He II/ bH comparable to
that of the BPASSv2-z001-100bin model shown, but, because
it predicts negligible stellar He II, the residual emission
(orange pentagon with error bar) is much higher than
predicted for nebular He II by the same model.
One issue that becomes relevant in the current context is
that photospheric absorption lines in the stellar spectrum are
present at wavelengths coincident with the broad stellar He II
feature (see Figure 8(a))–this “blanketing” might conceiva-
bly mask the presence of a broad He II line in spectra with
low S/N and/or low spectral resolution, and it also
introduces some degree of model dependence to the
measurement of He II emission in galaxy spectra (since the
blanketing depends on the details of the photospheric
absorption lines).
7.5. Spectral Shape in the FUV and EUV
The preceding analysis of the nebular emission line ratios
essentially amounts to constraining the spectral shape of the
ionizing EUV stellar continuum. Using O32 and Ne3O2 to
measure U ﬁxes the intensity of the ionizing radiation ﬁeld in
the 1–3 Ryd range, so that if the spectral shape of a model is
off, the predictions for the relative intensities of other lines
(e.g., O3, N2, S2, He II/ bH ) will not match the observations.
To summarize, of the population synthesis models that provide
the best matches to both the global FUV spectrum and to the
details of the stellar wind and photospheric absorption lines, the
BPASSv2 binary models appear to be capable of reproducing
simultaneously all of the line ratios observed, at a ﬁxed value of
U. Evidently, the stellar ionizing spectrum of this particular
sample of (typical) star-forming galaxies at ~z 2.4 needs to
satisfy the following:
1. It must be modestly reddened by dust, with
- E B V 0.19cont( ) , or A 0.76V under the assump-
tion of the Calzetti et al. (2000) starburst attenuation
relation.
2. It must have low photospheric abundances
( * ~Z Z 0.1), to reproduce the limited blanketing of
the stellar FUV continuum.
3. The strongest stellar wind lines (most notably, that of
C IV) suggest * Z Z 0.14.
4. It must be capable of producing nebular emission lines
characterized by R23 ∼ 0.93 when O32 ; 0.3.
Figure 13. Comparison of the EUV 1–4 Rydberg spectra for the same models
shown in Figures 9 through 12. All of the models assume constant SFR over
108 years, and are normalized so that =nf 1.0 at l = 9100 Å. The models that
come closest to reproducing the observed nebular emission line ratios are
BPASSv2-z001-300bin and BPASSv2-z001-100bin, the models with the
hardest EUV spectra. The other models do not produce enough photons at
2 4 Ryd– (225–450 Å) relative to 1 Ryd (912 Å) to match the observed
nebular excitation.
Figure 14. The predictions of a subset of the population synthesis models (each
assuming the value of log U constrained by the observed O32 and Ne3O2
values shown in Figure 9) for the N2O2 index with respect to N2 º
l alog N 6585 HII([ ] ). The large yellow point is the LM1 measurement, where
the radius of the circle represents the uncertainties on the measurements. Each
model is plotted for a range of assumed =Z Z 0.3 0.7neb – , in linear steps of
0.1, where the symbol size scales with the value. Outside the range
= - log N O 1.24 0.04( ) with = Z Z 0.5 0.1neb , no combination of
N/O and O/H ( Z Zneb ) can reproduce the observed point. The BPASSv2-
z001 binary models match the observations, with = -log N O 1.24( ) when
=Z Z 0.5;neb the marginal values of = - -log N O 1.28, 1.20( ) ( ) match
when =Z Z 0.6, 0.4neb ( ). The allowed range, = - log N O 1.24 0.04( ) ,
is in excellent agreement with that obtained from the local calibration of
N2O2 N/O (Section 6.2).
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5. It must have a sufﬁciently hard ionizing-UV spectrum to
produce substantial stellar He II l1640 emission and
(probably) nebular l b He 1640 H 0.02II (Section 7.4).
The principal reason that the BPASSv2 binary models are more
successful overall is the harder ionizing spectrum under
conditions of continuous star formation (i.e., star formation
timescales of t 20 30 Myr;d – see Section 1). Figure 13 shows
a direct comparison of the EUV ionizing spectra for the models
discussed in this section. As discussed in Section 7.3, the
sequence of increasing EUV hardness is reﬂected most directly
by the R23 parameter at ﬁxed O32 (Figure 11(b)); in both
Figures 11(b) and 13, the EUV spectral hardness decreases
from top to bottom in the ﬁgure legends.
7.6. N/O Revisited
The constraints on the spectral shape of the EUV ionizing
radiation ﬁeld provided by the combination of population
synthesis models and ionization parameter as described in
Section 7.1 allow us to remove the last remaining dependency
on calibrations established at low redshift: the mapping of the
N2O2 index (which is observed) to N/O. We showed in
section Section 7.2 that the model predictions for the N2, S2,
and O3 indices are very well-matched under the assumption
that = -log N O 1.24( ) as implied by Equations (2) and (3).
We now examine the constraints on log(N/O) based only on
measured quantities and the population synthesis+photoioni-
zation models.
To accomplish this, we allowed N/O to vary independently
of the overall scaling of the nebular abundances Z Zneb in the
models, ﬁxed the ionization parameter as described in
Section 7.1, and required that the predicted N2O2 and N2 line
indices both agree with the observed point within the errors
(see Table 7); the results are shown in Figure 14. We ﬁnd that
only the BPASSv2-z001 binary models can reproduce the
observed line indices simultaneously, and then only if
= - log N O 1.24 0.04( ) and = Z Z 0.5 0.1neb .
Figure 14 shows the model predictions for the N2O2 index
versus the N2 index (see Table 7 for assumed gas-phase
oxygen abundances in the range =Z Z 0.3 0.7neb – .
In Figure 14, the points connected by the solid curve
correspond to the = -log N O 1.24( ) for each color-coded
model, for which the =Z Z 0.5neb metallicity point matches
the KBSS-LM1 observation. Also shown are curves assuming
the s1 marginal values of /log N O( ) that are still consistent
with the observation, i.e., = - -log N O 1.20, 1.28 ;( ) ( )
assuming the marginal values yields best-matching oxygen
abundance =Z Z 0.4, 0.6neb ( ), respectively. Thus, the most
successful population synthesis+photoionization models pre-
dict that = Z Z 0.5 0.1neb , or + = -+12 log O H 8.39 ;0.100.08( )
we return to a detailed discussion of the nebular oxygen
abundance in Section 8.1.
The abundance ratio N/O, constrained only by the ~z 2.4
KBSS-LM1 observations and the population synthesis+photo-
ionization models that successfully reproduce all other strong-
line ratios is identical to N/O obtained from local H II region
calibrations. Since both methods yield consistency using either
the N2O2 or N2S2 indices, it also implies that nebular
= S O S O( ) to within 0.1 dex for the KBSS-LM1
ensemble. The N/O abundance ratio for the full ~z 2.3
KBSS-MOSFIRE sample is investigated in a companion paper
(Strom et al. 2016).
8. IONIZED GAS-PHASE ABUNDANCES
We showed in Section 7 that the strong-line ratios observed
in the nebular spectra of the KBSS-LM1 ensemble are
reproduced by a model assuming nebular abundances for
O (and S) of = Z Z 0.5 0.1neb and =log N O( )- 1.24 0.04 ( = - N O 0.38 0.04[ ] , or  0.42 N O( ) ).
In this section, we compare the model results for O/H with
various other commonly used methods, and present additional
abundance ratio determinations made possible by the combina-
tion of the KBSS-LM1 spectra and the successful population
synthesis+photoionization models.
8.1. Nebular Oxygen Abundance
Table 7 summarizes the oxygen abundance measurements
based on the nebular emission lines in the KBSS-LM1
composite spectra. In this section, we report a direct Te
measurement of O/H, and compare it to the results of the
stellar population synthesis+photoionization modeling pre-
sented in Section 7 above. Comparisons of the direct and
modeled oxygen abundances to several estimates based on
strong-line indices are presented in Section 8.1.3.
8.1.1. Direct Method
The KBSS-LM1 nebular spectra are of high enough quality
to yield a Te measurement from the observed ratio
lº +O3uv O 1661 1666 O 5008III III]( ) [ ] (see Table 7),
which gives = T O 12250 600IIIe ( ) K. Assuming that
Te(O II) = 0.7 Te(O III) + 3000 (e.g., Campbell et al. 1986;
Garnett 1992; Izotov et al. 2006; Pilyugin et al. 2009; here-
inafter referred to as the “T T2 3– ” relation) and that= +++ + + +O H O H O H( ) ( ) ( ), the corresponding oxygen
abundance is
+ = 
= Z Z
12 log O H 8.14 0.04;
0.29 0.03. 5
dir
neb
( )
( )
The error bars account both for the uncertainty in the line ﬂuxes
(dominated by the uncertainty in the UV O III] doublet) and in
the extinction correction from the Balmer decrement measure-
ment. However, the quoted error may under-estimate the true
uncertainty given that we have assumed an extinction curve
that may not be the correct one for nebular extinction in the
high-redshift objects. 22A smaller extrapolation would be
required to use the lO 4364III[ ] auroral line instead of the
UV O III] intercombination doublet, but the former was covered
in the observed wavelength range for only ∼50% of the KBSS-
LM1 galaxies; we have therefore treated a tentative detection as
a 3σ upper limit on the electron temperature, <T 13370e K
(see Table 7), consistent with the Te measurement based on the
UV O III] feature.
Another potential source of systematic error is that we have
not measured the electron temperature associated with the
[O II]-emitting gas; the same problem has affected essentially
all other high-redshift estimates, and most estimates at low
redshift, in the literature. In the absence of a measurement of Te
for a missing ionization stage, it is common to use the T T2 3–
22 The inferred Te-based oxygen abundances assuming alternative extinction
curves (for values of E(B − V) that reproduce the same assumed intrinsic
Balmer line ratio) are 12 + log(O/H) = [7.98, 8.12, 8.11] for SMC (Gordon
et al. 2003), Calzetti et al. (2000), and Reddy et al. (2015), respectively.
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relation mentioned above, which was originally established
using photoionization models but has been generally supported
by observations of local galaxy H II regions (e.g., Brown
et al. 2014; Berg et al. 2015). Nevertheless, the applicability of
this relation is a source of some controversy; for example,
Andrews & Martini (2013) (AM13) have shown that for
composite SDSS galaxy spectra in bins of M* and SFR, the
standard T T2 3– relation systematically over-predicts T O IIe ( ) at a
given T O IIIe ( ) for the vast majority of the bins in *M and
* -M SFR. The exceptions are for objects with>log SFR 1.0 (rare in the SDSS sample), which are generally
in good agreement with the T T2 3– formulation. The implication
for the KBSS-LM1 sample is unclear, since most of the ~z 2.4
galaxies have >log SFR 1.0( ) .
However, it is interesting to ask how the possible offset of T2
as found by AM13 would affect the direct method oxygen
abundance for the KBSS-LM1 composite. For what AM13
called their “ * -M SFR” stacks, they found an average offset
ofD = -T 13002 K relative to the T T2 3– relation. Applying this
offset to the KBSS-LM1 composite would change the direct
method oxygen abundance + log O H12 dir( ) from 8.14 to
8.25 (i.e., from =Z Z 0.28neb to =Z Z 0.36neb ).
8.1.2. Comparison to Population Synthesis+Photoionization Model
Results
There is a well-known tendency for measurements of Te based
on collisionally excited lines (CELs) to systematically under-
estimate nebular O/H (see e.g., Peimbert & Peimbert 2002 and
references therein); this effect is generally ascribed to the fact
that, for nebulae having zones of differing temperature, the high
temperature regions will be over-represented due to the
temperature sensitivity of the emissivity of CELs, leading to
an over-estimate of Te. Nebular recombination lines (RELs), on
the other hand, are much less temperature sensitive, and when
both CELs and RELs can be measured for the same systems, the
inferred oxygen abundances based on RELs are systematically
higher, and generally in better agreement with the stellar O/H
measured from nearby regions in the same galaxy—including
the well-studied Orion and 30 Doradus regions in the Galaxy
and LMC, respectively. Recently, Esteban et al. (2014) used
high-quality echelle spectra of star-forming “knots” in nearby
galaxies to measure nebular abundances from both CELs and
RELs, ﬁnding a systematic offset
- = log O H log O H 0.24 0.02dex 6REL CEL( ) ( ) ( )
(median and inter-quartile range), consistent with other similar
measurements for individual H II regions in the literature (e.g.,
Blanc et al. 2015).
For some purposes, it is sufﬁcient simply to be consistent in
the method one uses to estimate nebular O/H, as the relative
values of O/H will be preserved within a sample. Because the
metallic RELs are extremely weak, it is far more difﬁcult to
measure O/H from RELs—such measurements may remain
out of reach for high-redshift galaxies for the foreseeable
future. It therefore makes sense to use CEL-based direct
measurements (or their strong-line proxies) for wholesale
measurements of gas-phase oxygen abundances. However, for
sensible comparisons between stars and ionized gas in the same
galaxies (of paramount interest in this paper), it is important to
acknowledge that CEL-based Te measurements are likely to
yield numerical values of log(O/H) lower than the actual gas-
phase O/H (or the stars in the same regions) by 0.24 dex. In
this context, applying the offset from Equation (6) to the
KBSS-LM1 (CEL-based) Te measurement (Equation (5)) gives
+ = 
= Z Z
12 log O H 8.38 0.04
0.49 0.05. 7
REL
neb
( )
( )
This is the same value for the nebular oxygen abundance
favored by the the population synthesis+photoionization
modeling described in Section 7; thus, we adopt
=Z Z 0.5neb as the most probable value of the “true”
nebular oxygen abundance of the KBSS-LM1 ensemble.
Recall that the most likely stellar metallicity obtained from
matching the observed spectrum of KBSS-LM1 to population
synthesis models (Section 4) is * =Z Z 0.07 0.14– , lower by
a factor of ;4–5. This apparent discrepancy between the
metallicity of the stars and that of the ionized gas required to
simultaneously match the FUV stellar spectra and the FUV/
optical nebular emission in the same galaxy ensemble is
discussed in Section 9 below.
8.1.3. Strong-Line Methods
For completeness, we have evaluated the nebular oxygen
abundance based on various strong-line indices commonly
used for that purpose, summarized in Section 7. By construc-
tion, the strong-line methods are intended to reproduce the
direct Te metallicity scale, for use when spectra are of
insufﬁcient quality to allow an actual measurement of
Te-sensitive line ratios.
Among the strong-line abundance measurements listed in
Table 7, the only one that is not calibrated using the Pilyugin
et al. (2012) H II region data set is that of R23, which instead
applies the low-metallicity branch R23 calibration from
McGaugh (1991). This calibration used a combination of
photoionization models and Te measurements, and accounts for
the ionization parameter through the measured value of O32,
+ = - + *
+ *
- * + *
- *
12 log O H 12 4.944 0.767 R23
0.602 R23
O32 0.290 0.332 R23
0.331 R23 8
R23
2
2
( )
( )
[
( ) ] ( )
where R23 and O32 are as deﬁned in Table 7. From this, we
obtain for the KBSS-LM1 composite:
+ = 
= Z Z
12 log O H 8.20 0.03;
0.32 0.03, 9
R23
neb
( )
( )
where the quoted error includes uncertainties in the R23 and
O32 line indices and their nebular extinction corrections.
Systematic errors were estimated by McGaugh (1991) to be
~0.1 dex.
For the other strong-line estimates of oxygen abundance, we
use calibrations based on the same Pilyugin et al. (2012) H II
region sample discussed in Section 6.2. Strom et al. (2016)
present linear ﬁts of the strong-line O3N2 and N2 indices to
Te-based oxygen abundances:
23
s
+ = - *
=
12 log O H 8.56 0.20 O3N2
0.08 dex 10
NO3 2( )
( )
23 Only the H II regions with +12 log O H 8.0dir( ) were included in the ﬁt;
objects with lower metallicity would not be compatible with the observed
locations of the KBSS-MOSFIRE sample on the BPT diagram.
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and
s
+ = + *
=
12 log O H 8.68 0.38 N2
0.09 dex, 11
N2( )
( )
where the uncertainties are the (global) rms scatter between the
ﬁt and individual measurements in the calibration set. One can
also use the Pilyugin et al. (2012) data set to calibrate the N2O2
index (used in Section 6.2 for an initial estimate of N/O)
directly onto O/H, for 12 + log(O/H)  8.0:
s
+ = + *
=
12 log O H 8.63 0.40 N2O2
0.09 dex. 12
N2O2( )
( )
The calibrations given in Equations (10) and (11) use
somewhat different parameters compared to the commonly
used calibrations of Pettini & Pagel (2004; PP04); however, for
the line indices measured in the KBSS-LM1 composite the
results are very similar, as we show below. Error bars assigned
to all strong-line metallicity estimates below (see also Table 7)
reﬂect uncertainties in the measurement of the line indices
(including extinction corrections, where relevant) as well as the
rms scatter in the calibration itself, accounting for the fact that
the KBSS-LM1 measurements are based on an ensemble,
rather than a single galaxy. They do not attempt to account for
possible systematic errors caused by differences between the
calibration sample and the KBSS-LM1 ensemble, and all are
based on the simplest linear relationship between line index and
direct Te (CEL) oxygen abundance in the calibration set.
For O3N2, we ﬁnd
+ = 
= Z Z
12 log O H 8.23 0.02
0.35 0.02. 13
O3N2
neb
( )
( )
An identical value would be obtained using the PP04 O3N2
metallicity calibration.
For N2, we obtain
+ = 
= Z Z
12 log O H 8.29 0.02
0.40 0.02. 14
N2
neb
( )
( )
Applying the (linear) PP04 N2 calibration instead would yield
an oxygen abundance higher by 0.03 dex (∼10%).
The results for O3N2 and N2 differ in the same sense for
both the PP04 calibration and those in Equations (10) and (11)
—with N2 yielding higher log(O/H) than O3N2—but the
amplitude of the difference is reduced: -log O H N2( )=log O H 0.06O3N2( ) dex for the new calibration, compared
to - =log O H log O H 0.12N2 O3N2( ) ( ) dex using PP04
calibrations. As discussed by Steidel et al. (2014), the smaller
difference is due in large part to a closer match between the
range of line indices represented in the calibration sample and
those in the sample being calibrated.
Using the measured N2O2 index for the KBSS-LM1
spectrum, Equation (12) yields
+ = 
= Z Z
12 log O H 8.23 0.03
0.35 0.03, 15
N2O2
neb
( )
( )
identical to the estimate based on the O3N2 index.
8.1.4. N/O “Analogs”
Alternatively, within the Pilyugin et al. (2012) calibration
data set there are 42 H II regions (10% of the full sample) with
 - -1.28 log N O 1.20( ) , thus matching the range of
N/O inferred for the KBSS-LM1 composite discussed in
Section 7.6; hereafter, we refer to this subsample as “N/O
Analogs” (cf. Section 6.2) for KBSS-LM1. We have already
pointed out that using the N2S2 and N2O2 indices with the
local calibration sample predicts the same value of N/O
obtained using our photoionization modeling; here we can test
whether the modeled N/O successfully predicts the direct Te
abundances in the calibration sample. The median direct Te
(CEL) oxygen abundance of the N/O analog sample is
+ = 
= Z Z
12 log O H 8.13 0.02
0.28 0.02 16
N O
neb
( )
( )
where the errors represent the uncertainty in the median of the
calibration sample of 42.
In other words, matching the modeled N/O for the KBSS-
LM1 composite to analogs in the H II region calibration sample
predicts a Te (CEL) oxygen abundance within 0.01 dex of the
value measured in KBSS-LM1 (Equation (5)). We have
already shown that the oxygen abundance predicted by the
modeling, without reference to the local calibration sample, is
the same value obtained from the direct (CEL) measurement
after converting to the REL abundance scale using Equation (6).
By extension, there appears to be full consistency in the
mapping between N/O and O/H of the calibration sample and
the measurements (both direct and modeled) of the KBSS-LM1
composite. The level of consistency implies that N/O at ﬁxed
O/H (or O/H at ﬁxed N/O), is nearly identical in z 0
extragalactic H II regions and ~z 2.4 star-forming galaxies.
Since the measurement of N/O via N2O2 is not strongly
dependent on ionization parameter and/or the shape of the
EUV ionizing radiation ﬁeld (unlike O32, R23, N2, and
O3N2), and is strongly dependent on O/H, the most reliable
strong-line measurement of O/H (when information is limited)
may be obtained through N/O.
8.1.5. Implications for Strong-line Measurements
To summarize, estimates of the oxygen abundances based on
the measurement of various strong-line ratios—anchored by the
same H II region calibration data set—span the range 8.20  12
+ log(O/H)  8.29 depending on the method used. All of the
strong-line methods appear to over-estimate, by varying
degrees, the Te (CEL) abundance measured in the high-redshift
LM1 composite. Use of the N2 index results in the largest over-
estimate (0.15 dex). Nevertheless, we have shown that a
higher N2 index at ﬁxed N/O and O/H is expected when the
EUV spectrum of ionizing stars is systematically harder
compared to the calibration sample at the same gas-phase O/
H. Once this has been accounted for, there is no evidence for
redshift-dependent behavior of N/O versus O/H.
The comparatively poor performance of
l aºN2 N 6585 HII[ ] for predicting the Te (CEL) oxygen
abundance of the high-redshift composite can be understood by
referring to Figure 14: for ﬁxed N/O, increasing the hardness
of the radiation ﬁeld (e.g., between the S99-v00-z002 model
and the BPASSv2-z001 binary models shown) increases the N2
index by ∼0.2 dex while leaving N2O2 nearly unchanged at
ﬁxed O/H. In contrast, the similarity (in both slope and
normalization) of Equations (11) and (12) suggests that the N2
and N2O2 indices are nearly indistinguishable in the way they
map to direct oxygen abundances within the calibration sample.
Harder ionizing spectra at ﬁxed O/H and N/O at high redshift
23
The Astrophysical Journal, 826:159 (29pp), 2016 August 1 Steidel et al.
cause asymmetric shifts in the N2 and N2O2 line indices
relative to the calibration sample, causing a systematic shift in
the mapping between strong-line index and abundance. The
O3N2 index comes closer than N2 to predicting the Te oxygen
abundance because both O3 and N2 increase with increasing
spectral hardness (at ﬁxed O/H and N/O)—so that the
amplitude of the systematic shift is reduced simply because
the relevant line index is the difference, O3 N2– .
It is important to note that the amplitude of the systematic
errors (relative to the Te/CEL abundances) introduced by the
strong-line methods will depend on the details of the
differences in excitation at ﬁxed O/H between the calibration
sample and the sample to which the calibration is applied. For
reasons discussed in detail in Section 9, the amplitude of
systematic errors caused by such “calibration sample mis-
match” is likely to increase with Z Zneb .
8.2. C/O
The use of the rest-UV line ratio C3O3 (see Table 7) as an
indicator of the C/O abundance ratio in low-metallicity H II
regions was originally proposed by Garnett et al. (1995b), and
has been employed in a number of studies of high-redshift
galaxies (e.g., Shapley et al. 2003; Erb et al. 2010) thanks to the
relative ease with which FUV spectra of such objects can be
obtained. In the rest-frame FUV, the C III] and O III] features are
close enough in wavelength that they are relatively immune to
uncertainties in extinction, and at the same time ++C and ++O
are expected to be by far the dominant ions for both C and O,
so that ionization corrections needed to infer C/O from
++ ++C O are small and easily modeled.
Rather than using the approximations given by Garnett et al.
(1995b), we make use of the photoionization grid point that
combines the BPASSv2-z001 binary population synthesis
model with logU = −2.8 (Figure 9) and oxygen abundance
in the range discussed in the previous section
( = Z Z 0.5 0.1neb , or + 12 log O H 8.4 0.1( ) ); this
allows us to apply internally consistent ionization corrections
and to include the expected dependence of C3O3 on O/H in
estimating the uncertainties. We re-ran the photoionization
models, varying C/O while holding O/H ﬁxed within the
range = Z Z 0.5 0.1neb , as discussed in Section 8.1.2, and
logU ﬁxed at the same value shown in Figure 9. The observed
ratio (Table 7) is = C3O3 0.62 0.07obs , which we ﬁnd is
reproduced by the BPASSv2-z001 binary models when
= - log C O 0.60 0.09( ) , where the error bars include the
uncertainties in inferred Z Zneb as well as the observational
uncertainties in the C3O3 index. Comparing the inferred C/O
with the solar ratio = -log C O 0.26( ) (Asplund et al. 2009),
= - = - C O C3O3 C303 0.34 0.09. 17obs[ ] ( )
Figure 15 shows that this value is very much in line with the
trend of C/O versus O/H observed in Galactic stars and H II
regions in nearby dwarf and spiral galaxies. Note that the value
of log(O/H) for the KBSS-LM1 point has systematic
uncertainty for the reasons discussed in Section 8.1; the same
is true for local H II region measurements. For internal
consistency, all of the nebular values in Figure 15 are based
Figure 15. Comparison of log(C/O) vs. 12+log(O/H) for Galactic stars, low-
metallicity dwarf galaxies, and extragalactic H II regions with the measurement
from the ~z 2.4 KBSS-LM1 composite (large yellow point). The low-redshift
data include metal-poor halo (Akerman et al. 2004; turquoise points) and
“thick-disk” (Bensby & Feltzing 2006; orange points) stars, dwarf galaxies
(Garnett et al. 1995b; Kobulnicky & Skillman 1998; magenta squares and red
hexagons, respectively), local spiral galaxy H II regions (Garnett et al. 1999;
light green pentagons), and measurements of bright emission line knots in local
star-forming galaxies (Esteban et al. 2014; dark green triangles). All nebular
values of O/H are based on Te measurements from collisionally excited
emission lines, and have been adjusted to the REL oxygen abundance scale
(presumed to match the stellar abundance scale) by adding
D =log O H 0.24( ) dex (Equation (6); see text for discussion). Stars with
/ > +O Fe 0.4[ ] from the Bensby & Feltzing (2006) sample are surrounded by
an additional black circle. The solar values of log(O/H) and log(C/O) are
indicated with dashed lines.
Figure 16. Similar to Figure 15, but for N/O vs. 12+log(O/H). As in
Figure 15, both the local measurements (in this case, the Pilyugin et al. 2012
compilation of extragalactic H II regions) and the KBSS-LM1 Te measurements
have been shifted by+0.24 dex in log(O/H) as in Equation (6). Recall that the
oxygen abundance favored by the best-ﬁtting photoionization model
(Section 7.6) is identical to the Te oxygen abundance after applying this shift
from the CEL to REL scale. The KBSS-LM1 value of N/O is as determined in
Section 8.3.
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on Te (CEL) measurements from collisionally excited emission
lines, but have been corrected to the REL abundance scale
according to Equation (6) by adding 0.24 dex (see the
discussion in Section 8.1.2). 24As discussed by Esteban et al.
(2014), a similar offset to that given in Equation (6) is likely to
be present between CEL-based direct determinations and the
stellar abundance scale; thus, we include samples of Galactic
halo and thick-disk stars with accurate photospheric abundance
measurements of C/O and O/H in Figure 15 as well. Clearly,
correcting the nebular measurements to the REL oxygen
abundance scale brings them into excellent agreement with the
locus occupied by Galactic stars over the full range in common;
in addition, the locus of both stars and nebulae crosses C O( )
at O H( ) .
There have been several previous estimates of C/O at high
redshifts: the most directly comparable to the KBSS-LM1
composite is that of Shapley et al. (2003), who measured C3O3
from composite spectra of z 3 LBGs, ﬁnding that
= - log C O 0.68 0.13( ) for the full galaxy sample and
= - log C O 0.74 0.14( ) for the subset with the strongest
aLy emission lines. Both values assumed that =C O
´++ ++C O ICF with assumed =ICF 1.0.25 Erb et al.
(2010) derived a value of = - log C O 0.62 0.09( ) with
= ICF 1.7 0.2 for a single galaxy, Q2343-BX418 (see also
Steidel et al. 2014), for which a much higher ionization
parameter was assumed (log = - U 1.0 0.15).26 These
previous measurements are all consistent with KBSS-LM1
within their observational and modeling uncertainties; the new
KBSS-LM1 measurement has considerably smaller systematic
uncertainties, however, because it is derived based on a stellar
+nebular model that simultaneously reproduces the FUV and
optical line intensity ratios as well as the FUV stellar spectrum.
8.3. N/O
We have already discussed the determination of N/O for the
KBSS-LM1 composite in Sections 6.2 and 7.6, and have
shown that, in spite of the fact that the N2 index over-estimates
the Te oxygen abundance by ∼0.15 dex, the measured N/O and
the Te (CEL) measurement of O/H are in excellent agreement
with the locus occupied by local H II regions in the calibration
sample (Figure 16 and Section 8.1.1).
In view of the results for C/O given in Section 8.2 above,
it is instructive to cast the N/O measurements in similar
terms. Figure 16 shows the the Pilyugin et al. (2012)
calibration sample and the KBSS-LM1 point after applying
the offset given in Equation (6) to the measured Te (CEL)
oxygen abundances, as was done for C/O and local
comparison samples in Figure 15. As was the case for C/O
versus O/H, the shift applied to log(O/H) from Equation (6)
causes the locus of H II regions to cross O H( )
when  N O N O( ) ( ) .
The axis scales in Figure 16 have been deliberately adjusted
to show the same range in N/O as for C/O in Figure 15, to
emphasize the similarity of the behavior of C/O and N/O
versus O/H. Note that the KBSS-LM1 composite exhibits
nearly identical under-abundance of C and N with respect to O:
= - C O 0.34 0.09[ ] compared to = - N O 0.37 0.04[ ]
(see Table 7). The overall patterns of C/O and N/O are
remarkably similar for the whole range of O/H in common;
while the nucleosynthetic origins of C and N are beyond the
scope of this work, comparison of Figures 15 and 16 does
suggest a common origin of N and C in which both are closely
tied to O/H.
8.4. Si/O
As for the C/O abundance determination, we make use of
the observed ratio Si3O3 (Table 7) in conjunction with the most
successful photoionization model. The solar ratio of silicon to
oxygen according to Asplund et al. (2009) is
= -log Si O 1.18( ) , for which the BPASSv2-z002 model
(log = -U 2.8) predicts  0.61 Si3O3 0.65 for Z Z0.4 0.6neb . The measurement of =Si3O3obs0.00 0.08 (Table 7) thus implies that
= - = - log Si O Si3O3 Si3O3 1.81 0.10 18obs( ) ( )
or = - Si O 0.63 0.10[ ] in the ionized gas phase of the
z 2.4 galaxies. Since Si and O are generally believed to be
produced by the same processes, the observed [Si/O] under-
abundance relative to solar is likely dominated by depletion of
Si onto dust grains. Adopting the deﬁnition
º -X Y log X Y log X Y 19gas neb tot[ ] ( ) ( ) ( )
where X and Y are elements, log(X/Y)neb is the nebular (gas-
phase) abundance ratio, and log(X/Y) tot is the element ISM
ratio (gas+dust), we ﬁnd -Si H 0.63gas[ ] . This value
represents an intermediate depletion level relative to the full
range seen in Galactic sightlines (  - -1.36 Si H gas[ ]
0.22; Jenkins 2009; see Section 8.5).
Nebular measurements of Si/O at low redshift are few, owing
to the need for FUV spectroscopic observations. In an HST/UV
spectroscopic study of H II regions in dwarf galaxies, Garnett et al.
(1995a) found a weighted average value
á ñ = - log Si O 1.59 0.07( ) , and saw no obvious trend with
(O/H) over the range probed. At the time of that work, the solar
ratio log Si O( ) was believed to be ∼0.2 dex lower than the best
current values, which led the authors to speculate that depletion of
Si onto dust grains was signiﬁcantly lower than expected by then-
current grain formation models; however, with the currently
accepted value of Si O( ) , the dwarf galaxy measurements
( -Si H 0.4gas[ ] ) fall well within the range inferred from
interstellar absorption line measurements, and have slightly lower
depletion than inferred for the KBSS-LM1 composite.
8.5. Effects of Depletion in the Ionized Gas
The inferred depletion of Si onto dust grains (Section 8.4)
can be used to estimate the degree to which other elements–in
this case, we are interested primarily in C, N, O, and S–are
likely to be depleted as well. Assuming gas-phase depletion
= -Si H 0.63gas[ ] , the depletion expected for the other
24 The values of C/O should require no systematic correction, since nebular
measurements of the ratio have only a weak dependence on the assumed
oxygen abundance–see also the discussion in Esteban et al. (2014).
25 The ionization correction factor implied by the best-ﬁtting model for KBSS-
LM1 is =ICF 0.78, which if applied to the Shapley et al. (2003) results
would lower the inferred value of /log C O( ) by ∼0.11 dex.
26 The emission line ratios of Q2343-BX418 from more recent KBSS-
MOSFIRE observations can be reproduced with » -Ulog 2.3 using the same
BPASSv2 population synthesis model as in the present work, which predicts
ICF 0.97; a new LRIS observation gives = C3O3 0.48 0.03, and
inferred = - log C O 0.62 0.05( ) , in very good agreement with that of the
LM1 composite (Table 7).
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elements can be calculated from the ﬁts given by Jenkins
(2009) with the parameter * = F 0.36 0.09 (see his Equation
(10) and Table 4) determined from Si: -O H 0.09gas[ ] ,
-C H 0.15gas[ ] , -N H 0.11gas[ ] , and -S H 0.15gas[ ] ,
with uncertainties of ±0.05 dex dominated by the scatter in the
calibration. If these values are approximately correct, then the
total oxygen abundance would be systematically higher by
∼0.09 dex (∼20%), but the inferred nebular abundance ratios
C/O, N/O, S/O would be essentially unaffected by depletion
(0.05 dex).
Note that increasing the nebular oxygen abundance by 0.1
dex would increase the apparent difference between stellar and
nebular metallicity for the KBSS-LM1 composite spectra.
8.6. Abundances: Summary
1. The stellar abundances are traced directly by photo-
spheric and wind lines in the FUV spectrum, and
indirectly by the inferred EUV spectrum constrained by
the nebular line ratios. Both suggest
that * Z Z 0.10 0.03.
2. The nebular oxygen abundance lies in the range
 Z Z0.3 0.6neb according to the best-ﬁtting photo-
ionization models, a direct Te measurement of O III, and
several locally calibrated strong-line estimates. However,
an ionized gas-phase metallicity of =Z Z 0.5neb is
favored by the photoionization modeling, which does not
rely on the applicability of local calibrations and has been
subjected to the strongest constraints imposed by the
requirement of internal consistency. =Z Z 0.5neb is
also inferred from the direct Te measurement assuming
that collisionally excited emission lines (CELs) under-
estimate the true gas-phase oxygen abundance by
D =log O H 0.24( ) dex as in the local universe.
3. Using FUV emission lines of C III] and O III], whose ratios
are insensitive to extinction corrections and only mildly
dependent on O/H, we have measured =log C O( )
- 0.60 0.09. The measurement is consistent with the
observed trend of C/O versus O/H in Galactic stars and
the H II regions of nearby galaxies, and provides external
support for the inferred O/H. Together, the C/O and O/
H measurements suggest that -C H 0.7[ ] ,
i.e.,  C H 0.2 C H( ) ( ) .
4. The nebular abundance ratio = -Si O 0.63[ ] is pre-
sumably due to depletion onto dust grains, suggesting
that -Si H 0.63gas[ ] if Si O 0.0tot[ ] . The level of Si
depletion implies gas-phase depletions of C, N, O, and S
of -X H 0.1gas[ ] . Thus, inferred metallic abundance
ratios N/O, C/O, and S/O should be largely unaffected
by dust grains.
9. SUMMARY AND DISCUSSION
In this paper, we have demonstrated that spectroscopic
measurements of the rest-frame FUV stellar continuum, and
nebular emission lines in the FUV (  l1000 20000 Å) and
optical (  l3700 70000 Å) can be used to extract detailed
physical and chemical properties of stars and ionized gas in
high-redshift star-forming galaxies. Perhaps the most signiﬁ-
cant development is that the observations can be understood in
the context of a self-consistent model of the massive star
population and ionized gas-phase physical conditions.
The results for the KBSS-LM1 composite spectra offer a
global cross-check on the physical interpretation of the most
readily accessible observational signatures of high-redshift
galaxies, and are almost entirely independent of calibrations
anchored at low redshift. Below, we brieﬂy summarize and
discuss the most signiﬁcant results and their implications.
9.1. Which Metallicity?
We saw above that the most successful model in
simultaneously predicting the observed stellar FUV and
nebular FUV+optical spectrum of the z = 2.4 KBSS-LM1
composite has * Z Z 0.1 and Z Z 0.4 0.5;neb – that is, a
factor of ;4–5 difference between stellar and nebular
“metallicity”!
However, such behavior is actually expected for galaxies
whose ISM has been enriched primarily by Type II (core-
collapse) supernovae, by the following argument: ﬁrst, the
FUV and EUV spectra of massive stars are most sensitive to
the elements dominating the opacity in stellar interiors,
atmospheres, and winds—Fe being especially important—
whereas elements acting as important coolants in ionized gas
with T 104 K, and thus producing strong emission lines—
notably O—play only a minor role within stars. Similarly, in
spite of its importance in stars, Fe is depleted onto dust grains
in the ISM and therefore relatively unimportant as a coolant in
most H II regions.
It is interesting to consider the limiting case that stellar
opacity and mass-loss rates depend only on stellar Fe/H, and
nebular emission lines only on gas-phase O/H. Assuming
constant SFRs, the typical inferred ages of high-redshift star-
forming galaxies is a few hundred Myr; since the rate of Fe
Figure 17. The enhancement in O/Fe relative to solar as a function of stellar
O/H for the same Galactic thick-disk stars as in Figure 15 (orange points;
Bensby & Feltzing 2006) and for two samples of Galactic bulge stars: micro-
lensed dwarfs (light green squares; Bensby et al. 2013) and K-giants (dark
green squares; Lecureur et al. 2007). The point representing KBSS-LM1 (large
yellow point) is shown for comparison, assuming
»  ´ O Fe 4 1 O Fe( ) ( ) ( ) and the nebular oxygen abundance
(Section 8.1.2) from direct Te measurements and photoionization modeling,
12 + log(O/H) = 8.38 ± 0.10 ( » Z Z 0.5 0.1neb ).
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enrichment of the ISM by SNe Ia depends on stars that formed
some ∼1 Gyr earlier than the epoch at which the massive stars
are observed, the metals deposited in the ISM over the star-
forming lifetime of the galaxy (and thus, the abundances of
massive stars at the epoch of observation) would be dominated
by the nucleosynthetic products of core-collapse supernovae.
Moreover, it has been argued (e.g., Papovich et al. 2011; Reddy
et al. 2012) that typical high-redshift galaxies have SFRs that
increase with time at z 2—rising star formation histories
could easily extend the timescale over which core-collapse
supernovae dominate the gas-phase enrichment to well beyond
a Gyr, since once again the production rate of Fe by SNe Ia
depends on the galaxy’s SFR as it was ∼1 Gyr in the past.
According to Nomoto et al. (2006), the Salpeter IMF-
averaged yields of O and Fe from core-collapse supernovae are
[O/Fe] = (0.74, 0.67, 0.60) dex for initial metallicity
* =Z 0.001, 0.004, 0.020( ). That is, the predicted enhance-
ment in abundance of O relative to Fe is =O Fe( )
´ 5.5, 4.7, 4.0 O Fe( ) ( ) —remarkably close to the esti-
mated factor of ;4–5 difference between Zneb and Z* inferred
from the observations of KBSS-LM1.
Figure 17 shows three samples of Galactic stars with
measurements of stellar O and Fe abundance, where we show
the O/Fe abundance ratio relative to solar, [O/Fe], as a
function of log(O/H), rather than the more commonly plotted
[X/Fe] versus [Fe/H]. The sample represented by orange
points is the same “thick-disk” sample of Bensby & Feltzing
(2006) as in Figure 15; the squares are Galactic bulge stars:
micro-lensed dwarfs from Bensby et al. (2013) (light green),
and K-giants from Lecureur et al. (2007) (dark green). Also
shown is our estimate for KBSS-LM1 assuming that the
inferred Z* tracks Fe/H and that Zneb tracks O/H. The oxygen
abundance values for all points in Figure 17 are given using the
nebular convention 12 + log(O/H) to emphasize the following
point: essentially all of the Galactic stars in the thick disk and
bulge that formed out of material with similar O/H as inferred
for the high-redshift galaxies are also signiﬁcantly enhanced in
O/Fe. In Figure 15, the thick-disk stars with C/O similar to
those of KBSS-LM1 are those with the highest values of O/Fe.
Also noteworthy in Figure 17 is that Galactic thick-disk and
bulge stars remain relatively Fe-poor even as O/H approaches
O H( ) , suggesting that massive stars forming out of the same
gas—which of course disappeared long ago—would have
produced H II regions of signiﬁcantly higher excitation than
those in present-day disks with the same nebular oxygen
abundance (see Section 9.4).
One important implication, practically speaking, is that in
attempting to reproduce the stellar and nebular spectra of high-
redshift galaxies using massive star population synthesis and
photoionization models, one should not assume that the “stellar
abundance” and the “gas-phase abundance” are the same!
While it is likely that O/H in the gas phase is very close to
O/H in the nearby massive stars, the most easily observed
properties of the massive stars—the FUV stellar spectra and
excitation of the nebular emission—will appear more like those
with much lower overall metallicity. Until models of massive
stars with non-solar initial abundance ratios become available
in the future, successful models of high-redshift systems may
require decoupling the nebular and stellar metallicity. To a ﬁrst
approximation, the stellar population synthesis model should
match the expected abundance of Fe, while the gas-phase
abundances should reﬂect the abundance of O.
9.2. Abundance Ratios
We have shown that the KBSS-LM1 composite spectra
suggest modest under-abundances of N and C relative to O in
the ionized gas—by ;0.38 and ;0.34 dex compare to solar,
respectively (see Table 7). Both values are consistent with
those of H II regions in the local universe with similar values of
O/H (Figures 15 and 16). The C abundance inferred from
nebular C/O (Section 8.2) and O/H (Section 8.1) is in broad
agreement with that inferred from the strength of the C IV
P-Cygni stellar wind feature, and together they imply
 C H 0.20 0.08 C H( ) . This relatively low abundance
of C, which is apparently typical of high-redshift galaxies with
bolometric luminosities L10 1011 12– from which the KBSS-
LM1 sample is drawn, may have signiﬁcant implications for
their detectability in atomic and molecular lines by sub-mm/
mm observations. In particular, if they were to mimic local
galaxies with similar gas-phase C/H, the appropriate value of
the L(CO)-to-Mmol conversion factor αCO could be 1–2 orders
of magnitude higher (i.e., lower L(CO) for a given Mmol) than
applies to more chemically evolved galaxies (see, e.g., Bolatto
et al. 2013; Hunt et al. 2015).
The behavior of N/O among the high-redshift galaxy
samples has been somewhat controversial in the recent
literature. Anomalously high N/O at a given O/H has been
advocated as the primary driver of the N2 BPT “offset”
(Masters et al. 2014; Jones et al. 2015; Sanders et al. 2015;
Shapley et al. 2015). Part of the argument in favor of this
interpretation is the apparent absence of a similar offset in the
S2 BPT diagram. However, we have shown that the location of
the LM1 composite in both diagrams is as expected for normal
N/O and N/S (given O/H): the same (normal) N/O is
obtained by applying the best local calibration (based on direct
Te measurements) of N2O2 (N/O) (Section 6.2) and by the
photoionization model that reproduces the observed O32 and
R23, which do not depend on N/O (Section 7.3). A more
thorough treatment of the behavior of N/O versus O/H for the
full KBSS-MOSFIRE sample is presented in a companion
paper (Strom et al. 2016).
9.3. Population Synthesis Models
Population synthesis models without treatment of binary
evolution cannot currently produce nebulae that resemble a
large fraction of those observed at high redshift. Single-star
models cannot produce steady-state ionizing radiation ﬁelds
sufﬁciently hard to produce high [O III]/ bH and R23 at ﬁxed
O32 (Section 7.3), nor can they produce the observed stellar
He II l1640 emission, unless the galaxy is an extremely young
starburst caught at a particular time post-burst when Wolf–
Rayet stars brieﬂy shine. This post-burst timing argument may
be adequate to explain rare dwarf galaxies in the local universe
(see, e.g., Shirazi & Brinchmann 2012), but the high-redshift
examples have ∼10–100 times larger stellar masses and thus
much longer dynamical times that make the required burst
timescale uncomfortably short. Perhaps most convincingly, the
high-redshift galaxies we have discussed are typical, not rare,
indicating long duty cycles for the periods of high nebular
excitation. Moreover, we know that binary evolution of massive
stars is the rule rather than the exception, thus models that do
not include it cannot be correct, unless by accident.
Although the BPASSv2 models highlighted above work
very well to explain the observed nebular emission and
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reasonably well for the stellar FUV continuum, it does not
necessarily follow that the details of the model—many of
which remain uncertain—are correct. However, we can say that
the ionizing spectra of the stars that dominate the nebular
excitation in typical star-forming galaxies at ~z 2.4 must have
EUV spectra similar to those of the best-matching BPASSv2
models (see Figure 13).
9.4. What (if Anything) is Different at High Redshift?
Although analogs of galaxies that comprise the KBSS-LM1
composite can be found at all redshifts (e.g., Brown et al. 2014;
Shirazi et al. 2014; Steidel et al. 2014; Jones et al. 2015; Bian
et al. 2016), galaxies with very high speciﬁc SFRs and high
excitation are common at high redshift but rare in the relatively
local universe. Rarer still are nearby galaxies exhibiting these
properties with *M (~ M1010 ) and SFR (~ -M30 yr 1)
comparable to the galaxies comprising the LM1 sample
(Table 1). From the standpoint of nebular astrophysics, it is
likely that the low-redshift analogs can be explained in a
manner similar to those we have advocated for the high-redshift
systems: hard EUV ionizing spectra and moderately sub-solar
oxygen abundances. But the presence of large numbers of
relatively high mass galaxies with high-excitation nebulae
requires more explanation, since one cannot rely on the same
duty cycle arguments that might account for a rare population
of objects as at low redshift.
We have argued above that galaxies whose ISM metallicity
is dominated by metals produced within the past ∼Gyr by core-
collapse supernovae can attain near-solar O/H while still
manifesting massive star population properties normally
associated with much lower metallicities. The time period over
which ISM enrichment remains dominated by SNe II yields can
easily extend over longer periods for a given galaxy if its SFR
continues to increase as a function of time as expected for
galaxies during their most rapid period of growth. During this
phase, newly formed OB stars will continue to appear
“chemically young,” since the production of O always outpaces
that of Fe. The low inferred Fe/H in the active O-star
population results in weak stellar winds, lower mass-loss rates,
and less photospheric line blanketing, while massive stars in
binaries are much more likely to undergo QHE for similar
reasons (see Section 1)—all of which favor harder EUV
ionizing spectra.
As mentioned in Section 9.1 above, Figure 17 suggests that
these effects might well have been important at the time of
formation of the Galactic bulge and thick disk—enhanced [O/
Fe] is observed in all bulge and thick-disk stars with
 O H O H( ) ( ) . Contemporaneous massive stars forming
out of the same ISM material with  O H O H( ) ( ) would
have had  Fe H 0.25 Fe H ;( ) ( ) in terms of the parame-
trization of stellar metallicity in the population synthesis
models discussed above, this is equivalent to * Z 0.0035—
low enough to allow for the most dramatic effects of massive
binary evolution (including QHE). For this reason, even at
solar gas-phase oxygen abundance, the H II regions excited by
such massive stars would be observed to have much higher
excitation than a typical H II region in a present-day Galactic
disk, where / O Fe 0[ ] . Similarly, galaxies with declining star
formation histories and/or low sSFRs (i.e., where the current
star formation is a small perturbation on the past integral) are
the rule at low redshift; these would be much less likely to have
super-solar O/Fe, and, at a given O/H, would have softer EUV
spectra due to increased photospheric line blanketing. Because
of much higher mass-loss rates, the probability of QHE in
massive binaries would be dramatically reduced (e.g., Brott
et al. 2011; Eldridge et al. 2011).
It seems likely that a similar qualitative argument might
explain the otherwise puzzling observation that, at ~z 2.3, the
correlation between strong-line indices sensitive to nebular
excitation (e.g., O3, O3N2, R32) and *M is tighter than could
reasonably be expected even from a “stellar mass–metallicity”
relation (MZR) with zero intrinsic scatter, given the uncertain-
ties in mapping the line indices to oxygen abundance (e.g.,
Equation (10))—see the discussion in Section 8 of Steidel et al.
(2014). Excitation is controlled primarily by the spectrum of
the ionizing stars, and we have argued that the EUV is
modulated by the abundance of Fe, and not O. The enrichment
pattern of O/Fe in the ISM of star-forming galaxies depends
very strongly on the star formation history. Galaxies with
increasingly high *M have lower sSFR and longer star
formation histories where an increasing fraction of the stellar
mass was accumulated in the distant past. O-stars forming in an
increasingly Fe-rich ISM will be less capable of producing
high-excitation nebular emission lines; thus, the oldest (and
most massive) galaxies have the lowest-excitation nebulae
almost independently of the nebular oxygen abundance. An
obvious corollary is that strong-line indices measured in the
local universe may be systematically different from those
measured at high redshift for the same gas-phase O/H;
conversely, the same excitation may be observed at system-
atically different O/H if the star formation histories (or,
equivalently, the O/Fe abundance pattern) of any two samples
are signiﬁcantly different.
9.5. Suggestions for Future Work
In this paper we have shown that a consistent interpretation
of the most easily observed physical properties of high-redshift
galaxies can be obtained by simultaneously modeling the
EUV–FUV spectra of the stars and the nebular emission lines
from the same galaxies. Among the areas where future work
would lead to measurable improvements in our understanding
of stellar populations, chemistry, ISM physics, and other
physical properties of high-redshift star-forming galaxies
include:
1. Construction of stellar population synthesis models that
include all of the following (a) binary evolution of
massive stars (b) a range of non-solar stellar abundance
ratios (particularly varying Fe/O, C/O, and N/O) and (c)
detailed, moderate to high-resolution FUV spectra for
direct comparison with observations.
2. Creation of a streamlined method for simultaneous
“ﬁtting” of FUV stellar spectra and FUV–optical nebular
spectra of the same objects or samples. This would
involve a more comprehensive grid of stellar and nebular
abundances and abundance patterns than currently exists,
and will eventually enable direct constraints on the
physics and chemistry of the ISM, forming massive stars,
and ionized nebulae at high redshift—independent of any
assumptions imposed by our understanding at low
redshift.
3. Assembly of very deep rest-frame FUV spectra for large
samples of galaxies which also have excellent nebular
measurements from the new generation of near-IR multi-
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object spectrographs. The results of our pilot program
have been a ﬁrst step in that direction.
It is worth emphasizing that progress made in these areas
will be immediately relevant to the planning and interpretation
of future observations of distant galaxies by the James Webb
Space Telescope, which will be observing the same FUV
continuum and FUV–optical nebular spectra of galaxies
beyond ~z 4 and into the reionization era.
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