In this paper we present several \infeasible-start" path-following and potential-reduction primal-dual interior-point methods for nonlinear conic problems. These methods try to nd a recession direction of the feasible set of a self-dual homogeneous primal-dual problem. The methods under consideration generate an -solution for an -perturbation of an initial strictly (primal and dual) feasible problem in O( p ln f ) iterations, where is the parameter of a self-concordant barrier for the cone, is a relative accuracy and f is a feasibility measure.
Introduction
Nesterov and Nemirovskii 9] rst developed and investigated extensions of several classes of interior-point algorithms for linear programming to general convex programming. Many others have also studied methods of this kind: see, for example, den Hertog 3] and Jarre 4] and the references therein. More recently, Nesterov and Todd 10, 11] have developed a theoretical foundation for the extension of a popular symmetric primal-dual algorithm to solving \self-scaled" convex problems. Most of these results assume that the initial problem and its dual have strictly interior feasible points. One paper that relaxes this assumption is Renegar 15] , which studies the complexity of using primal barrier methods and a two-phase approach to rst determine feasibility and then, if feasible, obtain approximate optimality.
The aim of this paper is twofold. First, we extend the homogeneous and self-dual linear programming model 18] to convex programming problems in conic form. In this way, we are able to start an interior-point algorithm without any prior knowledge of the feasibility (primal or dual) of the initial problem. (Earlier work on this topic includes Nesterov 8] , de Klerk, Roos and Terlaky 5], Luo, Sturm and Zhang 6], Potra and Sheng 12] , and Andersen and Ye 1] .) We present several path-following and potential-reduction primal-dual interior-point methods, which try to nd a recession direction of the feasible set of a \projective version" of the model. Such a direction usually either constitutes an optimal solution for the original problem and its dual or establishes a certi cate that the problem problem or its dual is not feasible. (In certain \ill-posed" instances, a recession direction may not give either of these indications.)
Second, we analyze and develop several complexity results according to a classi cation of the original problem and its dual. For example, our algorithms generate an -solution for an -perturbation of a strictly (primal and dual) feasible initial problem in O( p ln f ) iterations, where is the parameter of a self-concordant barrier for the convex cone, is a relative accuracy and f is a feasibility measure. We can actually do more. We can obtain the result above even if the problem and its dual just have optimal solutions with no duality gap; they need not be strictly feasible. If the pair is \strongly" primal or dual infeasible, we can obtain a certi cate of infeasibility for an -perturbation of the original problem or its dual. Moreover, under suitable conditions we obtain these indications in O( p ln ) iterations of certain algorithms. Thus, our complexity bounds hold even for some \ill-posed" problems, a term used in Renegar 13, 14] . Furthermore, if the primaldual pair is strictly primal or dual infeasible, we can obtain an \exact" certi cate of strict primal or dual infeasibility in O( p ln ) iterations, where is a primal or dual infeasibility measure.
The paper is organized as follows. In Section 2, we review some general results on convex cones and barrier functions, construct the homogeneous and self-dual model, and study its recession directions and central path. We develop a primal-dual barrier and several proximity measures to the central path of this model in Section 3. Then, we propose and analyze various primal-dual methods for generating a recession direction in Sections 4. In Section 5, we discuss more primal-dual methods if the convex cone of the original problem is \self-scaled." As a consequence, we can derive symmetric primal-dual methods that do not require the solution of linear systems of twice the usual dimension. In Section 6, we establish a number of complexity results according to the classi cation of the original problem pair. We devote Section 7 to generating strong detectors for strictly infeasible problems. An appendix proves a general technical result which is used in Section 7. In what follows we often refer to di erent statements Note that this assumption is not restrictive: if the rank of the matrix A is equal to k, k < m, then either it is possible to eliminate (m ? k) linearly-dependent equality constraints, or the system Ax = b is not consistent. If c = A T y for some y 2 R m , then the objective function in (P) is constant over the feasible set. Therefore in the latter case the problem (P) is a problem of nding a feasible solution. If b = 0, either x = 0 is optimal in (P), or the problem is unbounded. We call the convex problem (P) conic in accordance with 9], Section 4.1.1. Note that the cone K in (P) could be nonpolyhedral. Several important examples of nonlinear conic problems are presented in 9], Chapter 6.
Let F(x) be a -self-concordant logarithmically homogeneous barrier for the cone K (see D 2.3.2) . Recall that by de nition, F(x) must be a self-concordant barrier for K (see D 2.3.1) and all x 2 int K and > 0 must satisfy the identity:
F( x) F(x) ? ln : (2.2) Note that, by C 2.3.3, we have
1. We will often use the following straightforward consequences of (2.2): F 0 ( x) = 1 F 0 (x); F 00 ( x) = 1 2 F 00 (x); (2.3) F 00 (x)x = ?F 0 (x); (2.4) hF 0 (x); xi = ? ; (2.5) hF 00 (x)x; xi = ; hF 0 (x); F 00 ( In accordance with T 2.4.4, the barrier F (s) is a -self-concordant logarithmically homogeneous barrier for K . We will often use the following properties of dual self-concordant barriers for dual cones: for any x 2 int K and s 2 int K ?F 0 (x) 2 int K ; ?F 0 (s) 2 int K; (2.8) F (?F 0 (x)) = hF 0 (x); xi ? F(x) = ? ? F(x) (2.9) (we used (2.5)), F(?F 0 (s)) = ? ? F (s); (2.10) F 0 (?F 0 (x)) = ?x; F 0 (?F 0 (s)) = ?s; (2.11) F 00 (?F 0 (x)) = F 00 (x)] ?1 ; F 00 (?F 0 (s)) = F 00 (s)] ?1 ; (2.12) F(x) + F (s) ? + ln ? lnhs; xi; (2.13) and the last inequality is satis ed as an equality i s = ? F 0 (x) for some > 0 (see P
2.4.1).
In the case of the linear programming (LP), K = K = R n + and we can take
The value of the parameter for both barriers is equal to n. Note that in the LP case all relations (2.3){(2.6) and (2.8){(2.13) are trivial.
For semide nite programming K = K is the cone of symmetric positive semide nite matrices of a certain order, say n. We can take F(x) = ? ln det(x); F (s) = ?n ? ln det(s); and the parameter equals the order of the matrices (here much smaller than the dimension of the cones). Other important examples of nonlinear cones and the corresponding barriers can be found in 9].
Let us write out the problem dual to (P): max y;s hb; yi (2.14)
Usually the problems (P) and (D) are studied under the following assumption. (This set is a \projective version" of the self-dual feasible set used in 18] for constructing infeasible-start methods for LP.)
There is another very convenient way to write the equality constraints of F. Let us write x := (x; ); s := (s; ); c := ( c; g); (2.16) where the Matlab-inspired notation (v; w) denotes the vector that is the concatenation of v and w (we will use similar notation for x 0 , s k , etc.), and G := We will usually write de nitions and theorems rst in terms of the original variables (x; y; s; ; ), but our derivations and proofs are often in terms of the concatenated variables x and s. This level of aggregation is very useful, since it exhibits most of the structure, but note that the \primal" variable x includes the linking variable , and similarly the \dual" variable s includes . We will also use a higher level of aggregation, with z or u denoting the full vector (x; y; s; ; ). In the following, we will feel free to write equations such as that above in the displayed style shown or in the form G(y; x) ? (0; s) = ( b; ? c):
Note that our initial point (x 0 ; y 0 ; s 0 ; 0 ; 0 ) (which we will also write as ( x 0 ; y 0 ; s 0 ), etc.) lies in F with x 0 2 int K, s 0 2 int K , 0 > 0, and 0 > 0. We call such points strictly feasible for F. The set of all such points then forms the relative interior Q := rint F of F. We will also need the following simple consequences of the skew-symmetry of G. Lemma The rst two and last equations of (2.19) follow from the notations, as do those of (2.23) and the rst equation of (2.22 hc; x i ? hb; y i + = 0;
hs ; x i + = 0:
(Note that the last equation follows easily from the rst three, which can also be written as G(y ; x ) ? (0; s ) = 0:
Using the skew-symmetry of G in this equation also provides a simple proof.) This implies that if we manage to nd such a direction with > 0 and = 0, then (x = ; y = ; s = ) is an optimal primal-dual pair of our problem (PD). Alternatively, if = 0 and > 0 for such a direction, then either the primal problem (P) or the dual problem (D) is shown to be infeasible. For example, if A T y + s = 0, hb; y i > 0, and s 2 K , then there can be no feasible solution x to (P) (else 0 hs ; xi = ?hA T y ; xi = ?hb; y i < 0). We will analyze in detail how we can make similar conclusions using an approximation to a recession direction of the set F. But rst of all let us discuss the possibilities for nding such an approximation. The most natural way to nd a recession direction of a convex set is to minimize a selfconcordant barrier for this set. (Note that nontrivial recession directions exist only for an unbounded set and that is exactly the case when a self-concordant barrier does not achieve its minimum.) This idea was used rst by de Ghellink and Vial 2] for solving a system of linear inequalities. It was also used in 7] for constructing adaptive-step path-following methods for NLP and in 8] for developing infeasible-start methods for NLP. However, the basic primal-dual set in 8] di ers from F and this results in di erent possibilities for detecting infeasible cases (as we will discuss later). Thus, we are interested in e cient strategies for minimizing the barrier (z). In fact, we shall present two classes of such methods: the rst ignores the primal-dual symmetry in the vector z and the barrier , while the second exploits these features and the skewsymmetry of G, but requires that the barrier F and the cone K be self-scaled 10, 11] , so that F and K are also. We will give the de nition of this concept later, when we introduce these structured methods. For now, we consider only the general methods. As in 7], 8] the e ciency estimates of these strategies will be derived from the fast decrease of the barrier (z) along the central path.
Let us start from the following simple result.
Lemma 2 Let the direction z = ( x; y; s; ; ) satisfy the linear system (2.21). for Q, and that, from (2.28), (u( )) = . Note that u coincides with z earlier: we use z when we want to stress that this vector is composed of the primal and dual solutions, and u when we want to argue using general properties following from those below. In this notation, we have proved the following results: Proof:
Indeed, in view of (3.3) we have
On the other hand,
by (3.4). Combining these two relations we obtain (3.7).
2
Recall that (u) is a 2( + 1)-self-concordant barrier. Therefore for any u, strictly feasible for Q, the local norm of its gradient (that is, the left-hand side of (3.7)) does not Note that in view of (3.5) and (3.2) this measure is correctly de ned: it is nonnegative for any strictly feasible u and it is zero only along the central path u( ).
It is important that we can use the value of the proximity measure (u) as an estimate for the number of Newton steps necessary to get close to the central path.
Let us consider the following process:
1+ (u k ) (u k ); k = 0; 1; : : : ; (3.8) where (u) is the solution of the following problem:
(u) := max h 0 (u); i s.t. hd; i = 0; h 00 (u) ; i 1:
Here is restricted to lie in the linear span of Q ? Q.
It is easy to see that (3.8) is the damped Newton method as applied to minimizing the restriction of the proximity measure (u) to the set fu 2 Q : (u) = (u 0 )g. Let us present a result on the convergence of this method (see P 2. 4 Primal-dual infeasible-start methods, I
In this section we discuss di erent strategies for minimizing the barrier (u) (in view of Proposition 1 this results in increasing the linear form (u)). Here we con ne ourselves to general methods that do not exploit the special form of and Q. The next section describes another class of methods using this primal-dual symmetry. Our discussion is similar to that in 8], Section 4, since we have the same \raw material" for constructing primal-dual methods: a convex barrier (u); a functional proximity measure (u); a normalizing linear function (u) (in 7] (u) ); and a reference point on the shifted central path: for any u 2 Q this is u( (u)).
Therefore in this section we omit all proofs and outline only the basic ideas.
Penalty strategy
Suppose we want to minimize the barrier (u) over the set Q. From Theorem 2 we suspect that the region of the fastest decrease of this potential is described by the proximity measure (u). This measure is strictly positive at all points of Q except the points of the central path u( ). Therefore it is possible to use (u) as a penalty for going too far from the neighborhood of the central path. Namely, let us form the penalty potential
where > 0 is a penalty coe cient. In fact, we choose := Compute the direction
as a solution of the following problem: Note that the subproblem of computing p (z k ) in this method can be solved using standard linear algebra operations, like matrix multiplication and solution of linear systems.
(However, observe that the linear system that arises from the optimality conditions of this problem is roughly twice the size of those that arise in usual primal-dual methods for linear programming. We will address this in the next section.) In this method it is reasonable to apply an appropriate line-search strategy for the penalty potential, or for the function below, which di ers by a constant: Our strategy is as follows: we choose a feasible tangent step size > 0, then we x a new value of the penalty parameter + = + and nd an approximation to u( + ) using the damped Newton Method (3.8) with u ( ) as a starting point. Note rst that, in view of (3.5), we know exactly the value of the potential (u) at the point u( + ):
Second, from Theorem 3 the value (u ( )) provides us (up to a multiplicative constant) with an upper bound on the number of iterations in the auxiliary Newton process for computing a reasonable approximation to u( + ).
Thus, the methods of the type under consideration are de ned by the strategy of choosing the tangent step size . As in 7] and 8], we can apply the following strategies.
Additive penalty strategy This is a path-following variant of the penalty strategy. We x a penalty coe cient > 0 and choose to minimize the penalty potential P (u ( )).
Bounded proximity strategy
Let us x a constant > 0. Then we choose in (4.5) as the maximal value satisfying the inequality (u ( )) :
Maximal utility strategy
Let us x a constant > 0. Note that we know exactly the \utility" of the update ! + in terms of the decrease of the potential:
(u( )) ? (u( + )) = ( + 1) ln 1 + :
We also have an estimate for the complexity of this update (in view of Theorem 3 it is O( + (u ( ))); here we add the positive constant to avoid problems if (u ( )) is zero or small, but any such value su ces). Therefore we can try to nd from the following maximization problem:
The idea of strategy (4.7) is as follows: we are trying to maximize a lower bound on the average utility (per Newton step) of the auxiliary minimization process.
In the implementations of these path-following schemes we have to use an approximate tangent direction to the central path. Let us de ne such an approximation for any point u 2 Q: 
endif (4.9) where the step-size parameter k in step (B) is chosen in accordance with the following rule: 5 Primal-dual infeasible-start methods, II
In this section we describe methods that use the primal-dual symmetry in and Q but are based on the ideas of the previous section. In order to exploit the structure, we need to make additional assumptions on the cone K and the barrier F. We assume they are self-scaled 10, 11] . As a consequence, we can derive symmetric primal-dual methods that do not require the solution of linear systems of twice the usual dimension. These methods are penalty potential-reduction or short-or long-step path-following algorithms, and are simple modi cations of the methods of 10, 11] . The changes are that here we are trying to increase, rather than decrease, the function (u) = ( x; y; s), and that the constraints on allowable directions are di erent since the primal and dual parts are linked; however, the orthogonality relation (2.22) still holds because of the skew-symmetry of G, and this allows the proofs to go through with only minor modi cations.
We start with the de nition.
De nition 3 Let K be a pointed cone with nonempty interior and let F be a -selfconcordant logarithmically homogeneous barrier for cone K. We call F a -self-scaled barrier for K if for any v and x from int K, If K admits such a barrier, we call it a self-scaled cone.
In fact, self-scaled cones coincide with homogeneous self-dual cones (see 10]), but we will maintain the name self-scaled to emphasize our primary interest in the associated self-scaled barriers.
For the rest of this section, we assume that F is a self-scaled barrier for K. It follows from the results of 10] that F and F are also self-scaled, each with parameter = + 1.
A key property of self-scaled barriers is the existence of scaling points ( 10] , Theorem 3.2):
for any x 2 int K and s 2 int K , there is a unique w 2 int K satisfying F 00 ( w) x = s; (5.3) and this point also satis es F 00 ( w) F 0 (s) = F 0 (x):
Note also from (2.12) that F 00 ( t) s = x for t := ? F 0 ( w), so we also have a scaling point when we interchange primal and dual points.
Initial points
Before we describe the methods, let us show how the self-scaled case allows a more natural symmetric choice of starting point. In the previous section, we often assumed that we were given an initial primal point x 0 2 int K and 0 > 0, and then set s 0 := ? 0 F 0 (x 0 ) 2 int K and 0 := 0 = 0 for some 0 > 0. Alternatively, if we were given s 0 2 int K we could set x 0 = ? 0 F 0 (s 0 ) 2 int K. The result is a pair on the central path. Moreover, h s 0 ; x 0 i= remains equal to 0 , and whenever the initial points were on the central path, they are unchanged by this procedure. For ease in comparing our results with those of the previous section, we assume that our starting point is u( 0 ) = z( 0 ) for 0 equal to 1 henceforth.
Search directions
The search directions for all our methods come from solving a subproblem of the following type. Suppose the current point is ( x; y; s) := ( x k ; y k ; s k ) 2 Q, and let w 2 int K be such that F 00 ( w) x = s. Note rst that this direction can be thought of as the steepest-descent direction (in a suitable metric) for a function with gradient (g s ; 0; g s ) with respect to the variables ( x; y; s), while staying in the set Q. Second, the direction is very similar to that arising from the subproblem at the end of Section 4.1, if we choose g x and g s appropriately. (It is also similar to that arising from the centering problem (3.9), except that the latter contains another linear constraint.) The two changes from that problem are: rst, we have put the quadratic terms into the objective function here, instead of using them for a constraint. The e ect of this is merely to change the length of the solution. Next, our quadratic terms are de ned using the Hessian of the barrier function F at w and of the barrier function F at ? F 0 ( w), rather than at x and s. This uses the primal-dual structure of the problem, and allows an easier solution, as we now show.
The solution to (5.5) is characterized as solving, together with some multiplier vector ( y ; x ), the system G( y; x) ? Finally, note that system (5.7) is comparable in size to the usual primal-dual system that arises in interior-point methods.
Two particular choices for (g x ; g s ) that satisfy (5.4) are ( s; x) (this gives the a nescaling directions), and ( s + F 0 ( x); x + F 0 ( s)) for = ( x; y; s) ( To compare the centering directions, we rst note that the results in 11] concerning the a ne-scaling and centering directions remain true with the de nition above. Indeed, the only use made there of the feasibility equations on the directions (which di er from those we employ) is that the resulting directions satisfy the orthogonality condition (2.22), which still holds by Lemma 1. There is a slight exception. In the proof of (5.24) in 11], a result is used which could be expressed in our present context as h s a ; x c i = h s c ; x a i = 0; where the superscript \a" (respectively, \c") refers to the a ne-scaling (respectively, centering) directions. This may not hold true. However, all that is needed is that the sum of these two terms be zero, which holds since Therefore, in the problem (5.5) for the centering directions, we could add (5.8) as an explicit constraint, which means that we could then replace ( s + F 0 ( x); x + F 0 ( s)) in the objective function by ( F 0 ( x); F 0 ( s)). Then again, except for the change in the Hessians and the length of the directions, we have the problem de ning the centering direction at the end of Section 3. We now proceed to describe methods using these directions, using the results of 10, 11].
Penalty strategy
Here our goal is to decrease the penalty potential P of Section 4. 
Short-step path-following methods
Here we show that the methods of Section 6 of 11] can be used to increase ( x; y; s) at each iteration. We suppose that our current iterate ( x k ; y k ; s k ) lies in the narrow neighborhood N( ) := f( x; y; s) 2 Q : k s= ( x; y; s) + F 0 ( x)k x g of the central path, where k vk x := h v; F 00 ( x)] ?1 vi 1=2 and 2 (0; 1). We will also write ( x; y; s) for our current iterate, and w for the corresponding scaling point.
In 11] we sought to decrease , whereas here we wish to increase it. So (6. The method and analysis above are for the basic short-step method. We can similarly adapt the \largest-step" and predictor-corrector methods of Section 6 of 11]; note that the predictor step should be along the negative of the a ne-scaling directions, since we wish to increase . We will not give the details, but we observe that these methods lead to similar complexity estimates, while they are likely to be more e cient in practice.
All these algorithms con ne the iterates to a narrow neighborhood of the central path of the form of N( ). In the next subsection we consider a long-step path-following strategy that uses a much wider neighborhood.
A long-step path-following method
Here we describe an analogue of the bounded-proximity method of Section 4.2 for the self-scaled case. This is a modi cation of the functional proximity path-following scheme of 11]; instead of moving \down" the central path we move \up." The method has two kinds of steps: predictor steps, along the negative a ne-scaling directions, and corrector steps, along the centering directions. Note that our parameter ( x; y; s) coincides with the functional proximity measure F ( x; s) of 11] . Hence the centering process (5.25) of 11] corresponds to process (4.9) above, with di erent step sizes, and Theorem 5.2 of 11] gives a comparable bound to Theorem 5 above on the number of steps required in each centering phase.
The only change we make to the algorithm of (7.1) in 11] is that we choose k to be negative so that we are moving in the negative a ne-centering directions, and we allow a little more exibility in the step size. 6 Generating the output: weak detectors
We have discussed several e cient strategies for generating a point z =: (x; y; s; , ) 2 F with a large value of (z). Note that this can be done for any initial problem (P), feasible or not. Intuitively, we can expect that a feasible point z with a large value of (z) will help in our post-run analysis. In order to describe the possibilities we should discuss rst a classi cation of the \feasibility patterns" of a pair of dual conic problems. The standard classi cation of these patterns looks as follows. We call (ŷ;ŝ) a certi cate of primal infeasibility. The pair is strictly primal infeasible ifŝ can be chosen in int K .
A primal-dual pair (P), (D) is called dual infeasible if there is no feasible solution
for the constraints of (D). It is strongly dual infeasible if there exists a vectorx 2 K such that Ax = 0; hc;xi = ?1:
We callx a certi cate of dual infeasibility. The pair is strictly dual infeasible ifx can be chosen in int K.
The feasibility patterns that are not strict we call ill-posed, following Renegar 14] . Note that all ill-posed problems are unstable: an arbitrary small variation of the data (A; b; c) of such a problem can change its feasibility type. In particular, an arbitrarily small perturbation of the data of a pair that is both primal and dual infeasible makes it strictly primal (or if desired dual) infeasible, and then it is easily seen to be strictly dual (or primal) feasible. It follows that the set of data instances that are both primal and dual infeasible (which stops the classi cation above from being a partition of all possibilities) has empty interior, and such instances are ill-posed. On the other hand, all strictly (in)feasible problems are stable. (Note that Nesterov 8] uses the term strictly ill-posed for a di erent class of problems | we will see more of them in Subsection 6.4.) The relations between the feasibility cases for nonlinear cones are rather complicated (see 9], Section 4.2.2 for a discussion). Our goal now is to describe our possibilities in detecting these cases. This is unfortunately not straightforward. In general, what we can obtain is the following: If the pair is strictly feasible, we can generate an -optimal pair of solutions feasible in a -perturbation of the original problem and its dual. For pathfollowing algorithms, we can do more. We can obtain the result above even if the pair is just solvable. If the pair is strongly primal (dual) infeasible, we can obtain a certi cate of infeasibility for an -perturbation of the original problem and its dual. We call the latter a weak detector of infeasibility. Moreover, under suitable conditions we obtain these indications in O( p ln ) iterations of one of the algorithms of the previous sections. If the primal-dual pair is strictly primal or dual infeasible, we can do more: we can obtain a certi cate of strict primal or dual infeasibility from a path-following algorithm, with a similar bound on the number of iterations required.
In order to simplify our considerations, we always assume that s 0 = ?F 0 (x 0 ) and 0 = 0 = 1 (this implies that our starting point is z(1), a point on the central path of the set F).
The next subsection deals with the most favorable situation, where both (P) and (D) are strictly feasible. We obtain results for both potential-reduction and path-following algorithms. Subsection 6.2 analyses the output of a path-following algorithm, and is followed by a subsection summarizing what can be achieved within what number of iterations for both kinds of algorithm. We conclude with a case in which potential-reduction algorithms can yield weak detectors of infeasibility in Subsection 6.4.
Section 7 describes how path-following algorithms can generate strong detectors of infeasibility.
Strictly feasible problems
Recall that we are able to generate a point z =: (x; y; s; , ) 2 F with a large value of (z), using any one of the path-following or potential-reduction strategies discussed in the previous sections. However, in order to form a good approximation to a solution of the initial problem, we should have the -component of z large enough. Indeed, in this case we can form the output (x;ỹ;s) as follows: Therefore, using these relations and (2.5) we obtain: f 1 (6.7)
(it can be shown that f = 1 if and only if x 0 =x or equivalently s 0 =ŝ).
We will also need another inequality for f : in view of (3.1) and use inequality (6.8).
2 Thus, we have proved that if (z) is large, the value of must also be large, provided that the feasibility measure f is not too small. This result can be used in the following strategy for generating the output from infeasible-start algorithms.
Suppose we want either to nd an -solution ( < 1) or to determine that the feasibility measure f is too small. Our answer will be positive if we manage to nd a point z 2 F such that (6.3) holds. Note that from our e ciency estimates (4.3), (4.11), (5.10), (5.12), and (5.15) for potential-reduction and path-following methods, we can guarantee that after N iterations we will have a point z such that :
This means that we can guarantee that after O( p ln ) iterations of our method, when (z) 2( + 1)= 3 , we either nd an -solution of our problem or recognize that f .
Recognizing that f in this way can be considered as a kind of infeasibility detector. We will call detectors of this type very weak infeasibility detectors since they cannot prove that our initial problem is infeasible, nor do they give even approximate certicates of infeasibility; they can only recognize that the feasible set (if nonempty) has a very small relative interior. We will call an approximate certi cate of infeasibility a weak infeasibility detector, while an exact certi cate of infeasibility will be called a strong infeasibility detector; Section 7 shows that in some cases we can obtain such strong infeasibility detectors.
Note that the above infeasibility detector can be used in both path-following and potential-reduction schemes. In the remaining part of this section we will show that weak infeasibility detectors can be obtained if we follow the central path approximately. For certain infeasibility cases, we can also obtain weak infeasibility detectors for potentialreduction methods.
Some results for path-following methods
Recall that we can generate a point z =: (x; y; s; ; ) with a large value of (z). We assume further here that the point z belongs to a certain neighborhood of the central path:
where ! 2 (0; 1] is an absolute constant. In this case we can describe in more detail the behavior of and based on the classi cation of our primal-dual pair.
We did not describe path-following schemes dealing directly with this neighborhood, since their e ciency estimates are worse than those of the methods that exploit the functional proximity measure. However, let us demonstrate that all points from a neighborhood of the central path de ned by a bound on the functional proximity satisfy the inequality (6.10) for a certain value of !. is a recession direction of the set F. Therefore, in view of equality (2.23) we have: hs; x i + hs ; xi + = hs 0 ; x i + hs ; x 0 i + 1: Since x 2 K and s 2 K , we get the upper bound for . This inequality leads to the lower bound for in view of (6.10).
2. If the primal problem (2.1) is strongly infeasible, the direction ( x; y; s;
) := (0;ŷ;ŝ; 0; 1)
is a recession direction of the set F. Therefore, in view of equality (2.23) we have: hŝ; xi + = hŝ; x 0 i + 1: Sinceŝ 2 K , we get the upper bound for . This inequality leads to the lower bound for in view of (6.10).
3. The proof of the last statement is similar to the previous one. 2 
Complexity of obtaining weak detectors
We now use the theorem above to investigate how path-following methods can generate weak detectors. Note that the rst statement of the theorem can provide us with an alternative indirect (very weak) certi cate of primal-dual infeasibility. Indeed, proceeding as in Subsection 6.1, we can guarantee that after O( p ln ) iterations of our method, when (z) ( + 1) 3 =(! 2 3 ), we either nd an -solution of our primal-dual pair or recognize that every solution (x ; y ; s ) must have hs 0 ; x i + hs ; x 0 i + 1 > ( + 1)= . This result is similar to that of Subsection 6.1. However, the very weak infeasibility detector described there can be applied also to a potential reduction scheme. Until the statement of the nal result, all detectors presented in this subsection can be guaranteed only with a path-following approach.
Now suppose that the primal-dual pair is either strongly primal or strongly dual infeasible. Then the second or third part of the theorem above shows that any path-following method that generates an iterate z 2 F with a large value of (z) also gives a large value for . If we then scale this solution by , we obtain a solution (x;ỹ;s) 2 K R m K to (6.13) so that = and 1= are at most , we call a solution to (6.11) an -certi cate of primal infeasibility, and one to (6.11) an -certi cate of dual infeasibility. (We assume that (3 g) ?1 , so that (6.13) implies that is large enough.) Any -certi cate of primal infeasibility gives an indication of approximate primal infeasibility. Indeed, in this case, (Ã; b; c), withÃ = A + bv T for some v of order , is an infeasible instance with (ỹ;s) To conclude, we note that results of Renegar 13] indicate that if a primal-dual pair is solvable, and its data (A; b; c) is at least a distance from ill-posedness (i.e., from primal or dual infeasible instances), then there are optimal solutions with norm at most O( ?2 ) if the data is appropriately scaled; this relates to part (2) of the theorem above.
Similarly, if the pair is primal (or dual) infeasible, and its data is at least a distance from ill-posedness (i.e., from primal (or dual) feasible instances), then there is a certi cate of infeasibility with norm at most O( ?1 ) if the data is appropriately scaled; this relates to parts (3) and (4) of the theorem.
Negative-solutions
Note that there is an asymmetry between potential-reduction and path-following methods in the previous subsections. For the former, we can generate -solutions in the strictly feasible case, but when the primal or dual is infeasible, we may not be able to generate a weak infeasibility detector; for path-following methods, both indications are achievable.
Here we brie y note a class of problems (these are exactly the problems termed strictly where n is de ned fromx, x 0 ,ŝ, and s 0 as is f in (6.6). (We use a subscript \n" to denote that (x;ŷ;ŝ) is a negative-solution.) Hence generating a point in F with a large value of (z) guarantees that is large and hence that we can obtain a weak infeasibility detector.
Strong detectors for strictly infeasible problems
Here we show that path-following methods can generate strong infeasibility detectors.
Strict primal infeasibility
Let us assume that our primal problem (P) is strictly infeasible: there existŝ 2 int K andŷ 2 R m such that A Tŷ +ŝ = 0; hb;ŷi = 1:
In order to describe the behavior of path-following methods in this situation, it is useful to introduce the following auxiliary problem: (compare with (6.6)). Again, this provides intuition for p being small for problems that are close to being primal feasible, for thenŝ should be close to the boundary of K or^ close to zero.
Note that in view of Proposition 2 p 1. In what follows we will need some estimates of the variation of a linear functional over the feasible set of (7.2) in terms of the primal infeasibility measure. It is natural to measure the norm of the linear functional using the Hessian of the barrier at (x 0 ; 0 Since the parameter of the barrier F is equal to := + 1, in view of (2.13) we have: Substituting these estimates in the previous inequality, we obtain (7.4).
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Note that the result of Theorem 12 can be used for constructing a strong infeasibility detector. Indeed, given the point z = (x; y; s; ; ) 2 F, we can compute the value:
p (z) = max x; hF 0 (x); xi ? 1 s.t. A x ? b = 0; hF 00 (x) x; xi + 2 1:
If p (z) < 1, we conclude that the solution (x;^ ) of the problem (7.2) exists and therefore our primal problem (P) is strictly infeasible (see 9], Theorem 2.2.2). Indeed, we can easily generate a certi cate of strict primal infeasibility from the Lagrange multipliersŷ,^ for problem (7.5) . We nd that A Tŷ ? F 0 (x) + 2^ F 00 (x) x = 0;
?hb;ŷi + 1 + 2^ 2 = 0:
From this we easily obtain 2^ = p (z) < 1. Now the constraints of (7.5) imply that j j < 1; hF 00 (x) x ; F 00 (x)] ?1 F 00 (x) x i < 1; so we conclude that hb;ŷi > 0 andŝ := ?F 0 (x) + 2^ F 00 (x) x 2 int K , so that (ŷ;ŝ) is a certi cate of strict primal infeasibility. Let us estimate the complexity of generating such a detector. We give only a sketch of the proof, based on the theory of self-concordant functions ( 9] ).
Note that p (z) is the local norm of the gradient of the restriction of the self-concordant barrier F(x; ) to the feasible set of the problem (7.2). Let us follow the central path z( ) in a tight neighborhood, for example, let (z) for small enough. Then the distance between the point z and z( ), = (z), measured by the Hessian of the restriction of the barrier F(x) + F (s) ? ln ? ln at z( ) to F, is small. This implies that the distance between (x; ) and (x( ); ( )) measured by F 00 (x( ); ( )) is even smaller. Hence, the local norm of F 0 (x; ) is proportional to the local norm of F 0 (x( ); ( )). It remains to note that the local norm of F 0 (x( ); ( )) will be small if the right-hand side of (7.4) is less then a small absolute constant.
Thus, we conclude that, using a path-following approach, it is possible to obtain a certi cate of strict primal infeasibility in nite time, namely, in O( p ln p ) iterations.
Strict dual infeasibility
The analysis of the strict dual infeasibility is completely symmetric to the analysis of the previous subsection. Therefore we omit the proofs.
Let us assume that our dual problem (D) is strictly infeasible: there existsx 2 int K such that Ax = 0; hc;xi = ?1: If d (z) < 1, we conclude that the solution (ŝ;^ ) of the problem (7.7) exists and therefore our dual problem (D) is strictly infeasible. We can obtain a certi cate of strict dual infeasibility from the Lagrange multipliers of (7.9). The complexity estimate of this detector is O( p ln d ) iterations of a path-following scheme.
Appendix. A result in the theory of self-concordant functions
Let H R q be a closed pointed cone with nonempty interior, and let (x) be alogarithmically homogeneous barrier for H. For 
