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SOLUTIONS TO THE EINSTEIN CONSTRAINT EQUATIONS WITH A
SMALL TT-TENSOR AND VANISHING YAMABE INVARIANT
ROMAIN GICQUAUD
ABSTRACT. In this note we prove an existence result for the Einstein conformal constraint
equations for metrics with vanishing Yamabe invariant assuming that the TT-tensor is small
in L2.
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1. INTRODUCTION
The conformalmethod and one of its generalization, the conformal thin sandwich (CTS)
method (described e.g. in [2] or [16]) are historically the main methods to solve the Ein-
stein constraint equations, despite recent evidences that they fail at parameterizing cor-
rectly the full set of initial data (see e.g. [4, 8, 15]).
Initial data for the Cauchy problem are generally given as a triple (M, ĝ, K̂), where
M is a n-dimensional manifold, ĝ is a metric on M and K̂ is a symmetric 2-tensor that
correspond respectively to the metric induced by the spacetime (we are to find) metric
on M and the second fundamental form of M as a hypersurface in the spacetime. The
interested reader can consult e.g. [19] for more information.
The strategy of the conformal method and of the CTS method is to decompose in a
certain manner (M, ĝ, K̂) as a given part and an unknown part that has to be adjusted in
order to fulfill the constraint equations. To keep things simple, we will consider only the
vacuum case and restrict to compact Cauchy surfacesM . We fix
• a compact Riemannian manifold (M, g) of dimension n ≥ 3,
• a function τ :M → R,
• a symmetric traceless 2-tensor σ such that divg σ = 0 (such a tensor will be called
a TT-tensor in what follows),
• a positive function η :M → R+,
and seek for
• a positive function φ :M → R+,
• a vector fieldW ,
Date: 14th February, 2018.
2010 Mathematics Subject Classification. 53C21 (Primary), 35Q75, 53C80, 83C05 (Secondary).
Key words and phrases. Einstein constraint equations, non-CMC, conformal method, vanishing Yamabe in-
variant, small TT-tensor.
1
2 R. GICQUAUD
so that
ĝ := φN−2g and K̂ :=
τ
n
ĝ + φ−2
(
σ +
1
2η
LW
)
(1.1)
satisfy the constraint equationsScalĝ + (trĝ K̂)
2 − |K̂|2ĝ = 0,
divĝ K̂ − d(trĝ K̂) = 0.
(1.2a)
(1.2b)
Here we have introduced the following notations:
N :=
2n
n− 2
and LW := LW g −
trg LW g
n
g,
where L denotes the Lie derivative. The operator L is commonly known as the conformal
Killing operator or as the Alhfors operator. Note that τ = ĝijK̂ij so τ corresponds to the
mean curvature of the embedding ofM into the spacetime.
The decomposition (1.1) relies on York’s splitting of symmetric 2-tensors [22]. TT-
tensors were introduced first by R. Arnowitt, S. Deser and C. Misner in 1962 (see the
reprint of this article in [1]). We refer the reader to [16] for more information about the
history of the conformal method and of the conformal thin sandwich.
The system (1.2) is equivalent to the following:
−
4(n− 1)
n− 2
∆gφ+ Scalφ = −
n− 1
n
τ2φN−1 +
∣∣∣∣σ + 12ηLgW
∣∣∣∣2
g
φ−N−1,
∆L,ηW =
n− 1
n
φN∇τ,
(1.3a)
(1.3b)
where we set
∆L,η := −
1
2
L
∗
(
1
2η
L·
)
.
Equation (1.3a) is commonly known as the Lichnerowicz equation while Equation (1.3b)
bears no particular name, we will call it the vector equation. Hence, solving (1.3) is equiv-
alent to solving (1.2).
The conformal method corresponds to the particular choice 2η ≡ 1 in the previous
equations. As indicated in [2], allowing for more general η in (1.3) does not introduce
new technical difficulties so theoretical studies have mostly concentrated on the conformal
method.
Initial work was limited to the constant mean curvature (CMC) case (i.e. constant τ )
and to the near-CMC case. But two constructions were introduced in 2009 by M. Holst, G.
Nagy, G. Tsogtgerel and D. Maxwell (HNTM), see [9, 10, 14], and in 2011 by M. Dahl, E.
Humbert and the author in [3] to solve (1.3). The interested reader can consult [5, 17] for
an overview and a comparison of both techniques.
We will focus on the HNTM method. It requires two things: that the Yamabe invariant
Yg of g is positive (see e.g. [12] for the definition of the Yamabe invariant and the solution
of the related Yamabe problem) and that σ is non zero but small in a certain sense (see
also [18]). This construction was interpreted as perturbative in a non-trivial sense in [5].
Despite the fact that the point of view introduced in [5] gives a result weaker than the
original one in [14], it provides a quick way to test whether the HNTM method works in
more general situations. This has been used in [6] for the Einstein-scalar field conformal
method and in [7] for variants of the conformal method introduced by D. Maxwell in [13].
In this paper, we show that the HNTM construction extends to the case Yg = 0 at the
price of imposing a soft (explicit) condition on τ , see (3.11). The main difficulty here is
that the conformal Laplacian
−
4(n− 1)
n− 2
∆g + Scal
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has a 1-dimensional kernel so the behavior of φ in the direction of this kernel is different
than in the (L2-)orthogonal direction.
The outline of the paper is as follows. Section 2 contains existence and uniqueness
results for the Lichnerowicz equation and for the vector equation in a weak regularity
context. Section 3 follows the construction in [5]. This gives an idea of what goes on and
prepares for Section 4 where we prove existence of solutions to (1.3) when σ is small in
the spirit of [6, 14, 18].
The main difference between Theorem 3.3 and Theorem 4.4 is that, in 3.3, we have
no control on how λ0 depends on σ˜ so the theorem gives a weaker result existence, yet
the proof is based on the implicit function theorem so is constructive. The proof of Theo-
rem 4.4 however is based on the Schauder fixed point theorem and is non-constructive by
essence.
Acknowledgments: The author is grateful to Cang Nguyen for useful discussion and care-
ful proofreading of the paper. He also thanks Stanley Deser for pointing the reference [1].
Last but not least, the author’s thoughts are with Jim Isenberg and his relatives after this
tragic accident.
2. PRELIMINARIES
The aim of this section is to reprove well known existence results in a weak regularity
context. Here and in what follows, we fix a value p > n.
We let φ0 denote the unique positive function such that ‖φ0‖L2(M,R) = 1 and
−
4(n− 1)
n− 2
∆φ0 + Scalφ0 = 0.
Proposition 2.1. Given g ∈ W 2,p/2(M,S2M), τ ∈ L
p(M,S2M) and A ∈ L
p(M,R)
both non zero, there exists a unique positive function φ ∈ W 2,p/2(M,R) solving the Lich-
nerowicz equation
−
4(n− 1)
n− 2
∆φ+ Scalφ = −
n− 1
n
τ2φN−1 +A2φ−N−1. (2.1)
Further the mappingA 7→ φ is continuous from Lp(M,R) toW 2,p/2(M,R).
It should be noted that, if either A ≡ 0 or τ ≡ 0, there cannot be any non-zero solution
for a simple reason. Multiplying the Lichnerowicz equation by φ0 and integrating over
M , the conformal Laplacian disappears by (formal) self-adjointness leaving the following
equality
n− 1
n
∫
M
τ2φ0φ
N−1dµg =
∫
M
A2φ0φ
−N−1dµg.
If A or τ vanishes, this identity leads to a contradiction if Equation (2.1) admits a positive
solution φ. There is one exception to this fact, namely when both τ andA vanish (compare
with [11]). In this case the solutions to (2.1) are the λφ0, λ ∈ R+. We will not consider
these cases anymore.
Proof of Proposition 2.1. We use a variational approach. Note that the functional
I(φ) :=
∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal
2
φ2 +
n− 1
Nn
τ2φN +
A2
NφN
)
dµg (2.2)
is ill-defined on W 1,2(M,R) since the term τ2φN does not belong to L1(M,R). For any
positive integer k, we set τk := min{τ, k} ∈ L
∞ so that τk → τ in L
p and ǫk := 1/k, we
introduce the family of functionals
Ik(φ) :=
∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal + ǫk
2
φ2 +
n− 1
Nn
τ2kφ
N +
A2
N(φ+ ǫk)N
)
dµg.
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Ik is well defined, continuous and convex on the closed set
Ck := {φ ∈W
1,2(M,R), φ ≥ ǫk/2 a.e.}
(details can be found in [6]). We claim that there exists µk > 0 so that Ik(φ) ≥ µk‖φ‖
2
W 1,2(M,R)
for all φ ∈ Ck. Indeed, it suffices to prove that there exists µk > 0 such that
µk‖φ‖
2
W 1,2(M,R) ≤
∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal + ǫk
2
φ2
)
dµg
for all φ ∈W 1,2(M,R). Since Scal ∈ Lp/2(M,R) with p > n, we have∥∥∥∥(Scal + ǫk2 − 2(n− 1)n− 2
)
φ2
∥∥∥∥
L1(M,R)
≤
1
2
[
‖Scal‖Lp/2(M,R) +
(
2(n− 1)
n− 2
− ǫk
)
Vol(M, g)2/p
]
‖φ‖2Lq(M,R),
with q = 2pp−2 < N . Set
c :=
1
2
[
‖Scal‖Lp/2(M,R) +
2(n− 1)
n− 2
Vol(M, g)2/p
]
so that ∥∥∥∥(Scal + ǫk2 − 2(n− 1)n− 2
)
φ2
∥∥∥∥
L1(M,R)
≤ c‖φ‖2Lq(M,R).
By interpolation, for any ǫ > 0, there is a constant Λǫ > 0 such that, for all φ ∈
W 1,2(M,R),
‖φ‖2Lq(M,R) ≤ ǫ‖φ‖
2
W 1,2(M,R) + Λǫ‖φ‖
2
L2(M,R).
Choose ǫ = (n− 1)/(c(n− 2)). We have∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal + ǫk
2
φ2
)
dµg
=
2(n− 1)
n− 2
∫
M
(
|dφ|2 + φ2
)
dµg +
∫
M
(
Scal + ǫk
2
−
2(n− 1)
n− 2
)
φ2dµg
≥
2(n− 1)
n− 2
‖φ‖2W 1,2(M,R) −
∥∥∥∥(Scal + ǫk2 − 2(n− 1)n− 2
)
φ2
∥∥∥∥
L1(M,R)
≥
2(n− 1)
n− 2
‖φ‖2W 1,2(M,R) − c ‖φ‖
2
Lq(M,R)
≥
n− 1
n− 2
‖φ‖2W 1,2(M,R) − cΛǫ ‖φ‖
2
L2(M,R) .
However, from the definition of the Yamabe invariant, we have∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal
2
φ2
)
dµg ≥ 0
for all functions φ ∈W 1,2(M,R). As a consequence,∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal + ǫk
2
φ2
)
dµg ≥
ǫk
2
‖φ‖2L2(M,R).
Finally, combining both estimates, we obtain(
1 +
2cΛǫ
ǫk
)∫
M
(
2(n− 1)
n− 2
|dφ|2 +
Scal + ǫk
2
φ2
)
dµg
≥
n− 1
n− 2
‖φ‖2W 1,2(M,R) − cΛǫ ‖φ‖
2
L2(M,R) +
2cΛǫ
ǫk
ǫk
2
‖φ‖2L2(M,R)
≥
n− 1
n− 2
‖φ‖2W 1,2(M,R).
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This proves that for all φ ∈ Ck , we have Ik(φ) ≥ µk‖φ‖
2
W 1,2(M,R) with
µk =
n− 1
n− 2
(
1 +
2cΛǫ
ǫk
)−1
.
In particular, any minimizing sequence (φi) for Ik is bounded in W
1,2(M,R) since the
norm of φi eventually becomes less that µ
−1
k Ik(1). It is then a standard fact that there
exists a minimizer φk for Ik in Ck and, since Ik is strictly convex, φk is unique.
At this point, we remark that for any φ ∈ Ck, Ik(|φ|) ≤ Ik(φ), so φk ≥ 0. It
should be noted that Ck has empty interior in W
1,2(M,R) so it makes no sense to speak
of the (Gaˆteau) differential of Ik . However, if f is a smooth (more generally, if f ∈
W 1,2(M,R) ∩ L∞(M,R)), we can define the directional derivative of Ik in the direction
f . This is sufficient to conclude that φk is a weak solution to
−
4(n− 1)
n− 2
∆φ+ (Scal + ǫk)φ = −
n− 1
n
τ2kφ
N−1 +A2(φ+ ǫk)
−N−1. (2.3)
Note that the right hand side of this equation belongs to Lp/2(M,R) so, by elliptic regu-
larity, we have φk ∈ W
2,p/2(M,R) and from Harnack’s inequality (see e.g. [20]), φk > 0.
We now let k tend to infinity. We first prove that the functionsφk are uniformly bounded
from below by constructing suitable subsolutions. Let u ∈ W 2,p/2(M,R) denote the
solution to the following equation
−
4(n− 1)
n− 2
∆u + Scalu+
n− 1
n
τ2u = A2.
u can be obtained by minimizing the functional
J(u) :=
∫
M
[
2(n− 1)
n− 2
|du|2 +
(
Scal
2
+
n− 1
2n
τ20
)
u2 −A2u
]
dµg,
and, as before J(|u|) ≤ J(u) so u ≥ 0 and u > 0 by Harnack’s inequality (Note that we
overcame the ill-definiteness of the τ -term by changing the exponent). Let uk denote the
solution to
−
4(n− 1)
n− 2
∆uk + (Scal + ǫk)uk +
n− 1
n
τ2uk = A
2.
We let the reader convince himself that uk ∈ W
2,p/2(M,R), uk > 0 and uk → u
in W 2,p/2(M,R) as k tends to infinity. Since W 2,p/2(M,R) embeds continuously in
L∞(M,R), there exist constants c−, c+ > 0 such that
c− ≤ uk ≤ c+
for all k. We now look for λ− > 0 so that φk,− = λ−uk is a subsolution to Equation (2.3).
We want
−
4(n− 1)
n− 2
∆φk,−+(Scal+ ǫk)φk,− ≤ −
n− 1
n
τ2kφ
N−1
k,− +A
2(φk,−+ ǫk)
−N−1. (2.4)
Equivalently,
λ−
(
−
4(n− 1)
n− 2
∆uk + (Scal + ǫk)uk
)
+
n− 1
n
τ2kλ
N−1
− u
N−1
k ≤ A
2(λ−uk + ǫk)
−N−1
which can be rewritten as follows:
n− 1
n
τ2kλ
N−1
− u
N−1
k −
n− 1
n
τ2λ−uk ≤ A
2(λ−uk + ǫk)
−N−1 − λ−A
2.
Since τk ≤ τ , the left hand side is non-positive if λ
N−1
− u
N−1
k ≤ λ−uk, i.e. λ− ≤ (c+)
−1.
On the other hand, the right hand side is non-negative if
λ−(λ−uk + ǫk)
N+1 ≤ 1
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Since ǫk ≤ 1, we see that the previous inequality holds when λ− ≤ (1 + c+)
−N−1. We
have proven that if
λ− ≤ min{(c+)
−1, (1 + c+)
−N−1},
φ−,k is a subsolution to Equation (2.3). We now prove that φk ≥ φ−,k. We compute the
difference between (2.3) and (2.4), multiply it by (φk−φ−,k)− = min{0, φk−φ−,k} and
integrate overM :∫
M
(
4(n− 1)
n− 2
|d(φk − φ−,k)−|
2
+ (Scal + ǫk) |(φk − φ−,k)−|
2
)
dµg
≤ −
n− 1
n
∫
M
τ2k
(
φN−1k − φ
N−1
−,k
)
(φk − φ−,k)−dµ
g
+
∫
M
A2
[
(φk + ǫk)
−N−1 − (φ−,k + ǫk)
−N−1
]
(φk − φ−,k)−dµ
g.
The right hand side is non-positive while the left hand side is non-negative. This imposes
that
µk‖(φk − φ−,k)−‖W 1,2(M,R)
≤
∫
M
(
4(n− 1)
n− 2
|d(φk − φ−,k)−|
2 + (Scal + ǫk) |(φk − φ−,k)−|
2
)
dµg = 0
So (φk − φ−,k)− ≡ 0, which means that φk ≥ φ−,k ≥ λ−c− > 0. This ends the proof of
the fact that the functions φk are uniformly bounded from below. Let φ+ ∈W
2,p/2(M,R)
denote the positive solution to
−
4(n− 1)
n− 2
∆φ+ + Scalφ+ +
n− 1
n
τ21φ
N−1
+ =
A2
(λ−c−)N+1
,
(we remind the reader that τ1 = min{τ, 1}). By similar arguments, we can prove that
φk ≤ φ+ so the sequence of functions φk is uniformly bounded from above and from
below:
λ−c− ≤ φk ≤ maxφ+.
We rewrite Equation (2.3) as
−
4(n− 1)
n− 2
∆φk+φk = (1−Scal+ ǫk)φk−
n− 1
n
τ2kφ
N−1
k +A
2(φk+ ǫk)
−N−1, (2.5)
and notice that the right hand side is bounded in Lp/2(M,R), so, by elliptic regularity,
(φk)k is uniformly bounded in W
2,p/2(M,R). Since W 2,p/2(M,R) compactly embeds
in L∞(M,R), we can assume that φk converges strongly to some φ∞ in L
∞(M,R) and,
from (2.5), φ∞ ∈W
2,p/2(M,R) solves the Lichnerowicz equation (2.1).
Now the functional I introduced in (2.2) makes perfect sense on the (open) subsetΩ+ =
{φ ∈W 2,p/2(M,R), φ > 0}. It is differentiable and strictly convex. Furthermore φ∞ is a
critical point for I on Ω+. So it must be the unique minimum of I on Ω+. Since a strictly
convex functional can only have a single critical point and critical points of I are exactly
the solutions of (2.1), we conclude that φ∞ is the unique solution to (2.1).
Continuity of φ∞ with respect toA follows from the implicit function theorem in a way
that is similar to the one presented in the next section so we omit the proof of it. 
Proposition 2.2. Let g ∈W 2,p/2(M,S2M), η ∈W
1,p(M,R), η > 0 and ξ ∈ Lq(M,TM)
be given, for some q ∈ (1, p/2). Assume that g has no conformal Killing vector fields, i.e.
no non-trivial vector field V such thatLV = 0. There exists a uniqueW ∈W 2,q(M,TM)
solving
∆L,ηW = ξ. (2.6)
Further, the mapping ξ 7→W is continuous.
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Proof. As in the proof of the previous proposition, we introduce the functional
J(W ) :=
1
2
∫
M
|LW |
2
2η
dµg −
∫
M
〈W, ξ〉 dµg
for anyW ∈W 1,2(M,TM). Since, in any coordinate system
∇iWj = ∂iWj − Γ
k
ijWk,
where Γkij =
1
2g
kl (∂iglj + ∂jgil − ∂lgij) ∈W
1,p/2 ⊂ Ln denotes the Christoffel symbol
of g, we have that, for anyW ∈ W 1,2(M,TM), ΓkijWk ∈ L
2(M,R) as a sum of products
of functions in Ln and in LN(M,R). Hence, ∇W ∈ L2(M,T⊗2M) and, in particular,
LW ∈ L2(M,S2M).
We claim that the quadratic part of J is coercive onW 1,2(M,TM). Indeed, there exists
a constant Λ > 0 so that 2η ≤ Λ. It follows from the Bochner formula for L that
1
2
∫
M
|LW |2
2η
dµg ≥
1
2Λ
∫
M
|LW |2 dµg
≥
1
Λ
∫
M
[
|∇W |
2
+
(
1−
2
n
)
(divW )
2
− Ric(W,W )
]
dµg
≥
1
Λ
[∫
M
|∇W |
2
dµg − ‖Ric‖Lp/2(M,S2M) ‖W‖
2
Lq(M,TM)
]
,
where q = 2p/(p − 2) < N . Now assume that for all k ∈ N+ there exists a non-zero
Wk ∈ W
1,2(M,TM) such that
1
2
∫
M
|LW |
2
2η
dµg ≤
1
k
‖Wk‖
2
W 1,2(M,TM) .
Without loss of generality, we can assume that ‖Wk‖Lq(M,TM) = 1. Note that, due to the
Sobolev embedding, the norm
‖W‖
2 :=
∫
M
|∇W |
2
dµg + ‖W‖
2
Lq(M,TM)
is equivalent to the usual Sobolev norm onW 1,2(M,TM), so for some constant δ > 0, we
have ‖W‖2W 1,2(M,TM) ≤ δ ‖W‖
2
for allW ∈ W 1,2(M,TM). Hence, from the previous
estimates
1
Λ
[∫
M
|∇Wk|
2
dµg − ‖Ric‖Lp/2(M,S2M) ‖Wk‖
2
Lq(M,TM)
]
≤
δ
k
(∫
M
|∇Wk|
2
dµg + ‖Wk‖
2
Lq(M,TM)
)
.
Equivalently, using ‖Wk‖Lq(M,TM) = 1,(
1
Λ
−
δ
k
)∫
M
|∇Wk|
2
dµg ≤
‖Ric‖Lp/2(M,S2M)
Λ
+
δ
k
.
It follows that (Wk) is bounded in W
1,2(M,TM). SinceW 1,2(M,TM) compactly em-
beds into Lq(M,TM), we can assume thatWk converges toW∞ strongly in L
q(M,TM)
and weakly inW 1,2(M,TM). We have ‖W∞‖Lq(M,TM) = 1 soW∞ is non-zero but∫
M
|LW∞|
2
2η
dµg = lim
k→∞
∫
M
〈LW∞,LWk〉
2η
dµg
≤
(∫
M
|LW∞|
2
2η
dµg
)1/2(
lim
k→∞
∫
M
|LWk|
2
2η
dµg
)1/2
= 0.
Namely, we obtained a contradiction.
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It then follows from the Lax-Milgram theorem that the functional J admits a unique
minimizerW ∈ W 1,2(M,TM) which is then a weak solution to (2.6). Elliptic regularity
then implies thatW ∈ W 2,q(M,TM). 
3. AN IMPLICIT FUNCTION ARGUMENT
In this section, we make the following regularity assumptions:
• g ∈W 2,p/2(M,S2M),
• τ ∈ W 1,p/2(M,R),
• σ ∈ Lp(M,S2M),
• η ∈W 1,p(M,R), η > 0
for some p > n. The idea in [5] is to introduce a parameter λ > 0 in the system (1.3).
Namely, we set φ = λφ˜ andW = λNW˜ so the system becomes

−
4(n− 1)
n− 2
∆gφ˜+ Scalφ˜ = −
n− 1
n
λN−2τ2φ˜N−1
+
∣∣∣∣∣λ−N+22 σ + λ
N−2
2
2η
LgW˜
∣∣∣∣∣
2
g
φ˜−N−1,
∆L,η W˜ =
n− 1
n
φ˜N∇τ.
(3.1a)
(3.1b)
(note that the rescaling we present here is different from the one in [5]). Setting
σ = λ
N+2
2 σ˜ (3.2)
the Lichnerowicz equation (3.1a) reads
−
4(n− 1)
n− 2
∆gφ˜+ Scalφ˜ = −
n− 1
n
λN−2τ2φ˜N−1 +
∣∣∣∣∣σ˜ + λ
N−2
2
2η
LgW˜
∣∣∣∣∣
2
g
φ˜−N−1.
Letting λ go to zero, we see that the system (3.1) is a perturbation of
−
4(n− 1)
n− 2
∆gφ˜0 + Scalφ˜0 =
∣∣σ˜∣∣2
g
φ˜−N−10 ,
∆L,η W˜0 =
n− 1
n
φ˜N0 ∇τ.
(3.3a)
(3.3b)
So W˜ has disappeared from Equation (3.3a). Solving the equation (3.3a) requires that the
Yamabe invariant of (M, g) be positive since the metric g = φ˜N−20 g has scalar curvature
S˜cal0 = |σ|
2
gφ˜
−2N
0 , which is non-negative and non-zero. This explains why the method
was limited to Yg > 0.
As we indicated before, in the case Yg = 0, the conformal Laplacian
u 7→ −
4(n− 1)
n− 2
∆gu+ Scalu
has a 1-dimensional kernel generated by a positive function φ0 ∈ W
2,p/2(M,R) which
we normalize so that ∫
M
φ20dµ
g = 1.
Since the conformal Laplacian is Fredholm with index zero and formally self adjoint, the
equation
−
4(n− 1)
n− 2
∆gu+ Scalu = f
SOLUTIONS TO CONSTRAINT EQUATIONS WITH VANISHING YAMABE INVARIANT 9
with f ∈ Lp/2(M,R) is solvable iff∫
M
fφ0dµ
g = 0.
The solution u ∈ W 2,p/2(M,R) is unique up to the addition of a constant multiple of φ0
so it is unique if we impose further that∫
M
uφ0dµ
g = 0.
If we change the scaling law (3.2) of σ to
σ = λN σ˜, (3.4)
the system (1.3) reads now
−
4(n− 1)
n− 2
∆gφ˜+ Scalφ˜ = λ
N−2
(
−
n− 1
n
τ2φ˜N−1 +
∣∣∣∣σ˜ + 12ηLgW˜
∣∣∣∣2
g
φ˜−N−1
)
,
∆L,η W˜ =
n− 1
n
φ˜N∇τ.
Hence, setting
φ˜ := cλφ0 + λ
N−2ψλ, (3.5)
where ψλ belongs to the space W˚
2,p/2(M,R) ofW 2,p(M,R)-functions orthogonal to φ0
for the L2-product:
W˚ 2,p/2(M,R) :=
{
u ∈W 2,p/2(M,R),
∫
M
uφ0dµ
g = 0
}
(3.6)
(more generally, for any function space F such that F →֒ L2(M,R), we will denote by F˚
the set of functions u belonging to F that are L2-orthogonal to φ0). We finally arrive at
−
4(n− 1)
n− 2
∆gψλ + Scalψλ =
(
−
n− 1
n
τ2φ˜N−1 +
∣∣∣∣σ˜ + 12ηLgW˜
∣∣∣∣2
g
φ˜−N−1
)
,
∆L,η W˜ =
n− 1
n
φ˜N∇τ.
The role of the constant cλ (which still appears implicitly in the definition of φ˜) will be to
ensure that the right hand side of the rescaled Lichnerowicz equation is L2-orthogonal to
φ0. To emphasize this, we rewrite the system as follows:
−
4(n− 1)
n− 2
∆gψλ + Scalψλ = −
n− 1
n
τ2φ˜N−1 +
∣∣∣∣∣σ˜ + LgW˜2η
∣∣∣∣∣
2
g
φ˜−N−1,
n− 1
n
∫
M
τ2φ0φ˜
N−1dµg =
∫
M
φ0
∣∣∣∣∣σ˜ + LgW˜2η
∣∣∣∣∣
2
g
φ˜−N−1dµg,
∆L,η W˜ =
n− 1
n
φ˜N∇τ.
(3.7a)
(3.7b)
(3.7c)
3.1. The limit λ = 0. In the limit λ = 0, we have φ˜ = c0φ0 so the system (3.7) becomes
−
4(n− 1)
n− 2
∆gψ0 + Scalψ0 = −
n− 1
n
τ2φ˜N−1 +
∣∣∣∣∣σ˜ + LgW˜2η
∣∣∣∣∣
2
g
φ˜−N−1,
n− 1
n
c2N0
∫
M
τ2φN0 dµ
g =
∫
M
φ−N0
∣∣σ˜ + LgW˜0∣∣2gdµg,
∆L,η W˜0 =
n− 1
n
cN0 φ
N
0 ∇τ.
(3.8a)
(3.8b)
(3.8c)
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We solve this system from bottom to top. Namely, from standard arguments, there exists a
unique solutionW ∈W 2,p/2(M,TM) to
∆L,ηW =
n− 1
n
φN0 ∇τ. (3.9)
so we have W˜0 = c
N
0 W . Inserting it into Equation (3.8b), we find
n− 1
n
c2N0
∫
M
τ2φN0 dµ
g =
∫
M
(
|σ˜|2 +
1
η
cN0 〈σ˜,LW 〉+ c
2N
0
|LgW |
2
g
4η2
)
φ−N0 dµ
g.
(3.10)
This is a second order equation in cN0 which we have to assume has a positive solution.
From Descartes’ rule of signs (see e.g. [21]), Equation (3.10) has a unique positive solution
provided that
n− 1
n
∫
M
τ2φN0 dµ
g >
∫
M
∣∣LgW ∣∣2g
4η2
φ−N0 dµ
g. (3.11)
Note however that there might exist situations in which Equation (3.10) has two positive
solutions. We plan to investigate this question later.
Having fulfilled the last two equations, we can finally solve Equation (3.8a) for ψ0 ∈
W˚ 2,p/2(M,R). We have thus proven
Proposition 3.1. Under the assumption (3.11), there exist a unique solution (c0, ψ0, W˜0) ∈
R+×W˚
2,p/2(M,R)×W 2,p/2(M,TM) to the system (3.8)where W˚ 2,p/2(M,R) is defined
in (3.6).
3.2. Extending to λ > 0. Let Ω ⊂ R× R× W˚ 2,p/2 be the following open subset:
Ω := {(λ, c, ψ) ∈ R× R× W˚ 2,p/2, s.t. cφ0 + λ
N−2ψ > 0}
We define the operator
Φ : Ω×W 2,p/2(M,TM)→ L˚2 × R× Lp(M,TM)
as follows:
Φλ(c, ψ,W ) :=

Π
(
− 4(n−1)n−2 ∆gψ + Scalψ +
n−1
n τ
2φ˜N−1 −
∣∣σ˜ + LgW˜ ∣∣2gφ˜−N−1)
n−1
n
∫
M τ
2φ0φ˜
N−1dµg −
∫
M φ0
∣∣σ˜ + LgW˜ ∣∣2gφ˜−N−1dµg
∆L,η W˜ −
n−1
n φ˜
N∇τ
 ,
(3.12)
where we used φ˜ = cφ0 + λ
N−2ψ as a shorthand (see (3.5)) and where Π denotes the
L2-orthogonal projection onto L˚2(M,R):
Π(f) = f −
(∫
M
fφ0dµ
g
)
φ0.
Solving the system (3.7) is then equivalent to finding solutions to
Φλ(c, ψ, W˜ ) =
00
0
 .
It is routine to check thatΦ is well defined andC1. To apply the implicit function theorem,
we only need to check that the differential of Φλ with λ = 0 kept fixed is invertible at the
point (c0, ψ0, W˜0). Since φ˜ = cφ0 when λ = 0, Φ0 reads
Φ0(c, ψ,W ) =

Π
(
− 4(n−1)n−2 ∆gψ + Scalψ +
n−1
n c
N−1τ2φN−10 −
∣∣σ˜ + LgW˜ ∣∣2gc−N−1φ−N−10 )
n−1
n c
N−1
∫
M
τ2φN0 dµ
g − c−N−1
∫
M
∣∣σ˜ + LgW˜ ∣∣2gφ−N0 dµg
∆L,η W˜ −
n−1
n c
NφN0 ∇τ
 ,
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Its differential at (c0, ψ0, W˜0) can be computed:
DΦ0(c0, ψ0,W )
 ψ′c′
W ′
 =
− 4(n−1)n−2 ∆g + Scal Π(F ) Π(ℓ(·))0 ∫
M
φ0Fdµ
g
∫
M
φ0ℓ(·)dµ
g
0 −N n−1n c
N−1φN0 ∇τ ∆L,η
 ψ′c′
W ′

(3.13)
where we used the following notations: F :=
n− 1
n
(N − 1)cN−2τ2φN−10 + (N + 1)
∣∣σ˜ + LgW˜ ∣∣2gφ−N−10 c−N−2,
ℓ(W ′) := −2c−N−1φ−N−10
〈
σ˜ + LgW˜ ,LgW
′
〉
g
.
The matrix of the differential in (3.13) is not upper triangular as is the case in [5]. However,
the conformal Laplacian appearing in the upper left corner of the matrix is an isomorphism
from W˚ 2,p/2(M,R) to L˚p/2(M,R) so it suffices to check that the lower 2 × 2 block is
invertible. We show that for any d ∈ R and any V ∈ Lp(M,TM) there exists a unique
solution to the system
d = c′
∫
M
φ0Fdµ
g +
∫
M
φ0ℓ(W
′)dµg ,
V = −c′N
n− 1
n
cN−10 φ
N
0 ∇τ +∆L,ηW
′.
(3.14)
The second equation can be solved explicitely forW ′:
W ′ = NcN−10 c
′W + (∆L,η)
−1
V,
where (∆L,η)
−1 : Lp/2(M,TM) → W 2,p/2(M,TM) denotes the inverse of ∆L,η. In-
jecting into the first equation, we get
c′
∫
M
φ0Fdµ
g−2c−N−10
∫
M
φ−N−10
〈
σ˜+LgW˜ ,Lg
(
NcN−10 c
′W + (∆L,η)
−1
V
) 〉
g
dµg = d.
This equation can be solved for c′ if and only if(
n− 1
n
∫
M
τ2φN0 dµ
g −
∫
M
|LgW |
2dµg
)
cN0 6=
∫
M
〈
σ˜,LgW˜
〉
φ−N0 dµ
g
where we used Equation (3.10). This condition is to be expected, it means that cN0 is not a
double root of Equation (3.10) seen as a second order equation in cN0 . We have thus proven
the following proposition:
Proposition 3.2. Under the assumption (3.11), there exist λ0 > 0 and a continuous curve
of solutions (cλ, ψλ, W˜λ) to the system (3.7).
Using now the rescaling presented at the beginning of the section, we have proven the
first theorem of this paper:
Theorem 3.3. Given (M, g, τ, η) and σ˜ ∈ Lp(M,S2M), σ˜ 6= 0, where the regularities
are indicated at the beginning of the section, and assuming further that
n− 1
n
∫
M
τ2φN0 dµ
g >
∫
M
|LgW |
2
g
4η2
φ−N0 dµ
g,
there exists a λ0 > 0 such that the system (1.3) with σ ≡ λσ˜ has at least a solution
(φ,W ) ∈W 2,p/2(M,R)×W 2,p/2(M,TM) for all λ ∈ (0, λ0).
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4. A SMALL TT-TENSOR ARGUMENT
In this section, we will require stronger regularity for τ than in the previous section.
Namely, we assume that, for some p > n,
• g ∈W 2,p/2(M,S2M),
• η ∈W 1,p(M,R), η > 0,
• σ ∈ Lp(M,S2M),
• τ ∈ W 1,t(M,R), where t > t0 with
t0 =
2n(n− 1)
3n− 2
. (4.1)
The reason why we have to impose stronger regularity for τ will become apparant in the
course of the proof. We also take advantage of the fact that the CTS method is conformally
covariant (see [16]) to enforce the condition Scal ≡ 0. In particular φ0 ≡ 1. We will also
assume that (M, g) has volume one:
Vol(M, g) = 1.
So if p ≤ q,
‖f‖Lp(M,R) ≤ ‖f‖Lq(M,R)
for any measurable function. This can be achieved by rescaling the metric by some (con-
stant) factor.
We prove an analog of the result in [6, 18], namely the existence of a solution to the
system (1.3) when σ is small in L2(M,R). To keep expressions short, we adopt at some
points a probabilistic notation and denote
E[f ] :=
∫
M
fdµg
and
Eτ [f ] :=
1
E[τ2]
E[τ2f ] =
1∫
M
τ2dµg
∫
M
τ2fdµg
for any function f for which this makes sense (e.g. f ∈ L
2t
2t−1 ). The strategy is similar
to the previous ones in [6, 9, 10, 14, 18]. The previous section suggests that we have to
decompose φ as φ = c+ φ˚ where c is a constant and φ˚ has zero average. Yet, for technical
reasons, it appears more interesting not to decompose φ itself but φN and to do it in a way
that involves τ2. For any function spaceX , we set
X˘ := {f ∈ X,Eτ [f ] = 0}.
Let p0 be defined as follows:
1
p0
=
2
p
−
1
t
(4.2)
Given cmax > 0 and r > 0 to be chosen later, we let C0 ⊂ L
p0(M,R) be the following
subset
C0 := {u ∈ L
p0(M,R), u ≥ 0,Eτ [u] ≤ cmax and ‖u−Eτ [u]‖
L
N
2
+1(M,R)
≤ r}. (4.3)
The reason why we work in the Lebesgue L
N
2 +1-norm will become apparant later. We
construct a mappingΨ : C0 → L
p0(M,R) as follows:
(1) Given u = c+ψ ∈ C0 (c ∈ R andψ ∈ L˘
p0(M,R)), we letW ∈W 2,p/2(M,TM)
be the unique solution to the following equation
∆L,ηW =
n− 1
n
u∇τ, (4.4)
see Proposition 2.2. Note that p0 is chosen so that the right hand side belongs to
Lp/2(M,TM). So, according to the notation introduced in (3.9), we have
W = cW +Wψ ,
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whereWψ denotes the solution to (4.4) with u replaced by ψ.
(2) We next solve the Lichnerowicz equation for φ > 0 with the W we found in the
first step. The solution φ ∈W 2,p/2(M,R) (⊂ L∞(M,R)) is known to exist from
Proposition 2.1.
(3) Finally, we set Ψ(u) = φN = c′ + ψ′ where c′ ∈ R and ψ′ ∈ L˘p0(M,R).
Ψ is the composition of three continuous mappings and, hence, continuous and its fixed
points correspond to solutions of the system (1.3). Our first aim is to show that, if ‖σ‖L2(M,S2M)
is small enough, we can adjust cmax and r so that Ψ(C0) ⊂ C0.
To estimate φ, we multiply the Lichnerowicz equation (1.3a) by φN+1 and integrate
overM :
−
4(n− 1)
n− 2
∫
M
φN+1∆φdµg +
n− 1
n
∫
M
τ2φ2Ndµg =
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg.
Integrating by parts the first term, we have
−
4(n− 1)
n− 2
∫
M
φN+1∆φdµg =
4(n− 1)
n− 2
∫
M
〈
dφN+1, dφ
〉
dµg
=
4(n− 1)
n− 2
(N + 1)
∫
M
〈
φNdφ, dφ
〉
dµg
=
4(n− 1)
n− 2
(N + 1)
∫
M
〈
φN/2dφ, φN/2dφ
〉
dµg
=
4(n− 1)
n− 2
N + 1(
N
2 + 1
)2 ∫
M
∣∣∣d(φN2 +1)∣∣∣2 dµg
=
3n− 2
n− 1
∫
M
∣∣∣d(φN2 +1)∣∣∣2 dµg.
So the estimate for φ reads
3n− 2
n− 1
∫
M
∣∣∣d(φN2 +1)∣∣∣2 dµg + n− 1
n
∫
M
τ2φ2Ndµg =
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg. (4.5)
We prove the following variant of the Sobolev inequality:
Lemma 4.1. There exists a constant s = s(M, g, τ) > 0 such that for any function
f ∈W 1,2(M,R) we have
‖f −Eτ [f ]‖
2
LN (M,R) ≤ s ‖df‖
2
L2(M,R) . (4.6)
Proof. We argue by contradiction and assume that there exists no constant s > 0 such that
Inequality (4.6) holds for all f . There exists a sequence (fk)k∈N such that
‖fk −Eτ [fk]‖
2
LN (M,R) ≥ k ‖dfk‖
2
L2(M,R)
for all k. From the Sobolev embedding theorem, there exists s0 > 0 such that
‖fk −Eτ [fk]‖
2
LN (M,R) ≤ s0
(
‖dfk‖
2
L2(M,R) + ‖fk −Eτ [fk]‖
2
L2(M,R)
)
.
As a consequence, we have that
‖fk −Eτ [fk]‖
2
L2(M,R) ≥
k − s0
s0
‖dfk‖
2
L2(M,R) .
By replacing fk by fk−Eτ [fk], we can assume thatEτ [fk] = 0 for all k, and, by rescaling
fk, we impose that ‖fk‖L2(M,R) = 1 for all k. We finally also assume that there exists
f∞ ∈W
1,2(M,R) such that (fk) converges to f∞ weakly inW
1,2(M,R) and strongly in
L2(M,R). This comes from the fact thatW 1,2(M,R) is a Hilbert space (hence reflexive)
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and that the injection W 1,2(M,R) →֒ L2(M,R) is compact. In particular, we have that,
for any u ∈ W 1,2(M,R),∣∣∣∣∫
M
〈du, dfk〉dµ
g
∣∣∣∣ ≤ ‖u‖W 1,2(M,R)‖dfk‖L2(M,R) ≤ s0k − s0 ‖u‖W 1,2(M,R) →k→∞ 0.
Thus, ∫
M
〈du, df∞〉dµ
g = 0
for all u ∈ W 1,2(M,R). Namely, f∞ is a weak solution to ∆f∞ = 0 so f∞ is a con-
stant. Since ‖fk‖L2(M,R) = 1 for all k and fk → f∞ strongly in L
2(M,R), we have
‖f∞‖L2(M,R) = 1. So f∞ ≡ ±1 is a non-zero constant function. Yet,
f∞ = Eτ [f∞] = lim
k→∞
Eτ [fk] = 0,
a contradiction. This proves the lemma. 
Applying eagerly the previous lemma to Estimate (4.5), we get:
3n− 2
n− 1
1
s
∥∥∥φN2 +1 −Eτ [φN2 +1]∥∥∥2
LN (M,R)
+
n− 1
n
∫
M
τ2φ2Ndµg ≤
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg.
(4.7)
But, as we indicated at the beginning of the section, we want to decompose φN not φ
N
2 +1!
So we need a second lemma:
Lemma 4.2. For any β > 1, any α ∈ (1, 2) and any positive function f we have
‖fα −Eτ [f
α]‖Lβ(M,R) ≤ αEτ [f
α]
α−1
α
1 + ‖τ‖2/αL2γ(M,R)
‖τ‖
2/α
L2(M,R)
 ‖f −Eτ [f ]‖Lαβ(M,R)
+
[
1 +
‖τ‖2L2γ(M,R)
‖τ‖2L2(M,R)
]
‖f −Eτ [f ]‖
α
Lαβ(M,R) ,
(4.8)
where γ satisfies
1
β
+
1
γ
= 1.
Proof. Before getting into the proof of the lemma, we state and prove the following in-
equality:
∀x ∈ R+, |x
α − 1| ≤ α|x − 1|+ |x− 1|α. (4.9)
First assume that x ∈ (0, 1). Then, since α > 1, we have,
|xα − 1| = 1− xα = α
∫ 1
x
yα−1dy ≤ α
∫ 1
x
dy = α(1 − x) ≤ α|x− 1|+ |x− 1|α.
Next, for x > 1, the function
h : y 7→
yα−1 − 1
(y − 1)α−1
has derivative
h′(y) =
α− 1
(x− 1)α
(
1− xα−2
)
so, since α ∈ (1, 2), h is increasing on the interval (1,∞) and tends to 1 at infinity. Thus,
h(y) ≤ 1 for all y ∈ (1,∞). This inequality can be rewritten
αyα−1 ≤ α+ α(y − 1)α−1.
Integrating from y = 1 to y = x, we obtain Inequality (4.9) for all x > 1. This concludes
the proof of Inequality (4.9).
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Assume now that a, b ∈ R+. We set x = a/b in (4.9) and multiply it by b
α. We obtain
the homogeneous form of (4.9):
∀a, b ∈ R+, |a
α − bα| ≤ αbα−1|a− b|+ |a− b|α. (4.10)
We now prove Inequality (4.8). We first compare Eτ [f
α] with Eτ [f ]
α. It follows from
Jensen’s inequality that
Eτ [f ]
α ≤ Eτ [f
α].
For the opposite direction, we use Minkowski’s inequality:
Eτ [f
α]1/α = Eτ [|f −Eτ [f ] +Eτ [f ]|
α
]1/α
≤ Eτ [|f −Eτ [f ]|
α
]1/α +Eτ [Eτ [f ]
α]1/α
≤ Eτ [|f −Eτ [f ]|
α
]1/α +Eτ [f ]
≤ Eτ [|f −Eτ [f ]|
α
]1/α +Eτ [f ].
We then use Ho¨lder’s inequality:
Eτ [|f −Eτ [f ]|
α
]1/α =
1
E[τ2]1/α
E[τ2 |f −Eτ [f ]|
α
]1/α
≤
1
E[τ2]1/α
E[τ2γ ]1/(αγ)E[|f −Eτ [f ]|
αβ
]1/(αβ).
As a consequence, we have proven
Eτ [f ]
α ≤ Eτ [f
α] ≤
(
Eτ [f ] +
E[τ2γ ]1/(αγ)
E[τ2]1/α
E[|f −Eτ [f ]|
αβ
]1/(αβ)
)α
.
In particular,
∣∣∣Eτ [fα]1/α −Eτ [f ]∣∣∣ ≤ E[τ2γ ]1/(αγ)
E[τ2]1/α
‖f −Eτ [f ]‖Lαβ(M,R) .
We apply Inequality (4.10) to u = Eτ [f
α]1/α and v = Eτ [f ]. From the previous inequal-
ity, we infer
|Eτ [f
α]−Eτ [f ]
α| ≤ α (Eτ [f
α])
α−1
α
E[τ2γ ]1/(αγ)
E[τ2]1/α
‖f −Eτ [f ]‖Lαβ(M,R)
+
E[τ2γ ]1/γ
E[τ2]
‖f −Eτ [f ]‖
α
Lαβ(M,R) .
(4.11)
Next, we apply Inequality (4.10) to the left hand side of (4.8):
‖fα −Eτ [f ]
α‖Lβ(M,R) ≤
∥∥αEτ [f ]α−1 |f − Eτ [f ]|+ |f −Eτ [f ]|α∥∥Lβ(M,R)
≤ αEτ [f ]
α−1 ‖f −Eτ [f ]‖Lβ(M,R) + ‖|f −Eτ [f ]|
α
‖Lβ(M,R)
≤ αEτ [f
α]
α−1
α ‖f −Eτ [f ]‖Lβ(M,R) + ‖f −Eτ [f ]‖
α
Lαβ(M,R) .
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Finally, combinig with (4.11), we get
‖fα −Eτ [f
α]‖Lβ(M,R) ≤ ‖f
α −Eτ [f ]
α‖Lβ(M,R) + |Eτ [f
α]−Eτ [f ]
α|
≤ αEτ [f ]
α−1 ‖f −Eτ [f ]‖Lβ(M,R) + ‖f −Eτ [f ]‖
α
Lαβ(M,R)
+ αEτ [f
α]
α−1
α
E[τ2γ ]1/(αγ)
E[τ2]1/α
‖f −Eτ [f ]‖Lαβ(M,R)
+
E[τ2γ ]1/γ
E[τ2]
‖f −Eτ [f ]‖
α
Lαβ(M,R)
≤ αEτ [f
α]
α−1
α
(
1 +
E[τ2γ ]1/(αγ)
E[τ2]1/α
)
‖f −Eτ [f ]‖Lαβ(M,R)
+
(
1 +
E[τ2γ ]1/γ
E[τ2]
)
‖f −Eτ [f ]‖
α
Lαβ(M,R) .
This ends the proof of the lemma. 
In view of Estimate (4.7), we choose f = φ
N
2 +1, α = NN/2+1 =
n
n−1 and β =
N
2 +1 so
αβ = N and γ = 2n−1n . We remind the reader that, according to our notation, Eτ [φ
N ] =
c′ and ψ′ = φN − c′. We obtain:
‖ψ′‖Lβ(M,R) ≤ α(c
′)
α−1
α
1 + ‖τ‖2/αL2γ(M,R)
‖τ‖
2/α
L2(M,R)
∥∥∥φN2 +1 −Eτ [φN2 +1]∥∥∥
LN (M,R)
+
[
1 +
‖τ‖2L2γ(M,R)
‖τ‖2L2(M,R)
] ∥∥∥φN2 +1 −Eτ [φN2 +1]∥∥∥α
LN (M,R)
.
(4.12)
Note that 2γ = 4n−1n ≤ n, since, multiplying by n, this inequality is nothing but (n −
2)2 ≥ 0. As we assumed τ ∈ W 1,t(M,R) ⊂ Ln(M,R), all norms of τ appearing in
Estimate (4.12) are finite.
Returning to Estimate (4.7), remark that
n− 1
n
∫
M
τ2φNdµg =
n− 1
n
∫
M
τ2((c′)2+2c′ψ′+(ψ′)2)dµg =
n− 1
n
∫
M
τ2((c′)2+(ψ′)2)dµg
due to our choice of decomposition. As a consequence, Estimate (4.7) implies

3n− 2
n− 1
1
s
∥∥∥φN2 +1 −Eτ [φN2 +1]∥∥∥2
LN (M,R)
≤
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg,
n− 1
n
∫
M
τ2dµg(c′)2 ≤
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg.
(4.13)
Hence, the first line of Estimate (4.13) together with (4.12) imply
‖ψ′‖
L
N
2
+1 ≤ c1(c
′)1/n
(∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg
)1/2
+ c2
(∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg
) n
2(n−1)
.
(4.14)
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for some constants c1, c2 depending only on (M, g, τ) and p. The right hand side of Esti-
mates (4.13) can be bounded from above as follows:∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg = ∫
M
∣∣∣∣σ + cLW2η + LWψ2η
∣∣∣∣2 dµg
=
∫
M
[
|σ|2 + 2c
〈
σ,
LW
2η
〉
+ c2
∣∣∣∣LW2η
∣∣∣∣2
+
〈
LWψ
2η
, 2σ + 2c
LW
2η
+
LWψ
2η
〉]
dµg
≤ x2 + 2cxA1 + c
2A21
+
∥∥∥∥LWψ2η
∥∥∥∥
L2(M,R)
(
2x+ 2cA1 +
∥∥∥∥LWψ2η
∥∥∥∥
L2(M,R)
)
.
(4.15)
with
x :=
(∫
M
|σ|2dµg
)1/2
, A1 :=
∥∥∥∥LW2η
∥∥∥∥
L2(M,R)
.
From what we saw above, controlling the L2-norm of the right hand side in Estimate
(4.13) (which is the best thing we can do if we insists on imposing restrictions on the L2-
norm of σ only) gives no more than an L
N
2 +1-control on ψ′. This is why the restriction for
the set C0 only concerned this norm. Moreover, sinceWψ solves
∆L,ηWψ =
n− 1
n
ψ∇τ,
the best we can say from Proposition 2.2 is that Wψ is controlled in the W
2,q-norm for
q = 2n(n−1)n2+2n−4 +O(p− n). From the Sobolev embedding theorem, it follows that
LWψ
2η
∈ Lq
′
(M,S2M)
with q′ = 2n(n−1)n2−2 + O(p− n). If p is too close to n, we have q
′ < 2. As a consequence,
we need to reinforce our assumption on ∇τ . To control the L2-norm of LWψ2η we need
to impose that τ ∈ W 1,t0(M,R) where t0 is defined in (4.1). Indeed, from Ho¨lder’s
inequality, we then have that
‖ψ∇τ‖Lv(M,TM) ≤ ‖ψ‖L
N
2
+1(M,R)
‖∇τ‖Lt0(M,TM)
with v = 2n/(n+ 2). So, from Proposition 2.2, there exists a constant Λ > 0 so that
‖Wψ‖W 2,v(M,TM) ≤ Λ‖ψ‖L
N
2
+1(M,R)
‖∇τ‖Lt0 (M,TM)
and, using the Sobolev embedding theorem, we get∥∥∥∥LWψ2η
∥∥∥∥
L2(M,R)
≤ Λ′‖ψ‖
L
N
2
+1(M,R)
‖∇τ‖Lt0 (M,TM)
for some constant Λ′ = Λ′(M, g, τ, η). For reasons that will become apparant later, we
need to impose τ ∈W 1,t(M,R) with t > t0. We can now return to Estimate (4.15). From
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what we just saw, we have∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 dµg ≤ x2 + 2cxA1 + c2A21
+ Λ′‖ψ‖
L
N
2
+1‖∇τ‖Lt0
(
2x+ 2cA1 + Λ
′‖ψ‖
L
N
2
+1‖∇τ‖Lt0
)
≤ x2 + 2cmaxxA1 + c
2
maxA
2
1 + Λ
′′r (2x+ 2cA1 + Λ
′′r) ,
(4.16)
where we set
Λ′′ := Λ′‖∇τ‖Lt0 .
Defining
A20 :=
n− 1
n
∫
M
τ2dµg,
Estimates (4.13) and (4.14) imply A
2
0(c
′)2 ≤ f(x, cmax, r)
‖ψ′‖
L
N
2
+1(M,R)
≤ c1c
1/n
maxf(x, cmax, r)
1/2 + c2f(x, cmax, r)
n
2(n−1) ,
(4.17)
where
f(x, cmax, r) := x
2 + 2cmaxxA1 + c
2
maxA
2
1 + Λ
′′r (2x+ 2cA1 + Λ
′′r) (4.18)
The set C0 introduced in (4.3) will be stable provided that we choose cmax and r such that{
A20c
2
max ≥ f(x, cmax, r)
r ≥ c1c
1/n
maxf(x, cmax, r)
1/2 + c2f(x, cmax, r)
n
2(n−1)
(4.19)
since these conditions immediately imply that c′ ≤ cmax and ‖ψ
′‖
L
N
2
+1(M,R)
≤ r. To find
a pair (cmax, r) satisfying (4.19), we set
cmax = ax, r = bx
n
n−1
for some positive constants a, b to be chosen later. This allows to keep track of the order
of magnitude of both components of φN as x tends to zero. The system (4.19) can be
rewritten {
A20a
2 ≥ (1 + aA1)
2 +O(x
1
n−1 )
b ≥ c2(1 + aA1)
n
n−1 +O(x
1
n−1 ),
(4.20)
where the big O terms depend on a and b. The idea is now to replace inequalities by
equalities and use the implicit function theorem. Namely, when x = 0, the system{
A20a
2 = (1 + aA1)
2
b = c2(1 + aA1)
n
n−1 ,
(4.21)
admits a solution, namely a0 = 1/(A0 − A1) and b0 = c2(1 + a0A1)
n
n−1 and the lin-
earization of the system (4.21) has no non-trivial solution. As a consequence, for small x
the system (4.20) admits a solution in a vicinity of (a0, b0).
We pause at this point and summarize what we have proven so far:
Proposition 4.3. Assume that g ∈ W 2,p/2(M,S2M), σ ∈ L
2(M,R) and τ ∈W 1,t0(M,R),
where t0 =
2n(n−1)
3n−2 . Then provided that
x :=
(∫
M
|σ|2dµg
)1/2
is small enough, there exist constants cmax > 0 and r > 0 such that the set C0 defined in
(4.3) is stable for the mappingΨ.
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We are not yet in a position to apply Schauder’s fixed point theorem since C0 is not
bounded. So, in what follows, we use a bootstrap argument to find nested closed subsets
Ck (i.e. such that Ck+1 ⊂ Ck) so thatΨ(Ck) ⊂ Ck+1 eventually getting a bounded closed
set. This point is inspired by [6, Proposition 4.6].
We construct sequences (qi), (ki), (ri), (Ri) as follows. We choose q0 =
N
2 +1. There
exists a constant R0 > 0 such that
C0 ⊂ {u ∈ L
q0(M,R), ‖u‖Lq0(M,R) ≤ R0}.
Assume now that for some i ≥ 0, qi andRi are knowns (we just defined q0 andR0). Then,
from Young’s inequality, we have that for all u ∈ Ci, ‖u∇τ‖Lci (M,R) . Ri where ci
satisfies 1ci =
1
qi
+ 1t . Here, the notation A . B means that there exists a constant C > 0
that may vary from line to line but independent of u such that A ≤ CB.
By Proposition 2.2, we have
‖W‖W 2,ci . Ri
for allW solving (4.4). From the Sobolev embedding theorem, we get that∥∥∥∥LW2η
∥∥∥∥
Lri (M,S2M)
. Ri
where ri is given by
1
ri
=
1
ci
−
1
n
=
1
qi
+
1
t
−
1
n
.
We now multiply the Lichnerowicz equation by φN+1+2ki for some ki to be chosen later
and integrate overM . We get
4(n− 1)
n− 2
∫
M
〈
dφN+1+2ki , dφ
〉
dµg ≤
∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 φ2kidµg,
or, equivalently,
4(n− 1)
n− 2
N + 1 + 2ki(
N
2 + 1 + ki
)2 ∫
M
∣∣∣dφN2 +1+ki ∣∣∣2 dµg ≤ ∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 φ2kidµg. (4.22)
Using Ho¨lder’s inequality, we have that∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 φ2kidµg ≤ ∥∥∥∥σ + LW2η
∥∥∥∥2
Lri (M,S2M)
∥∥φ2ki∥∥
L
ri
ri−2 (M,R)
≤
∥∥∥∥σ + LW2η
∥∥∥∥2
Lri (M,S2M)
∥∥φN∥∥ 2kiN
L
2ki
N
ri
ri−2 (M,R)
.
We now choose ki such that
2ki
N
ri
ri − 2
= qi,
namely,
ki = (N − 1)qi −N
(qi
t
+ 1
)
.
We apply the Sobolev embedding theorem: for some constant si, we have that(∫
M
∣∣∣φN2 +1+ki ∣∣∣N dµg)2/N ≤ si ∫
M
∣∣∣∣σ + LW2η
∣∣∣∣2 φ2kidµg + ∫
M
φN+2+2kidµg,
∥∥φN∥∥N+2+2ki
L
N
2
+1+ki (M,R)
≤ si
∥∥∥∥σ + LW2η
∥∥∥∥2
Lri (M,S2M)
∥∥φN∥∥ 2kiN
Lqi (M,R)
+
∥∥φN∥∥1+ 2N+ 2kiN
L1+
2
N
+
2ki
N (M,R)
.
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A straightforward calculation shows that 1 + 2N +
2ki
N < qi, so, since g has volume one,∥∥φN∥∥N+2+2ki
L
N
2
+1+ki (M,R)
≤ si
∥∥∥∥σ + LW2η
∥∥∥∥2
Lri (M,S2M)
∥∥φN∥∥ 2kiN
Lqi (M,R)
+
∥∥φN∥∥1+ 2N+ 2kiN
Lqi (M,R)
.
Setting
qi+1 =
N
2
+ 1 + ki =
(
N − 1−
N
t
)
qi −
2
n− 2
, (4.23)
we obtain that∥∥φN∥∥N+2+2ki
Lqi+1(M,R)
≤ si
∥∥∥∥σ + LW2η
∥∥∥∥2
Lri (M,S2M)
∥∥φN∥∥ 2kiN
Lqi (M,R)
+
∥∥φN∥∥1+ 2N+ 2kiN
Lqi (M,R)
.
Since we know that φN ∈ Ci, we have ‖φ
N‖Lqi (M,R) ≤ Ri it is then immediate that
‖φN‖Lqi+1 ≤ Ri+1
for some well chosen Ri+1 as we have bounded all the terms of the right hand side.
Setting Ci+1 := {u ∈ Ci, ‖u‖Lqi+1(M,R) ≤ Ri+1}, we have that Ci+1 ⊂ Ci and
Ψ(Ci) ⊂ Ci+1.
We now study in more details the sequence (qi). It is defined by the recurrence relation
(4.23). Let q denote the solution to
q =
(
N − 1−
N
t
)
q −
2
n− 2
,
namely
q =
2
n− 2
t
(N − 2)t−N
.
We have
qi =
(
N − 1−
N
t
)i
(q0 − q) + q.
If t ≥ t0, we have
N − 1−
N
t
≥
n
n− 1
> 1.
Yet if t = t0, where t0 is defined in (4.1), we have q = q0 so the sequence (qi) is constant.
This is where we have to assume that t > t0 to ensure qi → ∞. There is an i0 such that
qi0+1 > p0. Then Ci0+1 is bounded and closed in L
p0(M,R).
Even more is true. Assume that i0 has been chosen so that qi0+1 > max{p0, N}.
Set C := Ψ(Ci). We claim that C is precompact in L
p0(M,R). Indeed, performing the
analysis following (4.22) but without using the Sobolev embedding theorem, we have that,
for any u = φN ∈ Ψ(Ci),
‖φqi+1‖W 1,2(M,R) ≤ R
′
for some constant R′ > 0. Let us denote q = qi+1 for simplicity.
Let (uk)k, uk = φ
N
k ∈ Ψ(Ci), be any given sequence. Since p0 < q, we have that λ :=
N p0q < N so the embeddingW
1,2(M,R) →֒ Lλ(M,R) is compact. As a consequence,
there exists a subsequence (uω(k))k of (uk)k such that φ
q
ω(k) → φ
q
∞ in L
λ(M,R). We
have u∞ = φ
N
∞ ∈ L
p0(M,R) so all we need to do is to check that
uω(k) → u∞ in L
p0(M,R).
The idea is similar to the one for (4.8), yet simpler. Let h : R+ → R+ denote the function
h(x) :=
∣∣xN − 1∣∣p0
|xq − 1|
λ
.
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Since we chose q > N , we have λ = Nq p0 < p0 and
h(x) ∼
Np0
qλ
|x− 1|p0−λ
near x = 1. Since h(x) tends to 1when x goes to 0 or to∞, we conclude that h is bounded
on R+. Let A > 0 be an upper bound for h: h(x) ≤ A for all x ∈ R+. We have that∣∣xN − 1∣∣p0 ≤ A |xq − 1|λ .
Setting x = φi/φ∞ and multiplying by φ
Np0
∞ = φ
λq
∞ , we have that∣∣φNi − φN∞∣∣p0 ≤ A |φqi − φq∞|λ .
Integrating overM , we obtain
‖ui − u∞‖Lp0(M,R) ≤ A
1/p0 ‖φqi − φ
q
∞‖
λ/p0
Lλ(M,R)
which shows that ui → u∞ in L
p0(M,R). We have proven that C is (sequentially) pre-
compact in Lp0(M,R).
Set C := conv(C) be the closed convex hull of C. Then C is compact, convex and
Ψ(C) ⊂ Ψ(Ci0) ⊂ C . We can now apply the Schauder fixed point theorem to Ψ and C
and get the following theorem:
Theorem 4.4. Assume that g ∈ W 2,p/2(M,S2M), σ ∈ L
p(M,S2M), η ∈ W
1,p(M,R),
τ ∈W 1,t(M,R) for some t > t0, where t0 is defined in (4.1). Then, provided that∫
M
|σ|2dµg
is small enough (as given in Proposition 4.3), there exists at least one solution to the system
(1.3).
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