Abstract
Introduction
Many industrial applications require robots to perform repetitious tasks (e.g., assembly, manipulation, inspection, etc. Given the myriad of industrial applications that require a robot t o move in repetitive manner, researchers have been motivated to investigate control methods that exploit the periodic nature of the robot dynamics, and hence, increase link position tracking performance. As a result of this work, many types of learning controllers have been developed to compensate for periodic disturbances. Some advantages of these controllers over other approaches include the ability t o compensate for disturbances without high frequency or high gain feedback terms, and the ability to compensate for time-varying disturbances that can include time-varying parametric effects.
Some of the initial learning control research targeted the development of betterment learning controllers (see [2] and [3] ). Unfortunately, one of the drawbacks of the betterment learning controllers is that the robot is required to return to the same initial configuration after each learning trial. Moreover, in [15] , Heinzinger et d.
provided several examples that illustrated the lack of robustness of the betterment learning controllers to variations in the initial conditions of the robot. To address these robustness issues, Arinioto [l] incorporated a forgetting factor in the betterment learning algorithm given in [2] and (31. Motivated by the results from the betterment learning research, several researchers investigated the use of repetitive learning controllers. One of the advantages of the repetitive learning scheme is that the requirement that the robot return to the exact same initial condition after each learning trial is replaced by the less restrictive requirement that the desired t,rajectory of the robot be periodic. Some of the initial repetitive learning control research was performed by [14] , [28] , and [29] ; how-~~ ~ *This research was performed in part by a Eugene P. Wigner Fellow and staff member at the Oak Ridge National Laboratory, managed by UT-Battelle, LLC, for the U.S. Department of Energy under contract DE-AC05-000R22725 and is supported in part by the Office of Naval Research under Interagency Agreement 1866-Q356-A1 with the U.S. DOE and with U S . NSF Grants DMI-9457967, DMI-9813213, EPS-9630167, ONR Grant N00014-99-1-0589, a DOC Grant, and an ARO Automotive Center Grant. ever, the asymptotic convergence of these basic repetitive control schemes can only be guaranteed under restrictive conditions on the plant dynamics that might not be satisfied. To enhance the robustness of these repetitive control schemes, researchers in [14] and [28] modified the repetitive update rule t o include the so-called Q-filter. Unfortunately, the use of the Q-filter eliminates the ability of the tracking errors to converge t o zero. In the search for new learning control algorithms, researchers in [16] and [21] proposed an entirely new scheme that exploited the use of kernal and influence functions in the repetitive update rule; however, this class of controllers tends t o be fairly complicated in coniparison t o the control schemes that utilize a standard repetitive update rule.
In [26] 
where z(t) E lR1 is a tracking error signal, cp(t) E R' is a n unknown nonlinear function, and + ( t ) E P ' is a learning-based estimate of
cp(t). It is assumed that the unknown nonlinear function cp(t) is periodic with a known period T (Le., rp(t -T) = cp(t)).
For the system given by ( l ) , the standard repetitive update rule is given by
With regard t o the error systeni given (1) and (2) 
and hence, guarantee that +(t) is bounded for all time (the function sat (.) is the standard linear piecewise bounded saturation function).
Unfortunately, it was not exactly clear from the analysis given in
[25] how the Lyapunov-based stability analysis accomniodates the saturation of the standard repetitive update rule (e.g., it is well known how one can apply a projection algorithm t o the adaptive estimates of a gradient adaptive update law and still accommodate the Lyapunov-based stability analysis).
In this paper, we attempt to address the above issues via a niodification of the standard repetitive update rule. That is, as opposed to (3), we saturate the standard repetitive update rule as follows
(4)
We then utilize a Lyapunov-based approach to: i) illustrate how the stability analysis accornrnodates the use of the saturation function in (4), ii) provc that z ( t ) is forced asymptotically to zero, and iii)
show that + ( t ) rernains bounded. To illustrate the generality of the learning-based update law given by (4), we apply the update law to force the origin of a general error system with an nonlinear disturhance with a known period t o achieve global asymptotic tracking. To illustrate the fact that othcr Lyapunov-based techniques can be exploited t o compensate for additional disturbances that are not periodic, we design a hybrid adaptive/repetitive learning scheme to achieve global asymptotic link position tracking for a robot nianipulator. In comparison with the previous work of [9], [13] , [17] , and 1181, we note that: i) the proposed lcarning-based controller utilizes standard Lyapunov-based techniques, and hence, one can easily fuse in other Lyapunov-based tools, ii) the stability analysis is straightforward, iii) the proposed learning-based controller utilizes a simple modification of the standard repetitive update rule as opposed to use of a multiple step process or menu, and iv) the proposed control scheme is updated continuously with time during the transient rcsponsc (versus during the stcady-state), and hence, an improved transient response is facilitated. This paper is organized as follows. In Scction 2, we present the error dynarriics for a general problem, develop a Icarning-based algorithm, and utilize a Lyapunov-based stability analysis to prove a global asyniptotic tracking result. In Section 3, we develop a hybrid adaptive/learning algorithm for robot manipulators that conipcnsates for dynamics with periodic and non-periodic components. Concluding remarks arc given in Section 4.
General Problem
To illustrate the generality of the proposed learning control scheme, we consider the following error dynamics examined in 1211
e = f ( t , e ) + E ( t , e ) [ w ( t ) -& ( t ) ]
where e ( t ) E Rn is an error vector, w ( t ) E Rm is an unknown nonlinear function, G ( t ) E 1-is a subsequently designed learningbased estimate of w(t), and the auxiliary functions f ( t , e ) E 1 " 
Assumption 2: The unknown nonlinear function w(t) is periodic with a known period T ; hence,
Furthermore, we assume that the unknown function w ( t ) is bounded as follows Iwi(t)l 5 pi for i = 1,2, ..., m
where /3 = [ p1 positive bounding constants.
p2 ... pm ] E R" is a vector of known,
Control Objective
The control objective for the general problem given in (5) is to design a learning-based estimate CJ ( t ) such that lim e ( t ) = 0 t-m for any bounded initial condition denoted by e(0). To quantify the mismatch between the learning-based estimate and 20 ( t ) , we define an estimation error term, denoted by CJ ( t ) E P", as follows
Learning-Based Estimate Formulation
Based on the error system given in (5) and the subsequent stability analysis, we design the learning-based estimate GJ (t) as follows
where Ice E R ' is a positive constant control gain, and sat0 (.) E Rm is a vector function whose elements are defined as follows VIE1,I 5 P % > E Z , E R',t = 1 , 2 , . . . , m .
To facilitate the subsequent stability analysis, we substitute (12) into (11) for w(t) and CJ(t), respectively, to rewrite the expression for G ( t ) as follows
where we utilized (8), (9), and the fact that w(t) = satp (w(t)) satp (w(t -T ) ) . Proof: To prove Theorem 1, we define a non-negative function
l-T [sat0 (w(T)) -satp ( 7 3 (~) ) ] ' (18)
Vz(t, e, 6) E as follows l t
[satp (w(T)) -satp (73 (T))] d7
where VI (t, e ) was described in Assumption 1. After taking the time derivative of (18), we obtain the following expression
where (7) 
-e T Q e + e T R 6 (20) 1
T --(6 + keRTe) (6 + keRTe)
2ke
After performing some simple algebraic operations, we can further simplify (20) as follows Finally, we can utilize (9), ( l l ) , and (14) t o simplify (21) as shown below Vz 5 -eTQe.
(22)
Based on (18), (22), and the fact that Q is a positive-definite syniriietric matrix, it is clear that e(t) E Lz n L , . Based (12' ) is composed of a saturation function. That is, it is easy to from the structure of (12) , that if e ( t ) E L, then 6 ( t ) E 1 3 , .
on the fact that e ( t ) E L-, it is clear from (5), (12), (13), and (15) that 73(t), 6 ( t ) , f ( t , e ) , B ( t , e ) E L , . Given that 73(t), 6 ( t ) , f ( t , e ) , B ( t , e ) 6 L,, it is clear from (5) that e ( t ) E L m , and hence, e ( t ) is uniformly continuous. Since e(t) E 132 n Lw and uniformly continuous, we can utilize Barbalat's Leninia [20] t o prove (17).

Remark 1 From the previous stability analysis, it is clear that we exploit the fact that the learning-based feedforward term given in
Hybrid Adaptive Control Example
In the previous section, we exploited the fact that the unknown nonlinear dynamics, denoted by w ( t ) , were periodic with a known period T . Unfortunately, some physical systems may not adhere to the ideal assuniption that all of the unknown nonlinear dynaniics are entirely periodic. Since the learning-based feedforward term, developed in the previous section, is generated from a straightforward Lyapunov-like stability analysis, we can utilize other Lyapunov-based control design techniques to develop hybrid control schemes that utilize learning-based feedforward ternis to conipensate for periodic dynaniics and other Lyapunov-based approaches (e.g., adaptive-based feedforward terms) t o conipensate for non-periodic dynamics. To illustrate this point, we now develop a hyhiid adaptive/learning control schcme for a n-rigid link, revolute, direct-drive robot nianipulat,or in the following sections.
Dynamic Model
The dynamic niodel for a n-rigid link, revolute, direct-drive robot is assumed t o have the following form 
Property 2:
T h e inertia and centripetal-Coriolis matriccs satisfy the following skew-symmetric relationship
) where 2 ( q ) denotes the time derivative of the inertia matrix.
Property 3:
The norm of the centripetal-Coriolis, gravity, and viscous friction terms of (23) can be upper hounded as follows
where Cclr 6 , C f d E R' denote known positive bounding constants, and Ir. l l i m denotes the infinity-norm of a matrix.
In addition to the above properties, we will also make the following assumption with regard the static friction effects that are contained in (23). where Os E P" contains the unknown, constant static friction coefficients, and the regression matrix Y,(q) E Brix" contains known functions of the link velocity q ( t ) E P".
Control Objective
The control objective is to design a global link position tracking controller despite parametric uncertainty in the dynamic model given in (23). To quantify this objective, we define the link position tracking error e ( t ) E P" as follows
where we assume that q d ( t ) E P" and its first two time derivatives are assumed to be bounded, periodic functions of time with.a known period T such that
qd(t) = q d ( t -T ) , q d ( t ) = g d ( t -T ) , q d ( t ) = Gd(t -T ) . (29)
In addition, we define the difference between the actual parameter vector and the estimated parameter vector as follows e, = e, -e, ( 
30)
where G,(t) E P" represents a paranietcr estiniation error vector and B,(t) E W" denotes a subsequently designed estimate of 8,.
Control Formulation
To facilitate the subsequent control development and stability analysis, we reduce the order of the dynamic expression given in (23) by defining a filtered tracking error-like variable r ( t ) E R" as follows where a E R' is a positive constant control gain. After taking the time derivative of (31), premultiplying the resulting expression by M ( q ) , utilizing (23) and ( 2 8 ) , and then preforming some algebraic manipulation, we obtain the following expression
~7 :
= -v,r + W, + x + y,e, -7 ~= 6 + a e (31)
where the anxiliary expressions W , ( t ) , X ( t ) E R" are defined as fol-
By exploiting Properties 1 and 3 of the robot dynamics, and then using (28) 
where rs E R n X n is a constant, diagonal, positive-definite, adaptation gain matrix.
To develop the closed-loop error system for r ( t ) , we substitute (38) into (32) to obtain the following expression
where 8,(t) was defined in (SO), and Gr(t) is a learning estimation error signal defined as follows Gr = w, -CJ,.
After substituting (39) into (42) for G,(t), utilizing the fact that w,(t) is periodic, and then utilizing (37) to construct the following equality (42)
we can rewrite (42) in the following form 
Stability Analysis
[satpr (wr(T)) -satpr (Cr ( . ) ) I dT.
After taking the time derivative of (47), we obtain the following expression
where ( 
After expanding the second line of (49) and then cancelling coninion terms, we obtain the following expression By exploiting the property given in (14), completing the square on the bracketed term in the first line of (50) 
Conclusion
In this paper, we illustrate how a learning-based estimate can be used to achieve asymptotic tracking in the presence of a nonlinear disturbance. Based on the fact that the learning-based controller estimate is generated from a Lyapunov-based stability analysis, we also demonstrated how additional Lyapunov-based design kchniques can be utilized t o reject coniponents of the unknown dynamics which are not periodic. Specifically, we designed a hybrid adaptive/learning controller for the robot manipulator dynamics.
