Abstract: Reinforcement Learning (RL) agents require the specification of a reward signal for learning behaviours. However, introduction of corrupt or stochastic rewards can yield high variance in learning. Such corruption may be a direct result of goal misspecification, randomness in the reward signal, or correlation of the reward with external factors that are not known to the agent. Corruption or stochasticity of the reward signal can be especially problematic in robotics, where goal specification can be particularly difficult for complex tasks. While many variance reduction techniques have been studied to improve the robustness of the RL process, handling such stochastic or corrupted reward structures remains difficult. As an alternative for handling this scenario in model-free RL methods, we suggest using an estimator for both rewards and value functions. We demonstrate that this improves performance under corrupted stochastic rewards in both the tabular and non-linear function approximation settings for a variety of noise types and environments. The use of reward estimation is a robust and easy-to-implement improvement for handling corrupted reward signals in model-free RL.
Introduction
Reinforcement Learning (RL) agents learn from a generated reward provided by the environment. However, it is possible that the generated reward is corrupted [1, 2] , stochastic [3] , or misspecified [2] . The specification of rewards which do not exhibit these problems can be especially difficult in robotics and has resulted in data-driven approaches for reward specification [4, 5, 6] . However, these data-driven approaches may also yield corrupted reward signals where the sensory-based features used for reward generation are themselves corrupted. As such, handling corrupted or stochastic rewards in the learning process is a necessity for successfully learning complex behaviours in robotics using RL Everitt et al. [2] .
In particular, such scenarios can result in high variance in the gradients during learning and impede successful convergence to an optimal policy. Several methods have already been used to reduce variance, sometimes at the cost of bias. These include generalized advantage estimation [7] , constrained updates [8] , updating the target policy via the expectation of its actions [9, 10] , and updating the value function via the posterior mean of an estimated uncertain value distribution [11] . However, these don't explicitly account for corrupted rewards and aim to address variance induced with a deterministic true reward.
Here, we propose a simple method for updating model-free RL algorithms to compensate for stochastic corrupted reward signals. We suggest learning an estimator for both the local expected reward and the value function -that is, using a direct estimate of rewardsR(s t ) to update the discounted value function V π γ (s t ) and policy π θ (s t ), rather than the sampled rewards. * Authors Contributed Equally 2nd Conference on Robot Learning (CoRL 2018), Zürich, Switzerland.
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We show that this method results in theoretical variance reductions in the tabular case and corresponds to empirical performance gains in the tabular and function approximation settings in situations where rewards are highly stochastic and corrupted. We validate this on the MuJoCo environments [12] from OpenAI Gym [13] for continuous control robotic locomotion benchmark tasks and provide complementary results on Atari games for discrete settings.
Related Work
A variety of model-based work in robotic and non-robotic domains has used reward estimation [14, 15, 16, 17, 18, 19] . However, those works use the predicted (or "imagined") reward for planning rather than training a value function. In several cases, estimated rewards are used in imagination augmented rollouts with a stochastic dynamics model accompanying the reward estimator. For example, [17, 20] use a method to apply model-based methods to model-free RL. However, in our case we do not require multi-step imaginary rollouts, avoiding learning system dynamics as our reward estimation method is explicitly aimed at handling corrupted stochastic rewards rather than for planning. Nevertheless, it may be possible to view reward estimation as a single step case of model-based value expansion.
Similarly, the myriad of inverse reinforcement learning (IRL) literature for robotics involves learning reward functions from demonstrations rather than previous rewards. For example in [5, 6] , rewards are learned in a data-driven way explicitly to better model the desired robotic behaviours. In some cases, such as in [6, 21] , the reward function is modified to be compatible and beneficial to the learning process. However, this doesn't specifically account for corruption in the learned rewards.
Other works in the RL setting augment rewards via shaping mechanisms [22, 23] ; for example, to make robot learning easier with sparse rewards. Our method can be viewed as a shaping mechanism as well, where the transformation is captured within a single function approximator. While much of the reward shaping literature aims to aid exploration, Talvitie [24] comes close to our work by learning to correct the reward function for misspecifications of the model.
Generally, while all of these works model rewards in some way, most do not explicitly seek to address a corrupted reward. Everitt et al. [2] , on the other hand set up the problem of corrupted rewards formally and suggest a method to address corrupted reward channels in small GridWorld scenarios. However, the method they introduce is specific to the tabular setting and they do not propose any methods for continuous control as is often needed for handling complex robotic tasks.
Background

Reinforcement Learning
We formulate our method in the context of a fully observable Markov Decision Process (MDP) [25] . In an MDP, an agent can take an action a t based on its current state s t and receive a reward r t , before transitioning to the next state of the MDP s t+1 . We focus on the discounted MDP case, where an agent tries to maximize the cumulative discounted reward
, also known as the discounted value of a policy π. It is common to learn a value estimate of the current policy via temporal difference (TD) learning [26] , where the current estimate of the value function is used to bootstrap the next estimate according to the Bellman target
2 . In the case of Advantage Actor Critic (A2C), the synchronous version of Asynchronous Advantage Actor Critic (A3C) [27] , a stochastic parameterized policy (actor, π θ (a|s)) is learned from this value estimator via the TD error. That is, the actor loss becomes:
. Proximal Policy Optimization (PPO) [8] can be considered to be a similar method to A2C. In the case of PPO, however, long Monte Carlo rollouts are used while the value function acts primarily as a variance-reducing baseline in the policy update -typically via generalized advantage estimation [28] . Furthermore, the policy update is constrained via a trust region in the form of a clipping objective (as we use here) or a divergence penalty. The clipping objective for training the policy is:
where the likelihood ratio is r t (θ) = π θ (at|st) π θ old (at|st) ,Â t is the generalized advantage function, and < 1 is some small factor applied to constrain the update.
Stochastic or Corrupted Rewards
Since we tackle the case of using stochastic or corrupted rewards, it is important to have a clear understanding of this scenario. In stochastic rewards, for a state transition tuple (s, a, s ), a reward can be treated as a random variable. That is, the reward is provided from some distribution with a certain probability density. This corresponds to settings in robotics where a reward function may be learned through variational means [4] .
We further define a corrupted reward to be such that the provided reward does not match the true reward due to some noise process, similarly to the Corrupted Reward MDP (CRMDP) setting of [2] . In the cases we consider, the reward is both corrupted and stochastic. That is, for a given state transition tuple (s, a, s ), the true reward is r(s, a, s ), whereas the corrupted stochastic reward becomes a random variableR such that the likelihood of a reward being sampled from the corrupted stochastic random variable is P (R = r|s, a, s ).
Reward Estimation
Under a corrupted stochastic reward, an additional source of variance is injected into the value function update. To reduce this variance, we introduce an estimator for the reward at a given stateR(s t ). In the function approximation case, learning this reward estimator becomes a simple regression problem: L(θR) = E r t −R(s t ; θR)
2
. We then use this reward estimator in the TD update of the value function, rather than the sampled reward:
. As we will see in Section 4.1, under corrupted stochastic rewards, this estimation will reduce the variance propagated to the value function.
We note that this is an easy update to model-free methods which does not significantly change the problem formulation and can be used in any model-free method. An example of using the reward estimator in an actor-critic process can be seen in Figure 1 . 
Theoretical Variance Reduction in Tabular Domains
To determine whether our method for using a reward approximator reduces variance theoretically, we examine the tabular case. In this setting, we use the sample mean for the reward estimator:
. That is, given N i.i.d reward samples at a given state s where action a was taken and where we transitioned to s , we determine the mean of those rewards 2 . In this scenario, the sample mean is an unbiased estimator.
First, following a similar methodology to the variance analysis by Van Seijen et al. [29] , we determine the variance of the standard discounted Bellman equation: [30] : Moreover, since approximation in the tabular case is simply the sample mean, we have that:
and,
Thus, we arrive at the following equality:
, one can see that if the covariance between the reward and the value function at the next state is ≥ 0 that var
We note that this is always true when the reward function depends only on (s, a) and not s , since the covariance in this case is 0. Moreover, even when the reward function depends on s it is likely to have a positive covariance. We refer to the Appendix for a more lengthy discussion and to our results in Section 5.2.5 and Appendix D.3.1 that highlight the variance reduction empirically.
Therefore, by using the empirical mean of the rewards in a tabular setting, it is possible to reduce the variance of the update. The M-Step return case follows similarly, holding under the same covariance assumptions. The intuitive benefit of this becomes clear in settings with stochastic corrupted rewards. In such a case, the error will propagate through longer MDP chains, whereas using the empirical mean will provide a more stable estimate, as will be demonstrated in subsequent experimental sections.
Choosing the Best Estimator
The features provided to the reward estimator can be updated to refine the estimate or provide an expectation. Specifically, we can model the reward in three different ways:
Overall, the inputs provided to the reward function capture expectations at different levels, sometimes encompassing the dynamics of the system. In our case, we focus on deterministic dynamics but where the reward can be treated as a random variable so any of these estimators are effective to varying degrees. However, choosing the best features to use as in Equation 7 can contain various benefits and tradeoffs. The most obvious trade-off depends on the true reward function of the underlying MDP that is being estimated. If the true reward function depends on the action and next state then not including one or the other as inputs will make estimation of the rewards more difficult (or impossible). For example, in some of the OpenAI Gym MuJoCo benchmark robotics environments, a reward is provided based on the action resulting in a penalty for large amounts of generated torque on the simulated motors. Without providing the action as a feature to the learned reward function it may be difficult to successfully learn a reward estimator. On the other hand, as we describe in the Appendix, in domains like Atari where the reward signal is typically delayed several steps and mostly dependent on only the current state, R(s) is an adequate choice. Using R(s, a) or R(s, a, s ) would not provide any benefit and simply make estimating the reward more difficult due to the extra inputs. Empirical results which demonstrate these effects can be found in the Appendix.
Experiments
To validate that using a function approximatorR for the reward improves performance, we investigate several settings with induced stochastic noise 3 . We investigate a small toy MDP problem in the tabular case to show the variance reduction properties of the system in the tabular setting which validate our theoretical reduction shown in Section 4.1.
We then use several simulated MuJoCo tasks from the OpenAI Gym benchmark environments for continuous control settings [13] . These tasks are particularly relevant for robotics domains as the action space directly applies torque to simulated motors in various robotic configurations to learn locomotion behaviours.
We generate three types of noise to corrupt the reward system with, or to introduce stochasticity into the reward which may be relevant for robotic domains: Gaussian noise, -likelihood replacement of the reward with uniform noise, and randomly induced sparsity. First, we add a Gaussian noise to the system -which may occur with sensory noise in robotic systems or with a reward provided from a distribution (as in with a data-driven distributional reward). Next, we investigate uniform replacement of the reward with a random reward which could correspond to misspecification or sensory noise. Finally, we investigate artificially and randomly induced sparsity in the reward signal which could be the case if there is a human in the loop providing a reward signal to the robot such that the human may or may not consider providing a reward at some timestep depending on the teacher as in [31] . Alternatively, the stochastically sparse reward case could correspond to delayed rewards provided to the robot as in [3] .
Finally, we extend these experiments to Atari games to show the benefits in discrete settings as well.
In both the Atari and MuJoCo domains we use a neural network function approximator forR to match the value function and policy networks in the baselines. We also run several experiment seeds for all settings as indicated by Henderson et al. [32] : 10 for MuJoCo tasks and 3 for Atari domains.
Tabular Experiments
We first empirically investigate the tabular case. We construct a 5 state MDP, as seen in Figure 5 .1, for value learning (an extended 10 state MDP can be seen in Appendix B). The MDPs contain deterministic transitions from left to right in the states, and the agent follows a fixed policy moving to the right and terminates on reaching the farthest state to the right. At each state it receives a stochastic reward of 1, 2, or 5 with a fixed probability of 0.5. The value function is updated via the TD error for 100 episodes. We measure the robustness to variance by evaluating the root mean squared error (RMSE) of the value function across the 100 episodes. As is seen in Figure 2 , when using the reward estimator, the agent is able to learn more accurate representations of the value function even at high learning rates. This aligns with the aforementioned theoretical variance reduction in Section 4.1. In all cases, rewards are assigned with probability 0.5 and, set to 0 otherwise (rewards of +1, +2, +5, from left to right). The x-axis demonstrates various learning rates for the TD-update. We report the average RMSE over the first 100 episodes of learning -lower is better. 0 1 2 g +1 : 0, P (.5) +1 : 0, P (.5) +1 : 0, P (.5) Figure 3 : Illustration of the sample Markov Decision Process (MDP) used for the tabular case experiments.
MuJoCo Experiments
We experiment on four different continuous control tasks in the MuJoCo simulator as provided by OpenAI Gym [13] : Reacher, Hopper, HalfCheetah, and Walker2d. In all cases we use the −v2 version of the MuJoCo benchmarks. We use the PyTorch PPO implementation with a clipping objective found in [33] for the baseline, with modifications for reward estimation built directly on top of this. Further information about experimental setup can be found in Appendix D. We compare against two baselines: the regular implementation of PPO using the sampled reward and an augmented value function network which trains on an additional auxiliary task to predict the reward as well as the value function (such that hidden layers encode information for both tasks) similarly to [34] .
Gaussian Noise
The first type of reward noise which we add is a Gaussian noise centered around 0 with increasing variance. This noise is inspired by a reward signal which is sensory based, but where sensors exhibit a Gaussian noisy distribution as in [35] . That is, the resulting reward becomes r new t = r t + ψ where Ψ ∼ N (0, σ 2 ). The relative normalized baseline improvement of this experiment can be found in Table 5 .2.1 with extended information in the Appendix. As can be seen under a zero-centered Gaussian noise, reward estimation improves results over the baseline in all cases except when no noise is added. Table 1 : Gaussian reward noise (σ = (0.0, 0.1, 0.2, 0.3, 0.4)) comparison between our approach and the best of both baselines (PPO and PPO with the reward prediction auxiliary task). The score represents the relative improvement over the best baseline normalized with respect to the the average episode reward over the last 100 Episodes after training for 1M steps:
Ours−Best Baseline |Best Baseline−Random Policy| . Bold scores indicate an improvement over both baselines. The results are the average over 10 runs using different random seeds.
Uniform Noise
For the uniform noise experiments, we randomly replace the reward with an probability by a uniform reward between −1 and 1. That is:
ψ, with probability r t , with probability (1 − ),
where Ψ ∼ U (−1, 1) and where 0 ≤ ≤ 1 is the probability of replacing the current reward. Table 5 .2.2 demonstrates the results of this type of added noise. Once again, using reward estimation increases results greatly with added noise up to a relative 500% average gain in extremely noise scenarios (where the reward is replaced by a uniformly random reward 40% of the time). Table 2 : Uniform reward noise ( = (0.0, 0.1, 0.2, 0.3, 0.4)) comparison between our approach to the best of both baselines (PPO and PPO with the reward prediction auxiliary task). The score represents the relative improvement as in Figure 5 .2.1. The results are the average over 10 runs using different random seeds.
Sparsity
We consider artificially making the reward sparser by replacing the true environmental reward with the zero reward with varying levels of probability. Specifically, the reward at time t is defined as:
, with probability r t , with probability (1 − ),
This may reflect a scenario where there is a signal dropout either in a sensory-based reward signal as in [36] or in communication of the reward signal. This type of noise in particular provides insight into the robustness ofR estimation to sparse rewards, while still preserving the optimal ordering of policies -where the optimal ordering indicates that if Q(s, a) > Q(s, a ) under R(s, a, s ) then Q (s, a) > Q (s, a ) under R(s, a, s ) * c where c > 0. The latter is true because sparsity noise can be seen as simply multiplying the reward signal by a constant positive factor at every time step. Specifically, where 0 ≤ ≤ 1 is the probability of receiving reward 0:
As can be seen in Table 5 .2.3, the reward estimation method does not always improve results in this case, except under extreme sparsity. This is likely due to the need to correct reward learning for distribution imbalance. It may be possible, since the baseline implementation uses Adam [37] for the optimization method, that the reward estimator was unable to learn an improved representation under sparsity for convergence properties presented in [38] , while a value function update would not encounter the sparsity issue as frequently. Nonetheless, in certain domains (Hopper and Walker) we still see improved performance. Table 3 : Sparse reward noise ( = (0.6, 0.7, 0.8, 0.9, 0.95)) comparison between our approach to the best of both baselines (PPO and PPO with the reward prediction auxiliary task). The score represents the relative improvement as in Figure 5 .2.1. The results are the averaged over 10 different experiment random seeds.
Analyzing the Empirical Advantage
We next attempt to uncover the exact source of the improved performances by analyzing the empirical advantage and TD-error. As mentioned in Section 3, the advantage function provides a signal for both the critic and the policy to use as part of their objective in actor-critic methods. For the policy, actions that lead to positive advantages are reinforced, while negative advantages result in a negative likelihood update for those actions. A high expected squared advantage -TD error -implies a large residual error that is not captured by the value function. As we can see in Figure 4 , the reduction of this advantage (and thus TD error) directly correlates to performance gains in the episode return.
Analyzing Reduction of Variance
To determine if our theoretical variance reduction properties found in Section 4.1 hold in the continuous control case with neural network function approximators, we empirically measure the variance of the Bellman operator itself with the corrupted stochastic rewards. With full experimental details and extended results in the Appendix, we find that across all environments, we see an average of 59.7%, 76.7%, and 62.5% absolute reduction in variance under all tested levels of Gaussian, uniform, and sparsity inducing noise, respectively. 
Atari Experiments
We extend our methodology in the Atari domain to demonstrate the extension to discrete action spaces (for example if a robot can only select macro actions). The experimental setup, details, and full results for this can be found in Appendix C. 
Conclusion
Our work provides a simple yet effective method for addressing and improving performance under corrupted and stochastic rewards in model-free policy gradient methods. Future extensions of our work may involve learning a distributional reward estimator as in [39] , off-policy experience replay for the reward estimator, or learn options for reward estimators as in [40] . These improvements may help improve the fidelity and accuracy of reward estimation to further improve results in settings such as induced sparsity.
More importantly, as reward generation moves toward data-driven [5, 6] or human-in-the-loop [31, 41] means, addressing the likely stochasticity or corruption in the reward signal -particularly through the simple modification of existing methods as we show here -is vital for successful learning of intended behaviours in complex robotic tasks. We hope that our work provides a simple foundation for which other methods can build on to address corrupted and stochastic rewards.
[ 
A Theoretical Proof Extensions
A.1 Theoretical Variance Reduction Extended Discussion
We note that we make an assumption that in most cases cov [r t , γV γ π (s t+1 )] ≥ 0. When conditioned on s t , a t and s t+1 , r t and r t+1 are independent variables and thus their covariance equal to zero. When the covariance is not zero and we must fall back to another formality. We note that as N → ∞ the left most terms of the right hand side of Equation 6 tend to 0, which gives us the following:
which is less than 0 when:
Thus, when the variables are not independent and covariance equal to zero, Equation 12 must be followed for reductions in variance to occur using a reward estimator that is the expectation over the random variable. Figure 5 shows the extended results for our tabular experiments. In all cases, rewards are assigned with probability 0.5 and, set to 0 otherwise (rewards of +1, +2, +5, from left to right). The x-axis demonstrates various learning rates for the TD-update, as seen in similar variance analysis experiments [29] . As can be seen, using the sample mean in MDPs with stochastic processes greatly reduces the variance, allowing for higher learning rates to be used.
B Tabular MDP Experiment
C Atari Experiments
For evaluating our method with function approximation, we use 5 Atari games from the Arcade Learning Environment (ALE) [42] . We use the exact same hyperparameters used in OpenAI's Baselines implementation [43] and modify the PyTorch A2C implementation for our codebase [33] , but use an additional network (with the same architecture) as a reward predictor and use it to train our critic as described in Section 4. We compare our approach to the standard A2C algorithm, as well as A2C with reward prediction as an auxiliary task, similar to [34] . We report results, averaged over 3 random seeds, for rewards with varying levels of Gaussian noise in Table C .2, C.2 and Figure 6 . In most settings, we see that our proposed method performs relatively better once noise has been introduced.
C.1 Performance of Random Agent
For the displayed results in the main text we normalize by the performance over a random agent. These performances were averaged over 100 episodes by uniformly sampling from the action space and can be found in Table 5 : Average return of a random uniform sampling policy on Atari games across 100 episodes. Table 6 : Comparison of the average episode reward over 10M steps of training between our approach to the best of both baselines (A2C and A2C with the reward prediction auxiliary task). The score represents the relative improvement over the best baseline normalized by the performance of the random policy:
C.2 Extended Experimental Results
Ours−Best Baseline |Best Baseline−Random Policy| . Bold scores indicate an improvement over both baselines. The results are the average over 3 runs using different random seeds. Variance of the added Gaussian noise is σ 2 . Table 7 : Comparison of the average episode reward over 10M steps of training between our approach to the best of both baselines (A2C and A2C with the reward prediction auxiliary task). The score represents the relative improvement over the best baseline normalized by the performance of the random policy:
Ours−Best Baseline |Best Baseline−Random Policy| . Bold scores indicate an improvement over both baselines. The results are the average over 3 runs using different random seeds. values indicate likelihood of uniform noise. Table 8 : Comparison of the average episode reward over 10M steps of training between our approach to the best of both baselines (A2C and A2C with the reward prediction auxiliary task). The score represents the relative improvement over the best baseline normalized by the performance of the random policy:
Ours−Best Baseline |Best Baseline−Random Policy| . Bold scores indicate an improvement over both baselines. The results are the average over 3 runs using different random seeds. values indicate likelihood of sparsity induction.
Environment
Gaussian Noise A2C A2C+R(s) Table 11 : The asymptotic average return across all episodes of training for the Atari experiments across 3 training runs with different random seeds (for both network initialization and environment seeding) under the sparsity inducing noise. Additional details: Our architecture and hyper-parameters are identical to the standard A2C parameters used in [43] . To learn the reward-predictor, we used a completely separate network with the same overall structure as the value/policy network.
We tuned the learning rate for the reward-predictor roughly through a coarse grid-search between [0.0001, 0.00025, 0.0005, 0.00075, 0.001] on a single game Pong and then used the best one (0.0001) on all other games.
Additionally, we found that occasionally our algorithm diverged completely due to poor initialization of the reward-predictor. To alleviate this issue, we provided a convex combination between our estimater and the stochastic corrupted environment reward (for all environments) -which we linearly decayed over the first 25000 network updates (out of the total 125000 updates).
For Atari experiments we modelR(s) which we find to be sufficient to improve performance since rewards are not directly related to the actions themselves and are often delayed by several steps.
D Mujoco Experiments
Additional details: Our architecture and hyper-parameters are identical to the standard PPO parameters used in [43], our implementation is directly taken from [33] . To learn the reward-predictor, we used a completely separate network with the same overall structure as the value network.
We used the same learning rate as was standard for the policy / value network 0.0003.
Additionally, we found that occasionally our algorithm diverged completely due to poor initialization of the reward-predictor. To alleviate this issue, we provided a convex combination between our estimater and the stochastic corrupted environment reward (for all environments) -which we linearly decayed over the first 100 network updates (out of the total ∼ 500 updates).
For MuJoCo experiments we modelR(s, a, s ). We find that adding an expectation over states alone does not provide enough fidelity on the reward function since several of the tasks provide a reward for the action itself (e.g., Reacher).
D.1 Performance of Random Agent
For the displayed results in the main text we normalize by the performance over a random agent. These performances were averaged over 100 episodes by uniformly sampling from the action space and can be found in Table 13 : The asymptotic average return across the last 100 episodes of training for the MuJoCo experiments across 10 training runs with different random seeds (for both network initialization and environment seeding). We also include results for varying features provided to theR estimator such that this demonstrates the selection criteria in the main text. As can be seen, in several tasks where the reward has a component related to the action or transition itself, the use of action as a feature is required. Table 14 : The asymptotic average return across the last 100 episodes of training for the MuJoCo experiments across 10 training runs with different random seeds (for both network initialization and environment seeding). We also include results for varying features provided to theR estimator such that this demonstrates the selection criteria in the main text. As can be seen, in several tasks where the reward has a component related to the action or transition itself, the use of action as a feature is required. Sparsity inducing noise did not always yield improvements over the baseline except for in higher noise conditions.
Environment
Uniform Table 15 : The asymptotic average return across the last 100 episodes of training for the MuJoCo experiments across 10 training runs with different random seeds (for both network initialization and environment seeding). We also include results for varying features provided to theR estimator such that this demonstrates the selection criteria in the main text. As can be seen, in several tasks where the reward has a component related to the action or transition itself, the use of action as a feature is required. To discover whether there is indeed a variance reduction in the Bellman backup operator, we use a pretrained policy and reward estimator and run 100 more training episodes to retrain a new value function. We do this for 10 trials under all noise conditions and environments. The results of this can be seen in Tables D.3 
