ABSTRACT Environmental/economic dispatch (EED) problems play a salient role in the power system, which can be defined as a complex constrained optimization problem. Many different methods have been introduced to handle EED problems and got some inspiring positive results in the research. In this paper, a new multiobjective global best artificial bee colony (ABC) algorithm is proposed to tackle multiobjective EED problems. To manipulate this problem effectively, we propose a global best ABC algorithm to generate the new individual to speed up the convergence of the proposed algorithm. Afterwards, a crowding distance assignment approach is employed to evolve the population. Finally, a straightforward constraint checking procedure is used to tackle those different constraints of EED problems. Experimental results can conclude that MOGABC can provide best solutions in solving multiobjective EED problems.
I. INTRODUCTION
Electrical power systems are the complex problems in engineering since the characterize of their nonlinear and computationally challenging circumstances [1] . Traditional economic dispatch problems are often employed to compute the optimal aggregate for power products to reduce the fuel cost under different constraints. However, those problems cannot be considered alone because of the rising public consciousness of the protection created by the fossil fuel. To deal with the environmental/economic dispatch problems, different multiobjective decomposition methods [2] - [8] have been proposed to optimize it. However, because of the constraints with the features of non-linear and nonconvex, these methods are incurring difficult problems to gain the optimal solutions for multiobjective environmental/economic dispatch problems. Although some exact methods are fast and convergence, the shortcoming of those algorithms is the character of piecewise linear cost approximation. In fact, the most direct approach is to convert the multiobjective optimization problem to some single objective optimization problems based on the multiobjective evolutionary algorithms. However, these multiobjective evolutionary algorithms still suffer from low optimization efficiency and premature convergence [9] - [20] . Therefore, future research works are still necessary to develop novel multiobjective evolutionary algorithms for analyzing multiobjective environmental/economic dispatch problems.
Recently, artificial bee colony has been proposed to solve many difficult optimization problems in different fields such as, constraint optimization problem, machine learning, and bioinformatics. Artificial bee colony algorithm (ABC) [21] , [22] is a swarm intelligence algorithm contained three various species of bees. The first and second bee are employed and onlooker bees. The last bee is scout bees. For the employed bees, they are mainly used to exploit the nectar sources and have a share in their knowledge with onlookers. After that, onlooker bees can discover the new food source based on the probability values. Then, a new solution is generated as one of the most stable solutions for scout bees. Compared with other evolutionary algorithms, this algorithm involves fewer parameters and has a simple structure.
In this paper, we propose a multi-objective global best artificial bee colony algorithm to slove multi-objective environmental/economic dispatch problems. Firstly, we introduce a global best artificial bee colony algorithm to generate the new individual to make the algorithm convergence faster. The proposed new updated strategy can produce the new candidate solution around the best solutions. A new constraint method is applied to dispose of the power balance equality constraints of the environmental/economic dispatch problem for avoiding the unfeasible solutions. To demonstrate the benefits of our algorithm MOGABC, we compare our proposed algorithm with other well-known multiobjective algorithms for different instances. From the results, we can conclude that MOGABC is a very effective method.
II. ENVIRONMENT/ECONOMIC POWER DISPATCH PROBLEM
In this section, we introduce the environment/economic power dispatch optimization problem with two different conflicting objective functions under some constraints.
A. OBJECTIVE FUNCTION
For a power system with N generators, its entire fuel cost ($/h) H ( − → X G ) represents the curve approximated which is defined as follows:
where a i , b i and c i are the fuel-cost coefficients of the ith unit.
The total emission I ( − → X G ) (tons per hour) of atmospheric pollutants caused by the fossil-fueled thermal units are summarized as follows:
where α i , β i , γ i , ζ i and λ i are the coefficients of the ith generator.
B. CONSTRAINTS OF EED PROBLEM
Power balance constraints are proposed based on the law of equilibrium, which can be defined as follows:
where x t D and x t L is the total demand and transmission loss at the t time interval, and x t L is measured by B matrix loss method, which is described as follows:
where B ij is the ij-th element of the loss coefficients. Generation capacity constraints are described by the inequality limitations, which can be described as follows:
where X min i and X max i are the minimized and maximum boundaries of the i-th generating unit.
C. MULTI-OBJECTIVE OBJECTIVE FUNCTION
Under two objective functions and several constraints, multiobjective environment/economic power dispatch optimization problems are described as follows:
III. ARTIFICIAL BEE COLONY ALGORITHM
In this algorithm, the model of the ABC algorithm consists of three groups of bees: employed bees, onlooker bees, and scout bees. Employed bees are responsible for exploiting the nectar sources explored before, sharing their information with onlookers within the hive. After that, the onlooker bees go to food source in order to exploit by considering the information shared by employed foragers. An employed bee becomes a scout if the food source is abandoned, and then starts to search a new food source randomly. Also half of the population is employed bees and the other half of the population is onlooker bees in the basic ABC. Each cycle of the search consists of three steps: moving the employed and onlooker bees onto the food sources, calculating their nectar amounts respectively, and then determining the scout bees and moving them randomly onto the possible food source.
Here, a food source stands for a potential solution of the problem to be optimized. The ABC algorithm is an iterative algorithm. At the beginning of the algorithm, it generates the population with randomly generated food solutions. The newly generated population contains the SN individuals with D dimensions. X i = {x i1 , x i2 , · · · , x iD } denotes a food source in the standard ABC algorithm. The parameter SN is the size of the population which is identical to the number of those different kinds of bees. The population is generated as follows:
where i ∈ {1, 2, · · · , SN } is the index of the population and j ∈ {1, 2, · · · , D} is the index of the dimension, r is a real number between 0 and 1. x j,min and x j,max is the minimize and maximize boundaries for the j-th dimension respectively. After initialization, an employed bee produces a modification on position x ij in its memory depending on the local information and evaluates the profitability of the nectar amount of the new food source v ij . If the employed bee finds better nectar source, it memorizes the new nectar source to use it instead of the old one. Then each employed bee x ij generates a new food source v ij in the neighborhood of its present position as follows:
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Where k = int(rand * (SN − 1)) + 1 is an integer number from 1 to SN , ϕ ij = (rand − 0.5) × 2 is a uniformly real random number within the range [-1,1], k ∈ {1, 2, · · · , SN } is a randomly chosen index which satisfies k = i. After obtaining the new solution, the algorithm will calculate the population and compare with the previous solutions. If the new individual is better than the previous individual, the new individual will be replaced by the previous individual. Otherwise, if the fitness of the new individual is worse than the previous individual, the previous individual will be kept. If the produced individual is out of the boundaries, it will be moved to the neighborhood of the boundaries.
After finishing the employed bees stage, the next stage is the onlooker bee stage. For the onlooker bees, they can obtain the information from the employ bee stage based on the probability value as follows:
Where fitness i is the objective function value of the ith-food source. The probability value is used to produce the new food source for the onlooker bees. After that, we can compare the new food source with the previous individual. If the results obtained are better than the earlier solutions, the new results can be retained.
Finally, the algorithm will check each food source whether it is to be dropped. A parameter ''limit'' is defined to show which individual should be abandoned. After that, we will transform the employed bee into scout bee by a random method by using the equ. (8) .
IV. OUR APPROACH: MOGABC
In this section, we will introduce the proposed MOGABC algorithm. The motivation of this algorithm is to design a multi-objective optimization, which can balance the exploration and exploitation capability for attainting better solutions for the Pareto-optimal front. First, a global best artificial bee colony algorithm will be proposed to balance the exploration and exploitation capability. Then, the MOGABC will be designed to solve the EED problem.
A. GLOBAL BEST ARTIFICIAL BEE COLONY
In ABC, employed bees are responsible for exploiting the nectar sources explored before and giving information to the waiting bee in the hive about the quality of the food source sites which they are exploiting. Onlooker bees wait in the hive and decide on a food source to exploit based on the information shared by the employed bees. The algorithm has a good exploitation for global optimization. However, it is slow at exploration of the optimal solution. In order to achieve better results on these optimization functions, a global artificial bee colony is proposed to solve this problem.
In the standard ABC algorithm, the algorithm generates the new individual v ij by the neighborhood of its current position:
Inspired by the differential evolution, in this section, we propose a global best artificial bee colony algorithm. We know that differential evolution is an evolutionary Algorithm first introduced by Storn and Price [23] . Similar to other evolutionary algorithms particularly genetic algorithm, DE uses some evolutionary operators like selection recombination and mutation operators. Different from genetic algorithm, DE uses distance and direction information from current population to guide the search process. The crucial idea behind DE is a scheme for producing trial vectors according to the manipulation of target vector and difference vector. If the trail vector yields a lower fitness than a predetermined population member, the newly trail vector will be accepted and be compared in the following generation. Different kinds of strategies of DE have been proposed based on the target vector selected, the number of difference vectors used. The following is a mutation strategy frequently used in the literature: DE/Best/1
where a and b are different random integer indices from {1, 2, · · · , SN }. F is the scaling factor. Based on the ''DE/Best/1'' mutation strategy in differential evolution, a novel global best search strategy is introduced as follows:
Based on the new proposed search strategy, the offspring solutions are generated using the information of the best individual in the current population which can improve the convergence speed of the algorithm. After that, we present the new proposed MOGABC in Algorithm 1. The MOGABC is a easy framework. Furthermore, this proposed method can balance the lack of the exploration of the ABC algorithm.
B. GLOBAL BEST SOLUTION IN MOGABC
The global best solution is the best solution of a population. When solving a single objective problem, it is completely determined once a new population is established. However, for the multi-objective problem, the conflicting nature of multiple objective makes the choice of a single optimum solution difficult. In order to handle this problem, we use an external archive to store the non-dominated solutions found. Then, the concept of crowing distance is proposed in [22] to choose the global best solution from the archive based on the diversity of the non-dominate solution.
C. BEST COMPROMISE SOLUTION
Inspired by the reference [11] , a decision marker's judgment is applied. For each objective function, DM contains 
Use the archive Ar gen+1 to store the non-dominated solutions.
Use the archive Ar gen+1 to maintain the non-dominated solutions. if max(trial i > limit) then x i,j = x j,min + (x j,max − x j,min ) × r Output the Pareto front based on the archive Ar gen+1 . fuzzy or imprecise objects. Following [4] and [11] , for each objective f i , a membership function u i is a rigorously monatomic decreasing function which can be described as follows:
where f max i and f min i are the maximum and minimum values of each objective solution in all non-dominated solutions respectively. After that, the sum of the membership function values for those two objective functions in our multi-objective optimization problem is computed as follows:
The best compromise solution is the maximum value of u q .
D. MOGABC FOR EED PROBLEM
In our paper, we propose MOGABC for solving multiobjective environment/economic power dispatch optimization problems including IEEE 30-bus six-generator test system [6] , [12] which consists of 41 transmission lines in the power system. The data is from [24] and [25] . Table 1 summarizes the parameter of this system. The transmission loss of B-coefficients can be found in [24] and [25] . The load demand used in this system is 283.4MW. Equations (16)- (18) are given at the bottom of this page.
In the first stage, the population is initialized by creating all solutions of power outputs. For the algorithm, all individuals are generated within the feasible boundary for the real power output as follows:
Since the proposed MOGABC algorithm is introduced for solving multiobjective environmental/economic dispatch (EED) optimization problems, a constraint handling scheme should be considered to address the constrained in multiobjective environmental/economic dispatch optimization problems. A straightforward constraint checking procedure is used to tackle these constraints, called the rejecting strategy [18] . The step of the rejecting strategy can be described in Algorithm 2.
In this algorithm, if |Dif | is higher than the parameter ε, X i will be changed for its kth dimension until the constraints is satisfied. In [18] , the value of ε sets 10 −10 . 
V. EXPERIMENTAL RESULTS
In our paper, to demonstrate the effectiveness of the multiobjective global best artificial bee colony algorithm, two different cases are applied. These cases can be described as follows:
The first case: an IEEE 30-bus six-generator test system without the loss is considered in this case. This environmental/economic dispatch (EED) problems constraints include two different constraints. The first one is the generation capacity constraint, and the other is the power balance constraints without transmission loss.
The second case: The transmission losses are also considered in the first instance.
We develop our algorithm MOGABC using the Matlab-7 language. In the simulate runs, the population size and the capacity of the archive are fixed at 50 and 50, respectively. The maximum number of fitness function evaluations is set to 10,000 and the value of the limit is 100. The algorithm parameters are selected after conducting many experiments in the wide range to obtain the best fuel cost value and the best emission value.
A. BEST EXPERIMENTAL RESULTS
For this experiment, the curial goal is to measure the performance of our proposed MOGABC, which explores the points of the Pareto front in the first case. Table 2 shows the points of the Pareto front for two objective functions in multiobjective environmental/economic dispatch (EED) optimization problems [12] . For the first case, we compare our proposed algorithm MOGABC with other different multiobjective algorithms including MODE/PSO [18] , LP [6] , MOSST [26] , NSGA [11] , NPGA [10] , SPEA [12] , NSGA-II [13] , and FCPSO [27] . The experimental results are summarized in Table 3 and Table 4 . As depicted, they can conclude that the saving with the LP and MOSST approaches are about 5 to 6 $/hr in the fuel cost. The experimental results show that our multiobjective algorithm MOGABC has the effectiveness and potential ability to solve multi-objective environmental/economic dispatch problems. Compared with other algorithms, MOGABC can provide less fuel cost and emission by evaluating 10000 fitness function evaluations to find the Pareto front. In practical, The MODE/PSO takes the same fitness function evaluations with the MOGABC. Therefore, we can summarize that our proposed multi-objective method MOGABC can find better solutions for those multiobjective environmental/economic dispatch (EED) problems. After that, The membership functions are employed to check each element in the whole solutions. By using this function, the best compromise solution can be found by the maximum value of membership functions. The compromise solutions including NSGA, NPGA, SPEA, and FCPSO are summarized in Table 5 . Figure 1 shows the Pareto front. From this Figure, we can find that those optimal solutions have a well-distributed. 
B. ANALYSES OF MULTI-OBJECTIVE PERFORMANCE
Four well-known multi-objective algorithms including the multi-objective differential evolution and particle swarm optimization (MODE/PSO) [18] , multi-objective particle swarm optimization (CMOPSO) [28] , multi-objective particle swarm optimization with sigma method (SMOPSO) [29] and time variant multi-objective particle swarm optimization (TV-MOPSO) [30] are applied in this paper as the compared algorithm. In this case, we use the second case as the test instance by spacing metric measure mechanism. For the spacing metric, ''zero'' indicates all members of the Pareto front, which has the equally spaced. Table 6 summarizes the experimental results between MOGBAC and MODE/PSO [18] , CMOPSO [28] , SMOPSO [29] , TV-MOPSO [30] regarding spacing metric. This table summarizes that MOGABC could succeed in finding the best solution for the compared methods. Figure 2 shows the obtained Pareto front produced by MOGABC [31] .
In this section, we will measure the performance of the Pareto-optimal solutions. The measure estimates the normalized distance between two extreme solutions including the best cost solution and the best emission solution. Table 7 shows the experimental result of the standardized distance metric. From Table 7 , TV-MOPSO can provide the best solution for this case; however, the MOGABC can obtain the better average, median, worst values concerning the Pareto-optimal solutions. Also, the best fuel cost and emission for these five algorithms are summarized in Table 8 and  Table 9 . It can conclude that the MOGABC can find the smallest emission and cost values.
Finally, we can conclude that MOGABC performs better than other multiobjective evolutionary algorithms for multiobjective environmental/economic dispatch (EED) optimization problems.
VI. CONCLUSION
This paper demonstrates the application of multi-objective global best artificial bee colony algorithm in multi-objective environmental/economic dispatch (EED) problems with constraints. To improve the convergence of standard artificial bee colony algorithm, a new global best artificial bee colony is proposed. After that, the new search method can be proposed to modify the original search method by finding the neighborhood solution of the best solution. Moreover, some constraint handling methods are combined into the multi-objective algorithm that makes the algorithm more effective for the multiobjective environmental/economic dispatch (EED) problems with constraints. Experimental results suggest that the proposed algorithms perform better than the recent state-ofthe-art. In the future, we will apply the MOGABC to solve some other multi-objective power system optimization problems. 
