Abstract. The color reduction in digital images is an active research area in digital image processing. In many applications such as image segmentation, analysis, compression and transmission, it is preferable to have images with a limited number of colors. In this paper, a color clustering technique which is a combination of a Kohonen Self Organized Featured Map (KSOFM) and a fuzzy clustering algorithm is proposed. Initially, we reduce the number of image's colors by using a KSOFM. Then, using the KSOFM color clustering results as starting values, we obtain the final colors by a Gustafson-Kessel Fuzzy Classifier (GKFC). Doing this, we lead to better color classification results because the final color classes obtained are not spherical.
Introduction
Nowadays the color of the digital images is one of the most widely used information for the image processing researchers. Digital images are usually described by a set of pixels uniformly distributed in a two-dimensional grid. In color images each color is expressed by a vector containing the values of three color components. True-type color images consist of more than 16 million different colors, in a 24-bit RGB color space. However, in many applications, such as image segmentation, analysis, compression and transmission, it is preferable to have images with a limited number of colors. The objective of color reduction is to cluster the colors of an image into only c color N clusters, where . Several techniques have been proposed in the literature for color reduction. Firstly, there is a group of techniques that repeatedly divide the 3D color distribution in disjoint regions [1] . The methods of Octree [2, 3] , median-cut [4] and variance-based algorithm [5] are some of those splitting algorithms.
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The second major class of algorithms is based on cluster analysis in the color space. Techniques in this category attempt to find the optimal palette using vector classifiers like the Growing Neural Gas (GNG) [6] , Adaptive Color Reduction [7] , FOSART [8] [9] [10] [11] , Fuzzy ART [12, 13] and FCM [14] .
Techniques in the third category are general color segmentation techniques which can be considered as color reduction algorithms. For instance, the mean-shift based procedures for feature space analysis have been also used for color redaction [15] [16] .
Most of the above clustering techniques lead to spherical clusters. This is an important disadvantage in cases where we have dominant colors with non-spherical color distribution. One way to overcome this problem is to use a classifier, which using a non-Euclidean distance, leads to ellipsoidal classes. One such classifier is the GKFC which uses the Mahalanobis distance. However, this classifier has two main disadvantages, that is, the final results depends on the initial cluster, and also, it has high computation cost. To overcome these difficulties, in this paper we propose a new color clustering technique which is based on a combination of a KSOFM neural network and a GKFC. Initially, we perform color reduction by using the KSOFM. After this, we have a number of color classes and each initial color is classified to one of these classes. In the final stage, the KSOFM results are considered as starting values and fed the GKFC. The final clustering results obtained by the GTFC give us the color palette of the final image. It should be noticed that an initial version of this paper is published in MLDM 2007/ICDM proceedings [17] .
The paper is organized as follows. Section 2 describes shortly the KSOFM neural network. Section 3 describes the GKFC as it is used in this work. Section 4 provides details of our method for the color reduction technique. Section 5 presents the experimental and comparative results and finally Section 6 conclude the paper.
Kohonen Self Organized Featured Map
A major category of neural networks is the self-organized neural networks which do not need supervising during their training phase. Their goal is to distinguish patterns in their training data and separate them in groups. The KSOFM [18, 19] invented by the Prof. Teuvo Kohonen, is the most famous and widely used self-organized neural network. It is a single layer feedforward network but it differs in how it is trained and in how it revokes a pattern.
Analytically, the Kohonen network consists of two layers, the input and the competitive layer. In the latter layer the output units are arranged in one, two or higher dimensional grids. As depicted in the architecture of the KSOFM shown in Fig. 1 , each input class has a feedforward connection to each one of the output classes. So, the neural network maps a set of input vectors into a set of output vectors without supervision. The knowledge the network acquires by the training data is stored in the weights jk w . These
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In the proposed method the input features are the three color components of the RGB color space and the output units corresponds to the centers of the color classes which define the dominant color of each class. Therefore, the number of the output units is equal to the desirable amount of colors. The training algorithm of the KSOFM is based on competitive learning. Each time an input vector k x is presented, a winner output neuron j y is calculated based on the Euclidean Distance.
arg min
The winner output neuron changes its connections weights jk w as follows:
The is a variable that defines the learning rate of the training process and it is not constant but changes each time a new input vector is presented. In this work, the learning rate takes the following values: One of the most important parts of the training process is the selection of the samples data. It is preferable to have as training samples data a sub-sampling version of the original image instead of the whole image in order to achieve reduction of the computational time. In the proposed color reduction technique, the training samples are selected in a similar way as in ACR technique [7] from the peaks of the well-known Hilbert's space filling curve [20] . As the Fig. 2 depicts, the Hilbert's space filling curve is one dimensional curve which visits every possible pixel within a two dimensional space. This fractal scanning technique is much more efficient in capturing features in a digital image than the commonly used techniques of raster scanning because the neighborhood relation between the pixels is retained.
After the end of the training phase, the KSOFM initially is fed with unknown samples (all the pixels of the image) and then it correlates the samples to the centers of the classes that the neural net converged at the training phase.
Gustafson -Kessel fuzzy algorithm

Overview
One major problem of the standard fuzzy c-means algorithm is that it produces spherical classes. For example, if the sets of points presented at Fig. 3(a) pass through the fuzzy cmean algorithm for partitioning into four classes, the result will not be the optimal (Fig  3(b) .
The Gustafson -Kessel [21] is an extension of the fuzzy c-means algorithm that deals with this problem by using the covariance matrix in order to detect ellipsoidal classes.
That is, each cluster is characterized by its center and its own-inducing matrix i A which forms the following distance for each class:
The , [1, 
So the i A must be constrained. This is accomplished by constraining its determinant:
, 0
Without any prior knowledge, the i ρ is fixed at 1 for each cluster. Finally, the i A is calculated from the following equation:
where represent the number of dimensions of the space that the data reside. Because the RGB color space has three dimensions, the value of is equal to 3 in this work. 
The weighting parameter , m ( ) 1, m ∈ ∞ influence the crispness or the fuzziness of the resulting partition between the classes. Worth noticing that if Eq. 6 and Eq. 7 substituted into Eq. 3, the outcome will be a squared Mahalanobis distance norm.
Finally 
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The main steps of the GKFC
The Gustafson -Kessel algorithm consists of the following main steps:
Step 1: Define the number of the classes c , the weighting parameter and the cluster volumes m i ρ .
Step 2: Define the termination tolerance 0 ε > and the number of iterations λ . Set a counter α equal to one ( 1 α = ).
Step 3: Initialize randomly the partition matrix
In this work, the partition matrix is initialized not randomly but from the connections weights jk w of the KSOFM for each output class. 
Step 5: Compute the covariance matrix i F for each class according to the Eq. 7. 
However, in the extreme case where 0 ik d = for some k x and one or more classes , the partition function cannot be computed. In this case the 0 is assigned to each while the rest of these that have take arbitrary membership values but underlined to the constraint shown at the Eq. 9. Figure 4 depicts the entire process of the proposed method. As it is mentioned above, it is a hybrid technique because it is based on the combination of the KSOFM and the GKFC. This technique is appropriate for reducing the colors of the image at a preprocessing stage for a segmentation technique. According to the description given in the previous section, the proposed color reduction technique consists of the following main steps:
Overview of the proposed method
Step 1: Assemble the training samples data from the sub-sampling of the original image from the peaks of the Hilbert's space filling curve.
Step 2: Define the desirable final number of colors for the image. This number defines also the output classes of the KSOFM and GKFC algorithm.
Step 3: Train the KSOFM by using the samples obtained from the sub-sampling procedure.
Step 4: Feed each color of the original image into the trained KSOFM. This maps (classify) each pixel to one of the output classes and ultimately to one of the reduced colors.
Step 5: Initialize Gustafson -Kessel with the classification results of the KSOFM. That is, populate the partition matrix from the KSOFM connections weights of each output class.
Step 6: Run the Gustafson -Kessel algorithm and obtain the final values of the partition matrix.
Step 7: Using the clustering results defined by the GKFC reduce all the initial colors of the original image and obtain the final image with the predefined limited number of colors. 
Experimental Results
The technique proposed in this paper is implemented with the help of a Visual Programming Environment (Borland Delphi). The program can be downloaded for testing at the web address: http://orpheus.ee.duth.gr/download/pythagoras.zip.
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g. h. The proposed technique is tested on several images with satisfactory results. As the Figures 5, 6, 7, 8 and 9 depicts, the proposed method is compared with other popular color reduction techniques such as: KSOFM, FCM, GNG, Median -Cut, Wu Quantization and Variance Quantization. Table 1 presents the parameters of the algorithms during the testing. It is obvious that we cannot use for comparison SNR, PSNR or other similar criteria. The use of the GKFC leads to uniform color areas having well separated boundaries with the neighbor classes. For these reasons we have choose to apply the GKFC in the final stage of the proposed color reduction technique. Thus, the comparison of the proposed technique with other color reduction approaches cannot be based on statistical criteria but only on optical perception.
g. h. The experimental results depicted in Figure 5 prove that the proposed technique manage to merge the colors of the clothes, skin and background better than the other techniques. The second experiment presented in Figure 6 demonstrates that the KSOFM-GK technique preserved the dominant color of each different field and merged better their small color variations. The experiments of the Figures 7, 8 and 9 established the ability of the KSOFM-GK to maintain the dominants colors of the image: the colors of the glasses (Figure 7(h) ), the color of the spheres (Figure 8(h) ) and the color of the butterfly's feathers (Figure 9(h) ).
g. h. Generally, the experimental results have shown that the proposed technique has the ability to retain the dominant colors even if the final image consists of a very small number of unique colors. Also, it can merge areas of the image having similar colors. In this point of view, it can be considered as a powerful color image segmentation procedure.
Conclusion
In this paper an hybrid color reduction technique is proposed which is based on a combination of a KSOFM neural network and the Gustafson-Kessel fuzzy algorithm.
Initially, the KSOFM is applied to the original image and produce a predefined number of color classes. Then, the final color reduction is performed by the Gustafson-Kessel fuzzy clustering algorithm considering the KSOFM clustering results as initial values. Thus, the entire clustering procedure can be considered as a hybrid neuro-fuzzy technique. The proposed method was tested in a variety of images and the results are compared to other color reduction techniques. The experimental results have shown the ability to retain the image's dominant colors. Also, it can merge areas of the image with similar colors producing uniform color areas. In this point of view the proposed technique can be used for color segmentation. Due to determination of the Mahalanobis distance in the GKFC the proposed technique has higher computational cost than others color reduction approaches. In order to speed up the entire technique, a fractal subsampling procedure based on the Hilbert's space filling curve is applied. The entire system is implemented in visual environment and it is available from http://orpheus.ee.duth.gr/download/pythagoras.zip. Step of the Learning Rate: 
