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Abstract
We study the existence of nodal solutions of the fourth-order two-point boundary value problem
y′′′′ + β(t)y′′ = a(t)f (y), 0 < t < 1,
y(0) = y(1) = y′′(0) = y′′(1) = 0,
where β ∈ C[0,1] with β(t) < π2 on [0,1], a ∈ C[0,1] with a  0 on [0,1] and a(t) ≡ 0 on any
subinterval of [0,1], f ∈ C(R) satisfies f (u)u > 0 for all u = 0. We give conditions on the ratio
f (s)/s at infinity and zero that guarantee the existence of nodal solutions. The proof of our main
results is based upon bifurcation techniques.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the fourth-order boundary value problem
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y(0) = y(1) = y′′(0) = y′′(1) = 0 (1.2)
under the assumptions:
(H0) β ∈ C[0,1] with
β(t) < π2, t ∈ [0,1]; (1.3)
(H1) a ∈ C[0,1] with a  0 on [0,1] and a ≡ 0 on any subinterval of [0,1];
(H2) f :R→ R is continuous and f (u)u > 0 for all u = 0;
(H3) there exist f0, f∞ ∈ (0,∞) such that
lim|s|→0
f (s)
s
= f0, lim|s|→∞
f (s)
s
= f∞. (1.4)
To apply the bifurcation technique to study the nodal solutions of (1.1), (1.2), we have
to prove that the generalized eigenvalue problem
y′′′′ + β(t)y′′ = ηh(t)y, 0 < t < 1, (1.5)
y(0) = y(1) = y′′(0) = y′′(1) = 0 (1.6)
(where h satisfies (H1)) has an infinite number of positive eigenvalues
η1 < η2 < · · · < ηk < · · · → ∞ (1.7)
and to each eigenvalue there corresponds an essential unique eigenfunction ϕk which has
exactly k − 1 simple zeros in (0,1) and is positive near 0. Fortunately, Elias [2] developed
a theory on the eigenvalue problem
Ly + λh(x)y = 0, x ∈ [a, b],
(Liy)(a) = 0, i ∈ {i1, . . . , ik},
(Lj y)(b) = 0, i ∈ {j1, . . . , jn−k}, (1.8)
where
L0y = ρ0y,
Liy = ρi(Li−1y)′, i = 1, . . . , n,
Ly = Lny (1.9)
and ρi ∈ Cn−i[a, b] with ρi > 0 on [a, b]. L0y, . . . ,Ln−1y are called the quasi-derivatives
of y(x). To apply Elias’s theory, we have to prove that (1.5), (1.6) can be rewritten to the
form of (1.8), i.e., the linear operator
L[y] := y′′′′ + β(t)y′′ (1.10)
has a factorization of the form
L[y] = l4
(
l3
(
l2
(
l1(l0y)
′)′)′)′ (1.11)
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if and only if
(l0y)(0) = (l0y)(1) = l2
(
l1(l0y)
′)′(0) = l2(l1(l0y)′)′(1) = 0. (1.12)
This can be achieved under (H0) (see Section 2 below). In Section 3, we state and prove
our main result on the existence of nodal solutions of (1.1), (1.2).
The existence and multiplicity of positive solutions of fourth-order and higher-order
boundary value problem have been studied by several authors, see [1,3,4] and the ref-
erences therein. For the related work on the existence of nodal solutions of fourth-order
boundary value problems with superlinear nonlinearities, see Rynne [6].
2. Preliminary results
Theorem 2.1. Let (H0) hold. Then L[y] has a factorization
L[y] = v1v2v3v4
(
1
v4
(
1
v3
(
1
v2
(
1
v1
y
)′)′)′)′
, (2.1)
where vk ∈ C4−k+1[0,1] with vk > 0 (k = 1,2,3,4).
Proof. Let φ(t) be the unique solution of the initial value problems
φ′′ + β(t)φ = 0,
φ(0) = 0, φ′(0) = 1. (2.2)
Then (H0) together with Sturm Comparison Theorem implies that
φ(t) > 0, t ∈ (0,1], (2.3)
and consequently
φ(t + σ) > 0, t ∈ [0,1], (2.4)
if σ > 0 is small enough. Take
v1 = 1, v2 = 1, v3 = φ(t + σ), v4 = 1
φ2(t + σ) . (2.5)
It is easy to check that (2.1) is valid. 
Now, we can compute
L0y = 1
v1
y = y, (2.6)
L1y = 1
v2
(L0y)′ = y′, (2.7)
L2y = 1 (L1y)′ = 1 y′′, (2.8)
v3 φ(t + σ)
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v4
(L2y)′ = y′′′φ(t + σ) − y′′φ′(t + σ), (2.9)
L4y = v1v2v3v4(L3y)′ = y′′′′ + βy′′. (2.10)
From (2.6), (2.8) and (2.4), we can easily conclude the following.
Theorem 2.2. Let (H0) hold. Then
y(0) = y(1) = y′′(0) = y′′(1) = 0
is equivalent to(L0y(0))= (L0y)(1) = (L2y)(0) = (L2y)(1) = 0.
Now we are in the position to apply Elias’s eigenvalue theory to study the fourth-order
eigenvalue problem (1.5), (1.6).
Theorem 2.3. Let (H0) and let h satisfy (H1). Then
(i) problem (1.5), (1.6) has an infinite sequence of positive eigenvalues
η1 < · · · < ηk < · · · .
(ii) ηk → ∞ as k → ∞.
(iii) To each eigenvalue ηk there corresponds an essential unique eigenfunction ϕk which
has exactly k − 1 simple zeros in (0,1) and is positive near 0; 0 and 1 are also simple
zeros of ϕk .
(iv) Given an arbitrary subinterval of [0,1], then an eigenfunction which belongs to a suf-
ficiently large eigenvalue, change its sign in that subinterval.
(v) For each k ∈N, the algebraic multiplicity of ηk is 1.
Proof. (i)–(iv) are immediate consequence of Elias [2, Theorems 1–5] and Theorems 2.1
and 2.2. We only prove (v).
Define L¯ :D(L¯) → Y by setting
L¯u := u′′′′ + β(t)u, u ∈ D(L¯), (2.11)
where
D(L¯) = {u ∈ C4[0,1]: u(0) = u(1) = u′′(0) = u′′(1) = 0}. (2.12)
To show (v), it is enough to prove
ker(L¯ − λk)2 = ker(L¯ − λk). (2.13)
Clearly
ker(L¯ − λk)2 ⊇ ker(L¯ − λk). (2.14)
Suppose on the contrary that the geometric multiplicity of λk is greater than 1. Then
there exists y ∈ ker(L¯ − λk)2 \ ker(L¯ − λk), and subsequently
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for some γ = 0. Multiplying both sides of (2.15) by ϕk and integrating from 0 to 1, we
deduce that
0 = γ
1∫
0
[
ϕk(t)
]2
dt
which is a contradiction! 
3. The proofs of the main results
Theorem 3.1. Let (H0)–(H3) hold. Assume that either (i) or (ii) holds for some k ∈ N and
j ∈ {0} ∪N:
(i) f0 < λk < · · · < λk+j < f∞;
(ii) f∞ < λk < · · · < λk+j < f0.
Then problem (1.1), (1.2) has 2(j + 1) solutions u+k+i , u−k+i , i = 0, . . . , j , u+k+i has exactly
k + i − 1 zeros in (0,1) and is positive near t = 0, and u−k+i has exactly k + i − 1 zeros in
(0,1) and is negative near t = 0.
Let Y = C[0,1] with the norm
‖u‖∞ = max
t∈[0,1]
∣∣u(t)∣∣. (3.1)
Let E = {u ∈ C2[0,1]: u(0) = u(1) = u′′(0) = u′′(1) = 0} with the norm
‖u‖E = max
{‖u‖∞,‖u′‖∞,‖u′′‖∞}. (3.2)
Then L¯−1 :Y → E is completely continuous. Here, L¯ is given as in (2.10).
Let ζ, ξ ∈ C(R) be such that
f (u) = f0u + ζ(u), f (u) = f∞u + ξ(u). (3.3)
Clearly
lim|u|→0
ζ(u)
u
= 0, lim|u|→∞
ξ(u)
u
= 0. (3.4)
Let
ξ˜ (u) = max
0|s|u
∣∣ξ(s)∣∣,
then ξ˜ is nondecreasing and
lim
ξ˜ (u) = 0. (3.5)u→∞ u
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L¯u − λa(t)f0u = λa(t)ζ(u) (3.6)
as a bifurcation problem from the trivial solution u ≡ 0.
Equation (3.6) can be converted to the equivalent equation
u(x) = λL¯−1[a(·)f0u(·)](x) + λL¯−1[a(·)ζ (u(·))](x). (3.7)
Clearly, the compactness of L¯−1 together with (3.4) implies that∥∥L¯−1[a(·)ζ (u(·))]∥∥= o(‖u‖E) as ‖u‖E → 0.
Let S+k denote the set of functions in E which have exactly k − 1 interior nodal (i.e.,
nondegenerate) zeros in (0,1) and are positive near t = 0, and set S−k = −S+k , and Sk =
S+k ∪S−k . These are disjoint and open sets in E. Finally, let Φ±k =R×S±k and Φk =R×Sk .
The results of Rabinowitz [5] for (3.6) can be stated as follows: For each integer k  1
and each ν ∈ {+,−}, there exists a continuum of solutions Cνk ⊂R× E satisfying
Cνk \
{
(λk/f0,0)
}⊆ Φνk
and joining (λk/f0,0) to infinity in Φνk .
Notice that we have used the fact that if u is a nontrivial solution of (3.6), then all zeros
of u on [0,1] are simple under (H0)–(H3).
In fact, (3.6) can be rewritten as
L¯u = λhˆ(t)u,
where
hˆ(t) =
{
a(t)
f (u(t))
u(t)
, as u(t) = 0,
a(t)f0, as u(t) = 0.
Clearly, hˆ(t) satisfies (H1). So Theorem 2.3(iii) yields that all zeros of u on [0,1] are
simple.
Proof of Theorem 3.1. We first prove the theorem when j = 0.
It is clear that any solution of (3.6) of the form (1, u) yields a solutions u of (1.1), (1.2).
We will show Cνk crosses the hyperplane {1}×E in R×E. To do this, it is enough to show
that Cνk joins (λk/f0,0) to (λk/f∞,∞). Let (μn, yn) ∈ Cνk satisfy
μn + ‖yn‖E → ∞.
We note that μn > 0 for all n ∈ N since (0,0) is the only solution of (3.6) for λ = 0 and
Cνk ∩ ({0} × E) = ∅.
Case 1. f0 < λk < f∞.
In this case, we show that
(λk/f∞, λk/f0) ⊆
{
λ ∈R: ∃(λ,u) ∈ Cνk
}
.
We divide the proof into two steps.
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μn ⊂ (0,M],
then Cνk joins (λk/f0,0) to (λk/f∞,∞).
In this case it follows that ‖yn‖E → ∞. We divide the equation
L¯yn − μna(t)f∞yn = μna(t)ξ
(
yn(t)
) (3.8)
by ‖yn‖E and set y¯n = yn/‖yn‖E . Since y¯n is bounded in C2[0,1], choosing a subsequence
and relabelling if necessary, we see that y¯n → y¯ for some y¯ ∈ E with ‖y¯‖E = 1. Moreover,
from (3.5) and the fact that ξ˜ is nondecreasing, we have that
lim
n→∞
|ξ(yn(t))|
‖yn‖E = 0 (3.9)
since
|ξ(yn(t))|
‖yn‖E 
ξ˜ (|yn(t)|)
‖yn‖E 
ξ˜ (‖yn‖∞)
‖yn‖E 
ξ˜ (‖yn‖E)
‖yn‖E .
Thus
y¯(t) = L¯−1[μ¯a(·)f∞y¯(·)](t),
where μ¯ := limn→∞ μn, again choosing a subsequence and relabelling if necessary. Thus
L¯y¯ − μ¯a(t)f∞y¯ = 0. (3.10)
We claim that
y¯ ∈ Sνk . (3.11)
Suppose, to the contrary, that y¯ /∈ Sνk . Since y¯ = 0 is a solution of (3.10), all zeros of
y¯ in [0,1] are simple. It follows that y¯ ∈ Sιh = Sνk for some h ∈ R and ι ∈ {+,−}. By the
openness of Sιh, we know that there exists a neighborhood U(y¯, r) such that
U(y¯, r) ⊂ Sιh,
which, together with the fact y¯n → y¯, implies that there exists n0 ∈N such that
y¯n ∈ Sιh, n n0.
However, this contradicts the fact that y¯n ∈ Sνk . Therefore, y¯ ∈ Sνk .
Now, by Theorem 2.3, μ¯f∞ = λk , so that
μ¯ = λk
f∞
.
Thus, Cν joins (λk/f0,0) to (λk/f∞,∞).k
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Suppose there is no such M. Choosing a subsequence and relabelling if necessary, it
follows that
lim
n→∞μn = ∞. (3.12)
Let
0 = τ(0, n) < τ(1, n) < · · · < τ(k,n) = 1
denote the zeros of yn. Then there exists a subsequence {τ(1, nm)} ⊆ {τ(1, n)} such that
lim
m→∞ τ(1, nm) := τ(1,∞).
Clearly
lim
m→∞ τ(0, nm) := τ(0,∞) = 0.
We claim that
τ(1,∞) − τ(0,∞) = 0. (3.13)
Suppose, to the contrary, that
τ(0,∞) < τ(1,∞). (3.14)
Define a function p : [0,∞) → R by
p(u) :=
{
f (u)
u
, for u = 0,
f0, for u = 0.
(3.15)
Then, by (H2) and (H3), there exist two positive numbers ρ1 and ρ2, such that
ρ1 
f (u)
u
 ρ2, for all u 0. (3.16)
Using (3.14), (3.16), and the fact that limm→∞ μnm = ∞, we conclude that there exists a
closed interval I1 ⊂ (τ (0,∞), τ (1,∞)) such that
lim
m→∞μnmp
(
ynm(t)
)= ∞, uniformly for t ∈ I1.
However, since ynm satisfies
L¯ynm(t) = μnma(t)p
(
ynm(t)
)
ynm(t),
the proof of Lemma 4 in [2] (see also the remarks in the final paragraph in [2, p. 43]), shows
that for all n sufficiently large, ynm must change sign on I1. However, this contradicts the
fact that for all m sufficiently large we have I1 ⊂ (τ (0, nm), τ (1, nm)) and
νynm(t) > 0, t ∈
(
τ(0, nm), τ (1, nm)
)
.
Therefore, (3.13) holds.
Next, we work with {(τ (1, nm), τ (2, nm))}. It is easy to see that there is a subsequence
{τ(2, nmj )} ⊆ {τ(2, nm)} such that
lim τ(2, nmj ) := τ(2,∞).j→∞
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lim
j→∞ τ(1, nmj ) = τ(1,∞). (3.17)
We claim that
τ(2,∞) − τ(1,∞) = 0. (3.18)
Suppose, to the contrary, that τ(1,∞) < τ(2,∞). Then, from (3.15) and (3.16) and the
fact that limj→∞ μnmj = ∞, there exists a closed interval I2 ⊂ (τ (1,∞), τ(2,∞)) such
that
lim
j→∞μnmj p(ynmj ) = ∞, uniformly for t ∈ I2.
This implies the solution ynmj of the equation
L¯ynmj (t) = μnmj a(t)p
(
ynmj (t)
)
ynmj (t)
must change sign on I2. However, this contradicts the fact that for all j sufficiently large
we have I2 ⊂ (τ (1, nmj ), τ (2, nmj )) and
νynmj (t) < 0, t ∈
(
τ(1, nmj ), τ (2, nmj )
)
.
This proves (3.18) holds.
By a similar argument to that used to obtain (2.13) and (2.18), we can show that for
each l ∈ {2, . . . , k − 1},
τ(l + 1,∞) − τ(l,∞) = 0. (3.19)
Taking a subsequence and relabelling it as {(μn, yn)}, if necessary, it follows that for each
l ∈ {0, . . . , k − 1},
lim
n→∞
(
τ(l + 1, n) − τ(l, n))= 0. (3.20)
But this is impossible since
1 = τ(k,n) − τ(0, n) =
k−1∑
l=0
(
τ(l + 1, n) − τ(l, n))
for all n. Therefore,
|μn|M
for some constant number M > 0, independent of n ∈N.
Case 2. f∞ < λk < f0.
In this case, we have that
λk
< 1 <
λk
.
f0 f∞
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lim
n→∞
(
μn + ‖yn‖E
)= ∞
and
lim
n→∞μn = ∞,
then (
λk
f0
,
λk
f∞
)
⊆ {λ ∈ (0,∞): (λ,u) ∈ Cνk }
and, moreover,({1} × E)∩ Cνk = ∅.
Assume that there exists M > 0 such that for all n ∈N,
μn ∈ (0,M].
Applying a similar argument to that used in Step 1 of Case 1, after taking a subsequence
and relabelling, if necessary, it follows that
(μn, yn) →
(
λk
f∞
,∞
)
, n → ∞.
Again Cνk joins (λk/f0,0) to (λk/f∞,∞) and the result follows.
Finally, let j ∈ N. By repeating the arguments used in the proof of the case j = 0, we
see that for each ν ∈ {+,−} and each i ∈ {k, k + 1, . . . , k + j},
Cνi ∩
({1} × E) = ∅.
The result follows. 
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