Abstract. In this paper we introduce a new simple strategy into edge-searching of a graph, which is useful to the various subgraph listing problems. Applying the strategy, we obtain the following four algorithms.
1. Introduction. The problems to list certain kinds of subgraphs of a graph arise in many practical applications [2] , [3] , [4] , [6] , [8] , [10] , [11 ] . In this paper we introduce a new simple strategy into edge-searching of a graph, which is useful to the various subgraph listing problems. We choose a vertex v in a graph and scan the edges of the subgraph induced by the neighbors of v to find the pattern subgraphs containing v. The feature of the strategy is to repeat the searching above for each vertex v in nonincreasing order of degree and to delete v after v is processed so that no duplication occurs. We will show in the succeeding section that the procedure above requires O(a(G)m) time. Throughout this paper m is the number of edges of a graph G, n is the number of vertices of G, and a(G) is the arboricity of G, that is, the minimum number of edge-disjoint spanning forests into which G can be decomposed [5] . We use the rather unfamiliar graph invariant a(G) as a parameter in bounding the running time of algorithms.
The strategy yields simple algorithms for the problems to list certain kinds of subgraphs of a graph. The kinds of these subgraphs include "triangle, quadrangle," "complete subgraph of a fixed order," and "clique." Our algorithms are as fast as the known ones if any, and a factor n is often reduced to a(G) in the time complexity.
In 2 we give an upper bound on a(G) for a general graph G: a(G) <- [(2m+n)l/2/2], which implies a(G) <-O(m 1/2) for a connected graph G. In 3 we give a simple algorithm which lists all the triangles in an arbitrary graph G in O(a(G)m) time. In 4 we present an O(a(G)m) time algorithm for finding all the quadrangles 2. Preliminaries. We first define some terms. Let G (V, E) be a simple graph with vertex set V and edge set E. The edge set of graph G is often denoted by E(G). The edge joining vertices u and v is denoted by (u, v) . Throughout this paper we denote by n the number of vertices and by m the number of edges of a graph. Let d(v) denote the degree of a vertex v, that is, the number of edges incident to v. A graph is planar if it is embeddable on the plane without edge crossing. It is well-known that m <-_ 3n-3 if G is planar [5] . A triangle in a graph is a cycle of length three (i.e. Ca), in other words, a complete subgraph of three vertices (i.e. K3 ). An independent set is a set of pairwise nonadjacent vertices in a graph. A clique is a maximal complete subgraph in a graph. We denote by Ix] the smallest integer not less than x.
We next present two results; the first is concerned with the arboricity of a graph and the other with the time required by scanning edges in a way of our strategy.
LEMMA 
3. Algorithm for listing triangles. The triangle detection problem often arises in many combinatorial problems such as (1) the minimum cycle detection problem [6] , (2) the approximate Hamiltonian walk problem in maximal planar graphs [8] , and (3) the approximate minimum vertex cover (or maximum independent set) problem in planar graphs [3] , [4] . Itai and Rodeh [6] Q.E.D.
Algorithm K3 is conceptually very simple and easy to implement. Furthermore it is at least as fast as the known ones [3] , [6] , [9] since O(a(G)m)<= O(m3/2) by Lemma l(a).
The benefit of our strategy may be intuitively explained as follows: since we delete the vertices one by one in the largest degree order, the graph tends to become sparse soon; this also prevents the edges incident to a vertex of large degree from being scanned many often.
Applying the strategy, we will give three more algorithms for other subgraphs listing problems in the succeeding sections.
4. Algorithm for finding quadrangles. In this section, using our searching strategy, we design an efficient algorithm for finding all the quadrangles.
If vertices Ul, u2, , u (l >-2) are all adjacent to two common vertices v and w, that is, these + 2 vertices induce a complete bipartite graph K2.1, then any quadruple (v, u, w, uj), <-i<j <= l, forms a quadrangle. Thus In order to avoid the trouble above, we introduce a certain kind of vertex-labeling, by which all the vertices are labeled either "/", "/-1",..., or "k". The for i:= to uI do begin let U' be the set of all the vertices which are adjacent to vi and labeled "k"; { U' is the vertex set of Gkl.} 3" relabel all the vertices in U' "k-1"; 4: in the adjacency list of each vertex u U', move the neighbors of u in U' at the first part; {the vertices of Gk-1 occupy the first parts of the adjacency lists of vertices in U', which realize the adjacency lists of Gk-1.} determine the degree dk_l(U) of each u e U' in Gk-1; add the vertex vi to C; K(k-1, U'); delete the top entry vi from C; relabel all the vertices in U' "k"; {recovery to Gk} Let G, <_-=< n, be the subgraph of G induced by vertices 1, 2, , i. N(i) denotes the set of vertices adjacent to in the given graph G. Assume that Ii-t is a maximal independent set of Gi_t, then one can decide by the following rules whether I_ or (L--N(i))U{i} is a maximal independent set in G:
(1) If I_ t'l N(i) , then L-is a maximal independent set of G. (2) If there is no independent set I of G_ such that I-N(i) Ii_-N(i), then (L--N(i))U{i} is a maximal independent set of G.
Thus they recursively generate all the maximal independent sets of Gi from the maximal independent sets of G_. However duplications may occur in maximal independent sets produced by rule (2) 
time per maximal independent set. Unlike the preceding three algorithms, we number the vertices in nondecreasing order of degree so that the newly added vertex has the largest degree in G. If G is sparse, the time complexity O(a(G)m) is considerably better than O(mn).
The problem of listing all the cliques of a graph G is equivalent to that of listing all the maximal independent sets of the complement G of G. Therefore the algorithm suggested above can list all the cliques of a graph G in O(a(G)m) time per clique, where m = n(n-1)/2-m is the number of edges of G. However, this algorithm is not necessarily efficient for sparse graphs. Using a recursive method similar to MIS, we next give an algorithm CLIQUE which lists all the cliques in O(a(G)m) time per clique. Unlike the case of maximal independent sets, guaranteeing the time complexity of O(a(G) rn) is not straightforward in this case, but requires some nontrivial arguments especially on the "lexico. test".
The set of vertices in a clique C is also denoted by C. The following is the outline of our algorithm CLIQUE. Proof Using Lemmas 4 and 6, one can prove the correctness. Therefore we shall concentrate on the claim on time and space. Let C, be an arbitrary clique of G G,, and inductively define C, n->_-i>_-l, to be the clique of G from which C+t is generated by procedure CLIQUE. Finally we remark that in this paper only the concept of arboricity is used in the analysis of the running time of algorithms and that any of our algorithms requires neither to find a(G) nor to decompose a graph into the minimum number of edgedisjoint forests.
