Abstract-In this paper, model identification and adaptive control design are performed on Devanit-Hartenberg model of a humanoid robot. We focus on the modeling of the 6 degree-offreedom upper limb of the robot using recursive Newton-Euler (RNE) formula for the coordinate frame of each joint. To obtain sufficient excitation for modeling of the robot, the particle swarm optimization method has been employed to optimize the trajectory of each joint, such that satisfied parameter estimation can be obtained. In addition, the estimated inertia parameters are taken as the initial values for the RNE-based adaptive control design to achieve improved tracking performance. Simulation studies have been carried out to verify the result of the identification algorithm and to illustrate the effectiveness of the control design.
Robots with upper limbs have been greatly developed together with the explosive advance of artificial intelligence (AI) technologies.
In the research field of the model identification, quite a lot works have been carried out. Investigators have developed various methods for the model identification of robot manipulators [2] . The robot manipulators are designed and operated according to precise kinematic specifications. In recent years, the kinematics of robot manipulator has been intensively investigated [3] . The model parameters can be computed from the CAD/CAM database, but it is rarely adopted because of the uncertainties of accuracy [4] . To improve the accuracy, the characteristic-equation-based method is proposed in [5] . The dynamic equations of kinematic model of rigid bodies are derived from the NE or Lagrangian method [6] , [7] . To solve the elastic-deformable or other complex problems, the finite element method can be applied [8] , [9] . In recent decades, the AI methods have been developed dramatically, and have been used in many fields [10] . The model parameters can also be identified by AI method, such as artificial neural network [11] [12] [13] . In this paper, the model identification method is based on NE principle, and the identification trajectory is generated by another AI method, the particle swarm optimization (PSO) [14] .
When a humanoid robot picks up or drops down something, the load of the manipulator changes significantly. This may cause the robotic control system unstable. To resolve this problem, the adaptive control scheme is proposed [15] [16] [17] [18] [19] [20] . Fuzzy adaptive control is investigated in [21] [22] [23] [24] [25] [26] [27] [28] . Many special conditions such as input with dead-zone, output with constraint or discrete-time systems are considered in [29] [30] [31] [32] [33] [34] [35] . In this way, the control system can adjust the physical parameters to the real uncertain condition [36] [37] [38] [39] [40] . In recent two decades, many approaches in adaptive control field have been studied and developed. Under the condition that the output is measurable, the adaptive neural network control is proposed in [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] . Using the fuzzy logic theory, the behaviors of the unknown and uncertain dynamics of the robot can be learned by fuzzy logic systems [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] , [72] , [73] . Under the condition of motion disturbances and parametric uncertainties, the robust control theory is applied to the adaptive control to improve the stability of the robot system [70] , [71] , [74] [75] [76] .
However, because of the computational complexity of these approaches, both theoretical and experiment results fail to improve the practical applicability of adaptive control algorithms, especially for manipulators with more than 4 degrees-of-freedom (DOFs). In this paper, we study the dynamical modeling and control design for the upper limb manipulator of a famous humanoid robot, HUBO, designed by Korea Advanced Institute of Science and Technology. The internal parameters of upper limb of HUBO are identified. Based on the estimated parameters, the manipulator can track the desired trajectory efficiently via the proposed control.
As shown in Fig. 2 , there are 6 DOFs in the upper limb of HUBO, i.e., 3 DOFs in the shoulder (yaw, pitch, and roll), 2 DOFs in the elbow (yaw and pitch), and 1 DOF in the wrist (pitch). In order to avoid computational complexity, the recursive algorithm based on the NE formulation is employed [77] . In this recursive algorithm, the linear in parameters (LIPs) process can be computed in recursive algorithm based on NE formulation. In this way, the computational complexity of the adaptive control algorithm can be reduced dramatically. No matter how many DOFs the manipulator has, the above mentioned process works in the same manner, except the processing time varies with the different number of DOF. Fig. 1 illustrates the structure of the model identification system. The aim of the model identification is to identify the dynamic model of the upper limb of the humanoid robot, which provides the foundation of control with high accuracy. It consists of two submodules.
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Problem Formulation
In the model identification module, the robot kinematic model is treated as the input of the dynamic modeling submodule, whose output is the dynamic model, which is also the input of trajectory planning submodule. A family of exciting trajectories are generated by this module. These trajectories can be used in simulation experiments and actual robot experiments to collect the kinematic data and torque for the model identification. For model identification submodule, the kinematic configuration information of the corresponding robot, the experiment obtained data along with the exciting trajectories are the input. And then the identified inertia parameters of the model are given as the output.
In the adaptive control module, the desired trajectory generator is used to generate a trajectory which can be obtained with respect to the actual application condition and environment. The adaptive control is the kernel submodule of this part. The adaptive control law is designed in this submodule. Based on the desired and measured position and velocity of the robot joints, the adaptive control system can generate the actuator commands to the robot plant. Meanwhile, a recursive algorithm based on NE formulator is used to reduce the algorithm complexity due to the high DOF.
B. Preliminaries
PSO method is a class of group algorithm, based on the behavior of a group of living beings. Each particle in the group can move to a better place based on the adaptive degree. In PSO algorithm, each particle is assumed as a zero volume point flying in an m-dimension searching space. The flying speed can be adjusted based on its own and others' experience. We denote that the real time position of particle i is x i and the best position is p i . The best position of the group is p g . The velocity of particle i is v i . During each update cycle, both p i and p g are updated. The particle position and velocity can be updated as [78] 
where c 0 is the inertial constant; c 1 and c 2 are the acceleration constant; r 1 and r 2 are the random number between 0 and 1; c 0 v t represents the influence of the particle velocity; c 1 r 1 (p i − x t i ) represents the influence of individual experience and c 2 r 2 (p g − x t i ) represents the influence of group experience, which is the cooperation of each particle. Based on the constriction factor method [79] , the parameters c 0 is chosen as 0.72894 and c 1 = c 2 = 1.49618. Using PSO algorithm, the analysis time can be speeded up without introducing extra error [80] .
Assumption 1 [81] :
, where ξ k is the vector generated from sample space (R n , B, μ k ); B is the σ region of the subset in R n ; and μ k is the probability measure in B and D is the recursive method.
Theorem 1 [81] : Any recursive satisfies the Assumption 1, has the convergence property.
Theorem 2 [82] : Given the nonlinear dynamic systemṡ
with an equilibrium point at the origin, and let N be a neighborhood of the origin, then origin O is stable in the sense of Lyapunov if for x ∈ N there exists a scalar function V(x, t) > 0 andV ≤ 0. 
III. MODELING AND IDENTIFICATION
In this section, Devanit-Hartenberg (D-H) model of the manipulator system transform matrix are given first. Second, Newton-Euler formulation is exploited to derive the model of manipulator. Then, the trajectories are excited and parameters are optimized using the PSO algorithm.
A. Kinematic Modeling
To analyze the kinematics of the system, the model can be viewed as a three-link structure as shown in Fig. 2 . T i are the coordinate frames of the joints. Using the positive direction of coordinate and the modified D-H model, the link transformation matrix i−1 i T can be obtained [83] . Remark 1: T 1 -T 6 denote transformation matrix for joints 1-6, respectively, and T 0 represents the reference coordinate, which is located at the center of chest
which, for short, can be written as
According to the coordinate frame shown in Fig. 1 , the D-H parameters can be obtain [83] , which is shown in Table I . Remark 2: b 1 , b 2 , and b 3 denote the distance between the center of chest and shoulder, the distance between the shoulder and elbow, and the distance between elbow and wrist, respectively.
B. Dynamic Modeling
From the modified D-H model and the transformation matrix discussed above, we may calculate the angular velocity ω i , the angular accelerationω i and the line accelerationv i
where the initial values of the angular velocity, the angular acceleration, the line acceleration, and z i are defined as
As mentioned in [83] , the Newton-Euler equation is
where a i , v i , and I i represent the spatial acceleration, spatial velocity, and spatial inertia, respectively, and f i denotes the force applied on ith joint. The Newton-Euler equation can be further represented as
To formulate an estimation algorithm, (9) can be represented as
where the mass moment m i c i appears as a quantity to be estimated in combination.
is a 3 × 6 matrix shown in (12), and l(Ī i ) is expressed as (13) S(
Equation (10) can be expressed more compactly as
where A i is a 6 × 10 matrix which can be expressed as
and i is a vector of ten unknown inertia parameters which can be expressed as
f ij is defined as the spatial force at joint i due to the movement of link j alone. Then f ii is the spatial force at joint i due to movement of its own link which is the same as (14) . The total spatial force i f i at joint i is the sum of the spatial forces i f ij for all joint from j to i
where i X F j is the spatial force transform matrix. For convenience, we note that i X F i = I 6×6 . Thus, we can derive an upper-diagonal matrix expression as ⎡
. . .
Each i f i must be translated into torque τ i since only torque about the joint rotation axis z i can be measured directly. For short, we can express it as follows:
where
In this way, each elements of the torque vector or matrix can be expressed as
For this six links manipulator, τ is a 6 × 1 vector and K is a 6 × 60 matrix.
C. Trajectory Parametrization
It is obvious that the matrix K in (20) is just the function of the manipulator structure and the movement status of each joint, derived from (8)- (14) . Using the measured joint angle, angular velocity and acceleration, the matrix K can be obtained based on (20) . The accuracy of the numerical calculation can be influenced by the matrix condition number of K. So PSO method is employed to generate a proper trajectory, which provides excitation to the system dynamic. Additionally, the measured angular position data are both band-limited and periodic. These characteristics make the processing simpler and the parameter estimation more accurate. Arbitrary signal can be expressed as the Fourier expansion as (18) . In this expression, the parameter θ can be designed as band-limited and periodic signal if N is finite. The upper limit of N is determined by the frequency response of the robot. Similarly, the angular velocity and angular acceleration can be expressed as follows:
where a k and b k are the coefficients of Fourier transformation; θ 0 ,θ 0 , andθ 0 are the offsets of each joint trajectory; ω f is the fundamental pulsation of the Fourier series; and k is the frequency coefficient. In this paper, the constant N is set as 5, and ω f is 0.1 × 2π . The parameters needed to be optimized are a k and b k . As this manipulator system has 6 DOF, and for each joint there are ten variables needed to be confirmed. The optimization vector has 60 dimensions.
D. Parameter Optimization for Trajectory
Based on Theorem 1, the PSO has the convergence property. Meanwhile, the PSO method guarantees convergence to the ideality limits in a shorter time for this optimization problem.
Remark 3: We can treat this parameter optimization for exciting trajectory as a multidimensional nonlinear free model optimization problem. For K in (20) is a nonsingular matrix, the condition number of matrixS can be defined as the objective function, where S = diag(σ 1 , σ 2 , . . . , σ m ) is a part of S shown in (22) . Thus, the objective function is as (19) shown and the variables are Fourier transformation coefficient a k and b k in (18) cond (1) and (2), the parameter x i can be substituted as the Fourier coefficient vector. As mentioned above, the minimization of the uncertainty on the model identification is a complex nonlinear free model optimization with motion constraint. There are two approaches for constraint setting: one is the constant boundary constraint, and the other is the special route from one position to another position or a special loop. The motion constraints are the limitation impacting on the angular position, angular velocity and angular acceleration. In this problem, the upper limit and lower limit are determined by the real structural in space and working condition. For example, the fourth DOF in the arm is the elbow joint, which only can rotate in negative angel. This is very similar as the elbow of human beings. As HUBO is a humanoid robot, we are not able to obtain the motion trajectory of each joint in advance. Therefore the constant boundary constraint method is used in this paper as shown in Table II . The boundary constraint is the feasible region of this optimization problem.
As shown in Table II , for joints 1 and 6, the absolute values of the maximum and minimum constraint are not the same, which may influence the optimization effect of PSO algorithm. So the parameters θ 0 ,θ 0 , andθ 0 in (18) are used to offset the asymmetry of the angular constraint.
E. Model Identification Method
With the torque sensors on each joint of the manipulator, τ i can be measured directly. And (17) represents the dynamics of the joint for one sample point. In this model identification, there are M data points
where K is a 6M × 60 matrix and τ is a 6M × 1 vector. For the structure inherent characteristic, the matrix K may be not full rank. So the least square method is needed. The estimation of can be expressed as
However, K T K is not invertible due to the loss of rank from restricted degrees of freedom at the proximal links and the lack of full force-torque sensing. The inertia parameters can be divided into three groups: 1) fully identifiable; 2) identifiable in linear combinations; and 3) completely unidentifiable [84] .
In this paper, a dividing method is proposed by analyzing the correlation of each column of K. If a column is all zero, the relevant parameter is completely unidentifiable. , m 1 c x1 , m 1 c y1 , m 1 c z1 , I xx1 , I xy1 , I xz1 , I yy1 , I yz1 , m 2 , and m 3 . The following two methods can be applied to solve the nonsingular problem. One method is "singular value decomposition (SVD)" of K in (20) . For the matrix K is only the function of the geometry of the manipulator structure, it can be generated by simulation. The SVD of K can be expressed as [83] K = USV T (22) where U and V are orthogonal matrix and S = diag(σ 1 , σ 2 , . . . , σ m , 0, . . . , 0) is a diagonal matrix. σ i is the nonzero singular value of K and parameter m represents the rank of K. Substituting (22) in (20), we have the new expression of τ as
Consider that = V T and ζ = U −1 τ = U * τ , (23) can be rewritten as
where S is a 6M ×60 matrix, and is 60×1 matrix. As S is a diagonal matrix, S 6M×60 can be replaced asS 6M×r , meanwhile 60×1 can be replaced as˜ r×1 , where r is the rank of matrix S. The new inertia matrixˆ can be estimated aŝ
Consideringˆ r×1 = V T r×60ˆ 60×1 , whereˆ is the independent variable vector of the system of equation. Because the number of independent variables is more than the number of the equations, the system of equation includes infinite roots. We can obtain the roots by consistently setting 60 − r of the inertia parameters to zero, leaving only r parameters, which can be estimated by this method.
Another method is "ridge regression." In this method, the matrix K T K is substituted by K T K + εI 10n . εI 10n is a identity diagonal matrix and ε represents a very small value which is much less than the smallest nonzero eigenvalue of K T K. In this way, the estimated can be expressed aŝ
The expansion of (26) can be expressed as [83] 
where μ j is the singular values of K and u j and v j are the columns of matrix U and V as shown in (22) . Hence, a very small value of μ j can be counteracted by ε. Though the solution can be influenced by the parameter ε, as long as its magnitude is suitable enough, the solution error can be controlled in an ideal range.
IV. RECURSIVE ADAPTIVE CONTROL DESIGN
The adaptive control of robotic manipulators has been studied extensively in recent years. Many remarkable results in this field have been obtained owing to the advances in taking the nonlinear, time-varying and coupled nature of manipulator dynamics fully into consideration.
Usually, the computational complexity of these methods is very tedious for a 6 DOF manipulator because of the complicated LIPs process. Therefore, the recursive adaptive control algorithm based on Newton-Euler formulation is employed. Using this recursive algorithm, the LIP can be computed in an iterative method and the computational complexity of the adaptive control can be reduced effectively. In this recursive way, the basic approaches are always the same no matter how many DOFs the manipulator has.
A. Adaptive Control
The dynamics of an n-link rigid robotic system without additional friction or external disturbance can be described as follows [85] :
where q ∈ R n is the coordinates, n is the number of the links in the robotic system, τ ∈ R n is the applied joint torque, M(q) ∈ R n×n is a inertia matrix, C(q,q)q ∈ R n denotes the centripetal and Coriolis torques, and G(q) ∈ R n×n is the gravitational force. We can know some of properties of these system parameters. Property 1 [85] : The matrix M(q) is symmetric and positive definite.
Property 2 [85] : The matrixṀ(q) − 2C(q,q) is skewsymmetric.
Property 3 [85] : Assuming there is no external disturbance, the left-hand side of the dynamic equation can be linearly parameterized as
where θ ∈ R p contains the system parameters, and Y(q,q,q) ∈ R n×p is the regression matrix, which contains known functions of the signal q(t),q(t), andq(t).
Remark 4:
The notation (·) represents the computed or nominal value of (·), and indicates that the theoretically exact feedback linearization cannot be achieved in practice due to uncertainties in the robotic system. The error or mismatch (·) = (·) − (·) is a measure of one's knowledge of the system dynamics. Note thatθ = −θ since the parameter vector θ is a constant.
In this paper, the basic adaptive control law follows the method in [85] . Using the sliding model control method, both steady state position error and velocity error can be eliminated.
We denote the desired trajectory of q(t) as q d (t). And the trajectory error isq = q(t) − q d (t).
The control objective is to track the desired trajectory. We use the sliding surface error to estimate error as s =q −q r =q + q (30) where is a constant matrix whose real part eigenvalues are positive strictly. Then we know that if r → 0,q andq → 0 as t → ∞ because the error of position and velocity can convergence to zero by the hyperplane of (30) . Meanwhile, we define q r (t) as the reference trajectory to estimate q d (t) as follows:
Then,q r andq r can be represented aṡ
As mentioned before, we need to estimate robotic system parameters by LIP method so that the matrix Y is now a function ofq r andq r
We can design the control law and adaptive law as
where and K are both diagonal constant matrixes. From the dynamics of the robotic system, we have
According to control law (35) and (37), we havẽ
Considering the Lyapunov stability, we can design the Lyapunov function as
We can obtain the time derivative of the last formulȧ
Considering the property mentioned above and substituting the control law and adaptive law in, we havė
Then, we have
The property of the diagonal constant matrix K can be obtained
According to the definition, when t → ∞, bothθ andθ converge to 0. So we know that r → 0 as the t → ∞. Thus, using this adaptive control law, the system can be guaranteed to achieve zero steady-state close loop error for both position and velocity.
B. Recursive Algorithm
In this paper, the initial value of adaptive control is supposed to be the estimated vector in model identification as shown in the second portion in the right side of (10) . So θ in (35) can be defined as , mc i,x , mc i,y , mc i,z , I i,xx , I i,xy , I i,xz , I i,yy , I i,yz , I i,zz T .
To simplify the description of the Slotine adaptive control method in (29), we can define τ r as τ r =Ĥ(q)q r +Ĉ(q,q)q r +Ĝ(q) = Y(q,q,q r ,q r )θ.
As we know, recursive algorithm is an open-loop model, in which each joint can be analyzed separately. The adaptive control law can be written in a recursive way. We assume that in (35) is consisted by positive definite matrix P i ∈ R 10×10 . The torque control and adaptive law in (35) can be represented as follows:
where τ r,i = n k=1 y ik θ k is the ith element of τ r , and y ik = (y ik,1 , y ik,2 , . . . , y ik,10 ) ∈ R 1×10 is the element of Y in (35) , which is given as
As the coordinate frame in Fig. 2 shows that, all the joints are rotational. Just considering the condition of rotational, besides the (6), the other Newton-Euler dynamic formulation can be expressed as
where ω i ,ω i , andv i represent the angular velocity, angular acceleration, and linear acceleration of frame i, respectively; f i and n i are the force and moment exerted on link i by link i − 1; I is the inertia tensor about the origin of frame i; and mc i is the mass moment of link i and c i is the mass center. Using the recursive Newton-Euler (RNE) equations and the derivation in, the force and torque matrix can be expressed as follows:
F i and N i are represented as follows:
Here i is defined as
and α i,j is the jth element of α i and i,jk is the ( j, k) element of i . As the derivation in, the parameter y ik in (47) can be expressed as
and i is set from 1 to 6, and k is chosen from i + 1 to 6. Besides of the parameters defined above, the others can be set as zero. From (35) and (46), torque can be calculated.
V. NUMERICAL SIMULATIONS AND DISCUSSION
In this section, the performance of the proposed method of model identification algorithm is verified through numerical simulations in MATLAB. The effectiveness of the estimated inertia parameters are proved by comparing in the recursive adaptive control system with different initial conditions. Based on the system structure in Fig. 1 , the numerical simulation in this section is divided into three parts: 1) exciting optimal trajectory; 2) model identification; and 3) recursive adaptive control.
A. Exciting Optimal Trajectory
The excitation of optimal trajectory is the first step of the model identification. Under the constraints described in Table II and the objective function, the PSO method is adopted to obtain the optimal value. In this particular problem, the particle number is 50. The optimization algorithm will not stop until the condition number in (19) is less than 130. For the condition of model identification, the condition number less than 130 is enough for exciting the full statement of the arm structure. The optimization results of the Fourier coefficients are shown in Table III . From the simulation result, it is obvious that the PSO algorithm has a high convergence efficiency. Using the coefficient parameters in Table III and based on (18) , the optimal trajectory can be obtained as shown in Fig. 3 .
Remark 5: The y-axis of Fig. 3 denotes the angle of each joint, in radian.
In Fig. 3 , the solid lines are the joint trajectories, and the dotted lines are the constraint of each joint shown in Table II . The figure shows that all the excited trajectories are restrained in the constraint boundary.
B. Parameter Estimation
Since the actual function of the model identification is to obtain the model parameter for the adaptive control, the ridge regression method is suitable for this condition [83] . Following that method, by substituting the trajectory data into the model identification module, the inertia parameters of the HUBO robot can be calculated. The measured and estimated torque are shown in Fig. 4 . In this figure, the dotted line is the measured torque, and the solid line is the estimated torque. Fig. 4 illustrates that the measured and estimated torque are almost identical. The estimation error is very small, which is shown in Fig. 5 . From the torque estimation result and estimation error, it is apparent that the torque of each joint can be estimated with a high accuracy. The torque estimation errors are less than 5 × 10 −7 Nm. The high accuracy estimation result indicates that the estimated inertia parameters are suitable for this set of trajectories and torques. And the estimated inertia parameters are shown in Table IV .
C. Estimated Parameter Verification
For confirming of the validity of the estimated inertia parameters, a testing method is proposed. The testing method is run a simulation with a new trajectory different from the optimized one in Fig. 3 . The new trajectory for testing is shown in Fig. 8 , which is generated arbitrarily within the constraints. Taking the trajectory as the desired route, the estimated inertia parameters are shown in Table IV , which are used to estimate the new torque of each joint as (20) , where K is the new matrix according to the new trajectory, and is the estimated parameters. The effectiveness and generalization of the estimated parameters can be judged by the estimated effect of the new trajectory. The small estimated error means that the estimated inertia parameters have good generalization and effectiveness.
The estimation results and their errors are shown in Figs. 6 and 7.
Figs. 6 and 7 illustrate that the estimated torque error in the versification is less that 5 × 10 −7 N · m, so that the estimated inertia parameter in Table IV can be used to estimate other trajectories and the relevant torque primely, which means that the model identification result is accurate and generalized.
D. Recursive Adaptive Control
On the basis of the RNE adaptive control algorithm, the simulation experiment is provided in this section. We use zero as the initial position of each joint. The initial value of inertia parameters θ in (44) , it is illustrated that each joint can be controlled according to the desired trajectory, and the control error decreases with time. In this manner, the control performance of the adaptive control algorithm is verified.
To further evaluate the result of the estimated inertia parameters, we compare the control results of adaptive controller with the estimated parameters against without the estimated parameters. Obviously, the simulation results show the fact that the control scheme when inertia parameters are set as the Table IV is better than pure adaptive controller.
As shown in Figs. 11 and 12 , when the values of the inertia parameters are set as the estimated parameters, the convergency rate of torques of each joint and the torque limits are improved, compared to that when only adaptive controller is presented. In this way, by choosing the estimated inertia parameters as the initial value of θ in (44), the nominal torque of the motor can be well controlled and the performance of the system is improved.
Remark 6: The unit of y-axis of Figs. 9 and 10 is radian, while the unit of y-axis of Figs. 11 and 12 is N · m. From the simulation results, we know that the torque of the motor can be well controlled with high accuracy estimation inertia parameters. And the trajectory is able to track with small errors. Then in the future, precision of parameter estimation can be improved to deal with more complicated situation.
VI. CONCLUSION
In this paper, based on D-H model, the Newton-Euler formulation of the manipulator of the HUBO robot has been derived. The exciting trajectory generation method based on PSO has been proposed. Using this method, the accuracy and generalization of the estimation result can be guaranteed and the optimization efficiency has been improved. Based on the optimized trajectory, the structural inertia parameters have been estimated. To reduce the complexity of the computation, recursive adaptive control algorithm plays a pretty good role for improving the control performance. Using the estimated inertia parameters as the initial value in adaptive control progress, the torque convergency of joint motors has been improved. In this paper, we only consider modeling and control of the upper limb of the HUBO robot. Future work includes model identification for the lower limbs of the humanoid robot, and the balancing control will be investigated further.
