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A construction is described to encode an arbitrary graph uniquely as a block design. This 
demonstrates that deC !ing whether two blwt +signs (without repeated b%xks) are isomorphic is
polynomial time equivalent to solving graph isomorphism. This resu3 supplies evidence for the 
claim that isomorphism testing for block designs is a hard subcase of graph isomorphism. 
1. Iatroduction 
The problem of deciding whether two graphs are isomorphic has attracted a 
significant amount of attention [6]. One of the reasons is that although the problem 
is not known to be NP-complete, no algorithm to solve it in polynomial (or even 
subexponential) time is known [18). 
Recently, many proofs have appeared emonstrating that testing isomorphism of 
random graphs can be done efficiently, with high probability of success [2,14,15]. It 
is of interest, therefore, to identify the difficult instances of the problem. 
Corneil [lo] observed that practical isomorphism algorithms have the most diffi- 
culty with strongly regular graphs and other graphs obtained from combinatorial 
configurations. In a recent compilation of graphs which are hard for isomorphism 
algorithms, Mathon [16] included solely graphs derived from combinatorial con- 
figurations. Consequently, there is a strong feeling that isomorphism testing for 
combinatorial configurations forms the hardest subcase. Until recently, there has 
been little theoretical basis for this hypothesis. 
In showing that a subclass of graphs is difficult, one must at least estab!ish that an 
algorithm to solve isomorphism in the subclass is powerful enough to solve graph 
isomorphism. Formally, one must show that deciding isomorphism of graphs in the 
subclass is polynomial time equivalent to graph isomorphism, or isomorphism 
complete. A recent survey of results concerning isomorphism completeness is given 
in 15). 
Recent constructions demonstrate that deciding isomorphism of partially 
balanced incomplete block designs (PBIBD), pairwise balanced esigns (PBD), and 
set packings is isomorphism complete [S]. Each of these configurations relaxes one 
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of the restrictions on block designs. In a PBIBD the block size is constant but pairs 
dc, not appear a fixed number of times. In a PBD pairs do appear a fixed number of 
times, but the block size is not constant. Enforcing constant block size and fixed 
number of pair occurrences imultaneously makes block designs highly structured 
configurations. 
The lack of an isomorphism completeness proof for block designs has led to the 
consideration of an alternate hypothesis - the additional structure may be of assist- 
ance in devising an isomorphism test &et&r than that possi&le for graphs. Evidence 
in support of this latter view has been supplied by the existence of improved 
isomorphism tests for some highly structured combinatorial configurations. Miller 
[ 171 demonstrated the existence of a subexponential algorithm for testing 
isomorphism of Latin squares, Steiner triple systems, and projective planes. One of 
us [9] extended Miller’s algorithm to test isomorphism of t-designs with 9 =1. t + 1 and 
A = 1 in subexponential time. In the related case of strongly regular graphs, Babai [I] 
described an algorithm which, although still exponential, improves on the best 
known algorithm for graphs in general. 
This controversy over whether the additional structure of block designs makes 
isomorphism testing easier or not is an important issue. If testing isomorphism of 
block designs were easier than graph isomorphisn-. , mr.ny practical algorithms could 
be improved by dealing with their worst case inpuis more effectively. 
In the remainder of the paper, we demonstrate that testing isomorphism of block 
designs is isomorphism complete. This supplies a theoretical basis for believing that 
graphs derived from combinatorial configurations are indeed difficult graphs for 
isomorphism algorithms. 
2. Definitions 
We will use standard graph-theoretic terminology [3]; we introduce here further 
required definitions. A k-graph G = (V, C, K) is a set V of vertices and a c&wring 
function C : (:)--*A’, where K is some k-set (tk cskour set) whose elements are 
called co/ours. Two k-graphs G = ( V, C, K) and H = ( W, D, L ) are isomorphic if there 
exist bijections @ : V+ W and w : K-U, for which u/(C(u, w)) =D(@(u), e(w)) for 
any two distinct vertices V, w of G. The pair (@, w) is an isomorphism. 
We will interpret a k-graph as a complete graph with colours associated with its 
edges. A k-graph is co/our-regular if the number of edges of any particular colour 
incident with any particular vertex is independent of the colour and vertex chosen. 
A k-staph G = ( V, C, K) is colour-complementary (cc) if for some cyclic permutation 
QY : K+K ihere exists a bijection @ : V+ V for which (@, w) is an isomorphism of S 
with itself. A k-graph is regular colour-complementary (rcc) if it is both colour- 
regular and colour-complementary. This generalizes the class of regular self- 
complementary (SC) graphs, which is exactly the class of rcc 2-graphs. 
We employ the definitions for combinatorial design theory given in [ 131. A 
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babxed incomplete block design (BSBD) B.[k, A; v) is $ collection of k-sets (called 
blocks) with elements chosen from a v-set; every element appears in the same 
number (r) of blocks, and every pair of elements appears in I blocks. Thisdoes not 
exclude the possibility of a block being repeatied (that is, two blocks being equal); 
3. Rejpdar colour-complemeatary ppbs 
We use the following known polynomial time equivalences with graph isomorph- 
ism in deriving further isomorphism complete problems. 
Theorem 3.1[4,11). Deciding isomorphism of regular graphs is isomorphism com- 
plete. 
Using this result, we showed that 
Theorem 3.2. 181. Deciding isomorphism of self-complementary 
isomotphism complete. 
We later extended this result. 
Theorem 3.3. 171. Deciding isomorphism of regular self-complementary 
isomorphiwn complete. 
Using Theorem 3.3, we here demmstrate that deciding isomorphism 
graphs is polynomial time equivalent o graph isomorphism. 
graphs is 
graphs is 
of rcc 3- 
Theorem 3.4. Deciding isomotphism of rcc 3-graphs is isomorphism eomplete. 
Proof. We know from Theorem 3.3 that deciding isomorphism of regular self- 
complementary graphs is isomorphism complete. It therefore suffices to describe a 
transformation RCC which given a regular self-complementary graph creates an rcc 
S-graph, and for which given two regular self-complementary graphs G and H 
satisfies RCC(G) = RCC(H) if and only if G= H. To verify the latter condition, it 
will suffice to show that from RCC(G) we can recover G uniquely up to isomorph- 
ism. 
We now describe such a transformation RCC. Given a regular self-comple- 
mentary graph G=(W), V={v, ,..., }, has vertex {vii 11 i I 3, 
1 ~jl; n} (x) and set white, blue). function C of 
RCC(G) is as 
C( vii, vij) = blue E E, white 
(2) C(vzi, = white (vi, yi) E E, red otherwise. 
(3) C(vJi, vJi) = red if (vi, vi) E E, blue otherwise. 
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(4) C(vIi, vu) = blue if (Vi, Vi) $ E and i# j, red otherwise. 
(5) C(vli9 v3j) - -red if (vi, Vj)G E and i+j, white otherwise. 
(6) C(Vzi, V3j) = white if (Vi, Vj) $ E and i# j, blue otherwise. 
(7) C(vli,X)=blue for 1 s&n. 
(8) C(Vti, X) = white for 1 I is n. 
(9) C(Vji,X)=red for 1 lion. 
This 3-graph is colour-regular; each vertex is incident with n edges of each colour. It 
can also be easily verified that it is colour-complementary. 
We recover G from RCC(G) as follows. Note that x is the only vertex having the 
property that its adjacencies via edges of a particular colour induce a colour-regular 
Zgraph. Replacing one colour by edges and the other by non-edges in this 2-graph 
yields a graph isomorphic to G. Cl 
4. Block designs 
Building on the result from section three, we here demonstrate that testing 
isomorphism of block designs is polynomially equivalent o graph isomorphism. 
Theorem 4.1. Deciding 
morphism complete. 
isomorphism balanced incomplete block designs is iso- 
Proof. In light of Theorem 3.4, it suffices to demonstrate the existence of a trans- 
formation BD which transforms rcc 3-graphs into block designs, and which given 
two rcc S-graphs G and H satisfies BD(G) = BD(H) if and only if G= H. 
We are given an rcc 3-graph G = (V, C, K); let n = 1 VI. Observe that C induces a 
partitioning of pairs of vertices of G; let El, E2, and E3 be the classes of this par- 
titioning. Each Ei has cardinality Ed = &n(n - 1) since G is colour-regular. Each b E V 
appears in exactly d = f(n - 1) pairs of Ei since G is colour-regular. 
From G we will construct BD(G), a B[3, d; 6d + 1] blcck design (a triple system). 
Let A = {xi, yi, zi 115 i,c d}. The element set of BD(G) is C’UA. The collection of 
blocks ./A of BD(G) is as follows: 
(1) for 1 sird and all (v, W) in El, (Xi, V, W)E .d, 
(2) for 1 I is d and all (v, W) in E2, (yi, V, W) E .A& 
(3) for 1 I is d and all (v, w) in E3, (Zi, V, W) E .d. 
In order to complete the collection of blocks, observe that d= 1 (mod 21, since there 
is a regular self-complementary graph vrith d vertices. Thus 3d=3 (mod 6). We 
know from a theorem of Kirkman, and later Reiss [19], that a Steiner triple system 
(STS), or B[3,1; v] design, with ‘Id elements exists. Let % be the collection of blocks 
of a STS S on the 3d elements of A. The remaining blocks in .d are: 
(4) each block of %’ is icluded in .& d times. We must show that the result is a 
block design. We first show that every element appears 3d2 times. Consider an 
element v of V. We know that v appears in each si d times. For each appearance in 
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each Et, it appears with d elements ofA. Thus v appears 3d2 times in total. 
Consider an element 4 of A. Suppose without loss of generality that Q is one of the 
(xi}. Then a appears q= @(n - 1) times in blocks contributed by (1). It further 
appears t(3d- 1) times in the STS S, and therefore appears id(3d - 1) times in 
blocks contributed by (4). It therefore appears @(n - 1) + )d(3d- 1) times in total. 
Now )d(3d- 1) = b(n - I)@ - 2); thus 4 appears f(ri - l)2 = 3d2 times, as required. 
We must further show that each pair of elements appears d times. Consider two 
distinct elements V, w of V. The edge (v, w) belongs to exactly one of the Ei. Suppose 
(v, w) is in class El. The pair (v, w) appears d times, once with each Xi, and nowhere 
else. 
Consider an element v of Y and an element Xi of A. We know that v appears d 
times in Eie For each appearance, &xi) appears in a block. No other occurrence of 
this pair is possible. 
Finally, consider a pair elf distinct elements of A. In the STS S, this pair appears 
exactly once. The block containing the pair is repeated times in the construction, 
and thus the pair appears d times in BD(G). 
We conclude that BD(G) is indeed aB[3, (d; 6d + 1] design. It is clear that the block 
designs constructed from isomorphic rcc 3-graphs are isomorphic. We must now 
show that from BD(G) we can recover G uniquely up to isomorphism in order to 
establish that isomorphic block designs arise only from isomorphic graphs. 
Note that A is exactly the set of elements which appear in repeated blocks. Having 
thus identified A, select one element of A and call it x1. Discard the repeated blocks. 
Select any block containing x1 ; let (u, tr) be the pair completing this block. The {Xi} 
are the elements appearing with the pair (a,@. One then selects a new element of A 
and calls it yt. The {&vi} are then identified in a similar manner. The remaining 
elements are the {zi}. An arbitrary one of these is denoted zl. The rcc 3-graph is 
now determined by colouring pairs that appear with xl red, with yI white, and with 
z1 blue. This ccc 3-graph is isomorphic to G. 
5. Block designs without repeated blocks 
Some researchers do not allow repeated blocks in a block design. The recovery 
scheme in the proof of Theorem 4.1 relies on the presence of repeated blocks. It is 
therefore of interest o establish that the presence of repeated blocks is not the deter- 
mining factor in whether isomorplism testing is isomorphism complete. 
In the construction of BD(G), rc,petition arose solely from repeating the blocks of 
the STS 5’. No special properties o * the STS were used. One approach, then, is to use 
d different STS rather than repeating one d times. We must ensure that these differ- 
ent STS do not result in unwanted repetitions. 
Two Steiner triple systems are disjoint if they have the same element set but have 
no block in common. A set of STS is disjoint if every two STS in the set are disjoint. 
D(v) denotes the cardinality of the largest set of disjoint STS with v elements. Doyen 
1 
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(12) conjectured that D(v) = v - 2. This conjecture r mains open. Some progress has 
been made, however. Teirlinck [21]1 showed that o(3v) L: 2u + D(v). Rosa [20: 
showed that D(2u+ l)=v+ 1 +D(v), for u>3. 
Teirlinck’s result implies that Doyen’s conjecture is satisfied for powers of 3. We 
require a result which is significantly weaker than that conjectured by Doyen. 
Lemma 5.1. D(3v) 2 w. 
Proof. This follows immediately from Teirlinck’s result. q 
We now modify the proof of Theorem 4,l to create a Bf3,d; 6d+ l] with no 
repeated blocks. 
Theorem 5.2. Deciding isomorphism of block designs with no repeated blocks is 
isomorphism complete. 
Proof. From an rcc 3-graph, we construct a 8[3,d; 6d+ 11 design BDN(G). 
BDN(C) is constructed as BD(G) was constructed in the proof of Theorem 4. I, with 
the exception that in adding the blocks in set (4), one adds the blocks of d disjoint 
fixed STS with element set A. The existence of sufficient disjoint STS is guaranteed 
by Lemma 4.1. 
As before, BDN(G) is a B[3, & 6d+, l] block design. Since the blocks added from 
the disjoint STS cannot be repeated elsewhere, BDN(G) has no repeated blocks. We 
need thus only show that from BDN(G) we can reconstruct G. In order to do thisi it 
suffices to give an algorithm to find the elements of A. 
Given a design D and a subset S of the element set of D, we define pair-in&&on 
to be the operation which adds to S all elements of D appearing in a block with a 
pair of elements in S. The pair-closure PC(S) of a subset S of elements i  a subset of 
the element set of D which includes S and is not enlarged by applying pair-inclusion. 
Now consider pairs of elements in BDN(G). For two elements v, w of V, 
PC({ v, w)) = WA. Similarly, for an element v of V and an element a of A, 
PC({ V, a}) = WA. However, for two elements a, b of A, PC({a, b)) = A. In order 
to find A, we therefore simply find a pair of elements whose pair-closure does not 
contain all elements of BDN(G). The pair-closure of this pair is exactly the set A. 
Having thus located A, we proceed as before to recorstruct G. Cl 
6. Conclusions 
Theorems 4.1 and 5.2 resolve a long-standing question in investigations concern- 
ing graph isomorphism. These results demonstrate that the search for an 
isomorphism algorithm for block designs which improves on the best possible graph 
isomorphism algorithm must fail. Our results are consistent with the hypothesis that 
Tht complexity of deriding isomorphism of block designs 161 
block design isomorphism isa hard subcase of graph isomorphism. More impor- 
tantly, they disprove the alternate hypothesis that block designs are in some sense 
easier than graphs. 
It would be of interest to extend our results to demonstrate that testing isomorph- 
ism of Steiner systems (B[k I; V] designs) is isomorphism complete. This would 
imply that strongly regular graph isomorphism is isomorphism complete, thus 
resolving another s@ificant question concerning graph isomorphism [S]. 
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