Recent advances in deep learning have led to significant progress in the computer vision field, especially for visual object recognition tasks. The features useful for object classification are learned by feed-forward deep convolutional neural networks (CNNs) automatically, and they are shown to be able to predict and decode neural representations in the ventral visual pathway of humans and monkeys. However, despite the huge amount of work on optimizing CNNs, there has not been much research focused on linking CNNs with guiding principles from the human visual cortex. In this work, we propose a network optimization strategy inspired by both of the developmental trajectory of children's visual object recognition capabilities, and Bar (2003), who hypothesized that basic level information is carried in the fast magnocellular pathway through the prefrontal cortex (PFC) and then projected back to inferior temporal cortex (IT), where subordinate level categorization is achieved. We instantiate this idea by training a deep CNN to perform basic level object categorization first, and then train it on subordinate level categorization. We apply this idea to training AlexNet (Krizhevsky et al., 2012) on the ILSVRC 2012 dataset and show that the top-5 accuracy increases from 80.13% to 82.14%, demonstrating the effectiveness of the method. We also show that subsequent transfer learning on smaller datasets gives superior results.
INTRODUCTION
Humans possess the ability to recognize complex objects rapidly and accurately through the ventral visual stream. In a traditional feed-forward view, the ventral visual stream processes the input stimulus from the primary visual cortex (V1), carries the response through V2 and V4, and finally arrives at the interior temporal (IT) cortex, where a more invariant object representation for categorization is obtained (DiCarlo & Cox, 2007) . Among all of the cortical regions, V1 is the best understood, as it can be well-characterized by 2-D Gabor filters (Carandini et al., 2005) , and some subregions in IT are known to be activated by category-specific stimulus, such as faces (FFA and OFA; Kanwisher et al. (1997) ; Puce et al. (1996) ), words (VWFA; McCandliss et al. (2003) ), and scenes (PPA; Epstein et al. (1999) ). Nevertheless, it remains unclear what the feature representations between V1 and IT are, or how the increasingly complex representations progress through the ventral stream hierarchy, although some answers have been proposed (Cox, 2014; Güçlü & van Gerven, 2015) .
In the past few years, the advances in deep learning, especially solving computer vision problems using deep convolutional neural networks (CNNs), has shed light on the representations in the ventral visual pathway. Deep CNNs stack computations in a hierarchical way, repeatedly forming 2-D convolutions over the input, applying pooling operation on local regions of the feature maps, and adding non-linearities to the upstream response. By building and training deep CNNs with millions of parameters using millions of images, these systems become the most powerful solutions to many computer vision tasks, such as image classification (Krizhevsky et al., 2012; He et al., 2015a) , object detection , scene recognition (Zhou et al., 2014) , and video categorization (Karpathy et al., 2014) . Several studies have even shown that these systems are on a par with human performance, in tasks such as image classification (He et al., 2015b) , and face recog-More recently, many studies have been done to optimize and improve the performance of deep CNNs, such as increasing the depth (Simonyan & Zisserman, 2014; Szegedy et al., 2015) , optimizing the activation function (He et al., 2015b) , pooling layers (Lee et al., 2015) , and modifying the loss functions (Lee et al., 2014; Romero et al., 2014) . Despite the huge success of these engineering approaches, very little has been done to link optimizing deep CNNs by adding guiding principles from the human brain on how visual object recognition is achieved. In fact, while deep CNNs have been used to model and explain the neural data in IT Cadieu et al., 2014; Agrawal et al., 2014; Güçlü & van Gerven, 2014; , inspiration in the opposite direction has not been as evident.
In this study, we examine the effect of one property of visual object recognition in the brain -the primacy of basic level categorization -as a method for training deep CNNs. This idea is drawn from two different perspectives: behavioral studies of the development of object categorization, and a hypothesized neural mechanism of top-down basic level facilitation in cortex. The basic level is one of three levels of abstraction for categorization of natural objects: subordinate, basic and superordinate. For example, a gala apple (subordinate level) is a type of apple (basic level) which is a type of fruit (superordinate level). Behavioral studies show that the mean reaction times for basic level categorization are fastest (Tanaka & Taylor, 1991) , suggesting the primary role of basic level categories in visual processing. Other studies show that infants and young children categorize at the basic level earlier than the subordinate level (Bornstein & Arterberry, 2010) , and even earlier than the superordinate level (Mervis & Crisafi, 1982; Mandler & Bauer, 1988; Behl-Chadha, 1996) .
In terms of adult visual processing, Bar (2003) proposed the hypothesis that there is top-down basic level facilitation from the prefrontal cortex (PFC) during visual object recognition. The top-down signal comes from a "fast" pathway (via fast-responding magnocellular cells) from V2 to the PFC where basic level object categorization is subserved. The signal is then projected back as "initial guesses" to IT, and to be integrated with the bottom-up feed-forward subordinate level object recognition information. More recent work (Kveraga et al., 2007; Bar et al., 2006) supports the hypothesis by showing that magnocellular-biased stimuli significantly activated pathways between PFC and IT by increasing the connection strength, based on the human neuroimaging data they collected.
To model the basic level facilitation process based on the development of object categorization, we first train a deep CNN on 308 basic level categories using the ImageNet dataset from the Large Scale Visual Recognition Challenge (ILSVRC) 2012 (Russakovsky et al., 2015) , and then continue training at the subordinate level on the 1000-way classification task. We show that the top-5 accuracy for 1000-way classification task increases to 82.14%, compared to 80.13% achieved by training directly on the subordinate level task using the default parameters in Caffe. We also show that while the facilitation effect tend to appear using many training strategies, the improvement obtained by basic-level pretraining outperforms the others. We then fine-tune this network on Caltech-101 (FeiFei et al., 2007) and Caltech-256 datasets (Griffin et al., 2007) , and show the network trained first on basic level categorization achieves the best generalization. Our result suggests that applying knowledge of human brain on object recognition helps build better models in computer vision tasks.
METHOD
Bar's theory of basic level facilitation is consistent with behavioral studies of the development of object categorization that show that young children first learn to categorize basic level objects rather than subordinate or superordinate categories. Mervis & Crisafi (1982) show that children were at ceiling for basic level categories starting from 2 1 2 years of age, but they can only get subordinate level categorization correct until age 5 1 2 . Behl-Chadha (1996) show that even 3-month-old infants can distinguish pictures of tables from chairs or beds, but they do not display a sensitivity to the differences between furniture and vehicles. A possible reason why basic level categorization is achieved first is that it is most cognitively efficient and the easiest to acquire (Rosch & Lloyd, 1978) . These studies imply that acquiring basic level categorization first may help the development of subordinate level processing.
In this work, we combine the developmental theory and Bar's hypothesis of basic level facilitation for object recognition as a guiding principle for our deep neural network model. We extend Bar's hypothesis to the idea that PFC can train IT at basic level processing before it learns fine-grained distinctions. To implement this idea, we first selected a subset of basic level categories from the ILSVRC 2012 categories and trained a deep CNN on these categories. We then trained the network on a classification task using 1000 categories, starting from the weights learned by the basic level network. The details of how we selected the basic level categories and the following training process are described in the next section.
CHOOSING THE BASIC LEVEL CATEGORIES
In the prototype theory proposed by Rosch et al. (1976) ; Rosch & Lloyd (1978) , basic level categories have the following properties: 1) They share common attributes (e.g., cars) 2)They share the same motor movements (e.g., chairs, a chair is associated with bending of one's knees); 3) They have similar shapes (e.g., apples and bananas); 4) The average shapes of the basic level categories are identifiable. Functionally, basic level categories are thought to be decomposition of the world into maximally informative categories.
We obtained basic level categories from the ImageNet ILSVRC 2012 dataset (Russakovsky et al., 2015) . The dataset contains 1860 object categories (synsets). The synsets are organized using a hierarchical tree, of which 1000 leaf nodes are labeled as the 1000 categories for the classification task in ILSVRC 2012. As there are no explicit labels for the basic level categories, we selected them from all of the 1860 synsets (the 1000 "leaf" categories and the 860 nodes above them). Since the basic level categories are located at various levels of the tree (for example, "dog" has height 5, "fish" is at height 9, and "wolf" is at height 2), we have to find them manually. We did this by using Amazon Mechanical Turk (AMT), where we collected answers of all 1860 synsets for a three-way choice (subordinate, basic, superordinate?) task using the aforementioned properties of basic level categories. We had to arbitrate some disagreements in which were the basic level categories by hand. After obtaining the manually-selected basic level categories, we allocated all descendants in the tree of each category to that category, and assigned a new class label for this new basic level category. If a leaf node belongs to more than one basic level category (for example, "minivan" belongs to "car" and "van"), we simply assigned it to the first ancestor it met. Finally, we obtained a total of 308 basic level categories out of the 1860 synset nodes. Again, not everyone will agree with the final choices, but this will still make the point. Figure 1 shows the distribution of the basic level categories along with the height of the ImageNet synsets tree. The actual categories we selected are listed in the supplementary material.
After we obtained the 308 basic level classes, we relabeled all images in the training and validation set of the ILSVRC 2012 dataset. The number of images for each basic level category ranges from to 891 (hatchet) to 147, 873 (dogs). To reduce the bias of the network towards learning a particular category, we set the maximum number of training images per category to be 4000, which is approximately the mean across all basic level categories. We finally obtained 699, 294 training images to train the basic level network.
Using these 308 basic level categories, we trained a deep convolutional neural network on the basic level categorization task, minimizing the cross-entropy error between the label and network's output:
where y
basic is the label of the basic level category for the ith training example, and P s is the softmax activation of the network. Next, starting from the learned weights W * Basic , we trained the network to perform the 1000-way subordinate classification task on the ILSVRC 2012 dataset. We obtained the final weights by optimizing the following function:
RELATION TO PRIOR WORK
Using basic level facilitation is, in a sense, opposite to the technique of transfer learning. In transfer learning, a large deep network is trained on a large number of categories using a large dataset, such as objects (ImageNet; (Russakovsky et al., 2015) ) or scenes (Places; (Zhou et al., 2014) ). Beginning with the weights learned from the pre-trained network, the network output level is replaced and then just the output weights are trained on datasets of a similar type but with a much smaller number of categories, in order to get better generalization power. During transfer learning, the weights of the deep CNN are fixed (except for the last layer), and the transfer learning result is much better than training directly on the smaller dataset (Zeiler & Fergus, 2014) , which often leads to overfitting.
In contrast, our approach starts by training a network with a relatively small dataset with fewer number of categories than the final dataset to be learned. One can view this approach as a way of doing weight initialization, as it may help to find a good starting point on the error surface of the more complicated task.
More recently, Hinton et al. (2015) proposed a curriculum learning training method for deep networks, namely "knowledge distillation (KD)." In KD, a "student" network is not only optimized on the error between the output and the network activation, but also on the error between its own output activation and the (relaxed) output activation of a pre-trained "teacher" network. Hinton et al. (2015) show that by adding the knowledge provided by the teacher network, the student network learns better representations. Romero et al. (2014) extend the idea of KD to hint-based training: the activation of the teacher's hidden layer can serve as hint to a guided hidden layer in the student network using linear regression to add a back-propagated signal from the teacher network. By combining the idea of hint-based training and KD, Romero et al. (2014) show that they can train a thinner but much deeper network more quickly with fewer parameters than the teacher network, with an accompanying boost in generalization accuracy. In our approach, we can think of the "hint" as the weights of the hidden layers of the pre-trained basic level network. We can ultimately extend our model to follow the hint-based learning process using a two-pathway model, which we leave for future work.
RESULTS

NETWORK TRAINING
The network structure used in this section is exactly the same as AlexNet (Krizhevsky et al., 2012) provided in the Caffe deep learning framework (Jia et al., 2014) . This method, however, can generally be applied to any network structures and training strategies. The network has 5 hidden convolutional layers and 3 fully connected layers, and the number of feature maps for all layers are 96 − 256 − 384 − 384 − 256 − 4096 − 4096 − 308. There are approximately 57 million trainable parameters in the network. We trained our network using stochastic gradient descent with mini-batch size of 256, momentum of 0.9, dropout rate of 0.5, and weight decay of 0.0005. We set the initial learning rate to 0.01, and decrease it by a factor of 10 every 100, 000 iterations. We trained the network for 400, 000 iterations (about 146 epochs) on a single NVIDIA Titan Black 6GB GPU, which took about 4 days. We achieved a top-5 accuracy of 81.31% on the validation set for the basic level categories.
Starting from the learned basic level network, we continued training the subordinate 1000-way classification task using the whole ILSVRC 2012 dataset. We kept the network structure intact, except for changing the output nodes to 1000 to accommodate the task switch. The 1000-way softmax nodes were initialized using the weights of their corresponding basic level category output weights (for example, the 118 subordinate categories belong to basic category "dog" are initialized using the same trained weights of category "dog" from the pretrained basic level network). In Bar (2003) , the fast pathway shares the resources in the early visual cortex (V1 to V2/V4) with the slow pathway. Since the features in V1 to V4 can be characterized by the representation of layer 1 to layer 3 of the deep network (Güçlü & van Gerven, 2015) , we lowered the learning rate of the first 3 convolutional layers to 1/10 of the higher layers to account for this fact, as they are already learned well. We trained the network for an additional 400, 000 iterations (about 80 epochs) to make sure the learning converges.
The trained "facilitated" network achieved a top-5 accuracy of 82.14% on the validation set for the 1000-way classification task, comparing to the accuracy of 80.13% using the reference net in Caffe. 1 . In order to examine whether the improvement is obtained simply because of using more training iterations or fewer categories of pre-training, we performed several additional control experiments: First, we pretrained the reference net for 400, 000 iterations, and continued training the pretrained network for and additional 400, 000 iterations, using the exactly the same training parameters and network structure as the facilitated net. We obtained the top-5 accuracy of 81.16%. Second, we pretrained a network using 305 random categories in the ImageNet synset tree that do not overlap with the selected basic-level categories, and trained additional 400, 000 iterations on the 1000-way classification task using the same setting as facilitated network. The top-5 accuracy was 81.17%. Third, we initialized the weights to train the facilitated network to be random instead of using the weights from the pretrained basic level network, and the final accuracy was 81.48%. The above results suggest that simply having longer training iterations or fewer categories of pre-training is not sufficient to get the improvement that basic-level categorization achieves. Furthermore, the highlevel basic-level information (top-layer weights in the CNNs) plays a crucial role to generate this facilitation, which is consistent with Bar's hypothesis. All experimental results are summarized in Table 1 .
FEATURE GENERALIZATION
In this section, we explore the generalization power of the learned feature to other datasets, namely Caltech-101 and Caltech-256. We use three models: the basic level pre-trained model (basic), the ImageNet-reference model (reference), and the 1000-way classification model facilitated by the basic level task (facilitated). We keep all except the output layer of our models fixed and train a softmax output layer on top, using the appropriate number of classes of the dataset.
To avoid contamination of the generalization task due to overlapping images between Caltech datasets and ILSVRC 2012 dataset, we used normalized correlation to identify these "overlap" images, as Zeiler & Fergus (2014) did. We identified 32 common images (out of 9144 total images) for Caltech-101 dataset and 206 common images (out of 30607 total images) for Caltech-256 dataset, and removed them from the dataset. To evaluate the performance of these datasets, we generated 3 random splits of training data and testing data on these datasets, and computed the averaged performance across the splits. For the Caltech-101 dataset, we randomly selected 15 or 30 images per category to train the output weights, and tested on up to 50 images per class and report the averaged classification accuracy (mean class recall). For the Caltech-256 dataset, we randomly selected 15, 30, 45, or 60 images per category to train the output weights, and tested on up to 50 images per class and report the averaged classification accuracy. The results are reported in Figure 2 . From Figure 2 , we can clearly see that the facilitated model performs the best under all conditions. For the Caltech-101 dataset, it achieves the averaged classification accuracy of 89.01% using 30 training examples per class. For the Caltech-256 dataset, it achieves the averaged classification accuracy of 72.99% using 60 training examples per class. The result suggests that the final learned features based on basic level categorization task have better generalization power than training directly from the subordinate level classification task. One thing to note is using the basic level network alone is sufficient to boost the performance to an adequate level (only 3.38% and 6.77% difference to the top performance for Caltech-101 and Caltech-256, respectively), indicating the feature learned by the basic level categorization task alone is already very generic and can be used for other task.
In addition, we investigated the learned features through the whole training process to better understand why the basic-level facilitation effect emerges. We did this by measuring transfer to the Caltech-101 and Caltech-256 datasets as a function of training epochs. We examined the curve for simply starting with the basic level network and the facilitated network (i.e., continuing training on 1000 categories). Hence, in the left side of Figure 3 , we start with the basic-level network trained on the 308 basic level categories and then train a new set of output weights for 50K iterations on the Caltech datasets. Hence each point on the red line represents performance on the 308 categories, and the corresponding points on the blue and green lines are the performance on the Caltech datasets after 50K iterations of training, starting with the weights from the red point. The right panel can be thought of as a continuation of the left panel, where the first point corresponds to 20K iterations of training on the 1000-way categorization task 2 . The result is shown in Figure 3 . The boost in performance at 100k iterations in the two graphs are due to lowering the learning rate at that point.
From Figure 3 , we can clearly see that there is a early saturation effect for the Caltech-101 and Caltech-256 datasets, on both basic-level pretraining and facilitated network training. The early saturation effect on basic-level pretraining is easily explained, as the accuracy for 308-way basic-level categorization peaks after 160K training iterations, suggesting the basic-level pretraining can be finished earlier. The early saturation effect on the facilitated network (right panel) is more interesting: although the 1000-way classification accuracy keeps increasing as the training iterations increase, accuracy for Caltech-101 datasets peaks at 160K training iterations and starts fluctuating from then on. This suggests the feature learned for categorizing the more subordinate 1000 ILSVRC 2012 categories may not favor the Caltech-101 dataset, which contains a lot of basic level categories. For the Caltech-256 dataset, however, the peak is later at 280K training iterations. This may be because the Caltech-256 dataset is less biased towards basic-level categories. As the earlier training epochs in the facilitated network may introduce more bias toward the basic-level categorization, this result suggests that better performance on more basic-level biased datasets can be obtained using more basic-level biased feature at earlier stage, and better performance on more subordinate-level biased datasets (like ILSVRC 2012) can be obtained using more subordinate-level biased features at a later stage. The learned feature of basic level categorization, as a guidance, may provides useful information for the subordinate level task. The learned weights by the basic level categorization task (especially the top layer) serve as an excellent starting point on the error surface of the subordinate level task. This information back-projection, or "initial guess", is crucial to help the subordinate level task reach good performance.
CONCLUSION AND DISCUSSION
We explored the possibility of further optimizing the training of deep networks by adding guiding principles from human development. In particular, we modeled the basic level facilitation effect for visual object recognition, based on data on the development of object categorization (Bornstein & Arterberry, 2010) and the basic level facilitation proposed by Bar (2003) . We selected basic level object categories from the ImageNet tree hierarchy, trained a basic level categorization network, and continued the training on the 1000-way subordinate level classification task. Our results show that we can get superior classification accuracy using the facilitated network than other training strategies, suggesting the basic level information is a useful prior for the subordinate level classification task. However, the gains are small, and so it is left for future work to assess whether there are better pre-training strategies.
A more encouraging result is shown in Figure 2 , where the network that has been pre-trained on basic level categories shows better transfer to the Caltech datasets than the reference network. Furthermore, this pretraining advantage depends upon training on all 1000 categories after training on basic level ones -there is not good transfer from simply pretraining on basic level categories. This suggests that basic level pretraining is regularizing the network. To the best of our knowledge, this is the first time that the idea of a basic level facilitation effect in visual object recognition has been modeled.
In our experimental setting, the object category hierarchies are pre-set by ImageNet synset trees, and we selected basic level categories utilizing the tree structure. However, there are methods to automatically find the basic-level categories if the tree is not available, or if the data is unlabeled (Marszałek & Schmid, 2008; Bart et al., 2008; Sivic et al., 2008) . Although there are other methods to exploit the basic and subordinate level category information (Ordonez et al., 2015; Yan et al., 2014) ,our method is a simple CNN structure, and is easily scaled up to more categories.
Our results suggest that we should pay more attention to the structure and neural mechanisms of the visual cortex when building computer vision-related models, especially nowadays, when deep networks are widely used and are considered to be good models of the ventral visual stream. For example, another fact concerning the ventral stream that we have not considered here is that there are two processing pathways: the object recognition pathway through the Lateral Occipital Complex (LOC) and the scene recognition pathway through the PPA. Zhou et al. (2014) show that by combining features learned in an object recognition network and a scene recognition network, classification results on some datasets improve compared to using a single network. Wang & Cottrell (2015) show that combining the information of the entire scene with individual processing helps recognize the urban tribe categories. Clearly, much can be done in this field.
Furthermore, the large number of applications of Artificial Intelligence using deep networks may help us understand more about the brain, especially the visual processes in cortex, such as the development of hemispheric lateralization (Wang & Cottrell, 2013) , and the experience moderation effect for object recognition (Wang et al., 2014) . Previous visual processing models (Riesenhuber & Poggio, 1999; Cottrell & Hsiao, 2011 ) are shallow and not deep enough to fully characterize the visual pathway. The emergence of deep networks provides us with a more powerful tool to help us model these cognitive phenomena, thus improving our understanding of the brain.
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