On Generalizations of Fatou's Theorem in $L^p$ for Convolution Integrals
  with General Kernels by Safaryan, Mher
ar
X
iv
:1
90
5.
12
95
6v
2 
 [m
ath
.C
A]
  2
7 J
ul 
20
19
ON GENERALIZATIONS OF FATOU’S THEOREM IN Lp FOR
CONVOLUTION INTEGRALS WITH GENERAL KERNELS
A PREPRINT
Mher Safaryan
Yerevan State University, Armenia
Institute of Mathematics, Armenian Academy of Sciences
KAUST, KSA
mher.safaryan@gmail.com
July 30, 2019
ABSTRACT
We prove Fatou-type theorem on almost everywhere convergence of convolution integrals in spaces
Lp (1 < p < ∞) for general kernels, forming an approximate identity. For a wide class of kernels
we show that obtained convergence regions are optimal in some sense. It is established a weak
boundedness in Lp (1 ≤ p <∞) of the corresponding maximal operator.
1 Introduction
The following remarkable theorems of Fatou [8] play significant role in the study of boundary value problems of
analytic and harmonic functions.
TheoremA (Fatou, 1906). Any bounded analytic function on the unit discD = {z ∈ C : |z| < 1} has non-tangential
limit for almost all boundary points.
Theorem B (Fatou, 1906). If a function µ of bounded variation is differentiable at x0 ∈ T, then the Poisson integral
Pr(x, dµ) =
1
2pi
∫
T
1− r2
1− 2r cos(x− t) + r2
dµ(t)
converges non-tangentially to µ′(x0) as r → 1.
These two fundamental theorems, have many applications in different mathematical theories including analytic func-
tions, Hardy spaces, harmonic analysis, differential equations and etc. There are various generalization of these
theorems in different aspects. Almost everywhere convergence over some tangential approach regions investigated
by Nagel and Stein [15], Di Biase [5, 6], Di Biase-Stokolos-Svensson-Weiss [7]. Sjo¨gren [20, 21, 22], Ro¨nning
[16, 17, 18], Katkovskaya-Krotov [10], Krotov [13], Brundin [3], Mizuta-Shimomura [14], Aikawa [1] studied frac-
tional Poisson integrals with respect to the fractional power of the Poisson kernel and obtained some tangential con-
vergence properties for such integrals. More precisely they considered the integrals
P(1/2)r (x, f)
def
=
∫
T
P (1/2)r (x − t)f(t) dt =
1
c(r)
∫
T
[Pr(x− t)]
1/2f(t) dt,
where
Pr(x) =
1− r2
1− 2r cosx+ r2
, 0 < r < 1, x ∈ T
is the Poisson kernel for the unit disk and
c(r) =
∫
T
[Pr(t)]
1/2 dt ≍ (1− r)1/2 log
1
1− r
is the normalizing coefficient. Here, the notation A ≍ B means double inequality c1A ≤ B ≤ c2A for some positive
absolute constants c1 and c2, which might differ in each case.
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Theorem C (see [20, 16, 17]). For any f ∈ Lp(T), 1 ≤ p ≤ ∞
lim
r→1
P(1/2)r (x+ θ(r), f) = f(x) (1.1)
almost everywhere x ∈ T, whenever
|θ(r)| ≤
{
c(1 − r)
(
log 11−r
)p
if 1 ≤ p <∞,
cα(1− r)
α, for any 0 < α < 1 if p =∞,
(1.2)
where cα > 0 is a constant, depended only on α.
The case of p = 1 is proved in [20], 1 < p ≤ ∞ is considered in [16], [17]. Moreover, in [16] weak type inequalities
for the maximal operator of square root Poisson integrals are established.
Theorem D (Ro¨nning, 1997). Let 1 < p <∞. Then the maximal operator
P∗1/2(x, f) = sup
|θ|<c(1−r)(log 11−r )
p
1/2<r<1
P(1/2)r (x+ θ, |f |)
is of weak type (p, p).
In [10] weighted strong type inequalities for the same operators are established. Related questions were considered
also in higher dimensions. Saeki [19] studied Fatou type theorems for non-radial kernels. Kora´nyi [12] extended
FatouFLs theorem for the Poisson-Szego¨ integral. In [15] Nagel and Stein proved that the Poisson integral on the
upper half space of Rn+1 has the boundary limit at almost every point within a certain approach region, which is not
contained in any non-tangential approach regions. Sueiro [24] extended Nagel-SteinFLs result for the Poisson-Szego¨
integral. Almost everywhere convergence over tangential tress (family of curves) were investigated by Di Biase [5],
Di Biase-Stokolos-Svensson-Weiss [7]. In [10] and [1] higher dimensional cases of fractional Poisson integrals are
studied as well.
The current paper is the development of the authors investigation in [9]. In [9] we introduced λ(r)−convergence,
which is a generalization of non-tangential convergence in the unit disc, where λ(r) is a function
λ : (0, 1)→ (0,∞) with lim
r→1
λ(r) = 0. (1.3)
Let T = R/2piZ be the unit circle. For a given x ∈ T we define λ(r, x) to be the interval [x− λ(r), x+ λ(r)] in T. In
case of λ(r) ≥ pi we assume λ(r, x) = T. Let Fr(x) be a family of functions from L
1(T), where r varies in (0, 1).
We say Fr(x) is λ(r)−convergent at a point x ∈ T to a value A, if
lim
r→1
sup
θ∈λ(r,x)
|Fr(θ) −A| = 0.
Otherwise this relation will be denoted by
lim
r→1
θ∈λ(r,x)
Fr(θ) = A. (1.4)
We say Fr(x) is λ(r)−divergent at x ∈ T if (1.4) does not hold for any A ∈ R.
There are at least two ways to interpret λ(r)−convergence. First, we can associate the function λ(r) with regions
Ωxλ
def
= {reiθ ∈ C : r ∈ (0, 1), |θ − x| < λ(r)} ⊂ D, x ∈ T.
Then λ(r)−convergence for Fr(x) at some point x ∈ T becomes convergence over the region Ω
x
λ for F˜ (re
ix) =
Fr(x). It is clear, that the non-tangential convergence in the unit disc is the case of λ(r) = c(1 − r). Second, we
can think of it as one dimensional “pointwise-uniform” convergence on T, meaning that λ(r)−convergence at a point
x ∈ T depends only on values of functions on λ(r, x) which contracts to x.
Denote by BV (T) the functions of bounded variation on T. Any given function of bounded variation µ ∈ BV (T)
defines a Borel measure on T. We consider the family of integrals
Φr(x, dµ)
def
=
∫
T
ϕr(x− t) dµ(t), µ ∈ BV (T), (1.5)
where 0 < r < 1 and kernels ϕr ∈ L
∞(T) form an approximate identity defined as follows:
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Definition 1.1. We define an approximate identity as a family {ϕr}0<r<1 ⊂ L
∞(T) of functions satisfying the fol-
lowing conditions:
Φ1.
∫
T
ϕr(t) dt→ 1 as r → 1,
Φ2. ϕ∗r(x)
def
= sup
|x|≤|t|≤pi
|ϕr(t)| → 0 as r → 1, 0 < |x| ≤ pi,
Φ3. Cϕ
def
= sup
0<r<1
‖ϕ∗r‖1 <∞.
Approximate identities with the above definition were investigated in [2, 11, 9]. Notation ϕr should not be confused
with the classical dilation approximate identities [23]. In case of µ is absolutely continuous and dµ(t) = f(t)dt for
some f ∈ Lp(T), 1 ≤ p ≤ ∞, then the integral (1.5) will be denoted as Φr(x, f).
Carlsson [4] obtained almost everywhere convergence result for non-negative approximate identities with regular level
sets, which is defined by the following condition:
sup {|x| : x ∈ L(r, s)} ≤ C|L(r, s)|, for all 0 < r < 1, s > 0,
where C is some constant and L(r, s) = {x ∈ T : ϕr(x) > s}.
Theorem E (Carlsson, 2008). Let {ϕr(x) ≥ 0} be a non-negative approximate identity with regular level sets and
ρ(r) = ‖ϕr‖
−p
q , where 1 ≤ p <∞ and q = p/(p− 1) is the conjugate index of p. Then for any f ∈ L
p(T)
lim
r→1
|θ|<cρ(r)
Φr(x+ θ, f) = f(x),
almost everywhere x ∈ T.
Although Theorem E gives a general connection between approximate identities and convergence regions, we will
see that it can be extended to any approximate identity without regular level sets assumption. Moreover, obtained
convergence regions are shown to be optimal for a wide class of kernels. Here, the optimality of convergence re-
gions is considered within the regions Ωxλ with x ∈ T and λ(r) satisfying (1.3). More precisely, the optimality of
convergence regions is understood as the optimality of the rate of λ(r) (when r → 1) ensuring almost everywhere
λ(r)−convergence.
In [9] we proved that the condition Π(λ, ϕ) <∞ with
Π(λ, ϕ) = lim sup
r→1
λ(r)‖ϕr‖∞
is necessary and sufficient for almost everywhere λ(r)−convergence of the integrals Φr(x, dµ), µ ∈ BV (T) as
well as Φr(x, f), f ∈ L
1(T). Moreover, we proved that convergence holds at any point where µ is differentiable
for the integrals Φr(x, dµ) and at any Lebesgue point of f ∈ L
1(T) for the integrals Φr(x, f). Thus, the condition
Π(λ, ϕ) <∞ determines the exact rate of λ(r) function, ensuring such convergence. In this case the rate depends only
on ‖ϕr‖∞. If the kernel ϕr coincides with the Poisson kernel Pr, then ‖Pr‖∞ ≍
1
1−r and the bound Π(λ, P ) < ∞
coincides with the well-known condition
lim sup
r→1
λ(r)
1− r
<∞, (1.6)
guaranteeing non-tangential convergence in the unit disk. Furthermore, if we take the fractional Poisson kernelP
(1/2)
r ,
then
‖P (1/2)r ‖∞ =
1
c(r)
‖P 1/2r ‖∞ ≍
(
(1 − r) log
1
1− r
)−1
(1.7)
and we deduce (1.1) when p = 1 with an additional information about the points where the convergence occurs.
In the same paper [9], an analogous necessary and sufficient condition was established also for almost everywhere
λ(r)−convergence of Φr(x, f), f ∈ L
∞(T) with condition Π∞(λ, ϕ) = 0, where
Π∞(λ, ϕ) = lim sup
δ→0
lim sup
r→1
∫ δλ(r)
−δλ(r)
ϕr(t)dt.
In addition, we proved that convergence holds at any Lebesgue point of f ∈ L∞(T).
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One can easily check that in the case of Poisson kernel Pr(t), for a given function λ(r) with (1.3), the value of
Π∞(λ, P ) can be either 0 or 1, where the conditionΠ∞(λ, P ) = 0 is equivalent to (1.6), andΠ∞(λ, P ) = 1 coincides
with
lim sup
r→1
λ(r)
1− r
=∞.
If λ(r) satisfies the condition (1.2) with p = ∞, then simple calculations show that for such λ(r) and for the square
root Poisson kernel P
(1/2)
r (t) we have Π∞(λ, P
(1/2)) = 0. Hence we deduce (1.1) when p = ∞ with an additional
information about the points where the convergence occurs. Taking λ(r) = (1 − r)α with a fixed 0 < α < 1 we will
get Π∞(λ, P
(1/2)) = 1− α > 0, which implies the optimality of the bound (1.2) in the case p =∞ too.
2 Main Results
In this paper, we obtain similar results for the integrals Φr(x, f), f ∈ L
p(T), 1 < p <∞ with condition Πp(λ, ϕ) <
∞, where
Πp(λ, ϕ) = lim sup
r→1
λ(r)‖ϕr‖∞ϕ
p−1
∗ (r), ϕ∗(r) = sup
x∈T
|xϕ∗r(x)|.
Theorem 2.1. Let {ϕr} be an arbitrary approximate identity and λ(r) satisfies the conditionΠp(λ, ϕ) <∞ for some
1 < p <∞. Then for any f ∈ Lp(T)
lim
r→1
y∈λ(r,x)
Φr(y, t) = f(x),
almost everywhere x ∈ T.
The proof of this theorem is established by standard methods using weak type inequality of the associated maximal
operator Φ∗λ defined as
Φ∗λ(x, f) = sup
|x−y|<λ(r)
0<r<1
|Φr(y, f)| = sup
|x−y|<λ(r)
0<r<1
∣∣∣∣
∫
T
ϕr(y − t)f(t) dt
∣∣∣∣ .
Definition 2.1. For f ∈ L1(T) denote byMf the Hardy-Littlewood maximal function defined as follows:
Mf(x) = sup
0<t<pi
1
2t
∫ x+t
x−t
|f(t)| dt, x ∈ T.
Theorem 2.2. Let {ϕr} be an arbitrary approximate identity and for some 1 ≤ p < ∞ the function λ(r) satisfies
Π˜p(λ, ϕ) <∞, where
Π˜p(λ, ϕ) = sup
0<r<1
λ(r)‖ϕr‖∞ϕ∗(r)
p−1.
Then for any f ∈ Lp(T)
Φ∗λ(x, f) ≤ C (M |f |
p(x))
1/p
, x ∈ T, (2.1)
where the constant C does not depend on function f . In particular, the operator Φ∗λ is of weak type (p, p), i.e.
|{x ∈ T : Φ∗λ(x, f) > t}| ≤
C˜
tp
‖f‖pp
holds for any t > 0, where constant C˜ does not depend on function f and t.
The following theorem reveals significance of the condition Πp(λ, ϕ) < ∞ in Theorem 2.1 with an additional con-
straint on kernels.
Theorem 2.3. Let {ϕr} be an arbitrary approximate identity with cϕ > 0, where
cϕ = lim inf
r→1
1
ϕ∗(r)
∫ µ(r)
−µ(r)
|ϕr(t)| dt, µ(r) =
ϕ∗(r)
‖ϕr‖∞
, (2.2)
and λ(r) satisfies the condition Πp(λ, ϕ) = ∞ for some p, 1 < p <∞. Then there exists a function f ∈ L
p(T) such
that
lim sup
r→1
y∈λ(r,x)
Φr(y, f) =∞, (2.3)
for all x ∈ T.
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As we will see in Lemma 3.6, the function ϕ∗(r) satisfies
c
log ‖ϕr‖∞
≤ ϕ∗(r) ≤ Cϕ, r0 < r < 1, (2.4)
where c is a positive absolute constant. First of all, both bounds in (2.4) are accessible. For instance, if we take the
Poisson kernel Pr(t) then it can be checked that P∗(r) ≍ 1. On the other hand, if we take the square root Poisson
kernel P
(1/2)
r (t), then one can show that
P
(1/2)
∗ (r) ≍
(
log
1
1− r
)−1
≍
1
log ‖P
(1/2)
r ‖∞
. (2.5)
From the first inequality of (2.4) it follows that the condition Πp(λ, ϕ) < ∞ cannot be weaker (in other words the
associated region of convergence in the unit disk cannot be larger) than
lim sup
r→1
λ(r)‖ϕr‖∞
(
1
log ‖ϕr‖∞
)p−1
<∞,
which again depends only on values ‖ϕr‖∞. The second inequality of (2.4) ensures that the multiplier ϕ∗(r) in
condition Πp(λ, ϕ) < ∞ can only weaken that condition (in other words can only enlarge the associated region of
convergence in the unit disk) if we increase p, i.e. conditionΠp1 <∞ implesΠp2 <∞, whenever 1 ≤ p1 ≤ p2 <∞.
Taking into account (1.7) and (2.5), note that these results imply (1.1) when 1 < p < ∞ as well as Theorem D.
Besides, for the Poisson kernel or for the square root Poisson kernel we have cϕ = 1 > 0, and from Theorem 2.3 we
conclude the optimality of the bound (1.2) for 1 < p <∞.
3 Auxiliary Lemmas
We will use the following lemma in the proof of Theorem 2.3.
Lemma 3.1. Let ϕ ∈ BV (T) be a function of bounded variation and
∆k =
nk−1⋃
j=0
[
2pij
nk
− δk,
2pij
nk
+ δk
]
⊂ T,
where nk ∈ N, δk ∈ T such that nk →∞ as k →∞ and 0 < δk <
pi
nk
, k = 1, 2, . . . . Then
lim
k→∞
1
|∆k|
∫
∆k
ϕ(θ + t) dt =
1
2pi
∫
T
ϕ(t) dt,
where the convergence is uniform with respect to θ ∈ T.
Proof. Denote by∆jk the jth component interval of∆k such that∆k = ∪0≤j<nk∆
j
k. Condition 0 < δk <
pi
nk
implies
that component intervals are pairwise disjoint and |∆jk| = 2δk. Let θ + ∆
j
k = {θ + t : t ∈ ∆
j
k} and V (ϕ, [a, b]) be
5
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the total variation of function ϕ on an interval [a, b] ⊂ T. Then
∣∣∣∣ 1|∆k|
∫
∆k
ϕ(θ + t) dt−
1
2pi
∫
T
ϕ(t) dt
∣∣∣∣
≤
∣∣∣∣∣∣
1
nk
nk−1∑
j=0
1
2δk
∫
∆j
k
ϕ(θ + t) dt−
1
nk
nk−1∑
j=0
ϕ
(
θ +
2pij
nk
)∣∣∣∣∣∣
+
∣∣∣∣∣∣
1
nk
nk−1∑
j=0
ϕ
(
θ +
2pij
nk
)
−
1
2pi
∫
T
ϕ(θ + t) dt
∣∣∣∣∣∣
≤
1
nk
nk−1∑
j=0
1
2δk
∫
∆j
k
∣∣∣∣ϕ(θ + t)− ϕ
(
θ +
2pij
nk
)∣∣∣∣ dt
+
1
2pi
nk−1∑
j=0
∫ 2pi(j+1)/nk
2pij/nk
∣∣∣∣ϕ(θ + t)− ϕ
(
θ +
2pij
nk
)∣∣∣∣ dt
≤
1
nk
nk−1∑
j=0
V
(
ϕ, θ +∆jk
)
+
1
nk
nk−1∑
j=0
V
(
ϕ,
[
θ +
2pij
nk
, θ +
2pi(j + 1)
nk
])
≤
2
nk
V (ϕ,T) .
(3.1)
The last term does not depend on θ and vanishes as k →∞, which completes the proof of the lemma.
The next 3 lemmas are key ingredients of the proof of Theorem 2.2.
Lemma 3.2. Let {ϕr} be an arbitrary approximate identity and λ(r) > 0 be any function. Then for any function
f ∈ L1(T)
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
λ(r)≤|t|≤pi
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ 8Cϕ ·Mf(x), x ∈ T.
Proof. Without loss of generality we may assume that f is non-negative. Let x, y ∈ T, 0 < r < 1 such that
|x − y| < λ(r). We devide the interval [λ(r), pi] into [2k−1λ(r), 2kλ(r)], k = 1, 2, . . . , Q = ⌈log piλ(r)⌉ and estimate
the values of ϕr(t) by its maximum in each divided interval:
∣∣∣∣∣
∫ pi
λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤
Q∑
k=1
∫ 2kλ(r)
2k−1λ(r)
ϕ∗r(t)f(y − t) dt
≤
Q∑
k=1
ϕ∗r
(
2k−1λ(r)
) ∫ 2kλ(r)
2k−1λ(r)
f(y − t) dt
≤
Q∑
k=1
ϕ∗r
(
2k−1λ(r)
) ∫ 2kλ(r)
λ(r)
f(y − t) dt
Since |x− y| < λ(r) we have
∫ 2kλ(r)
λ(r)
f(y − t) dt ≤
∫ (1+2k)λ(r)
0
f(x− t) dt.
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Therefore ∣∣∣∣∣
∫ pi
λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤
Q∑
k=1
ϕ∗r
(
2k−1λ(r)
) ∫ (1+2k)λ(r)
0
f(x− t) dt
≤Mf(x) ·
Q∑
k=1
ϕ∗r
(
2k−1λ(r)
)
(1 + 2k)λ(r)
≤ 8Mf(x) ·
Q−1∑
k=0
ϕ∗r
(
2kλ(r)
)
2k−1λ(r)
≤ 8Mf(x) ·
∫ pi
0
ϕ∗r(t) dt,
where in the last inequality we have used the following simple geometric inequlaity:
ϕ∗r (λ(r)) λ(r) +
Q−1∑
k=1
ϕ∗r
(
2kλ(r)
)
2k−1λ(r)
≤
∫ λ(r)
0
ϕ∗r(t) dt+
Q−1∑
k=1
∫ 2kλ(r)
2k−1λ(r)
ϕ∗r(t) dt
≤
∫ pi
0
ϕ∗r(t) dt.
Thus we have ∣∣∣∣∣
∫ pi
λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ 8Mf(x) ·
∫ pi
0
ϕ∗r(t) dt.
In the same way we get ∣∣∣∣∣
∫ −λ(r)
−pi
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ 8Mf(x) ·
∫ 0
−pi
ϕ∗r(t) dt.
Therefore
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
λ(r)≤|t|≤pi
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ 8Mf(x) · sup0<r<1 ‖ϕ∗r‖1 ≤ 8Cϕ ·Mf(x).
Lemma 3.3. Let {ϕr} be an arbitrary approximate identity and µ(r), λ(r) are some functions with
1. 0 < µ(r) ≤ λ(r) ≤ pi,
2. λ(r) ≤ Cµ(r)ϕ−p∗ (r), for some C > 0 and p ≥ 1.
Then for any A ≥ 1 and for any function f ∈ Lp(T)
TAf(x) ≤
(
C ·
M |f |p(x)
A
)1/p
, x ∈ T,
where
TAf(x) = sup
Aµ(r)<|x−y|<λ(r)
0<r<1
ϕ∗(r)mf (y,Aµ(r)),
mf (y, t) =
1
2t
∫ y+t
y−t
|f(u)| du.
7
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Proof. Without loss of generality we may assume that f is non-negative. Using the definition of TA and JensenFLs
inequality we get
T pAf(x) = sup
Aµ(r)<|x−y|<λ(r)
0<r<1
ϕp∗(r)m
p
f (y,Aµ(r))
≤ sup
Aµ(r)<|x−y|<λ(r)
0<r<1
ϕp∗(r)mfp(y,Aµ(r))
= sup
k∈N
sup
2k−1Aµ(r)<|x−y|≤2kAµ(r)
2kAµ(r)≤λ(r)
0<r<1
ϕp∗(r)mfp(y,Aµ(r))
To estimate the inner supremum, first note that 2kAµ(r) ≤ λ(r) ≤ Cµ(r)ϕ∗(r)
−p imples ϕp∗(r) ≤ C
(
2kA
)−1
,
where C is the constant from condition 2 . Furthermore, since 2k−1Aµ(r) < |x− y| ≤ 2kAµ(r) we have
mfp(y,Aµ(r)) =
1
2Aµ(r)
∫ y+Aµ(r)
y−Aµ(r)
fp(u) du
≤
1
2Aµ(r)
∫ x+(1+2k)Aµ(r)
x
fp(u) du
≤
(1 + 2k)Aµ(r)
2Aµ(r)
Mfp(x) ≤ 2kMfp(x).
Therefore
T pAf(x) ≤ sup
k∈N
C
(
2kA
)−1
2kMfp(x) = C ·
Mfp(x)
A
.
Lemma 3.4. Let {ϕr} be an arbitrary approximate identity and µ(r), λ(r) are some functions satisfying the conditions
1. and 2. from Lemma 3.3. Then for any function f ∈ Lp(T)
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
µ(r)≤|t|≤λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ 4C
1/p
21/p − 1
(M |f |p(x))
1/p
, x ∈ T. (3.2)
Proof. Again, we may assume that f is non-negative. Let x, y ∈ T, 0 < r < 1 and |x− y| < λ(r). IfQ = ⌈log λ(r)µ(r)⌉,
we split the integral in (3.2) as follows∣∣∣∣∣
∫
µ(r)≤|t|≤λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣
≤
Q∑
k=1
∫
2k−1µ(r)≤|t|≤2kµ(r)
ϕ∗r(t)f(y − t) dt
≤
Q∑
k=1
max
(
ϕ∗r
(
2k−1µ(r)
)
, ϕ∗r
(
−2k−1µ(r)
)) ∫
|t|≤2kµ(r)
f(y − t) dt
= 2
Q∑
k=1
2k−1µ(r)max
(
ϕ∗r
(
2k−1µ(r)
)
, ϕ∗r
(
−2k−1µ(r)
))
mf (y, 2
kµ(r))
≤ 2
Q∑
k=1
ϕ∗(r)mf (y, 2
kµ(r)).
(3.3)
Then we split the domain of supremum in the followoing way:
sup
|x−y|<λ(r)
0<r<1
ϕ∗(r)mf (y,Aµ(r)) ≤ sup
|x−y|≤Aµ(r)≤λ(r)
0<r<1
ϕ∗(r)mf (y,Aµ(r))
+ sup
Aµ(r)<|x−y|<λ(r)
0<r<1
ϕ∗(r)mf (y,Aµ(r)).
(3.4)
8
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Notice that the second supremum is TAf(x). To estimate the first supremum, note that |x − y| ≤ Aµ(r) ≤ λ(r) ≤
Cµ(r)ϕ∗(r)
−p implies
ϕ∗(r) ≤ C
1/pA−1/p, (3.5)
where C is the constant from the condition 2 of Lemma 3.3. On the other hand, from |x − y| ≤ Aµ(r) it follows
mf (y,Aµ(r)) ≤Mf(x), which together with (3.5), (3.4) and Lemma 3.3 gives
sup
|x−y|<λ(r)
0<r<1
ϕ∗(r)mf (y,Aµ(r)) ≤ C
1/pA−1/pMf(x) + TAf(x)
≤ C1/pA−1/p(Mfp(x))1/p +
(
C ·
Mfp(x)
A
)1/p
≤ 2C1/pA−1/p(Mfp(x))1/p.
(3.6)
Using (3.3) and (3.6) we get
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
µ(r)≤|t|≤λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣
≤ 2
Q∑
k=1
sup
|x−y|<λ(r)
0<r<1
ϕ∗(r)mf (y, 2
kµ(r))
≤ 4C1/p
∞∑
k=1
2−k/p(Mfp(x))1/p
=
4C1/p
21/p − 1
(Mfp(x))1/p,
which gives (3.2).
Lemma 3.5. Let {ϕr} be an arbitrary approximate identity and for some 1 ≤ p <∞ the function λ(r) satisfies
sup
0<r<1
λ(r)‖ϕr‖
p
q <∞, (3.7)
where q = p/(p− 1) is the conjugate index of p. Then for any function f ∈ Lp(T)
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
|t|≤λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ C (M |f |p(x))1/p , x ∈ T, (3.8)
where C does not depend on function f .
Proof. The proof immediately follows from applying Ho¨lderFLs inequality to the integral:
sup
|x−y|<λ(r)
0<r<1
∣∣∣∣∣
∫
|t|≤λ(r)
ϕr(t)f(y − t) dt
∣∣∣∣∣ ≤ sup|x−y|<λ(r)
0<r<1
‖ϕr‖q ·
(∫
|t|≤λ(r)
|f(y − t)|p dt
)1/p
≤ sup
0<r<1
‖ϕr‖q ·
(∫
|t|≤2λ(r)
|f(x− t)|p dt
)1/p
≤ sup
0<r<1
‖ϕr‖q(4λ(r))
1/p · (M |f |p(x))
1/p
,
which implies (3.8) taking into account (3.7).
Lemma 3.6. If {ϕr} is an arbitrary approximate identity, then for some r0 ∈ (0, 1)
c
log ‖ϕr‖∞
≤ ϕ∗(r) ≤ Cϕ, r0 < r < 1,
where c is a positive absolute constant.
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Proof. Let 0 < r < 1. Using the definitions of ϕ∗r(x) and ϕ∗(r) we conclude
ϕr(t) ≤ ϕ
∗
r(t) ≤
ϕ∗(r)
|t|
, t ∈ T \ {0}.
Therefore, for a fixed δ ∈ (0, pi) we have
1 + o(1) =
∫
T
ϕr(t) dt ≤
∫
|t|<δ
ϕ∗r(t) dt+
∫
δ≤|t|≤pi
ϕ∗r(t) dt
≤ ‖ϕ∗r‖∞
∫
|t|<δ
dt+ ϕ∗(r)
∫
δ≤|t|≤pi
dt
|t|
= 2δ‖ϕr‖∞ + 2ϕ∗(r) log
pi
δ
,
which implies
ϕ∗(r) ≥
(
1
2
+ o(1)− δ‖ϕr‖∞
)(
log
pi
δ
)−1
.
Now, if we take δ = pi/‖ϕr‖
2
∞, we get
ϕ∗(r) ≥
(
1
2
+ o(1)−
pi
‖ϕr‖∞
)
1
2 log ‖ϕr‖∞
,
which completes the proof of the first inequality (for example with c = 1/5), since ‖ϕr‖∞ → ∞ as r → 1. The
second inequality can be deduced from the following:
ϕ∗(r) = sup
x∈T
|xϕ∗r(x)| ≤ sup
x∈T
∣∣∣∣∣
∫
|t|≤|x|
ϕ∗r(t) dt
∣∣∣∣∣ ≤ Cϕ.
4 Proof of Theorems
Proof of Theorem 2.2. Without loss of generality we may assume that f is non-negative. Furthermore, we may assume
that Π˜p ≥ C
p
ϕ and λ(r)‖ϕr‖∞ϕ
p−1
∗ (r) ≥ C
p
ϕ for all r ∈ (0, 1). Otherwise, instead of λ(r) we would define a new
λ¯(r) as
λ¯(r)
def
=
max
(
Π˜p, C
p
ϕ
)
‖ϕr‖∞ϕ
p−1
∗ (r)
≥ λ(r), 0 < r < 1,
for which those assumptions would hold. Denote µ(r) = ϕ∗(r)/‖ϕr‖∞ and notice that
λ(r) ≥
Cpϕ
‖ϕr‖∞ϕ
p−1
∗ (r)
≥
ϕ∗(r)
‖ϕr‖∞
= µ(r), 0 < r < 1.
Let x, y ∈ T, 0 < r < 1 and |x− y| < λ(r). We split the integral Φr(y, f) as follows
Φr(y, f) =
∫
T
ϕr(t)f(y − t) dt
=
∫
|t|≤µ(r)
ϕr(t)f(y − t) dt
+
∫
µ(r)<|t|<λ(r)
ϕr(t)f(y − t) dt
+
∫
λ(r)≤|t|≤pi
ϕr(t)f(y − t) dt = I
1 + I2 + I3.
(4.1)
First of all, from Lemma 3.2 we have
sup
|x−y|<λ(r)
0<r<1
|I3| ≤ 8Cϕ ·Mf(x). (4.2)
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Notice that from the condition Π˜p(λ, ϕ) <∞ it follows that
λ(r) ≤ Π˜p · µ(r)ϕ
−p
∗ (r).
Hence, from Lemma 3.4 we get
sup
|x−y|<λ(r)
0<r<1
|I2| ≤
4Π˜
1/p
p
21/p − 1
(Mfp(x))
1/p
. (4.3)
Furthermore, using the definition of µ(r), for I1 we obtain
|I1| ≤
∫
|t|≤µ(r)
ϕ∗r(t)f(y − t)
≤ ‖ϕr‖∞
∫ µ(r)
−µ(r)
f(y − t) dt
= 2µ(r)‖ϕr‖∞mf (y, µ(r)) = 2ϕ∗(r)mf (y, µ(r)),
where
mf (y, t) =
1
2t
∫ y+t
y−t
|f(u)| du, y ∈ T, t > 0.
To estimate I1 we split the supremum into two parts as we did in Lemma 3.4:
sup
|x−y|≤λ(r)
0<r<1
|I1| ≤ sup
|x−y|≤µ(r)≤λ(r)
0<r<1
2ϕ∗(r)mf (y, µ(r))
+ sup
µ(r)<|x−y|<λ(r)
0<r<1
2ϕ∗(r)mf (y, µ(r))
(4.4)
Notice that the second supremum is T1f(x), which can be estimated due to Lemma 3.3. To estimate the first one, note
that µ(r) ≤ λ(r) ≤ Π˜pµ(r)ϕ∗(r)
−p implies
ϕ∗(r) ≤ Π˜
1/p
p . (4.5)
On the other hand, |x − y| ≤ µ(r) implies mf (y, µ(r)) ≤ Mf(x), which together with (4.4), (4.5) and Lemma 3.3
gives
sup
|x−y|≤µ(r)≤λ(r)
0<r<1
|I1| ≤ 2Π˜1/pp (Mf
p(x))
1/p
.
(4.6)
Then, combining (4.2), (4.3), (4.6) and (4.1), we get
sup
|x−y|<λ(r)
0<r<1
Φr(y, f) ≤
(
2Π˜1/pp +
4Π˜
1/p
p
21/p − 1
+ 8Cϕ
)
(Mfp(x))
1/p
,
which implies (2.1).
Proof of Theorem 2.3. From (2.2) it follows that there exists r0 ∈ (0, 1) such that
1
ϕ∗(r)
∫ µ(r)
−µ(r)
|ϕr(t)| dt ≥
cϕ
2
(4.7)
for any r, r0 < r < 1. Denote
n(r) =
[
4pi
λ(r)
]
∈ N, (4.8)
∆r =
n(r)−1⋃
k=0
[
2pik
n(r)
− µ(r),
2pik
n(r)
+ µ(r)
]
, (4.9)
Λ(r) = λ(r)‖ϕr‖∞ϕ
p−1
∗ (r), (4.10)
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If x ∈ T is an arbitrary point and r0 < r < 1, then
x ∈
[
2pik0
n(r)
,
2pi(k0 + 1)
n(r)
)
for some k0 ∈ {0, 1, . . . , n(r)− 1}. Consider the function
fr(x) =
Λ1/p(r)
ϕ∗(r)
I∆r(x) · sgnϕr
(
2pik0
n(r)
− x
)
. (4.11)
Note that
‖fr‖
p
p =
Λ(r)
ϕp∗(r)
· |∆r| ≤
Λ(r)
ϕp∗(r)
· 2µ(r)n(r)
≤
λ(r)‖ϕr‖∞ϕ
p−1
∗ (r)
ϕp∗(r)
·
2ϕ∗(r)
‖ϕr‖∞
·
4pi
λ(r)
= 8pi.
(4.12)
Clearly, taking θ = x− 2pik0/n(r), from (4.8) we obtain
|θ| <
2pi
n(r)
< λ(r). (4.13)
Using the condition Πp(λ, ϕ) =∞ and Lemma 3.1, we may fix a sequence rk ր 1 such that
Λ(rk) >
[
2k+1Cϕ · c
−1
ϕ
(
8pi + k + max
1≤j<k
Λ1/p(rj)
ϕ∗(rj)
)]p
, k = 1, 2, . . . , (4.14)
sup
θ∈T
1
|∆rj |
∫
∆rj
ϕ∗rk(θ − t) dt ≤ Cϕ, k = 1, 2, . . . , j − 1. (4.15)
In order to use Lemma 3.1 and get bounds (4.15) we need to assure the assumption µ(rk) <
pi
nk
holds. Notice that
from (4.14) and Lemma 3.6 we have Λ(rk) > 4C
p
ϕ ≥ 4ϕ
p
∗(rk) which implies µ(rk) <
λ(rk)
4 ≤
pi
nk
. Using (4.7) and
(4.11), we get
Φr(x− θ, fr) =
∫
T
ϕr
(
2pik0
n(r)
− t
)
fr(t) dt
=
Λ1/p(r)
ϕ∗(r)
∫
∆r
∣∣∣∣ϕr
(
2pik0
n(r)
− t
)∣∣∣∣ dt
≥
Λ1/p(r)
ϕ∗(r)
∫ 2pik0/n(r)+µ(r)
2pik0/n(r)−µ(r)
∣∣∣∣ϕr
(
2pik0
n(r)
− t
)∣∣∣∣ dt
=
Λ1/p(r)
ϕ∗(r)
∫ µ(r)
−µ(r)
|ϕr(u)| du ≥
cϕ
2
Λ1/p(r).
(4.16)
Define
f(x) =
∞∑
k=1
2−kfrk(x) ∈ L
p(T).
We split Φrk(θ, f) in the following way
Φrk(θ, f) =
∞∑
j=1
2−jΦrk(θ, frj )
=
k−1∑
j=1
2−jΦrk(θ, frj ) + 2
−kΦrk(θ, frk) +
∞∑
j=k+1
2−jΦrk(θ, frj )
= S1 + S2 + S3.
(4.17)
From (4.13), (4.14), and (4.16) it follows that
sup
y∈λ(rk,x)
S2 = sup
y∈λ(rk,x)
2−kΦrk(y, frk)
≥ 2−kΦrk(x− θ, frk)
≥ 2−k−1cϕΛ
1/p(rk) ≥ Cϕ
(
8pi + k + max
1≤j<k
Λ1/p(rj)
ϕ∗(rj)
)
.
(4.18)
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Furthermore, using (4.11) and property Φ3 , we get
sup
θ∈λ(rk,x)
|S1| = sup
θ∈λ(rk,x)
∣∣∣∣∣∣
k−1∑
j=1
2−j
∫
T
ϕrk(θ − t)frj (t) dt
∣∣∣∣∣∣
≤ sup
θ∈λ(rk,x)
k−1∑
j=1
2−j
Λ1/p(rj)
ϕ∗(rj)
∫
∆rj
|ϕrk(θ − t)| dt
≤
k−1∑
j=1
2−j
Λ1/p(rj)
ϕ∗(rj)
∫
T
ϕ∗rk(u) du ≤ Cϕ · max1≤j<k
Λ1/p(rj)
ϕ∗(rj)
.
(4.19)
Finally, using (4.12) and (4.15) we get
sup
θ∈λ(rk,x)
|S3| = sup
θ∈λ(rk,x)
∣∣∣∣∣∣
∞∑
j=k+1
2−j
∫
T
ϕrk(θ − t)frj (t) dt
∣∣∣∣∣∣
≤ sup
θ∈λ(rk,x)
∞∑
j=k+1
2−j
Λ1/p(rj)
ϕ∗(rj)
∫
∆rj
|ϕrk(θ − t)| dt
≤
∞∑
j=k+1
2−j
Λ1/p(rj)
ϕ∗(rj)
|∆rj | · sup
θ∈T
1
|∆rj |
∫
∆rj
ϕ∗rk(θ − t) dt ≤ 8pi · Cϕ.
(4.20)
So, from (4.19), (4.18), (4.20) and (4.17) it follows
sup
θ∈λ(rk,x)
Φrk(θ, f) ≥ sup
θ∈λ(rk,x)
S2 − sup
θ∈λ(rk,x)
|S1| − sup
θ∈λ(rk,x)
|S3| ≥ Cϕ · k,
which imples (2.3).
5 Final Remarks
Observe that the bound Πp(λ, ϕ) < ∞ for 1 < p < ∞ determines the exact rate of λ(r) only for approximate
identities satisfying cϕ > 0. In fact, from Lemma 3.2 and Lemma 3.5 it follows that Theorem 2.1 and Theorem 2.2
hold if we replace the condition Πp(λ, ϕ) <∞ by
lim sup
r→1
λ(r)‖ϕr‖
p
q <∞, (5.1)
where q = p/(p−1) is the conjugate index of p. Thus, Theorem E is valid for any approximate identity, not necessarily
non-negative and without the regular level sets assumption. One can check that in case of cϕ = 0, the bound (5.1) can
give better convergence regions than Πp(λ, ϕ) < ∞ does. However, in this case it is unclear what is the exact bound
for λ(r) ensuring almost everywhere λ(r)−convergence.
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