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ABSTRACT
Since its conception over fifty years ago Virtual Reality (VR) has shown great promise to
enhance the product design process. In the last twenty years alone, VR has seen remarkable
growth in capability and adoption in industry. Technical advancements, in both software
and hardware, enable designers and engineers to conceptualize, design, explore, and evaluate
product designs virtually; without the need for physical prototypes. Because the product design
process consists of thousands of questions, it is important to investigate how virtual reality can
facilitate and support decision making within this process.
The goal of this research is to investigate the current state of decision making in the prod-
uct design process using immersive computing environments. From the results, a new design
approach is proposed that integrates normative and descriptive methodologies. Concrete in-
stances of the proposed design approach are illustrated to guide future research.
The research begins with an in-depth industry survey which identifies and describes salient
VR practices and trends. The survey is complemented by an examination of a case study
involving a real-life design review in VR. Next, a new design methodology leveraging both
descriptive and normative design approaches and implemented in a virtual environment is
proposed. The method outlines a process that efficiently integrates natural human interaction
(descriptive) with complex quantitative analysis (normative) to support decision making in
the product design process. The result is a design environment that leverages the unique
characteristics of VR to support decision making.
Outcomes of this work suggest that VR is being actively applied to a myriad of product
design challenges across a variety of disciplines. Through immersive visualization and inter-
action, users can achieve a stronger understanding of product designs. The integration of
descriptive and normative approaches results in a synergistic and cyclical design process in
xiv
which the strengths of one approach complements the weaknesses of the other. Future research
will investigate new and novel approaches to better support the product design process.
1CHAPTER 1. INTRODUCTION
The research presented here investigates the current state of decision making in the product
design process using immersive computing environments. From the results, a new design ap-
proach is proposed that integrates normative and descriptive methodologies. Concrete instances
of the proposed design approach are illustrated to guide future research.
1.1 Motivation
The traditional design process consists of a team of people collaborating towards the end
goal of an optimally-designed product or system. This is accomplished by traversing numerous
stages in a design process. Defining existing problems and product requirements is often the first
step. Potential solutions are generated and evaluated iteratively based on the requirements.
Further evaluations of top-performing designs are carried out using physical prototypes. In
the end, a single design or a small subset of designs is identified for production. Throughout
this complex process, thousands of decisions must be made by people from varying disciplines
working together. The use of established mathematical formulas is mandated to support some
decisions while other decisions rely solely on a designer’s intuition and past experience.
A myriad of frameworks, approaches, and methods to improve design decision making have
been the subject of considerable research. Methods and tools are often described as being either
normative or descriptive. However, these categories are not mutually exclusive such that many
methods exist within a continuum between the two.
In normative methodologies, a design’s attributes, qualities, and properties of interaction
are translated into mathematical representations. Computationally intensive algorithms are
employed to explore the design space in increasingly complex ways. The subjectiveness of
2the human designer is often disregarded in favor of a decision support system that is rational
and fully informed. Outcomes consist of a single best or set of best designs being identified.
Normative design thinking attempts to design the way we should, rationally with full knowledge
of the domain space, regardless of actual practice.
On the other hand, descriptive design methods describe what people actually do. A de-
signer’s past experience is often leveraged in these methods. Algorithm procedures from nor-
mative approaches are supplanted with the human cognitive processing system. As the human
mind cannot effectively interact with thousands of variables simultaneously, decision making
shortcuts, or heuristics, are often employed. Commonly, the use of heuristics results in cognitive
biases; leading the designer to make decisions utilizing inaccurate information.
Given their nature, it has been challenging to integrate normative and descriptive methods
into a cohesive design process. However, recent advances in immersive computing technology
(ICT), commonly referred to as virtual reality (VR), provide a promising platform for the
coalescing of these two design perspectives.
The promise of virtual reality has fascinated researchers since its conception over 50 years
ago. VR may be defined as the coupling of hardware and software to create multimodal
experiences. This is accomplished through displaying artificial but realistic stimuli to human
senses (primarily visual, auditory, and touch). Feeling immersed, physically and mentally
present, within a virtual environment is often desired. While advances in hardware are notable,
the benefits of VR lie in the user’s experience of the software simulation.
Fully immersive experiences are generated through the integration of multiple technologies.
Sophisticated graphics engines, alongside high-definition display systems allow for the presenta-
tion of stereographic (3D) imagery. Through the use of stereo glasses users can more effectively
extract depth and spatial information from the computer generated simulation.
VR experiences extend far beyond static viewing perspectives through the use of tracking
systems. Extremely accurate position and orientation information can be collected by tracking
systems using a variety of technologies including optical, magnetic, inertial, and ultrasonic.
Head tracking data coupled with computer graphics display algorithms ensures the projection of
a realistic visual perspective. Natural and novel interaction techniques are available through the
3tracking of limbs (head, hands, legs, feet, etc.). Users can physically reach out to manipulate 3D
geometry within the environment. Intricate gestures afford innovative methods of interacting
with traditional and abstract data in real-time. Surround sound systems can communicate
numerous types of information through auditory feedback. Projecting audio cues from multiple
directions and distances enables users to better understand their virtual location within an
environment. While some applications benefit from projecting sound that mimics reality, other
applications produce an artificial sound-scape. Creative sound palettes can be used to convey
multiple layers of system feedback. Virtual experiences are not limited to applications in
which the user sees and hears, but can also be enhanced with force feedback. Thanks to
advances in haptic technology, users can now perceive how 3D objects feel and interact in a 3D
space. Whether on the desktop or in a projection system, haptic devices coupled with physics
simulation software combine to render force-feedback information to the user. Designers can
employ haptic devices to better understand how clearances influence the assemblability of a
design and understand it in ways only traditionally available with physical prototypes.
The combination of visual, audio, and touch-based technologies renders an experience far
more immersive and interactive than conventional design environments. Applications can be
designed with realistic or fictional environments to meet a variety of needs. Virtual reality
offers a distinct opportunity to integrate normative and descriptive approaches into a hybrid
design experience.
Because of the unique aspects of this technology, this thesis explores the use of virtual
reality to bring disparate design methods together into one experience to produce a design
environment that is richer than either of the individual design methods. The focus is on
normative and descriptive decision making techniques. Integrating the approaches leverages the
strengths of each while complementing the inherent weaknesses. Abstract data visualizations
can be authored in descriptive VR environments to communicate normative insights to design
team members with diverse backgrounds. Real-life interaction through descriptive approaches
complements normative data by placing human-centric considerations in the loop. Human-
product interaction data can be incorporated into existing normative methods resulting in
4more representative simulations. Virtual reality provides a natural interface with which to
generate and explore normative and descriptive data.
Technical advancements in both software and hardware enable designers and engineers to
conceptualize, design, explore, and evaluate product designs virtually; without the need for
physical prototypes. This thesis explores how virtual reality technology can be used to leverage
existing design methods, specifically normative and descriptive, in new ways to support decision
making in product design.
1.2 Dissertation Organization
This thesis consists of a compilation of publications which together form the research of
this dissertation. Chapters four, five, and six were written with the co-PIs on the grant that
funded some of this research. The contribution of this author to those papers involved primarily
the design, development, execution, and evaluation of the effects of the immersive environment;
whereas the other primary co-author, Sara Behdad, contributed expertise related to the design,
development, and analysis of the decision making theories. All authors were involved in the
design of the experiments and interpretation of the results.
Motivating components of this research are presented in chapters two and three. Specifically,
the current state of decision making in immersive computing environments is described through
two perspectives: expert and novice VR users. Expert experience in immersive environments
is explored in chapter two through a survey of trending VR applications in industry. Existing
practices and trends in industry are discussed. Chapter three describes a VR design review case
study performed by novice VR users. The case study focuses on the decision making processes
of an engineering design team.
Chapter four traces the tension between normative and descriptive approaches to design
methodology. A brief history of normative and descriptive methodologies is given with a dis-
cussion of how they can be cyclically integrated to improve existing design processes. The
motivation and potential benefits of the integrated method are presented in the context of an
illustrative example.
5Contextual examples of how normative and descriptive approaches can be integrated into
a singular design method is provided in chapters five and six. The use of VR as an input gen-
eration tool is described in chapter five in a disassembly sequence planning context. Damage
estimation data gathered in VR (descriptive) is integrated into a analytical model (normative)
to find the optimal disassembly sequence. Disassembly sequence planning is again approached
in chapter six. An immersive environment for disassembly sequence planning was designed,
implemented, and evaluated through a user study. The application coupled natural 3D inter-
action (descriptive) with abstract data representation (normative) resulting in an innovative
design environment for exploring potential disassembly sequences.
Chapter seven presents overall conclusions based on the research. Finally, recommendations
for future research directions are given are provided.
6CHAPTER 2. “IT WORKS” A SURVEY OF VIRTUAL REALITY IN
INDUSTRY
A paper to be submitted to the IEEE Journal of Computer Graphics and Applications.
Leif P. Berg, Judy M. Vance
Iowa State University, Ames, Iowa
2.1 Abstract
In 1999, Fred Brooks, Professor of Computer Science at the University of North Carolina
at Chapel Hill, published a seminal paper describing the current state of virtual reality (VR)
technologies and applications (Brooks, 1999). Through his extensive survey of industry, Brooks
concluded that virtual reality had finally arrived and “barely works.” His report included a
variety of industries which leveraged these technologies to support industry level innovation.
Virtual reality was being employed to empower decision-making in design, evaluation, and
training processes across multiple disciplines. Over the past two decades, both industrial and
academic communities have contributed to a large knowledge base on numerous virtual reality
topics. Technical advances have enabled designers and engineers to explore and interact with
data in increasingly natural ways. Sixteen years have passed since Brooks’ original survey.
Where are we now?
The research presented here seeks to describe the current state-of-the-art of virtual reality
as it is used in industry, particularly engineering-focused businesses. To this end, a survey
of industry was conducted. Data on virtual reality applications across a variety of industries
was gathered through a series of on-site visits. In total, on-site visits with 18 companies using
virtual reality were conducted as well as remote conference calls with two others. The authors
7interviewed 62 people across numerous companies from varying disciplines and perspectives.
Success stories and existing challenges were highlighted. While virtual reality hardware has
made considerable strides, unique attention was given to applications and the associated deci-
sions that they support. Results suggest that virtual reality has arrived: it works! It is mature,
stable, and, most importantly, usable. VR is actively being used in a number of industries to
support decision making and enable innovation. Insights from this survey can be leveraged to
help guide future research directions in virtual reality technology and applications.
2.2 What is VR?
Virtual Reality (VR), sometimes referred to as immersive computing technology (ICT), is
the newest medium through which we interact with the ever-growing digital landscape. VR is
often described as a set of technologies that enable people to immersively experience a world
beyond reality.
A number of core VR technologies have arisen over the years that synergistically enable a
person to experience a virtual environment. Display technologies come in a variety of modalities
and sizes. Each with a goal of displaying information to one of the five human senses: sight,
hearing, taste, smell, and touch. While smell and taste displays have received understandably
less attention, displays for sight, hearing, and touch have progressed considerably.
Visual displays come in almost any configuration imaginable. Commonly, virtual reality
facilities utilize one or more of the following: a single large projection screen or television (i.e.
powerwall), multiple connected projection screens or CAVE R©(Cruz-Neira et al., 1993), and
head mounted displays (HMD).
Audio displays range from a single speaker to a fully surround sound system geared at
conveying location based sounds. Sound localization makes it possible to simulate a sound
coming from location in a virtual environment.
Interacting with a virtual environment is a critical component of many VR applications.
Tracking systems of a variety of mediums (optical, magnetic, ultrasonic, inertial etc.) enable
the position and orientation of physical objects to be calculated within a physical space in
real-time. This becomes especially valuable when calculating the correct viewing perspective
8for the user. Coupled with gesture recognition algorithms, tracking systems allow natural
body movements to be translated into functional interaction techniques (Mitra and Acharya,
2007). Hand-held controllers allow users to navigate and manipulate objects within the virtual
world (Bowman et al., 2008). To enhance interactions, haptic devices provide force feedback
through physical manipulators resulting in a stronger understanding of how objects in a virtual
environment physically interact (Laycock and Day, 2007).
At the core, virtual reality is a human experience. The technology is purposefully designed
to take advantage of the human information processing system - to mimic how we interpret
the world around us. As the famous Harry Houdini describes: “What the eyes see and the ears
hear the mind believes.” The technology supplants information from reality with that of the
virtual world. Computer algorithms simulate the virtual world, displays render the simulation
to our senses, and it is our minds that put the pieces together to form the experience.
When done well, virtual reality experiences convince users that they feel physically located
within the virtual world; or feel a sense of presence. Providing a sense of presence sets VR
apart and takes traditional computing interfaces to the next level. While it is not a requirement
for all applications, this core differentiator has been the concentration of considerable research
(Witmer and Singer, 1998; Bowman and McMahan, 2007).
2.2.1 Where did VR come from?
Both the hardware and software that enable VR have seen significant growth and adop-
tion since VR’s conception nearly 50 years ago. The original vision was conceived by Ivan
Sutherland in his 1965 essay, “The Ultimate Display” (Packer and Jordan, 2002). Through
this foundational writing, Sutherland describes a display that conveys information not only to
the eyes, but to the ears, nose, mouth, and hands. He proposed a number of technologies, that
had yet to exist, to support the ultimate display: 3D interaction devices, dynamic perspective
rendering, haptics, and eye/gaze-tracking. Sutherland states: “The Ultimate display would, of
course, be a room within which the computer can control the existence of matter.” His vision
set the stage for virtual reality research.
9Over the next thirty years, technology matured with noteworthy prowess. However, it was
not until the early 1990s that the necessary technical capabilities for Sutherland’s fantasy would
begin to sprout. In 1993, John A. Adam published an article entitled “Virtual Reality is for
Real” (Adam, 1993) outlining the current state of VR technology. Adam described VR use at
Caterpillar, Chrysler, Boeing, NASA, and research at a number of universities. He concluded
that the performance was not sufficient to support truly immersive experiences, but because
of the potential benefits, industry was starting to quietly investigate VR technology. Adams
stated that, “much work is needed,” as the technology “almost works.” The mid-to-late 1990s
saw growing interest with multiple surveys covering the increasing capability of the technology
(Sturman and Zeltzer, 1994; Bowman, 1995). As the technology performance became more
usable, interest in the industry use of it grew. Whyte et al. (1999) conducted a survey of the
house building industry finding that the vast majority of participants surveyed believed that
VR could be potentially useful.
It took only a matter of years for virtual reality to make noticeable adoption in industry.
Fred Brooks, Professor of Computer Science at the University of North Carolina at Chapel Hill,
reported on this adoption through his international survey of industry in 1999 (Brooks, 1999).
The publication, “What’s Real About Virtual Reality?”, provided an overview of production-
stage, “users doing real work,” applications. He described his experiences at British Airways,
Warsash, Daimler-Chrysler, and NASA. To close the article, Brooks described key challenges for
VR researchers. First, the end-to-end system latency must be decreased to maintain immersive
experiences. Next, complex 3D models (greater than 1 million polygons) need to be rendered in
real-time. Finally, haptic simulations need to offer more realistic feedback. Brooks concluded
that virtual reality had finally arrived and that it, “barely works.”
Since Brooks published his survey, research in virtual reality has flourished. Both the
industrial and academic communities have contributed to a large knowledge base encompass-
ing technical innovation as well as application-experience-based insights. As the technology
developed more surveys emerged from the literature covering motion capture (Moeslund and
Granum, 2001), tracking systems (Rolland et al., 2001), tracking calibration (Kindratenko,
2000), high-resolution displays (Ni et al., 2006), and presence (Schuemie et al., 2001a).
10
While it has taken some time, virtual reality has been adopted in a variety of industries
serving many needs. Numerous product design industries have employed VR to help design,
develop, and evaluate early concepts before resorting to high cost physical prototypes. The
medical community has made impressive strides in using the technology as a training platform
to expose novice medical professionals to high risk and difficult procedures (Liu et al., 2003).
Architects and interior designers benefit from experiencing virtual spaces before construction
(Mobach, 2008). Simulating uncomfortable situations has been used to help treat a variety of
phobias (Krijn et al., 2004). Complex abstract data can be explored and better understood
through advanced visualization (van Dam et al., 2000). Virtual reality has enabled people to
make decisions in completely new ways.
Although many technical challenges still exist, many that Brooks identified have been over-
come. Today’s computational resources can render highly complex models at sufficient frame
rates to support interactive displays. Position trackers are faster, smaller, and more accurate.
Thanks to the commercial gaming community, virtual reality systems can now be constructed
at much lower costs.
2.2.2 Motivation
We have arrived to a point at which virtual reality works and has seen remarkable adoption
in industry. The supporting technology and software are mature, stable, and, most importantly,
usable. Simply put: VR works! Therefore, the next step is to ask: How is VR being used in
industry today?
The research presented here aims to understand how virtual reality is being leveraged to
empower industry innovation. More specifically, understanding how VR helps people make
decisions is at the core of this work. Four motivating questions (Table 2.1) are the focus of this
study. In an attempt to explore these essential questions, a survey of industry was conducted.
The survey consisted of on-site interviews with VR practitioners. From the data collected, we
can gain a clearer perspective on the current state-of-the-art and use this knowledge to guide
future research directions.
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Table 2.1 Motivating Questions
How is VR being used to support innovation in industry?
How is VR being used to make decisions?
What specific benefits do industry VR practitioners experi-
ence?
What challenges remain for future research?
2.2.3 Scope
What counts as VR? For the most part, the authors adopted the definition of VR put
forth by Brooks (Brooks, 1999): “I define a virtual experience as any in which the user is
effectively immersed in a responsive virtual world.” More specifically, the survey concentrated
on applications in which real users are using VR for the benefits experienced (Brooks calls them
“production applications”). In many, but not all, instances the VR use cases were approached
from a lens focusing on how VR supported decision making as part of a design process.
Unarguably, the entertainment and video game industries have paved the way for multiple
low cost consumer technologies. However, as the goals of video game applications are often
for entertainment, they will not be treated here. In a similar manner, simulators have evolved
separately from traditional VR with the primary goal of training users to operate specific
vehicles. As the literature has covered the success of simulators at length, they will not be
expanded upon here. This survey concentrates on how virtual reality is used to aid in decision
making with respect to product design.
2.3 Methods
A survey of industry was conducted to better understand the current state-of-the-art of
virtual reality applications and technology in industry. Through a series of on-site visits to VR
facilities, VR users and practitioners were interviewed.
To begin, a variety of methods were used to generate a list of industries using VR. First,
the literature was reviewed to identify industries who have participated in past surveys, and
by extension, were likely to participate again. Next, websites of major VR technology man-
ufacturers were examined for customer testimonials and success stories. Personal knowledge
12
and relationships between the authors and industry practitioners were also leveraged. Some-
times interviewees would suggest other VR facilities or organizations for the authors to visit
(i.e. snowball sampling). The industry list evolved throughout the duration of the survey,
eventually growing to a total of 50 VR facilities.
Once the an initial draft of the list was complete, the authors reached out to facilities
individually by email or phone call. If the organization responded and showed interest, a
conference call was scheduled to discuss the details and determine if the organization would be
a good addition to study (see Section 2.2.3). Finally, an on-site visit was scheduled. Only two
companies participated solely through conference call interviews.
Each visit consisted of two parts. First, a tour and a demonstration of the facility was
given. The demonstration provided the researchers a better understanding of the context in
which VR was used at each facility. Second, the researchers conducted interviews with partic-
ipants. Depending on schedules, participants were interviewed individually or in a group. A
semi-structured interview protocol with specific and general questions was used. Participants
were encouraged to highlight important aspects of their VR experiences. This approach en-
sured that participant responses would help to answer the questions listed in Table 2.2, while
maintaining the opportunity for unexpected themes to emerge. Researchers began with open-
ended introductory questions and moved toward more specific inquiries. During the discussions,
one researcher asked questions while another concentrated on capturing participant responses
and observations in notebooks. When possible, the interviews were audio recorded for later
analysis. Some interviews were as short as 20 minutes and some were as long as several hours;
however, most lasted approximately 45 minutes.
Table 2.2 Interview Questions (Sample)
Could you describe a use case for the VR system?
What types of questions do you try to answer when using the
VR system?
What is the process for using the VR system?
What do you wish you were able to do in VR that you cur-
rently could not do now? Why?
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2.4 Results
After each visit, the researchers met to discuss and summarize the interviews. Interview
notes were integrated into cohesive documents. These discussions allowed researchers to develop
a shared understanding of observations and participant responses. If available, audio recordings
were studied and any new observations were noted.
A systematic coding procedure, described by Corbin and Strauss (2014), was used to analyze
the data. For each VR facility, open coding was executed to conceptualize each section of the
notes. Next, to identify themes across facilities, axial coding was done. Finally, selective coding
lead to the results reported here.
The results of the study are presented in five parts. First, information about the partici-
pating VR facilities is presented in Section 2.4.1. Second, hardware configurations and popular
software is reported (Section 2.4.2). Thirdly, in Section 2.4.3, VR use cases are described in the
context of decision making categories. Next, stages of the current VR use process are detailed
in Section 2.4.4. Finally, general insights and larger implications are described in Section 2.4.5.
2.4.1 Participants
In total, researchers reached out to 35 VR facilities and 25 responses were received. Over
the course of the survey 18 on-site visits were conducted as well as remote conference calls with
two VR facilities. A variety of domains were represented across the participating organizations
(Table 2.3).
Table 2.3 Domains of Industries
Domains Number of facilities visited % of total visited
Aerospace 3 15%
Agriculture 3 15%
Automotive 6* 30%
Construction 2 10%
Consumer Goods 1* 5%
Energy 2 10%
Military 3 15%
*one visit in this domain was conference call only
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Across all of the visits, 62 people were interviewed either individually or as part of a small
group. At each organization, several people with differing responsibilities interacted with the
virtual reality facility. The authors identified five unique responsibility categories: maintainer,
operator, user, builder and manager (Table 2.4). It was important to interview not only
the managers but also the users. During analysis it became apparent that some interviewees
interacted with the facility in several responsibility categories. In fact, most participants had
multiple roles. Table 2.5 shows the number of people interviewed who had responsibilities
within each category.
Table 2.4 Participant Roles
Category Responsibilities
Maintainer Tasks within this category comprises of configuring, calibrating, and upgrad-
ing both software and hardware components of a VR system. Exploring new
technology and troubleshooting existing technology falls into this category.
Operator Operators manage the scheduling of the system and help users interact with
the system. Responsibilities range from turning on and preparing the hard-
ware to altering software settings to support individualized use cases.
User These are people who use VR for the benefits the systems provide. Users
rarely have responsibilities that support the VR facility itself. Organization-
ally, users are outside of the other categories.
Builder Before data can be loaded into the virtual environment, it must be acquired,
converted, and touched up. Builders prepare digital content to be integrated
into the virtual environment. Interactions and animations are added once
content is prepared. They communicate with users to ensure the VR expe-
rience meets the intended goals.
Manager Responsibilities consist of organizing large projects, managing staff, and set-
ting goals for the VR facility. Tracking the use of the VR system can be an
important part of ROI calculations.
Table 2.5 Responsibility Categories
Category Number of people %of total interviewed
Maintainer 20 32%
Operator 27 43%
User 17 27%
Builder 26 41%
Manager 22 35%
Misc. 7 11%
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2.4.2 Technology & Software
The survey revealed several types of VR facility configurations. CAVEs and HMDs were
noticeably most common. Surprisingly, many facilities supported not only a CAVE, HMD, or
powerwall, but often a combination depending on functional requirements. Table 2.6 lists the
total number of configurations surveyed by type across all facilities.
CAVEs and HMDs are commonly thought of as single user experiences; however, it is
becoming quite common to share the perspective of the tracked user. To this end, a powerwall
or larger television can be used to show what the user in the HMD or CAVE sees (Fig. 2.2).
This allows for better communication between the user, in the VR system, and other team
members watching nearby. At one facility, a person stands in the CAVE wearing an HMD. Their
position is tracked and the CAVE walls are used as display systems for multiple perspectives and
information. Both CAVEs and HMDs have been criticized for being a single user experiences;
however, combining them in hybrid systems can transform them into collaborative design spaces
in which multiple users can efficiently interact.
Figure 2.1 Hybrid HMD and Powerwall System at John Deere. Photo courtesy of John Deere.
Optical tracking systems seemed to be the most common with a few industries also using
magnetic tracking systems. Sound did not play a large role in many of the virtual experiences
surveyed.
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There is growing interest in portable VR systems that can be taken on the road. While it
is not always possible for users to visit VR facilities in person, value has been found in bringing
the system to the users. Many utilize low cost VR hardware including: stereo televisions,
Microsoft Kinect, Oculus Rift, and Nintendo Wii Remotes. Figure 2.2 shows a portable system
from Idaho National Laboratories in Idaho Falls, ID. This system consists of a portable screen,
a short throw stereo projector, and optical tracking with the software running on a laptop. The
entire system fits inside two carrying cases.
Figure 2.2 Portable VR System at Idaho National Labs.
Table 2.6 Hardware
Facility Type Number of facilities
CAVE 13
HMD 7
Powerwall 12
Portable 5
Software varied more widely than hardware configurations. While several facilities preferred
authoring custom applications using VR toolkits, most facilities employed a 3D visualization
suite to simplify the process of getting geometry into the virtual environment. Table 2.7 lists
the most common software packages encountered during the survey. In most cases, facilities
used one or more software packages depending on their needs.
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Table 2.7 Software
Software Number of facilities
RTT DeltaGen 6
Siemens Jack 5
Autodesk VRED 3
Custom 3
Division Mockup 3
ESI ICIDO 2
VE-Suite 2
2.4.3 Real-life Use Cases
Throughout the interviews people were encouraged to share real-life use cases. Many com-
monalities and patterns emerged through storytelling. VR is being employed to enhance a
variety of design activities throughout the design process. At some facilities, the use of VR is
scheduled far in advance as an integrated part of the design process, while in other instances it
is used to address issues as they come up (i.e. ad-hoc). Many of the use cases participants de-
scribed occurred during the conceptual and early phases of design; however, not always. While
not an exhaustive list, the salient categories with specific use cases are described here.
Visibility / Viewability By far the most common scenarios described centered around
evaluating the visibility of a human given a particular setting or posture. Cases in this category
seek to answer the simple questions: What can I see? What is blocking my visibility? While it
seems easy to evaluate visibility using analysis software on a desktop workstation, evaluating
visibility during movement and interaction becomes a much more difficult challenge - one for
which VR has shown to be well-suited.
Many people from multiple automotive manufacturers told stories of evaluating driver visi-
bility. As there are commonly three sets of pillars in most vehicles, it is important to understand
how their size and placement influence the driver’s view of the outside environment. Having
larger pillars may result in safer vehicles; however, it comes at the price of reduced driver visi-
bility. With either an HMD or CAVE setup, designers can take a seat in a virtual vehicle and
move about the space naturally getting a true sense of the visibility afforded (Fig. 2.3).
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Figure 2.3 User wearing an HMD with perspective overlaid at Ford. Photo courtesy of Ford
Motor Company.
Engineers at the General Motors Design Lab investigate the influence of veiling glare from
the instrument panels onto the drivers side window. Lighting algorithms have advanced to
the point where light reflections can be accurately calculated and rendered. Sitting in their
five-walled CAVE in a real vehicle seat provided a strong immersive experience. The display
resolution combined with the lighting simulation was very compelling. Using this technology,
designers can better understand how the instrument panel influences driver visibility during
night driving.
Evaluating visibility became especially important at the Rock Island Arsenal during the
design of a vehicle mounted gun turret. Soldiers were brought into a four sided CAVE environ-
ment to test out the visibility of a gun turret atop a Humvee. Visibility plays a large role in
keeping soldiers aware of their surroundings, so the view had to be right, while still maintaining
a protective enclosure.
Visibility evaluation in the context of motion and interaction was also very common. Er-
gonomic engineers at the Ford Ergonomics Lab don an HMD to understand operator perspec-
tives during a transmission docking task. At one point, manufacturing engineers wanted to
shorten the studs (visual guides) involved in docking the transmission. However, shorter studs
made them more difficult to see. VR provided an opportunity for engineers to ensure that the
studs remained visible during the docking process.
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Ergonomics / Reachability While seeing the environment is important, interacting
with it is just as important if not more so. Numerous interviewees described scenarios of
how VR was being used to measure the impact of physical tasks on human operators. One
ergonomics engineer summarizes with a question: “How’s someone going to posture themselves
to do this technique [task]?”
A hose installation task was modeled at an automotive engineering VR lab. Armed with
an HMD, physical props, and sensors, ergonomic engineers estimated the forces required to
install hoses given certain human postures. Incorporating feedback from assembly operators
is critical to successful implementation of many processes: “We bring the operator from that
workstation in the factory into the lab. He buys off, so the transition goes smoothly.” Data
gathered from ergonomic evaluations in VR are often used as design parameters for external
suppliers: “Most studies are about setting a target.” Virtual reality in this context provided a
method of ensuring people of many heights and strengths could complete assembly tasks safely.
At one of the Case New Holland VR labs, ergonomic engineers leverage a large stereo
powerwall display to evaluate the reachability of door handles within a vehicle buck (Fig. 2.4).
During one design process, several suggested door handle locations were identified as poor as
they forced the driver into uncomfortable and dangerous positions.
Figure 2.4 An author checking out the interior of a large tractor at Case New Holland.
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Engineers at Caterpillar in Peoria, IL looked at how a vehicle servicer might access filters
in the context of guardrails. Immersed in a wide, four sided CAVE, users try different ways
of gaining access to the filter panel while avoiding the guardrails. Lessons learned from this
activity are used to validate and/or modify the geometry to support easier maintenance, thus
reducing customer maintenance costs.
Near Detroit, MI, designers and engineers at the Tank-Automotive & Armaments Command
(TACOM) evaluate the reachability of instrument panel configurations during interior vehicle
design. CAD models can be quickly rearranged within the virtual cockpit to find the best
controls arrangement to support the task. Operators can move around the interior of the
vehicle and evaluate the various configurations.
Packaging VR has long been praised for its ability to communicate a sense of space
within a virtual environment. A variety of stories have been told surrounding the use of VR to
help plan the organization of large spaces. Whether it be a cockpit or a large room, controls
and tools must be placed at logical locations to best support the underlying tasks.
Advanced Concept Engineers at TACOM described a scenario in which post-production
vehicles needed to be retrofitted with newer equipment. With a team of engineers and soldiers,
they evaluated different configurations of equipment in the context of real-life scenarios. Design
meetings with slide shows often result in people asking: ‘Why did you put this here?” Then a
little later when they were in the VR environment: “Oh, I understand now.” Another engineer
expands: “[with CAD] They understand a little, but after being in here [CAVE] they understand
more deeply.” Not only do they determine if it will fit, but also if the configuration best matches
the tasks (Fig. 2.5). Early experience in VR influences how designers and engineers experience
production stage prototypes. One engineer described an experience of sitting in a production
vehicle after experiencing it virtually: “I’ve been here, this is surreal. . . if I turn around I’ll see
the radio, yep, there it is!”
Designers at PSA Peugeot Citroe¨n use a three sided CAVE to investigate the potential
placement of controls inside vehicle designs. Understanding how controls and instruments are
located in the overall architecture strongly influences the cohesive feel of the interior.
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Figure 2.5 An author checking out the driver’s seat at TACOM.
Design engineers at the Rock Island Arsenal are charged with configuring portable main-
tenance shops for deployment on the battle field. They use virtual mock-ups to organize the
mills, drills, lathes and other tools within the confined space. Engineers put together multiple
packaging options for tools and then virtually walk through tooling scenarios to ensure the
workers have an efficient and safe work place.
Aesthetic Quality / Craftsmanship Advancements in high-resolution graphic render-
ing has improved so much that it is now possible to evaluate an object’s aesthetic quality
interactively in a virtual environment. Improvements in lighting and material properties en-
able a near realistic product to appear in virtual space. Several visualization packages offer
photo-realistic renderings of 3D models.
Craftsmanship engineers at the Ford FiVE Lab use an HMD to understand the aesthetic
qualities of 3D vehicle designs (Fig. 2.6). In one scenario, the rear seats of a car model were
folded forward and the designers meticulously inspected gaps that might allow customers to see
internal components. Or in another scenario, engineers asked: “We need to change the shape
of the end cap on the instrument panel, what will that look like?” Vehicle models with different
interior materials can be loaded into the virtual environment and compared for look, feel, and
personality. The space between components also speaks to the craftsmanship. Engineers often
investigate parts that, “don’t look like they talk to each other.” It’s important to be viewing
geometry at true scale to understand the impact of gaps. “Sometimes we get stuck at 1/10 of a
millimeter [in CAD],” an engineer at Ford explains, “but it doesn’t really matter.” The HMD
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allows the designers and engineers to take on real-life postures and visual perspectives. As one
engineer explains: “I sit in the car like it’s real. I can open the door, open the glove box, look
under the seat.” Designs can be quickly changed and reevaluated virtually.
Figure 2.6 High resolution rendering of a Ford Mustang. Photo courtesy of Ford Motor Com-
pany.
Engineers at the General Motors Engineering VR lab stepped into their CAVE to take a
look at the front grill of a truck. They wanted to know what could be seen from the outside:
“Can I see the AC condenser through the grill?” after a moment, “Yep, we better paint that
black then.” Their experience in VR allowed them to notice and fix visual aspects of the design
that they may not have seen until production. The VR lab manager explained, “This [VR] has
basically eliminated 3D prototyping. . . We can render this [model] without chips on the floor.”
Storytelling Many of the examples thus far have concentrated on the design of a partic-
ular product. However, VR has also been used to tell stories in which a product is the main
character. Often these scenarios are preprogrammed with specific viewpoints that can be ac-
cessed interactively and controlled during the viewing session. In this way, the lead storyteller
can move the participants into advantageous positions to show a particular view.
Development engineers at TACOM described meetings with five to ten people in the CAVE
where one engineer, who led the meeting, used animation and dynamic viewing to describe use
scenarios of a proposed vehicle design. One moment the team was looking out of the driver’s
side window and, with a push of a button, they were standing outside the vehicle while the
lead engineer told the next part of the story. This setup allowed designers to communicate
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design intentions in context of real-life scenarios. A TACOM engineer describes the difference
between desktop and virtual reality understanding: “you can put it on a 2D chart, but until
you see it in VR [you will not understand].”
In a similar way, design engineers at Lockheed Martin Space Systems loaded up design
concepts to virtually walk through possible assembly or maintenance situations (Fig. 2.7).
Using a CAVE or set of wireless HMDs, engineers can simultaneously visualize and talk about
interaction opportunities before having physical parts.
Figure 2.7 Users walking through scenarios at Lockheed Martin Space Systems. Photo cour-
tesy of Lockheed Martin.
Abstract Data Visualization All of the scenarios so far have been visualizations of real
life objects. However, there are multiple cases when it is useful to visualize data that might
not have a visual representation in real life.
A senior scientist at the National Renewable Energy Laboratory (NREL) demonstrated a
VR application for analyzing wind wakes from turbines (Fig. 2.8). Scientists use the interactive
simulation to better understand how wakes interact with each other. Leveraging this informa-
tion can ultimately result in better turbine design and placement. In another demonstration, a
world of red and blue dots appeared. In efforts of creating more efficient solar cells, a material’s
morphologic properties are represented abstractly in the virtual environment. For this case,
the data itself did not have any real life representation. However, the visualization provided
the scientists with rich qualitative information which they used to further investigate the space
quantitatively. Immersive visualization can be very different than traditional 2D techniques on
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a desktop workstation; in some instances causing scientists to rethink the way they approach
the data. “It’s a whole new paradigm.”, a lab manager explains, “They [scientists] have to
untrain from using the desktop.” The visualization helped inform the scientific inquiry process.
Lidar data is loaded into a four sided CAVE at the VR lab at Idaho National Laboratories
(INL) to understand changes in geospatial information (Fig. 2.9). Lidar is a remote sensing
technique that uses light and radar to determine distances of objects. At INL, scientists use
Lidar to capture spatial landscape data. In the CAVE, one set of Lidar landscape data is
displayed as green dots. A second set of Lidar landscape data, collected at the same location
but at a different time, is displayed using red dots. The superposition of these two landscape
data sets allow easy visual detection of changes in the landscape over time.
Figure 2.8 Wind turbine simulation at the National Renewable Energy Lab (NREL). Photo
courtesy of NREL.
Communication Across Disciplines People from various backgrounds and expertise
are called upon to solve issues that arise during the design process. Communicating within and
across disciplines presents many challenges. Each discipline uses its own communication tools,
e.g. spreadsheets, graphs, data tables, 3D models, and other data visualizations. Getting a
diverse group to fully understand a particular issue and contribute input from each perspective
is a key to achieving a good design. Survey participants have shared several stories of how VR
has influenced their communication processes internally with team members and externally
with other departments.
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Figure 2.9 Users investigating landscapes with lidar data at Idaho National Labs (INL). Photo
courtesy of INL.
At Case New Holland, people from engineering, marketing, and industrial design come
together in the VR lab to communicate design goals and concerns. Each person on the team
provides input on the design issue that is the focus of the VR session. The immersive facility
enables people with varying design goals to communicate across disciplines within a shared
experience. Departments can work together to understand the impact of form and function on
product branding.
Another way that VR is used for communication is to provide a scenario for experts to
communicate with managers who are not as intimately involved with the product as the design
experts. Engineers at John Deere use the technology to demonstrate and describe design
attributes to managers. They have found that seeing the design in full size and exploring some of
the design issues using natural human motions provides a rich environment for communication
compared to using more traditional methods of data communication.
Virtual reality technologies are being leveraged to investigate questions across a variety of
categories. The limited set of categories presented here is by no means exhaustive. As VR sees
further adoption in the future, the number of use case categories can only increase. Regardless
of use case, many VR facilities follow a similar set of steps for the preparation and execution
of VR reviews. That process is the topic of the next section.
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2.4.4 VR Use Process
As the hardware becomes more reliable and the software more approachable, VR systems are
becoming easier to operate. However, given the intricate interplay of the technologies involved,
VR is still not a turnkey system. People may one day be as familiar with VR systems as
they are the modern desktop workstation; however, we are not there yet. The process involves
multiple support staff with varying abilities (Table 2.4).
During the interviews, participants were asked to outline the steps involved during a com-
mon VR use case scenario. Processes from all the participating facilities were modeled. Simi-
larities and differences between the processes were extracted during analysis. When combined,
the general process is shown in Figure 2.10. While the process was rather general, the imple-
mentation of each step varied from company to company.
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Figure 2.10 VR Use Process
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Step 1: VR request There were several approaches to initiating or scheduling a VR
session. In some organizations, the use of the facility is scheduled automatically as part of the
official design cycle. At the Ford ergonomics VR Lab, for example, ergonomic engineers must
assess human effort in different postures through VR evaluations. More often than not, the
facility is scheduled as needed when critical issues arise during the design process. Once the
technology has proven useful, certain groups within the organization become regular users of
the facility. “We don’t have to sell once they get here and see the value.” a VR lab manager at
General Motors explained. Individual contact with the lab operator or manager seems to be a
key aspect of scheduling the VR facilities.
Step 2: Model acquisition Once the VR facility is scheduled, a builder collects the
relevant geometry. This is often accomplished by accessing the PLM system or through email.
In some cases the full geometry of a subsystem is used and the builder can easily obtain the
entire assembly from the database. In other cases, finding the exact specific models within the
database can be difficult if the builder is not familiar with the particular product or naming
convention. The builder communicates with the user to ensure the correct geometry is identified
and collected.
Step 3: Model preparation Most people interviewed suggested that VR sessions re-
quire anywhere from several hours to multiple days for model preparation. Model preparation
varies from company to company and from use case to use case. In the quickest cases, raw ge-
ometry can be converted and displayed in a spartan environment within a few hours. If model
conversion and enhancements are required, such as the addition of color, texture, material
properties, and lighting, then the process can require multiple days.
The amount of model conversion seemed to be a function of how well VR was integrated
within a company. The more established the use of VR was, the less preparation was required.
For instance, at Caterpillar, CAD models are automatically converted to a file format that
can be directly read into the VR software whenever the geometry is modified in the design
process (multiple times a day). This automation helps reduce preparation time by removing
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the model conversion step from the rest of the process. Depending on the size and complexity
of the CAD files, the conversion process appears to be the most time-consuming stage of model
preparation. Many participants described having a conversion process involving multiple steps
and file formats. For the majority of cases, getting the models into the correct format is only
the first step.
Once the correct file format has been reached, additional steps may be required before the
geometry can be loaded into the virtual environment. Based on the needs of the design review,
a subset of the CAD model is selected and exported. Reducing the number of subassemblies
helps users concentrate on specific concerns while in the virtual environment. The complexity
(number of polygons) may have to be decreased depending on the computational resources
available. A trade-off between graphic quality (fidelity of rendering) and real-time interaction
must be considered when preparing geometry for virtual environments.
Step 4: Build virtual environment Once the models are ready, the virtual environ-
ment must be created. While some facilities preferred authoring custom applications using a
VR toolkit, the majority surveyed reported using a commercially available software package
(Table 2.7). Building the environment consists of multiple steps.
It is critical for the VR support staff to understand the session goals in order to build a
sufficient scenario. When an ergonomics engineer at Ford is preparing geometry, he specifically
asks: “What do you need to do the job?” and enhances the models to support the task. For
many engineering scenarios, inquiries surrounding space claims, ergonomics, and interaction
only require that the geometry is life sized and positioned accurately within the virtual envi-
ronment. However, other VR practitioners are interested in questions that go beyond size and
position.
Models that need to be manipulated freely must be identified ahead of time. Users at
Boeing export models as independent files to ensure that they can be manipulated within the
virtual environment. Other times models must be grouped so that they can be manipulated as
a single model. There is a clear need to be able to select and manipulate any number of models
in the environment interactively; however, not all software packages provide this feature.
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Manipulating objects with full six degrees of freedom often makes sense for assembly scenar-
ios; however, some objects, a car door for instance, are physically constrained to other objects.
Adding kinematic constraints to VR simulations can be an arduous task. Using the desktop
interface, a builder must manually select the manipulatable models, the type of constraint, and
axes of movement. If the builder is unfamiliar with a product, they will need to reach out to
someone else for help. “Because I’m not specific to any machine, I’m not an expert on it,” a
builder at Case New Holland explains, “I’ll have to ask a question about how the movement is
setup.” As larger products tend to have many moving parts, adding kinematic constraints to
the experience becomes time-consuming. Finding a way to automate this process could greatly
reduce the time it takes to prepare model interaction in virtual environments.
Engineers at Boeing, Ford, and Deere all use physical props to enhance ergonomic evalu-
ations. Physical props, attached with smaller tracking markers, must be meticulously aligned
to the virtual environment. One ergonomist discussed a complicated calibration procedure for
a full body tracking suit. First, the optical tracking cameras are calibrated. Next, numerous
markers are placed on the human subject. Each marker must be given an associated name in
the software as part of a template system. To complete the setup, the software requires training
through simple human gestures. Only after all these steps are completed can the ergonomic
evaluation take place. At Deere, the process of aligning physical vehicle seats and controls
within the virtual environment has been standardized and appears seamless. Multiple vehicle
bucks are stored near the VR facility that can be quickly swapped in and out of the virtual
environment during a VR design session if needed.
Outside of object manipulation, animating models also adds value to VR design reviews.
Because many models move, it is important to see how that movement influences visibility
and interaction with other parts of the product. Craftsmanship engineers at Ford investigate
internal visibility with animations. The engineer explains: “We want to watch things as they
open. You can’t see a clip when it’s open or closed, but when it’s opening you can see it.”
Builders require a clear understanding of the VR session goals in order to best support
decision making. When the geometry is loaded and the interaction is configured, the virtual
environment is ready to be tested.
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Step 5: Proof-of-concept with user To ensure everything is configured as requested,
the builder and or operator (often the same person) meet one-on-one with the user to demon-
strate the VR application. If the user finds any issues, alterations are made before the final
VR session or design review. This was a common practice across all facilities.
Step 6: VR session Once the user has approved the experience, the VR session is held.
Before the users arrive, the operator prepares all the equipment and ensures the software is
up and running. Participants reported that approximately five to ten people attend a VR
session at a time. For larger groups, turns are taken to explore different parts of the virtual
environment. Commonly, VR sessions are led by one or two users and normally last about an
hour.
At Lockheed Martin, participants described CAVE reviews in which a small group of users
would enter the CAVE and trade off the tracked glasses while exploring the virtual environment.
Other CAVE scenarios involved one person in the CAVE with others seated outside the CAVE
watching the interaction. For the most part, HMDs were used by a single user or traded off
between users during the session. However, at Lockheed Martin’s Colorado facility multiple
HMDs were networked together allowing several people to experience the VR environment
simultaneously within the large position tracked area. Ford has found significant benefits from
a configuration where one person wears an HMD while others could watch the external display
to understand what the HMD user was seeing. At John Deere a user sits in a vehicle buck with
an HMD with a large screen in the background (Fig. 2.1). The first person perspective and
the third person perspective are projected on the screen. Multiple team members can stand in
the area to view the projection display while interacting with the user wearing the HMD.
With HMDs, a tracking system is required; however not all of the powerwalls at these facil-
ities had tracking systems. Some facility managers mentioned that position tracking detracted
from the goals of the VR session. At a Lockheed Martin facility in Palmdale, CA, an operator
sits in the back of the room and controls the virtual environment from a desktop workstation.
The meeting leaders simply describe what they want and the operator makes it happen.
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At this point operators and builders may be asked to make alterations to the virtual en-
vironment or change which geometry is loaded. The rapidity of changing the scene is highly
dependent on the model preparation and environment building process.
Throughout the sessions it was common for users to take notes on notebooks or smartphones.
The manager at the John Deere Product Engineering Center commented that their ability to
capture screen shots of the scene interactively by pressing a button on the wand allowed them
to accurately capture key findings from the VR experience. These images were later used to
document the outcomes from the VR session.
Step 7: Outcome summary Documenting discussions and outcomes is an important
part of every meeting. When the VR session was complete the user leading the meeting might
send out a summary of their experience making special notes as to what needed to be done.
Many times images and notes from the meeting are used to document the VR session and share
with others not in attendance.
2.4.5 Key Findings
Multiple themes presented themselves during data analysis of interview recordings and
notes. High level insights the implications are presented here.
VR is another tool in the toolbox. For many years VR has been praised as a panacea;
a solution to many problems. While at the same time it has also been described as a solution
in search of a problem. However, neither of these seem to be the case. VR’s use is strategic
and calculated; it is a well-defined tool in a toolbox. VR allows people to make decisions
about environments in increasingly natural ways. Specifically, it is used to create believable
environments in which we can effectively make decisions about realities that have yet to exist;
to predict future outcomes. A VR lab manager at General Motors explains: “To see them in
the totality of the vehicle and to enable that decision making process in the context of what
it’s going to look like, either in the assembly plant or in real life at the dealer show room, this
is the only way to do it.” Questions of spatial relationships are easily attended to in virtual
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reality: What can I see? How can I interact? How does this feel? Investigating human-product
interaction is also a place where VR shines, especially when physical prototypes are unavailable.
Viewing and interacting with objects at true scale seems to be one of the strongest affordances
VR offers. Many participants spoke of finding immense value in seeing an object in real size
within the context of the intended environment. As one participant at PSA explains: “Real
size is very important, VR doesn’t make sense if we don’t have real size.” While not a good fit
for everything, VR has found its identity as a valuable tool in the toolbox.
High frame rates are not always necessary. Being able to render the virtual envi-
ronment at a high frame rate has always been a desirable quality of VR applications. Having
a higher frame rate is particularly important for interactive simulations when there is a lot of
head and body movement. A trade-off between geometry complexity and rendering latency con-
tinues to exist. Application authors must ask themselves: Which is more important, geometry
detail or a high frame rate?
Many participants described building applications with this question in mind. Depending
on the needs of the user, an application is authored with a detail-centric or interaction-centric
(frame rate) approach. For instance, if a static viewpoint or particular perspective is to be
evaluated, a lower frame rate may be sufficient. “Someone who is used to gaming will say ‘this
is slow’,” an engineer at TACOM explains, “We’re not trying to react to things, or interact with
things, we just want to show something.” In another use case, when users work closely with
the geometry, manipulating and interacting with it, to investigate pressing design problems,
they often get caught up in the task and find themselves unconsciously adjusting to low frame
rates. “People who get involved in the context of the design, issues [like frame rate] tend to go
into the background.” a VR manager at John Deere clarified.
Importance of high quality renderings varies. The need for detailed renderings
depends on the questions being investigated. The questions participants shared spanned a
myriad of topics. Over the course of the survey, the questions users were exploring in VR often
fell into two general categories: visual issues or functional issues.
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The first group consisted of visual designers, craftsmanship engineers, industrial designers,
and like-minded individuals. Questions from this group often surrounded the aesthetic qualities
of the geometry; paying special attention to the interplay between color, texture, and material
properties. Having high fidelity or photo-realistic renderings was understandably important.
Additionally, users in this group used VR to learn about how the form of the geometry gave it
personality. Using VR with highly detailed models, designers and engineers in this group could
investigate how a final product might look like in its entirety.
The second group was made up of more traditional engineers who concentrated on the
fit, form, and function of the geometry, almost always from a product design perspective.
Having high fidelity geometry was not a priority for this group. However, in order to fully
engage form and function questions, the geometry must be physically representative of the
design with respect to size, orientation, and position. Questions surrounded how a product
could be assembled or disassembled on the manufacturing floor. Simulating product function
using animation helps to forecast future functional challenges. Ergonomic inquiries are better
understood through life-size interaction between a human and the virtual model. Engineers
were less interested in the aesthetics of the geometry and more interested in whether the models
fulfilled the technical specifications.
This dichotomy was also articulated when it came to software. VR users needing high
quality renderings typically embraced a particular software, while engineering-centric questions
might be better tackled with a different software package. The importance of high quality
renderings is strictly a function of the questions being explored. High quality images are
valuable, but not always required for decision making.
Starting a VR facility from the ground up is difficult. During the interviews the
origins of VR facilities were often discussed. It appears there are two major hurdles that must
be overcome before a VR facility can flourish.
First, while the cost of establishing a VR facility continues to decline, industry-level VR
facilities require considerable capital to establish, operate, and maintain. Many of the inter-
viewees described long processes of garnering internal support and buy-in from management.
35
In many of the success stories, there was an internal champion who pushed for the adoption of
VR. This person had a clear vision and strong belief in the value of VR and communicated that
to management to eventually get buy-in. A second challenge arises once the facility is built.
Once constructed, there is also a challenge of getting people to use the VR facility. In
several scenarios, participants said that the VR facility existed as an option for users, but the
question always came up: Why leave my desk when I can do all my work from here? Humans,
being creatures of habit, tend to avoid breaking away from established processes. A unique
approach at one facility was to assign tasks to a “VR sales person.” Instead of relying solely
on the internal VR champion to encourage use of the facility, another individual, a person
with considerable design experience within the company, is part of a traditional design team
but also has the responsibility of encouraging others to try VR. He typically approaches his
colleagues on an informal basis, coffee in hand, and suggests where VR can be useful. Perhaps
after several interactions he might offer to take their geometry and set up an initial VR work
session. Interestingly, it only seems to take a single visit in a VR facility to communicate the
value and benefits achievable to employees who are trying to solve design related problems.
This approach has been very successful in broadening the use of the technology throughout the
company.
Both of these challenges stem from a single underlying principle unique to VR. VR’s value is
difficult to comprehend without experiencing it firsthand. Not only is it difficult to understand,
but it is also hard to communicate. It is easy to describe an experience of brushing teeth because
almost everyone is familiar with the activity; however, fewer are familiar with immersive VR.
So, how does one describe the value of VR in the course of gathering internal support? In
the ideal world, employees from one company could visit the VR facility at another company.
Unfortunately, as VR is still an emerging technology, many companies keep their practice
private to maintain competitive advantage.
A new career path is emerging. Virtual reality is unique in that it combines a set
of diverse technologies to form a complex and powerful experience medium. The installation,
operation, and maintenance of that medium requires skills that are equally diverse. Currently,
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these responsibilities are carried out by multiple individuals with varying areas of expertise
(Table 2.5). As VR continues to permeate industry the need for people with VR-specific
skills will rise. Knowledge and experience with displays, tracking systems, audio systems, and
interaction technologies help form the technical background needed to manage VR systems.
Beyond the hardware, knowledge of software and virtual environment design is critical for
developing effective 3D worlds.
Measuring return on investment is worthwhile. Keeping track of facility usage can
be a useful way to estimate return on investment. Several VR facilities surveyed implemented
extensive spreadsheets to record lab activity. The spreadsheets captured a variety of informa-
tion. Recording the who, what, why, and when of VR sessions; however, is not always enough.
The most detailed record systems estimated potential gains based on findings and outcomes.
As finding issues early in design is a core goal of VR, it is also important to calculate cost
avoidance. At Lockheed Martin Space Systems the impact of specific findings are estimated.
“This is where it gets a little tricky,” the lab manager explains, “there is always the question
of - well would I have found that issue if I didn’t use VR?” Usage records together with pro-
totype cost data was used to justify upgrade costs to multiple facility technologies at General
Motors. Showing, with records, that VR has saved both time and money is a proven method
of increasing confidence in the technology.
2.5 Closing Thoughts
The last twenty years have seen remarkable strides in the advancement of virtual reality
technologies. John Adams wrote that VR, “almost worked,” in 1993. Fred Brooks reported
that it, “barely works,” in 1999. Since 1999, virtual reality has flourished thanks to rigorous
efforts of academic and industry research communities. VR can be found bringing value and
benefits to a myriad of disciplines. It works!
This survey has uncovered a variety of real-life examples of how VR is being used to support
stronger understanding through immersive experiences. Facility configurations are as diverse
as they have ever been. VR practitioners in industry are molding the traditional definitions
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of VR in search for the best immersive experience for their needs. VR has shown to be a
strategic tool in the toolbox ready to tackle a variety of challenges. While not suited for every
problem, this research shows VR’s strengths at investigating a variety of questions pertaining
to: visibility, ergonomics, packaging, aesthetic quality, abstract data visualization, storytelling,
and across discipline communication.
2.5.1 Moving Forward
There are considerable milestones to reach before Sutherland’s iconic vision for the ultimate
display can be realized, but the community has taken a leap in a promising direction. At the
conclusion of his survey, Fred Brooks proposed a number of open research challenges. Many
of the challenges have been overcome while others remain. Table 2.8 lists the challenges that
Brooks outlined in 1999 and summarizes the current state of technology advancement.
To close each interview, participants were asked about their hopes for future VR technology,
applications, and experiences. Responses varied from enhanced technological capabilities to
ways to streamline the VR use process (Fig. 2.10). Participant feedback was categorized.
Major themes are summarized in Table 2.9.
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Table 2.8 Brooks’ Research Challenges
Research Challenge How are we doing?
Reduce overall latency In 1999, Brooks defined the overall system latency to be
the biggest issue with VR. Thanks to advancements in
modern technology the overall system latency has been
significantly reduced. However, given the nature of the
technologies, reducing the communication time between
them may always be an area for research.
Render large models (> 1M
polygons)
VR experiences in this survey ranged in complexity from
hundreds of thousands of polygons up to over seventy
million polygons rendered in real-time.
Producing satisfactory hap-
tics
Calculating and rendering rich haptic interaction remains
an active research challenge. Many of the industries sur-
veyed showed interested in integrating haptic devices into
their manufacturing processes; however, only one VR fa-
cility reported using a haptic device on a regular basis.
Interacting most effectively
with virtual worlds
Numerous publications have reported on novel inter-
action techniques (Bowman et al., 2001; Pinho et al.,
2002; Subramanian and IJsselsteijn, 2000; Dachselt and
Hu¨bner, 2007; Rautaray and Agrawal, 2015) as well as
travel (Morganti et al., 2007; Zanbaka et al., 2004) for
virtual reality. Full textbooks encompassing a variety of
VR topics are also available (Sherman and Craig, 2002;
Bowman et al., 2004).
Making model worlds effi-
ciently
Companies like Fuel3D, Matterport, Capture3D and Faro
offer products and services to create 3D models from
physical objects or environments. However, there are
fewer do-it-yourself options.
Modeling non-existing
worlds
There are multiple free 3D modeling applications avail-
able including: Autodesk 123D, Blender, freeCAD,
SketchUp, and Zmodeler. While many of these appli-
cations may not be as feature rich as some of their paid
counterparts, many offer easy learning curves for begin-
ners.
Measuring the illusion of
presence
There have been many publications investigating the role
of presence and immersion in virtual reality (Schuemie
et al., 2001b; Bowman and McMahan, 2007) as well as
ways for measuring it (Witmer and Singer, 1998; Witmer
et al., 2005).
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Table 2.9 New Research Challenges
Research Challenge Description
Better graphics and brighter
displays
The community has made great improvements in graphic
rendering, tracking quality, and display brightness. How-
ever, almost all of the participants indicated wanting bet-
ter graphics and brighter displays.
Environmental Simulation Multiple vehicle design companies described situations in
which it would be helpful to visualize and understand how
a potential design would interact with the surrounding
environment (rain, snow, dirt, etc.).
Easier Model Conversion
Process
Almost everyone interviewed described an arduous model
conversion process. Of the model preparation steps, this
is still the most time-consuming. Because the conversion
process takes time, it is not always possible to use the
latest geometry. Having a consistent method of manag-
ing geometry throughout a company could help alleviate
some of the issues.
Automated Model Prepara-
tion
Adding color, texture, material properties, and kinematic
interaction takes anywhere from several hours to multiple
days.
Wider field-of-view (HMD) HMDs are popular with ergonomics; however, the limited
field-of-view often forces users to make unnatural head
movements.
Better collision detection &
haptics
While collision detection is available in many popular
software packages, it often struggles with low clearances.
Having high fidelity haptic devices could help engineers
understand how parts interact physically.
Transportable VR Labs As companies grow they tend to become distributed. It
is beneficial to bring a portable VR system on the road to
gather information from multiple users across the coun-
try.
2.5.2 Summary
This paper reports on a survey of virtual reality in industry. First, a list of VR facilities was
generated. The authors reached out to 35 VR labs through phone and email. In the end, 18
on-site visits were conducted along with conference calls with two other VR facilities. 62 people
from varying disciplines and backgrounds were interviewed. Real-life use cases are presented
within overarching categories and high level themes detailed. New updated research challenges
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were outlined for the community. Results indicate that VR has flourished in the last twenty
years. The knowledge base has been expanded greatly thanks to VR professionals from both
the academic and industrial communities.
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CHAPTER 3. AN INDUSTRY CASE STUDY: INVESTIGATING
EARLY DESIGN DECISION MAKING IN VIRTUAL REALITY
A paper submitted to the ASME Journal of Computing and Information Science in Engi-
neering.
Leif P. Berg, Judy M. Vance
Iowa State University, Ames, Iowa
3.1 Abstract
Immersive virtual reality provides a unique computer-based environment to explore po-
tential product designs. With the aid of 3D viewing technology and full position tracking,
three-dimensional representations of CAD models can be viewed as full-scale virtual products.
Members of the design team can move around the virtual objects and reach out and manipu-
late the individual parts of the design using natural human body motions. Computer graphics
generated situations and environments can be incorporated to place the virtual product in
context of its intended usage. Our experience has shown that this natural interaction with
virtual 3D models encourages discussion among team members who often have very different
expertise domains. The research presented here describes an industry case study of the use of
immersive virtual reality as a general design tool with a focus on the decision making process.
A group of design and manufacturing engineers, who were involved in an active new product
development project, were invited to participate in three design reviews in an immersive envi-
ronment. Observations, interviews, and focus groups were conducted to evaluate the effect of
using this interface on decision making in early product design. The results clearly show that
the team identified design issues and potential solutions that were not identified or verified
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using traditional computer tools. The design changes that were the outcome of the experience
were implemented in the final product design. Another result was that software familiarity
played a significant role in the comfort level and subsequent effectiveness of the team discus-
sions. Finally, participants commented on how the immersive VR environment encouraged an
increased sense of team engagement that led to better discussions and fuller participation of
the team members in the decision process.
3.2 Introduction
In order to create an immersive experience, computer technology is designed to stimulate
the human senses in ways that appear natural to the user. While implementations of virtual
smells and tastes have received little traction, much has progressed with respect to stimulating
the other primary senses: sight, hearing, and touch. Through the use of large projection envi-
ronments or head mounted displays, projected stereographic imagery can fill a persons entire
field of view. Real-time tracking systems provide position and orientation data of the users in
the immersive environment, allowing them to interact with objects in the scene using natural
human motions. Correct visual perspectives are calculated and projected based on the tracking
data provided of the user’s head. Dynamic 3D images update many times per second to pro-
vide a view of a three-dimensional virtual object from the users current viewpoint as they move
through the space. Arms, hands, and other limbs can also be tracked to enable both natural
and innovative interaction techniques with the computer generated objects. Auditory stim-
uli can be provided through surround sound systems, giving the users additional information
about what is happening in the virtual environment. Advances in haptic and touch technolo-
gies empower user understanding through force-feedback based interaction. Not only can the
user see and hear the virtual environment, but they can also feel it. When combined with fast
and efficient algorithms, the blending of these technologies creates new mediums where new
product ideas can be generated, explored, and evaluated.
In efforts to bridge the gap between desktop CAD and fully immersive virtual environments,
3D design and visualization software packages have begun to incorporate immersive capabilities
through simple software plugins. Designers and engineers can make precision design changes
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on the desktop and then quickly move into the immersive environment to understand the
implications of their proposed changes. In some cases moving from the desktop environment to
the VR environment requires only a few clicks of a mouse to change the display configuration
and project the scene in the immersive environment.
Virtual reality (VR) technology is being used in several companies to evaluate visibility, op-
erator/repair technician/assembly worker ergonomics, component packaging and other product
design issues (Noon et al., 2012; Lawson et al., 2015). Much of the published literature associ-
ated with industry use of virtual reality in design focuses on describing a specific application
or target domain (Seth et al., 2010; Chellali et al., 2013; Stork et al., 2012; Xia et al., 2012;
Fei et al., 2012), with an emphasis on technology contributions. The case study presented
here seeks to better understand the realized and potential benefits of VR in an industrial con-
text, focusing on the human aspects of the experience. The case study describes the firsthand
experiences of an engineering design team as they conducted design reviews in an immersive
environment as part of a larger product design effort. The visits to the VR facility were mo-
tivated by real design challenges that occurred within the course of the normal workload of
this design team. The design team members were experts in their fields but they were not
previously familiar with immersive technology and therefore they entered the experience as
novices with respect to the use of virtual reality for design decision making. Because the team
members were actively engaged in a current product design task, they were motivated to use
the immersive technology to address specific challenges they needed to solve to move forward
with detailed product design. This case study takes the approach of asking not only what can
users do from a technology standpoint, but how their actions in the virtual environment influ-
ence decision making. Through a series of observations, interviews, and focus groups, decision
making benefits in virtual reality were identified.
The paper proceeds as follows. Section 3.3 reviews relevant research in the use of VR for
design. Details about the facilities, software, and study procedure are presented in section 3.4.
Section 3.5 reports on the qualitative results of the case study. Broader insights are described
in section 3.6. The paper concludes in section 3.7.
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3.3 Background
As early as 1993, the potential of VR technology to improve engineering product and
process design was being investigated. Two areas in the literature gained the most attention
from researchers: virtual manufacturing and virtual assembly. Virtual manufacturing is a
term used to describe the use of immersive technology to prototype manufacturing processes.
Similarly, the term Virtual assembly describes the use of immersive technology to explore or
develop assembly methods. The motivation behind using VR to prototype manufacturing and
assembly operations is the potential to feedback insights gained in the virtual environment to
product designers to suggest modifications of the product geometry to reduce costs, improve
ergonomics and safety, and improve operations before the product geometry is finalized.
In 1995 Cobb et al. (1995) investigated the potential usefulness of VR in the United King-
dom manufacturing industry. Through a series of interviews, site visits, and demonstrative
workshops the authors concluded that while manufacturing professionals were optimistic about
the potential of VR they struggled to conceptualize practical use cases. In 1996, Shukla et al.
(1996) outlined current VR technologies and applications. Several industries actively investigat-
ing virtual manufacturing processes were described. More recently, Nee et al. (2012) provided
a detailed survey of augmented and virtual reality technology with current practices relating to
manufacturing. The survey indicates that the adoption of virtual manufacturing has matured
greatly from ten years prior.
Fewer reports in recent years have evaluated the efficacy of virtual assembly applications.
Jayaram et al. (2007) presented two case studies investigating the usefulness of virtual assembly
with complex industry-grade geometry. The software, VADE, allowed for interactive component
manipulation. For each case study, the authors viewed videos and discussed existing assembly
methods with engineers and managers. Next, the assembly procedure was programmed in
the software and the CAD was exported into the virtual environment. Finally, manufacturing
engineers evaluated the assembly process using the simulation. The differences between the
virtual assembly simulation and the real life assembly were analyzed. In both cases, the software
was of sufficient fidelity to efficiently evaluate the assembly processes. The authors described
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a large gap between simple proof-of-concept applications and those that are fully capable of
contributing to decision making in industry.
Later in 2013, Fletcher et al. (2013) investigated the use of a haptic device in virtual reality
to simulate a process planning system. The literature revealed that existing virtual machining
environments only fulfilled some of the process planning activities. To this end, the authors
developed a VR application called HAPP. The software allowed the user to simulate material
setup, the machining activity, and the tear down procedure. A variety of information about
the process is captured and logged during the simulation. Five expert process planners were
asked to use the software to generate process plans for three parts of varying complexity. The
automatically generated plans were analyzed through a peer review and an optimal plan was
identified. The optimal plan was then given to a shop floor technician who manufactured each
component. The technician was able to successfully follow the plans finding them to be an
accurate representation of the machining process.
In both prior studies the focus of the evaluation was on determining the extent to which
the immersive experience provided sufficient fidelity to support decision making. The research
presented here does not focus on identifying limits to the technology. We are not concerned
with the question of how much fidelity is needed to achieve reliable results but rather our goal
is to ask how does the use of this technology impact decision making in product design teams.
We designed and implemented a controlled case study to explore the research question. The
methods, results, discussion and conclusions are presented in the next sections.
3.4 Methods
The study comprised of three discrete stages (Fig. 3.1). Individual interviews with members
of the design team were conducted. Next, the design team was invited to hold three design
reviews in an immersive environment. Directly after each design review, the team participated
in a focus group. Lastly, a final focus group was carried out to complete stage three.
Participants A design team of five male engineers from a hydraulic pump manufacturing
company participated in the study. The team comprised of individuals with varying engineering
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Figure 3.1 Study procedure
roles and ranged in age from 31 – 42 with an average age of 35. The majority of participants
had been in the design and manufacturing industry for more than seven years. None of the
participants reported having experience with virtual reality prior to the study.
Software In efforts of understanding the current state of the art in VR, a commercially
available CAD package with immersive capabilities was used: Teamcenter Lifecycle Visualiza-
tion 9.1 from Siemens PLM Software Siemens (2014). While the design team was familiar with
the desktop version of the software, participants had no experience with the immersive capabil-
ities. The software provides the capability to display 3D geometry across multiple projection
screens within an immersive facility.
Using the software, custom virtual reality experiences could be authored. Within the im-
mersive mode, multiple techniques for navigation and component manipulation were available
through the use of a Nintendo Wii Remote R© (Fig. 3.2) and projected radial menu.
Facilities The study was carried out at three locations. The initial interviews were held
in a conference room at the design team’s primary place of work. All three design reviews were
conducted in a three-walled immersive projection environment (Fig. 3.3).
Three projectors presented stereographic imagery on two walls (4m by 3m and 3m by 3m)
and a floor (4m by 3m). An infrared based optical tracking system allowed the positions and
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Figure 3.2 Wii Remote Interaction
orientations of numerous objects within the space to be tracked in real time. A surround
sound system provided aural audio feedback within the interaction space. The post review
focus groups and final focus group (stage 3) were completed in a conference room near the VR
facility.
Figure 3.3 Immersive Projection Facility: METaL (Multimodal Experimental Testbed and
Laboratory). Product geometry is hidden in this figure because of intellectual
property considerations.
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3.4.1 Initial Interviews
A set of individual interviews were executed to understand the perceived benefits of using
VR in a design process (Table 3.1). Any existing knowledge or experience with VR technology
and applications was noted. The current design process was outlined with special attention
given to technology-related tasks (e.g. CAD software). The initial interviews were audio
recorded for analysis.
Table 3.1 Initial Interview Questions (sample)
Have you ever heard of virtual reality? If so, what do you
know about it?
Have you ever used a virtual reality system before? If so,
when? What was it like?
Do you see virtual reality being helpful in making decisions?
How so?
What do you think you would be able to do with a virtual
reality system?
3.4.2 Design Reviews
The team conducted three immersive design reviews of a new product in development.
The first review was held approximately one month after the initial interviews (section 3.4.1).
Subsequent reviews were conducted between one and two months apart. Prior to each review
the researchers met with the design team to establish objectives for the immersive reviews.
As past research suggests that individuals with limited VR experience find activity planning
challenging (Cobb et al., 1995; Thalen and Voort, 2011), the researchers helped scope the goals
to ensure that they were attainable given software capabilities. Additionally, the design team
was given a brief tutorial on how to use the software’s immersive mode before the first design
review.
For each session the team was given 90 minutes to review the design in the immersive
environment. Researchers observed participants’ interactions throughout the review and were
available to answer any questions regarding the use and capabilities of the system.
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Following each design review, the team participated in a focus group to identify salient qual-
ities of the team’s experience. Questions investigated the advantages, disadvantages, and im-
portant aspects of their experiences relating to decision making. Participants were encouraged
to describe their experiences in narrative form through a semi-structured interview protocol
(Table 3.2). Each session was audio recorded for analysis.
Table 3.2 Focus Group Questions (sample)
How did your design review go?
What types of questions did you explore?
Was there anything that was particularly challenging about
your session today?
Did you make any decisions regarding the design?
Table 3.3 Final Focus Group Questions (sample)
Over the course of the visits, do you think your experiences
in VR influenced your decision making? If so, how?
Is this something you could see yourself using for future de-
signs? If so, how?
Looking back, if you could change one thing about your expe-
riences, what would it be?
Overall, how was your experience using the virtual reality sys-
tem?
3.4.3 Final Focus Group
The final focus group investigated how the use of VR influenced decision making throughout
the design process. Additionally, while the previous focus groups concentrated on specific design
review experiences, the final focus group examined how their experiences in VR impacted other
design activities (see Table 3.3).
3.5 Results
Data collected from the observations, interviews, and focus groups were analyzed from a
bottom up perspective. A within-case analysis (Paterson, 2010; Creswell, 2013) was performed
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for each immersive design review (Sections 3.5.2 - 3.5.4). Next, overarching themes were ex-
tracted through across-case analysis, as described by Ayres et al. (2003), in section 3.6. Salient
insights are reported in the order observed.
3.5.1 Initial Interviews
The goal of the initial interviews was to understand participants’ perceived usefulness of
virtual reality and how it may influence their experiences in VR. None of the participating
design team members cited having previous experience with virtual reality technologies or ap-
plications. Two participants mentioned having moderate to advanced expertise with multiple
CAD software packages. Without any previous experience with virtual reality technology, it
was challenging for participants to generate use cases, which is consistent with past research
(Cobb et al., 1995; Thalen and Voort, 2011). However, several potential use cases emerged. The
potential to investigate assembly procedures was reported by all five participants. Three par-
ticipants described scenarios in which component animations could help the team understand
the spatial relationships during product interactions. Two participants described the perceived
benefit of visualizing an operator’s assembly station at true scale. Participants imagined be-
ing able to interactively walk through a proposed assembly sequence in context in the virtual
environment. One participant suggested that being able to simulate low clearance tolerance
stack-ups would be desirable. The initial interviews provided a perspective for collecting and
analyzing future data.
3.5.2 Design Review 1
For the first design review, the team wanted to better understand the spatial relationships
between components during the engagement of two critical subassemblies.
To begin, one of the researchers, familiar with the software, helped load the product ge-
ometry into the immersive environment. The design team stepped into the immersive space
and stood spread out staring at the front-most wall. For the first ten minutes, members of the
design team stood still while discussing product features with the use of pointing and hand
gestures. Soon after, the team member wearing the tracked stereo glasses (“driver”) began to
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explore the capabilities of the system by walking around to gain better perspectives. Team
members without tracked glasses only moved to step out of the way of the driver. However,
after 15 minutes, participants began crowding around the driver in an effort to share the view-
ing perspective. For the most part, the team remained in this configuration for the rest of the
review. Occasionally, participants switched glasses to ensure all had a chance to experience the
position tracked viewing perspective.
The team used an axis-constrained component manipulation feature to simulate the en-
gagement of two subassemblies. The driver selected one assembly for manipulation and moved
the Wii Remote about the space while describing the assembly questions and design concerns.
The head tracked stereo glasses were exchanged a few more times before the design questions
were answered. The team answered their design questions faster than they had originally antic-
ipated. With their decision goal accomplished, the team began to explore other design issues.
Numerous unscheduled conversations began which focused on other aspects of the product as-
sembly process. Team members posed questions about potential tooling and environmental
factors. The 3D visualization was leveraged to evaluate potential solutions to new inquiries
on the spot. By the end of the first design review, participants were moving more naturally
about the environment and leveraging multiple perspectives by walking, tilting their heads,
and leaning down. After the review, the team and researchers walked to a conference room for
a focus group session.
Several major themes emerged from the focus group discussions. The ability to view the
product at true scale was vital for decision making. For instance, using traditional tools:
“Looking at certain components [in CAD] they look one size, but they are actually another
size.” Participants described instances in which seeing the product immersively improved
their understanding of how components were laid out spatially and how each component in-
teracts with one another. Because steps in the assembly process were complex, understanding
specific component visibility from the assembler’s perspective was critical. Interacting with
the components at true scale also gave participants a stronger kinesthetic sense of potential
operator-product interactions. One engineer mentioned: “It gave you a perspective of how far
to kneel down to see that engagement.” Further more, being able to manipulate subassemblies
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freely, a process difficult with CAD software on the desktop, enabled participants to better
describe potential assembly scenarios in a natural way.
Participants expressed an increased ability to communicate geometry specific insights. In-
stead of verbally describing a perspective-specific viewpoint (e.g. “housing assembly from
above”), the tracked glasses could be handed off to other participants to share the experience
of specific viewpoints. One participant described their experience: “Especially the view that
you were bringing up while thinking about the clearances and the space within the unit. I didn’t
have that same perspective, but when you mentioned that and then I got a chance to look at it
I thought – Oh yeah, now I can see it.” Participants quickly found that referencing objects in
the virtual environment through pointing and hand gestures was difficult because of varying
visual perspectives. As one participant articulated, “my hand was pointing here, his hand was
pointing there” (different spatial locations). However, this deficiency minimally impacted com-
munication. Because everyone was intimately familiar with the geometry, components could
be verbally identified using short domain-specific phrases.
3.5.3 Design Review 2
For the second design review the team proposed two questions for investigation. First, with
the overarching design goal of minimizing product size, the team had concerns regarding the
working clearances of internal components. More specifically, the team wanted to understand
the clearances between components during different stages of operation. The second inquiry
surrounded a proposed method of inserting one subassembly into another.
During the initial geometry loading phase, participants requested taking a more active role
in the preparation. Upon this request, researchers stepped away from the workstation and two
design team members, most familiar with the desktop version of the software, began configuring
the experience. The team discussed which perspectives and geometry orientations would be
most helpful in answering the questions then modified the setup accordingly.
After spending 5-10 minutes configuring the application, the design team entered the virtual
environment. While participants initially dispersed themselves evenly about the space, they
quickly regrouped around the driver (Fig. 3.4). The discussion started with the driver describing
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the salient concerns. Hand gestures were used to describe the motion of one component within
another.
Figure 3.4 Design team investigating clearances
The team appeared to be more comfortable with the workspace and tended to interact with
the geometry from new perspectives. For the majority of the first review, the front projection
screen was heavily utilized, however, the second wall and floor saw much more use during the
second review. Two team members remembered Wii Remote button mappings for program
features and used them more often. The researchers anticipated seeing an increased amount
of sharing the tracked glasses, however, only a slight increase was observed. For the majority
of the session, the two team members leading the review tended to wear the tracked stereo
glasses.
On three separate occasions in the course of the 90 minute session, the team would break
out of the immersive experience to make adjustments on the desktop. In these instances one
member from the team would step out of the space and sit down at the workstation nearby.
Minutes later the adjustment was made and the team was back at work. While many of
the adjustments could have been made using the software’s immersive menu, participants,
being familiar with the desktop version, found it simpler to pause the experience and make the
adjustments from the desktop. The transition between the desktop and immersive environment
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was seamless. Within the first 20 minutes the team had answered their primary questions and
were ready to move on to the second inquiry.
For the second objective, the team wanted to investigate a proposed assembly method
involving two subassemblies. Through a series of translations and rotations across multiple
axes, the smaller of the subassemblies needed to be inserted into the larger. To this end, the
team configured the software such that the two subassemblies could be manipulated as grouped
parts in the VR environment. Next, using the immersive menu, collision detection was enabled.
Team members took turns attempting to complete the assembly operation. When collisions
occurred, the colliding component was highlighted red, however, there was no haptic or audio
feedback rendered. Because of tight clearances, participants struggled to complete the assembly
while manipulating the Wii Remote. While the virtual assembly experience was not realistic
enough to fully address the questions, the experience reminded the team of the body and arm
postures the assembly requires. One participant reported that the experience “reinforced the
complex movement required to get that [subassembly] installed.” Based on the experience, the
team made plans to further evaluate the assembly method using physical models to address
ergonomic concerns.
Many of the same insights from the first design review reemerged during the second focus
group. Participants commented on how the immersive visualization at true scale provided
a stronger understanding of component relationships; especially helpful when understanding
clearances. Free form interaction was also cited as giving valuable assembly feedback, even
though the collision detection “didn’t have the feel through the hand.” The use of the Wii
Remote for interaction also made manipulation feel unnatural. One participant hypothesized
that a glove device may solve the problem: “If I had a glove instead of a wand [Wii Remote],
I may be able to grab the part better.”
The team, as a group, reported that they worked together more effectively during the second
review. One of the team members mentioned: “I think we passed the glasses around a little bit
more. Or someone would notice something and say – hey what do you think?” As the review
progressed, participants used the facilities and program features more.
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Most notably, participants appreciated the ability to come into the environment and get to
work more quickly. One team member declared: “ The wow factor was gone, I felt like it was
all business, jumped in [and] looked at what we needed to and got that done.” Participants also
acknowledged that they felt more capable with the VR system and the increased confidence
lead to a more directed design review. Three participants expressed that having the initial
experience in VR helped them to prepare and execute the second review more effectively.
3.5.4 Design Review 3
While the previous two design reviews investigated product-centric questions, the third
review focused on the design of an assembly line. The team established two objectives. First
and foremost, participants wanted to gain a better understanding of how the layout of an
assembly line would impact interactions between the operator, product, and assembly stations.
Participants also sought to evaluate the tooling in context with the assembly station layout.
Understanding the layout of the stations within the assembly line from visibility, ergonomic,
and reachability perspectives was crucial for developing the design.
Geometry of a partial assembly line was loaded into the virtual environment. The assembly
line consisted of 10 to 12 benchtop stations. When possible, the pump geometry was placed
in context with the assembly line. The design review began with a manufacturing engineer
stepping into the virtual environment with the team. The first few minutes were spent looking
around and becoming acquainted with the layout. For each station, the driver verbally described
each station’s purpose. Hand, arm, and body gestures were used to communicate the interaction
processes.
Many times throughout the review participants placed their hands at specific locations in
the environment as if to gauge the distance between two points. It is possible that combining
the visual information (what they saw) with kinesthetic information (what they felt) provided
a enhanced sense of spatial relationships. At one point, someone asked:“How far [away] are
the bins?’ ’ The driver walked up to the bench and reached out to touch virtual objects then
responded: “about twelve to fourteen inches.” A while later, another driver placed their hands
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on the benchtop of one station and commented: “Those [bench tools] aren’t going to clog up
the workspace as much as I thought.”
While the primary goal of the review was to evaluate the assembly line, multiple product-
centric questions arose. Because the product geometry was loaded in context with the assembly
line models, participants simply walked over to the product as they would in real life. The team
commented that it was nice to have the flexibility to view multiple models within the space
because it allowed them to pursue a variety of topics without leaving the virtual environment.
Upon completion of the third design review, participants followed the researchers to a conference
room where the focus group was conducted.
The focus group began with a discussion surrounding a key finding from the design review.
Within the immersive environment, the team found an issue with the placement of a particular
device. The device stood between two workspace areas. The assembly procedure required the
operator to be at one location and reach across the device to a bin in another location. Before
the design review, the team believed the placement of the device was acceptable, however, after
experiencing the interaction in VR they decided that the assembly station must be modified.
Participants reported experiencing several new benefits unique to the third design review.
Seeing the assembly stations at true scale provided participants a better sense of distance
within and across the workstations. One participant compared their experience with CAD
software to their experience in VR: “In 3D models [CAD] you can take a measurement of how
far the distance is, but when you have the pump [occupying physical space], it actually makes
a difference . . . because you have to get in, then walk around it.” Multiple participants found
that being able to move freely and naturally through the assembly process provided, “a whole
new perspective” on how operators and parts move down the line. Without VR, visualizing this
process is left to the imagination. Walking through interactions mentally can be very different
compared to physically performing the interaction in VR. One participant explains: “You can
always picture it in your head and imagine how it’s going to move, but until you see it in VR,
it’s a different experience altogether.”
The immersive review experience also had limitations. All participants reported wanting to
interact with the product in the context of each station. While portions of these interactions
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are available in the software, they were not configured at the time of review. One participant
described specific interactions: “Yes, It would have been nice to see the unit at each station to
get a sense of what that would be like. Push it, and pull it back.” Seeing the product in motion
with the assembly line would have added to the team’s understanding of the overall assembly
procedure.
Participants found their experience with the third design review to be notably different
compared to the first two reviews. The first reviews leveraged a product-centric perspective,
while the assembly line focused on the environment. Because the assembly line was large, the
geometry was viewable on all three screens regardless of viewing perspective. The increased
viewing area allowed participants to spread out and form groups. Even though a single perspec-
tive was rendered on the display, participants felt like the non-driving perspective was useful.
One participant noted that communication was easier with the assembly line than it had been
with the pump: “Two people could be looking at one part and two others could be talking about
something else. It wasn’t ‘Hey look at this’ and crowd and hover around somebody’s shoulder. It
filled the whole space and we were able to go off on our own and do our little investigation and
have our own conversations.” Effectively communicating an idea with other team members
did not always require the sharing the tracked glasses.
One participant found that the VR experience encouraged the team to be more engaged
compared to traditional design reviews. The day before the third immersive review, the team
held a similar meeting in a conference room at their workplace. The team lead explained: “I
thought it was funny, that we went through the same meeting yesterday, with everybody’s laptops
open, doing other work on the side and not fully engaged, and [got] completely different results.”
Multiple participants posited hypotheses as to why the virtual review was more engaging. One
participant suggested that: “It’s interactive. You’re there. You’re in it. Versus you’re sitting
in a conference room around a table [where] it’s too easy to have you laptop open and do some
other things. You’re standing up, there’s no surface for your laptop, you’ve got glasses on. It’s
just visual and immersive.”
Towards the end of the focus group one participant began describing how their experience
with the third design review will influence not only questions about the current design, but will
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also inform future directions. One of the manufacturing engineers stated: “Experiencing it in
VR is definitely going to put me ahead of the game. When it comes to going to the supplier, I’m
not going to be surprised in what I saw. I have clear expectations of it now.” The participant
continued by describing how their findings from this session will scale to extending the design.
Thinking ahead to future designs is easy when you have already seen it: “I already feel like I’ve
stood at station 10 and station 12.”
Table 3.4 Design Review Summary
Review Objective Outcome
1 Evaluate visibility of sub-
assembly engagement
No design change (VR vali-
dated existing decision)
2 Evaluate operating clearances Design change was made
3 Walkthough assembly line Design change was made
3.5.5 Final Focus Group
A final focus group was conducted after the third immersive design review to understand
how the use of virtual reality influenced the overarching design process. The focus group began
with a summary of the design reviews. Objectives and resulting outcomes were discussed
(Table 3.4). For the first review, the use of the virtual environment validated their existing
decision about the visibility of components during the engagement of two subassemblies. The
team investigated tight operating clearances using section views during the second visit. Based
on the review, significant changes were made to the design. Before the second review the team
admitted to being, “completely ignorant of the issue” and they were glad to have discovered
it. For the third review, participants found that the location of a particular device created an
awkward and suboptimal interaction. Again, based on their experience with the assembly line
in the virtual environment, changes were made to the assembly station.
The design review outcomes raised the visibility of using virtual reality in product design
throughout the organization. Internal efforts were made to disseminate the early discoveries
and experiences, however, participants found it challenging to describe the immersive experi-
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ences themselves: “I think we’ve done a good job explaining the value. . . , but it’s very difficult
explaining the experience itself.”
To close, participants were asked when, in the design process, they thought VR would
be most influential. The team hypothesized that the use of the technology could happen
at different stages throughout the design process. During early concept generation, frequent
immersive design reviews could help iterate on product-centric ideas. Later on, as product
geometry became more refined, the manufacturing design team could consider assembly tooling
and processes leveraging assembly station geometry. At this stage, the use of VR by the
manufacturing design team would increase while the concept designers’ use would decrease.
Finally, when nearing production, VR could be helpful for training assembly operators. At
this stage, VR would be used less frequently by the manufacturing engineers, however, one
participant suggested that the technology might be useful to better understand changes to the
assembly line that happen throughout the manufacturing life cycle.
3.6 Discussion
The ability to view and interact with product (pump) and environment (assembly line) ge-
ometry at true scale added significant benefit to the team’s design efforts. The team approached
each design review with specific questions and was able to effectively investigate them in the
virtual environment. In the first design review, viewing the pump at true scale helped the team
understand critical viewability concerns during subassembly engagement. Natural interaction
with the Wii Remote provided the team with kinesthetic and ergonomic information regarding
operator movement. Applying section viewing planes in the second review enabled the design
team to understand the operating clearances in real size. At one point the team members
noticed that one section of a component appeared thinner than they had realized. After the
session they performed a more detailed analysis of the stresses in the part and eventually re-
designed the component. Although this delayed the design process somewhat, the team felt
that a critical issue was addressed that became apparent only during their immersive environ-
ment session. As a result of the third review, an assembly station’s layout was modified after
finding that it made important processes inconvenient for operators. Participants reported
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that their experiences in VR provided them with a stronger sense of the spatial relationships
between product components as well as the interaction space around the assembly line.
Participants found that interacting with the geometry using the Wii Remote was helpful,
but was too awkward and unnatural to fully investigate their assembly inquiries. The collision
detection experience was not robust enough to be useful at this point.
Having some familiarity with the software, in the desktop version, supported a smooth
transition to the immersive experience. In this study, the team’s partial familiarity with the
software supported an easy transition between CAD software on the desktop and the immersive
experience that allowed them to spontaneously explore issues that arose during the review.
In the immersive environment they did not hesitate to explore additional design challenges
because they had confidence that they could configure the product geometry very quickly into
the form needed for their use. Loading in new geometry, selecting various parts to view,
etc. was virtually seamless with no geometry pre-processing needed. This proved to be very
beneficial. The time investment of learning new interfaces often acts as a barrier of entry for
many new technologies. While the immersive menu provided many options, the design team
preferred pausing the experience, modifying the application from the desktop, then reentering
the experience. This familiar interface allowed the team time to concentrate on the task at hand
more quickly. More advanced capabilities provided in the immersive menu could be explored
as the team became more comfortable in the environment.
Using the virtual environment provided an increased sense of team engagement. Tradi-
tionally, design teams huddle around conference tables with laptops, cell phones, and paper
notebooks while one person manipulates the design on a large 2D screen at best. Maintaining
team engagement and attention becomes particularly onerous when competing with distractions
from electronic devices. The virtual environment provided the design team with an opportunity
to step away from the conventional conference room and into a design space with fewer dis-
tractions. Multiple team members reported noticing increased team engagement during design
discussions within the immersive environment.
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3.7 Conclusions
This paper presents a case study to investigate early design decision making in virtual
reality. A group of design and manufacturing engineers, new to VR, were invited to conduct
three design reviews in a projection-based immersive computing facility. During the course of
the design reviews, participants investigated numerous questions surrounding a new product
design. Participants found tremendous value in being able to view and interact with the
geometry at true scale in a virtual environment. Most notably, participants reported gaining
a better understanding of the spatial relationships between product components as well as the
interactions required to assemble the product. Their VR experience helped guide existing and
future design directions. Two of the three immersive design reviews resulted in considerable
changes to the design.
Emergence of commercial CAD software with immersive capabilities has the potential to
facilitate faster adoption of this technology in industry. Building from existing knowledge of the
software and its capabilities, design team members have the skills to configure the immersive
experience to address the design issues they face. The ability to interact in 3D space with
virtual products that can be shown at real scale has been shown in this study to be a valuable
tool for the design team. Further, interacting in the immersive environment engages design
team members more actively in the discussion of design challenges and solutions when compared
to the rather passive conference room environment of traditional design reviews. In the future,
additional capabilities that provide haptics and better collision detection will enhance the
immersive design review experience even further, contributing to even greater use of virtual
prototyping for design decision making.
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4.1 Abstract
The problem this paper addresses is the tension between descriptive and normative ap-
proaches to design theory and methodology. Descriptive approaches typically seek to docu-
ment, formalize and/or automate existing ad hoc design methods, towards the goal of making
current best practices available to all. In contrast, normative approaches attempt to improve
upon existing design practices, towards a new method for how design should be done. Both
approaches have strengths and weaknesses. This paper seeks to resolve some of the tension
between the two approaches. It presents a new method for designing a design system that
synergistically exploits the strengths while remedying the weaknesses of both normative and
descriptive methods. An illustration that employs immersive computing technology (ICT) to
remedy some of the cognitive biases that might occur in a normative mathematical model for
disassembly planning is presented.
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4.2 Introduction
The first Design Theory and Methodology Conference in 1989 presented papers that were
primarily descriptive design studies (Finger and Rinderle, 1990; Wood et al., 1989). At the
time, the fields of artificial intelligence and expert systems were growing significantly, as im-
provements in computer processing speed and memory were making such systems possible.
These early computer based design tools sought to encode the knowledge of human design ex-
perts. However, this proved to be quite difficult, since the design process was often practiced as
an art, rather than a science. While mathematical models of physical artifacts or systems were
widely employed, there was very little codified terminology, theory, process or methodology
for conducting the design process itself. The preface to the first DTM conference proceedings
(ElMaraghy W.H. et al., 1989) states:
“To increase knowledge about the mechanical design process as a basis for the
development of tools to aid designers, the study of Design Theory and Methodol-
ogy is developing as a critical field of research. . . This conference, the first within
ASME, is focused specifically on explaining the mechanical design process and the
development of tools to aid in accomplishing design.”
Much progress was made over the next 25 years. The mechanical design process has been
thoroughly explained, and the terminology, theory and methodology for describing the design
process have been codified, although it is ever evolving. Throughout this evolution there has
always been a tension between descriptive and normative approaches. Codifying or formalizing
current practices answered the question “How do we design?” in a descriptive fashion. The
next question was “Can we do better? How should we design?” The normative approach seeks
to answer these questions. The central problem is how to determine which aspects of the design
process as practiced by human experts to retain, and which to replace. This paper addresses
this tension between normative and descriptive approaches to design theory and methodology.
The remainder of this paper proceeds as follows. Section 4.3 describes previous related research.
Section 4.4 presents a new method for achieving synergy between normative and descriptive
approaches to design theory and methodology. Section 4.5 presents an illustrative example of
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disassembly. Finally section 4.6 summarizes, concludes, and describes possible future research
directions.
4.3 Background
This first part of this section presents a small sampling of DTM Conference papers that trace
the arc of thought regarding descriptive and normative approaches to engineering design theory
and methodology. The second part presents background on the design task of disassembly
planning. The concept of design-for-disassembly arose as a normative response after attempts
at disassembling traditional designs failed to achieve cost-effectiveness.
4.3.1 Descriptive vs. Normative Design Theory and Methodology
The set of papers that appeared in the proceedings of the first conference on Design Theory
and Methodology were largely descriptive in nature. Ullman (1989) defined design taxonomy,
towards the goal of providing a common language for evaluating the different design method-
ologies being proposed at the time. The taxonomy sought to capture, or describe, the design
environment, process and research approach. Stauffer and Slaughterbeck-Hyde (1989) defined
a taxonomy of constraints that are used by the designer in a heuristic fashion in order to guide
the design process. They specifically state that “. . . we are not proposing a methodology of how
to improve the design process.” Ishii and Nekkanti (1989) presented a method for representing
expert design knowledge, specifically for net shape manufacturing. Their contribution was a
descriptive structure for organizing expert design knowledge for the purpose of embedding it
in an expert system. The second, third and fourth DTM conference continued in this vein,
and included papers that documented design histories (Kuffner and Ullman, 1991; Meehan and
Brown, 1990; Chen et al., 1990), iterative design using behavior graphs (Welch and Dixon,
1991), methods for representing and studying design procedures (Gebala and Eppinger, 1991)
and design studies (Gevins et al., 1992), for example. However, even these early DTM con-
ferences began to include some work of a more normative nature, including decision analytic
methods for catalog selection (Bradley and Agogino, 1991), multiattribute design evaluation
(Thurston, 1990), and design for recyclability (Burke et al., 1992). This combination of both
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descriptive and normative approaches continued. For example, the tenth conference in 1998
included both descriptive papers on text learning capture (Sheppard et al., 1998) and design
capture using direct observation (Liang et al., 1998), as well as normative papers such as those
for new methods for design synthesis (Campbell, 1998) and an enhanced axiomatic basis for
design (Yu et al., 1998). Even as the descriptive phase continued, many papers began to doc-
ument things that can go wrong during the design process. For example, Ariyo et al. (2006)
examine reasons for change propagation, which greatly increases product development costs.
Yang (2007) conducted a survey of design practice in industry, but also included an evaluation
and resulting ranking of the design tools by industry respondents. Viswanathan and Linsey
(2011) described the detrimental effects of design fixation and the irrational consideration of
sunk costs in order to “prevent” the perceived loss of time, effort and costs that have already
been spent. Hallihan et al. (2012) describe a set of the most commonly employed cognitive
heuristics in design, and some of the resulting cognitive biases that might limit the designer.
They hypothesize that confirmation bias may occur during concept generation and limit the
number and variety of alternative design concepts that are generated. They propose the use of
matrix methods in an effort to overcome this limitation. Vakili et al. (2007) employ an inter-
esting combination of descriptive and normative approaches. They advocate using biological
phenomenon to stimulate concept-generation in a descriptive fashion, but at the same time
propose that function structures be employed in a normative fashion by a third party in order
to do a better job of objective extraction of strategies. Oehlberg et al. (2011) is an example
of how design theory and methodology researchers have come full circle. They employ a de-
scriptive approach, surveying practicing designers to document how new design technologies
are used to share information during the collaborative design process. This twenty-five year
evolution of design theory and methodology from a purely descriptive approach towards a more
normative approach (particularly to computer aids to design), and then back to a descriptive
study of how the tools are used informs the methodology presented in the next section. Neither
approach is sufficient on its own. This methodology recognizes the cyclic nature of descriptive
and normative approaches informing and improving one another.
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4.3.2 Designing the Disassembly Process
Design-for-disassembly arose as a normative response to traditional designs’ inability to be
disassembled profitably. It has become an important part of the lifecycle design process, for
legislative, customer and economic reasons. Disassembly is required in almost all product recov-
ery strategies including reuse, remanufacturing, recycling, and disposing (Go et al., 2012). The
primary objective is often minimizing disassembly time (Collado-Ruiz and Capuz-Rizo, 2010).
However, reuse and remanufacturing provide an opportunity for recovery of the economic value
added by the original manufacturing process (Mangun and Thurston, 2002). In this case, it
is important to minimize not only time, but also the damage to valuable components. Many
methods treat disassembly as a deterministic process, and assume that the costs and benefits
are known (Behdad et al., 2009; Lambert, 2003). Normative disassembly sequence planning is
known as a nondeterministic polynomial-time complete (NP-complete) problem (Gungor and
Gupta, 1997). In practice, the consequences of conducting disassembly are often highly uncer-
tain due to many factors (Turowski and Tang, 2005). Gungor and Gupta (1998) developed a
three-step methodology to resolve the uncertainty that arises from defective incoming compo-
nents or disassembly damage. They proposed to generate an optimum disassembly sequence
and then modify the sequence whenever an unexpected situation arises during the actual disas-
sembly process. However, they have not addressed how to estimate and avoid causing damage
during disassembly. Behdad and Thurston (2012) combined a graph-based linear programming
method with multi-attribute utility theory to determine a disassembly sequence while address-
ing tradeoffs between two attributes: probability of damage and the disassembly time. Their
normative approach assumed that the probabilities of damage were known prior. Determining
the optimal disassembly sequence involves consideration of many complex factors. The natural
limitations of human cognition lead decision makers to employ a broad range of mental short-
cuts, or rules of thumb, in order to deal with such complexities. By definition, these necessary
and useful heuristics purposefully ignore parts of the information that might be available, to
make the selection among alternatives more approachable. This is particularly beneficial when
working with problems with limited data and uncertainty. Todd and Gigerenzer (2007) discuss
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several common heuristics including Recognition, Take The Best, Tallying, and Try A Dozen.
When the decision maker only recognizes one of the choice alternatives they may pick the rec-
ognized choice; employing the recognition heuristic. In cases where multiple alternatives are
recognized, the Fluency Heuristic may be implemented. This heuristic states that the speeds
of which alternatives are recognized are related to their strength of some criteria (Schooler
and Hertwig, 2005). Next, the Take The Best heuristic involves finding a single discriminating
feature and choosing the alternative with the highest value of that feature. Tallying requires
the decision maker to count the positive attributes of a particular alternative. The alternative
with the most tallies is chosen. In other cases the decision maker is willing to forfeit the best
choice with an alternative that is good enough (Try-a-dozen or satisficing). Finally, in some
decisions there is already a default choice indicated. The Default Heuristic suggests that the
decision maker should choose the default alternative (Gigerenzer, 2008). Humans are especially
limited in their ability to perceive, interpret and process information in uncertain environments,
especially when considering judgment and decision-making (Seong and Bisantz, 2008). Heuris-
tics are employed in the presence of incomplete or uncertain data because they are effective
(Gigerenzer, 2008). Tversky and Kahneman (1974) discussed three common heuristics: Repre-
sentativeness, Availability, and Adjustment & Anchoring. While these heuristics are necessary
and useful, they can sometimes lead to cognitive biases that systematically lead the decision
maker in the wrong direction. These heuristics and the resulting cognitive biases are described
in terms of engineering design in Hallihan et al. (2012). For example, people often overestimate
the probability of an event simply because it is easy to imagine or recall (Lehner et al., 1997),
as a result of their employing the “availability” heuristic. The focus of the example presented
later in this paper is on the difficulty of estimating the probability of causing damage to valu-
able components during the disassembly process. Using the availability heuristic, the designer
might overestimate the probability of damage during disassembly and unnecessarily lower the
speed of the disassembly process, resulting in increased disassembly time and labor cost.
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4.4 A Framework for Resolving Normative vs. Descriptive Tensions in
Design Theory and Methodology
This section presents the underlying method for achieving synergy between normative and
descriptive approaches to design theory and methodology, with the goal of exploiting the
strengths and remedying the weaknesses of each approach. Table 4.4 contrasts the two ap-
proaches, and delineates the strengths and weaknesses of each. The framework builds upon
new advances in immersive computing technology to support early design decision making.
New methods of interacting with product data while still in the early design phase can be used
in conjunction with descriptive methods to enhance decision making. Figure 4.1 illustrates how
providing the designer with descriptive data and the ability to explore normative methods while
interacting with full scale CAD models in an immersive computing environment will bring both
descriptive and normative methods together to improve the entire design process.
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Table 4.1 Descriptive vs. Normative Design Methods
Descriptive Normative
Goal Make best practices available
to all
Improve on best practices
Methods Holistic model of whole sys-
tem, Documents best practices
of experts, Immersive Com-
puting Environments
Abstract model of selected el-
ements, Mathematical models
Optimization Decision based
design
Strengths “Rings true”, Feels familiar to
practitioners
Optimal solution is most ef-
ficient use of resources, Feels
familiar to practitioners, Ax-
iomatic foundation provides
basis for belief this is the best
possible solution
Weaknesses Can inadvertently embed mis-
takes, inefficiencies, cognitive
biases, Cannot tell if solution
is the best possible (optimal),
Designer does not necessarily
know what to do within sys-
tem
May be difficult to get buy-
in, Need to gather or estimate
large amount of input param-
eter data, Can inadvertently
embed cognitive biases in ei-
ther model formulation or in-
put parameter estimation
Evaluation Metric Does it mimic reality?, No
need to judge or evaluate
Is the design and/or process
better than before?
4.4.1 Framework
Figure 4.1 outlines the cyclic nature of the framework. The connections between each of the
elements indicate the synergistic nature of the method. The Immersive Computing Technology
(ICT) environment can be employed to quickly gather information and data from a simulated
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“experiment” much more quickly than would be possible with physical prototypes. ICT also
affords the collection of data unavailable in traditional design environments. Conversely, users
of the ICT system could be provided with a visual abstraction of a normative mathematical
model and/or sensitivity analysis results in order to guide their activities within the system
towards those that might be more productive. Visualizations can also be employed to debias
the user. The end goal is to achieve a feasible disassembly plan that accommodates several
trade-off decisions that might not be immediately apparent from simply viewing the CAD
models using traditional computing interfaces. Starting with the descriptive approach, an
immersive computing environment is created in which the designer can view, manipulate and
interact with the design artifact and also execute any operations of interest, such as assembly,
product use by the consumer, or disassembly at end-of-life. This approach sometimes seeks
to mimic physical reality as closely as possible in order to capture all the important aspects
of the interaction between the design artifact and the user. It should be noted that ICT
does not firmly belong in the descriptive category since it can also be employed to support
normative approaches in different ways, such as facilitating the collection of data used as
inputs to mathematical models. However, the way that we applied the ICT in this paper is
more in a descriptive fashion. ICT has been mainly used to explore different design solutions
rather than telling which solution is the best possible (optimal) answer. The designer is free
to explore the design through natural interaction. At this stage, heuristic rules of thumb are
often employed based on the designer’s prior experience. These heuristics are necessary and
useful, but can inadvertently be influenced by cognitive biases. Then the question “Can we do
better?” is asked. A normative approach is employed in order to improve on the designer’s
experience and insert some formality into a somewhat ad hoc implementation of best practices.
By definition, this approach seeks to improve upon existing ad hoc best practices, and often
employs a mathematical abstraction of the most important elements of the design problem.
Mathematical models are an abstraction of reality, and the analyst must first determine which
aspects of reality need to be included in the model and which do not. This requires answers
to questions such as “What are the objectives? What are my options? What tradeoffs am I
willing to make? What design decisions can I control in order to achieve the objectives?” After
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the model is formulated, estimations of the input parameters are required. Interacting in the
ICT can serve to provide input data to the mathematical model. The user can manipulate
the product and generate data that will inform both the formulation of the mathematical
model and the use of the results. The results of mathematical models often include not only
the optimal solution, but also sensitivity analysis of the result. At this stage, the designer
has the advantage of querying the available results from the normative methods while still
interacting within the ICT. Results from sensitivity analysis can be displayed to the designer
to inform his/her decision making. Instead of relying on capturing all aspects of the design in
the mathematical model, the user can test the boundary conditions of the model and improve
upon it by manipulating and interacting with the early product design in the ICT. Combining
natural interaction in the ICT with formalized mathematical models allows the designer the
ability to leverage both the descriptive and the normative approaches to design. Then the cycle
of design continues. Again, the question is asked “Can we do better?” At this point, methods
can be employed that will serve to identify cognitive biases and means to alleviate these biases.
The ICT provides a unique environment upon which to implement these approaches.
4.4.2 Debiasing the Decision Maker: Immersive Computing Technology as a Tool
to Enhance Decision Making
This section describes a set of high level methods that can be employed to address the
specific problem of debiasing the design decision maker in an immersive computing technology
environment. Several studies suggest debiasing techniques that can help designers overcome
cognitive biases. The unique characteristics of ICT which allow for natural user interaction
and data visualization at the same time combine to provide a rich design decision making tool.
Ullman et al. (1987) showed that designers tend to keep a single design concept as a starting
point and then try to adjust their original concept to improve the design rather than creat-
ing new alternatives. When prior experience exists, the designer reuses similar solutions and
will not seek innovative alternatives. To avoid this anchoring, it is important to encourage
the decision maker to “consider alternatives”. This can be accomplished in ICT in a number
of ways. First, design alterations generated quickly in software without waiting for physical
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Figure 4.1 Achieving Synergy between Descriptive and Normative Design
prototypes. These alternative designs can be displayed concurrently in the ICT, giving the
designer the ability to make immediate comparisons. With respect to disassembly sequence
planning, ICT could show animations of alternate disassembly operations the designer may
not be considering. Additionally, abstract representations (precedence graphs) can be used
to highlight unintuitive disassembly sequences. This strategy is also particularly effective to
overcome hindsight bias (Arkes, 1981). ICT can also be used to overcome the biases that
sometimes result from employing the availability heuristic. When considering a set of disas-
sembly operations, a designer may reasonably attempt to recall past instances of disassembling
similar products. However, a designer might only be able to recall recent, more available,
instances of similar products as well as those of high saliency from memory. As memory is
fallible, it is beneficial to provide memory aids (Arkes, 1981). ICT may be used to quickly
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remind the decision maker of objectively similar disassembly operations (avoiding mistakes of
subjective similarity judgment) and supporting statistical information. This reminder may also
provide information on how the current product differs from past product experiences. Finally,
a concrete visualization of past product experiences lifts the burden of having to imagine past
products and operations accurately. ICT also provides numerous opportunities to overcome
repercussions of the representativeness heuristic. When considering past probabilities, people
tend to ignore base rate information in lieu of subjective judgments of similarity. Providing
an objective metric of similarity between two disassembly operations or components (past vs.
current) would help the designer understand how similar two components or operations would
be, and by extension how they may behave in the future. Predicting future values is also a task
heavily influenced by representativeness behavior. If condition A has yielded result B in the
past, then a designer would assume a condition similar to A would result in B as well. How-
ever, as previously mentioned, similarity is difficult to judge based purely on memory of past
experiences. In this event, both a visualization comparison and metric of similarity would help
avoid challenges in prediction tasks. ICT also could provide tools to help the designer think
about long term disassembly processes. While it may be possible for a designer to predict the
estimated damage of a single disassembly operation, it is more difficult to predict damage of an
entire procedure. ICT can be used to present an abstract precedence graph and show damage
estimation predictions for various paths through the graph. This would remove the burden of
long term prediction traditionally influenced by the bias resulting from the representativeness
heuristic. Other techniques to debias the decision maker include:
• To “think Bayesian”. To understand Bayesian statistics and the importance of applying
base rate information (Arkes, 1981).
• “Systematic statistical thinking”. Preferring group data to individual case considerations
as well as basing predictions on multiple inputs (Dawes, 1983).
• Incorporating probabilistic and statistical heuristics into individuals’ everyday reasoning
(Nisbett et al., 1983).
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• Using frequencies instead of probabilities since people reason more accurately about fre-
quencies than about probabilities (Sedlmeier, 1999).
• Train and inform decision makers about biases (Larrick et al., 2004).
The aim of this research is to exploit both descriptive and normative models to debias the
designer. In this way, designers can decrease the effects of a broad range of cognitive biases.
It should be noted that the types of heuristics and resulting cognitive biases deviate from one
design application to another. Therefore, the types of the remedial actions taken are different
from one application to another. Along with the above mentioned de-biasing techniques, this
paper proposes employing the capabilities of ICT to remedy some of the cognitive biases. The
purpose of this work is not to overcome specific biases, but to propose methods on a general
scale.
4.5 Illustrative Example of Methodology
This section illustrates the method presented above with an example of disassembly se-
quence planning. Disassembly is a process with a variety of purposes, including product repair,
maintenance, component reuse and material recovery. Disassembly sequence planning as an
integral part of End-of-Life product recovery operations is not a trivial problem, and the pres-
ence of a high degree of uncertainty and the cognitive biases resulting from human judgment
complicate the matter even further. The primary goal is to minimize total cost. Traditionally,
this is done by minimizing the time required to perform all disassembly operations. This often
results in damage to some components. However, product take-back initiatives seek to reuse or
remanufacture some or all components, making it necessary to consider the damage inflicted
by speedy disassembly operations. The purpose of this section is to show how simultaneous
consideration of both descriptive and normative approaches can help a designer derive the dis-
assembly sequence with minimum amount of damage. A subsection has been assigned to each
part of the proposed framework in Section 4.4. The ICT environment used in this project is
the Multimodal Experience Testbed and Laboratory (METaL) at Iowa State University. The
METaL consists of two walls and a floor configured into a 4m x 3m x 3m space. Each projection
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surface is illuminated by a single 3D projector producing 5.28 megapixels of resolution across
the total display surface of the facility. The position of the user’s head and handheld wand is
detected by the optical tracking system. The computational resources include a head node and
a render node, each containing dual quad-core processors and 24GB of RAM. Active stereo
glasses are worn by the user to produce stereo viewing.
4.5.1 Descriptive Approach
The Burr puzzle (Figure 4.2) was chosen as a sample assembly to illustrate the effect damage
estimates would have on the choice of disassembly sequence. Removing any piece of the Burr
puzzle results in many collisions with other pieces that could potentially result in damage.
Within the ICT environment, a designer can manipulate and interact with the assembly by
reorienting the assembly, removing individual parts, etc. Once inside the ICT, the designer is
asked to select the sequence that he or she believes results in the lowest probability of damage.
The disassembly tree can be displayed in the ICT along with the geometry of the Burr puzzle.
Figure 4.2 Interacting with the Burr puzzle in the Immersive Computing Environment
The designer makes decisions based on their subjective assessments of probabilities which
may be quite different from the objective or true probabilities. In general, designers’ estimates
of probability of damage during disassembly are influenced, to some extent, by their perception
of two things: frequency of damage occurrence and severity of damage. The effect of frequency
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of event occurrence on the estimation of probability of damage was explained under prospect
theory by Tversky and Kahneman (1992). Based on this theory, people tend to overestimate
the probability of relatively infrequent events and underestimate the probability of relatively
frequent events. Let X be a set of outcomes, for this example, cost of damage. Assume a
set of simple probability distributions P over X. A typical representation of P is the lottery
[pl, x1; ...; pm, xm], which results into outcome xi with probability pi. The expected value of
this lottery is defined as (Bleichrodt and Pinto, 2000):
EV (p1, x1, . . . , pm, xm) =
∑
piixi
where pii = w(pi). The probability weighting function w is from [0, 1] to [0, 1] with w(0) = 0
and w(1) = 1. Tversky and Kahneman (1992) proposed the following one-parameter weighting
function for w:
w(p) =
pγ
[pγ + (1− p)γ ] 1γ
w(p) is a monotonic function that has an inverse S-shape for 0.27 ≤ γ ≤ 1. Bleichrodt and
Pinto (2000) summarized the results of some empirical studies that estimated the parameter γ
in the above equation. Tversky and Kahneman (1992) estimated the parameter to be γ = 0.61
for gains and γ = 0.69 for losses. The severity of the outcome is another factor that affects
the estimation of the probability of damage. Harris et al. (2009) found that users judged
a controllable event as more likely to happen when its consequence was extremely negative
than when it was more neutral. It should be noted that overestimating or underestimation
of probability of damage has economic effects. The probability and consequence of damage
during disassembly can directly affect remanufacturing cost. Moreover, the overestimation or
underestimation of the probability affects the speed of conducting disassembly. While speed of
disassembly is important in reducing remanufacturing cost, unplanned and irreparable damage
to components as a result of disassembly or reassembly prevents reuse and could result in
financial loss. There is always a trade-off between the speed of disassembly and the amount of
damage caused. The problem arises where the user overestimates the probability of damage, and
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as a result unnecessarily reduces disassembly speed in order to prevent the damage. Figure 4.3
represents the effect of overestimating the probability of damage on total cost of disassembly
respectively. Total cost is composed of two parts: CT = CL + Cd, where the labor cost is
calculated based on the disassembly time (CL = Ltd) where L is the unit labor cost per unit
time and; the cost of occurring damage during disassembly (Cd). The straight line in Figure
4.3 shows that slower disassembly time results in increased labor cost. Figure 4.3 shows the
inverse relationship between the probability of damage and the cost of damage. A decreasing
exponential function is assumed for the cost of damage based on disassembly speed (probability
of damage). The higher the speed of conducting disassembly operation, the lower disassembly
time and therefore, the higher the probability of damage and the cost of resulting damage.
Figure 4.3 The economic effect of overestimating probability of damage during disassembly
The total cost curve is the summation of the disassembly labor cost curve and the cost
of damage curve. The figure shows t1 as the optimal disassembly time with lowest total cost
C1. By overestimating the probability of damage, the cost of damage curve shifts upward,
and as a result the total cost curve also shifts to the right. Therefore, the perceived optimal
disassembly time is t2 but the resulting total cost is C2 is higher than C1. C2 − C1 is the cost
of overestimating probability of damage. In summary, inaccurate estimation of the probability
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of damage potentially convinces the user to conduct the disassembly task at a speed that
unnecessarily results in higher total cost. The result of this discussion is the realization that
the designer might inadvertently embed some cognitive biases into their subjective estimation
of the probability of damage. Therefore, we cannot tell with confidence that the sequence
suggested by the designer is the best possible solution.
4.5.2 ICT Debiasing Techniques for Disassembly Sequence Planning
The purpose of this section is to provide concrete examples of how the ICT could be em-
ployed to help designers decrease the effects of cognitive biases. Some of these techniques
attempt this through decreasing reliance on the designer’s memory, and provide new ways to
consider uncertainty when estimating the probability of damage. The debiasing techniques sug-
gested here are categorized into three groups: visual, aural, and haptic. The ICT environment
depicted earlier in Figure 4.2 may optionally employ an abstract disassembly sequence presence
graph (Figure 4.4). This visualization is comprised of nodes (spheres representing disassem-
bly configurations) and edges (line geometry representing disassembly transition opportunities)
connecting the nodes.
Figure 4.4 Example ICT disassembly environment with precedence graph visualization aid.
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Visual Methods The visual experience of the ICT environment provides numerous op-
portunities to debias the decision maker. The following techniques may be applied to an
abstract graph visualization as seen in Figure 4.5. The graph visualization may be altered to
present additional information. The nodes (or configurations) could be animated to vibrate
at varying frequencies to indicate differences in probability of damage. Color coding edges in
a chromatic scale may also be used to present differences in probability of damage or other
relevant statistics. Size could be used as a differentiator among nodes. As the probability
of damage increases a node may become smaller allowing the nodes with low probability of
damage to be seen more easily. Size differences of geometry could also be used for edges. In
this case, edges (disassembly operations) with low probability of damage may have larger ge-
ometry. The edges would become thinner as probability of damage increases – indicating a
potential operation to avoid. The length of the edges of the graph could also be altered to
represent various levels of damage probability (longer indicates higher probability). Applying
a gradient transparency to nodes could be used to highlight states of greater uncertainty with
respect to the probability of damage (Figure 4.5). The addition of visual geometry is another
opportunity to present relevant statistics. The path with the lowest total probability of damage
could be highlighted using transparent green spheres (Figure 4.6). In the event a designer has
a formal background in damage estimation, raw data could be presented alongside the abstract
geometry. The potential of the graph is not limited to simple visualizations; the designer may
also interact with it. Intersecting a virtual cursor with components of the graph could display
additional information regarding distributions and probabilities. This is especially useful when
other types of information dominate the scene.
Audio and Haptic Methods Often underutilized in ICT environments, audio is another
feedback avenue. While interacting with the graph, a designer may intersect an edge with a
virtual cursor. Upon intersection, each edge could emit a pitch with a frequency related to
probability of damage. Additionally, the quality of a pitch or set of pitches may be used to
indicate damage probability – higher dissonance could indicate higher probability of damage.
Finally, the volume of pitches may be adjusted to suggest variations in probabilities. In the
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Figure 4.5 ICT graph visualization. States and transitions with high probability of damage
(left most path) are transparent.
event haptic devices are used in the experience, force-based attributes of components could
be altered to present probability information. Components could also vibrate haptically to
indicate changing levels of damage. The importance of using de-biasing techniques in virtual
environments becomes more apparent as the application of ICT is becoming popular in the
design process, and as the traditional approach toward design is shifting toward visualization-
centric technologies rather than physical prototypes of the products. However, the impact of
the above mentioned de-biasing techniques should be investigated further in future studies.
The next section explains a normative approach used to estimate the probability of damage.
4.5.3 Normative Approach
To use the normative approach, we first need some estimation of damage for each disassem-
bly operation. Because information is not available on the potential damage that might occur
as each piece is disassembled, the ICT environment can be used to generate this data. In this
application, we have chosen to use the number of collisions that occur as parts are removed
from the assembly as a direct correlate to the amount of damage. The estimate of damage is
considered to be an uncertain parameter that has a statistical distribution. The method for
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Figure 4.6 ICT graph visualization. Nodes highlighted with transparent green sphere indicate
path of lowest probability of damage.
gathering this damage data involves a person disassembling each part multiple times while the
numbers of voxel collisions between parts are recorded. A complete description of this method
can be found in Behdad et al. (2012). Any collision detection method could be used however
to represent a measure of potential damage. Figure 4.7 shows the potential disassembly se-
quences, the mean and variance of the number of collisions, and the shape of the statistical
distribution of damage for each operation. The goodness-of-fit of the statistical distributions to
the data sets has been assessed using the chi-square and Kolmogorov-Smirnov tests applying
the ARENA software. The α level 0.05 has been used. Each connecting edge of the graph
represents a disassembly operation and each node represents the current state of the resulting
subassemblies. Each part is represented by a letter corresponding to its color in the ICT. The
“*” notation indicates that a part has been reoriented in the operation but not removed. The
actual number of collisions for any one disassembly operation should not be viewed as repre-
senting a specific amount of damage. Rather the number of collisions for one operation should
be viewed relative to another operation. The data represent the relative potential damage that
could occur between two different approaches to disassembly.
For simplicity, we can assume that damage occurs when the number of collisions exceeds a
certain damage threshold, as shown in Figure 4.8.
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Figure 4.7 The feasible disassembly operations, the mean and variance of the number of col-
lisions for each operation
Therefore the probability of damage can be calculated as follows:
PN = P (N ≥ K) =
∫ ∞
K
fN (n) dn
Where, N is the random variable representing the number of collisions. The method is
applied to calculate the probability of damage for each disassembly transition. The threshold
value k = 120, 000 is used here. As several examples, Figures 4.9,4.10,4.11 show the distri-
butions of the number of collisions and the damage probabilities calculated for disassembly
operations 5, 6 and 7 respectively. As shown on the disassembly graph depicted in Figure 4.7,
disassembly operations 5, 6 and 7 are the possible operations that separate component ‘B’ from
module ‘BGRY’.
The ICT can be used to display this normative data to the ICT user, as shown in Figure 4.7.
Each damage distribution can be displayed within the disassembly tree in the ICT. The user can
readily see what level of damage is associated with each disassembly operation. This additional
information will help the designer more accurately make the tradeoff between disassembly cost
and resulting damage. The display of abstract mathematical concepts with the 3D geometry
in the immersive computing environment enhances the user experience and has the potential
to improve decision making. Nevertheless, the normative method has its own limitations, as
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Figure 4.8 The probability of damage is the shaded area under the curve beyond the threshold
K.
Figure 4.9 The statistical distribution of the number of collisions for disassembly operation 5
outlined earlier. For example, depending on the shape of distribution, calculation of the damage
probability can lead to hard-to-evaluate integrals. Moreover, both approaches can be under the
influence of cognitive biases resulting from the use of heuristics, such as framing, anchoring, and
expert-reliance. In practice, disassembly sequence planning relies on the experts’ qualitative
judgment based on their particular knowledge about causality, disassembly time and constraints
rather than on quantitative estimation of values and calculation using normative decision rules.
Therefore, often a combination of both normative and descriptive approaches can help designer
derive design insights toward an improved design.
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Figure 4.10 The statistical distribution of the number of collisions for disassembly operation
6
Figure 4.11 The statistical distribution of the number of collisions for disassembly operation
7
4.6 Summary and Conclusion
This paper has briefly traced the development of some of the descriptive and normative
approaches to design theory and methodology. A framework for integrating the two approaches
to achieve synergy towards an improved design methodology has been presented. An example
of the problem of disassembly sequence planning illustrates a descriptive approach (ICT) that
allows the designer to visualize not only the design artifact, but also a normative abstraction
of the design artifact (a disassembly network). The potential for using immersive computing
technologies to debias the decision maker has been discussed at both high and low levels. The
example demonstrated the use of ICT to gain information for use in the normative model,
and for using that model towards debiasing the decision maker. Future directions for research
include developing new debiasing techniques within the ICT to deal with a broad range of
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cognitive biases in a normative model, as well as the converse; using the normative model to
debias the descriptive ICT system. Finally, user studies are needed to test the effectiveness of
these methods.
Acknowledgment This material is based upon work supported by the National Science
Foundation under grants #CMMI-1100177 and #CMMI-1068926. Any opinions, findings, and
conclusions or recommendations expressed in this material are those of the authors and do not
necessarily reflect the views of the National Science Foundation.
Note: Leif Berg’s primary contribution to this paper was the co-development of the prescribed
decision making framework. Specifically, he incorporated the use of virtual reality as the
descriptive component within the framework. He was responsible for discussions of virtual
reality applications to ameliorate cognitive biases and the development of the virtual reality
applications. The primary coauthor, Sara Behdad, integrated the normative aspects of the
framework and led the review of past literature. All of the coauthors were involved in the
design of the investigation and interpretation of the results.
92
Bibliography
Ariyo, O., Eckert, C. M., and Clarkson, P. J. (2006). Unpleasant surprises in the design
of complex products: why do changes propagate? In International Design Engineering
Technical Conferences and Computers and Information in Engineering Conference, pages
33–42. American Society of Mechanical Engineers.
Arkes, H. R. (1981). Impediments to accurate clinical judgement and possible ways to minimize
their impact. Journal of Consulting and Clinical Psychologysychology, 49(3):323–330.
Behdad, S., Berg, L. P., Thurston, D., and Vance, J. (2012). Integrating Immersive Com-
puting Technology With Mixed-Integer Nonlinear Programming for Disassembly Sequence
Planning Under Uncertainty. In nternational Design Engineering Technical Conferences and
Computers and Information in Engineering Conference, pages 1143–1151. American Society
of Mechanical Engineers.
Behdad, S., Kwak, M., Kim, H., and Thurston, D. (2009). Selective disassembly and simulta-
neous end-of-life decision making for multiple products. In ASME 2009 International Design
Engineering Technical Conferences and Computers and Information in Engineering Confer-
ence, pages 313–321. American Society of Mechanical Engineers.
Behdad, S. and Thurston, D. (2012). Disassembly and reassembly sequence planning tradeoffs
under uncertainty for product maintenance. Journal of Mechanical Design, 134(4):41011.
Bleichrodt, H. and Pinto, J. L. (2000). A parameter-free elicitation of the probability weighting
function in medical decision analysis. Management science, 46(11):1485–1496.
Bradley, S. R. and Agogino, A. M. (1991). Design capture and information management for
concurrent design. In Design Theory and Methodology. ASME.
93
Burke, D. S., Beiter, K., and Ishii, K. (1992). Life-cycle design for recyclability. Master’s thesis,
Ohio State University.
Campbell, M. (1998). Agent-based synthesis of electromechanical design configurations. In
Design Theory and Methodology. ASME.
Chen, A., McGinnis, B., Ullman, D., and Dietterich, T. (1990). Design history knowledge
representation and its basic computer implementation. In Design Theory and Methodology
Conference, pages 175–184.
Collado-Ruiz, D. and Capuz-Rizo, S. F. (2010). Modularity and Ease of Disassembly: Study
of Electrical and Electronic Equipment. Journal of Mechanical Design, 132(1):14502.
Dawes, R. M. (1983). Is irrationality systematic? Behavioral and Brain Sciences, 6(03):491–
492.
ElMaraghy W.H., WP, S., and DG, U. (1989). Preface. In Design Theory and Methodology.
American Society of Mechanical Engineers.
Finger, S. and Rinderle, J. (1990). A transformational approach to mechanical design using a
bond graph grammer. In Design Theory and Methodology.
Gebala, D. and Eppinger, S. (1991). Methods for Analysing Design Procedures. In Design
Theory and Methodology.
Gevins, V. B. J., Baudin, C., Mabogunje, A., and Leifer, G. T. L. (1992). An experimental study
of design information reuse. In International Conference on Design Theory and Methodology,
volume 42. Citeseer.
Gigerenzer, G. (2008). Why heuristics work. Perspectives on Psychological Science, 3(1):20–29.
Go, T. F., Wahab, D. A., Rahman, M. N. A., Ramli, R., and Hussain, A. (2012). Geneti-
cally optimised disassembly sequence for automotive component reuse. Expert Systems with
Applications, 39(5):5409–5417.
94
Gungor, A. and Gupta, S. M. (1997). An evaluation methodology for disassembly processes.
Computers & Industrial Engineering, 33(1):329–332.
Gungor, A. and Gupta, S. M. (1998). Disassembly sequence planning for products with defective
parts in product recovery. Computers & Industrial Engineering, 35(1):161–164.
Hallihan, G. M., Cheong, H., and Shu, L. H. (2012). Confirmation and cognitive bias in
design cognition. In International Design Engineering Technical Conferences and Computers
and Information in Engineering Conference, pages 913–924. American Society of Mechanical
Engineers.
Harris, A. J. L., Corner, A., and Hahn, U. (2009). Estimating the probability of negative
events. Cognition, 110(1):51–64.
Ishii, K. and Nekkanti, R. (1989). Compatability representation of knowledge about design
for net shape manufacturing. In ASME International Conference on Design Theory and
Methodology, pages 65–72.
Kuffner, T. A. and Ullman, D. G. (1991). The information requests of mechanical design
engineers. In Design Theory and Methodology.
Lambert, a. J. D. (2003). Disassembly sequencing: A survey. International Journal of Produc-
tion Research, 41(16):3721–3759.
Larrick, R., Koehler, D. J., and Harvey, N. (2004). Debiasing: Blackwell handbook of judgement
and decision making. John Wiley & Sons.
Lehner, P., Seyed-Solorforough, M.-M., O’Connor, M. F., Sak, S., and Mullin, T. (1997).
Cognitive biases and time stress in team decision making. Systems, Man and Cybernetics,
Part A: Systems and Humans, IEEE Transactions on, 27(5):698–703.
Liang, T., Cannon, D., and Leifer, L. (1998). Augmenting a Design Capture and Reuse System
Based on Direct Observations of Usage. In Design Theory and Methodology. ASME.
95
Mangun, D. and Thurston, D. (2002). Incorporating component reuse, remanufacture, and
recycle into product portfolio design. Engineering Management, IEEE Transactions on,
49(4):479–490.
Meehan, E. and Brown, D. C. (1990). Constraint Absorption and Relaxation Using a Design
History,. In Design Theory and Methodology. ASME.
Nisbett, R. E., Krantz, D. H., Jepson, C., and Kunda, Z. (1983). The use of statistical heuristics
in everyday inductive reasoning. Psychological Review, 90(4):339.
Oehlberg, L., Roschuni, C., and Agogino, A. (2011). A Descriptive Study of Designers Tools for
Capturing, Reflecting on, and Sharing User Needs and Conceptual Designs. In International
Design Engineering Technical Conferences and Computers and Information in Engineering
Conference, pages 199–208. American Society of Mechanical Engineers.
Schooler, L. J. and Hertwig, R. (2005). How forgetting aids heuristic inference. Psychological
review, 112:610–628.
Sedlmeier, P. (1999). Improving statistical reasoning: Theoretical models and practical impli-
cations. Psychology Press.
Seong, Y. and Bisantz, A. M. (2008). The impact of cognitive feedback on judgment per-
formance and trust with decision aids. International Journal of Industrial Ergonomics,
38(7):608–625.
Sheppard, S., Jones, K., and Jeremijenko, N. (1998). Developing Text Learning Capture to
Examine How Students Learn from Texts and How Texts Learn from Students. In Design
Theory and Methodology.
Stauffer, L. A. and Slaughterbeck-Hyde, R. A. (1989). The nature of constraints and their
effect on quality and satisficing. In Design Theory and Methodology.
Thurston, D. (1990). Multiattribute utility analysis in design management. Engineering Man-
agement, IEEE Transactions on, 37(4):296–301.
96
Todd, P. M. and Gigerenzer, G. (2007). Environments That Make Us Smart Ecological Ratio-
nality. Current Directions in Psychological Science, 16(3):167–171.
Turowski, M. and Tang, Y. (2005). Adaptive fuzzy system for disassembly process planning.
In Networking, Sensing and Control, pages 141–146. IEEE.
Tversky, A. and Kahneman, D. (1974). Judgement under uncertainty: Heuristics and biases.
Science, 185(4157):1124–1131.
Tversky, A. and Kahneman, D. (1992). Advances in prospect theory: Cumulative representation
of uncertainty. Journal of Risk and uncertainty, 5(4):297–323.
Ullman, D. G., Stauffer, L. A., and Dietterich, T. G. (1987). Preliminary results of an exper-
imental study of the mechanical design process. In NSF workshop on the Design Process,
Ohio State Univ, pages 143–188.
Vakili, V., Chiu, I., Shu, L. H., McAdams, D. A., and Stone, R. B. (2007). Including func-
tional models of biological phenomena as design stimuli. In International Design Engineering
Technical Conferences and Computers and Information in Engineering Conference, pages
103–113. American Society of Mechanical Engineers.
Viswanathan, V. and Linsey, J. (2011). Design fixation in physical modeling: an investigation
on the role of sunk cost. In International Design Engineering Technical Conferences and
Computers and Information in Engineering Conference, pages 119–130. American Society of
Mechanical Engineers.
Welch, R. and Dixon, J. R. (1991). Conceptual design of mechanical systems. Design Theory
and Methodology, 31:61–68.
Wood, K. L., Antonsson, E. K., and Beck, J. L. (1989). Comparing fuzzy and probability
calculus for representing imprecision in preliminary engineering design. Design Theory and
Methodology-1989, pages 99–105.
97
Yang, M. C. (2007). Design methods, tools, and outcome measures: a survey of practitioners.
In International Design Engineering Technical Conferences and Computers and Information
in Engineering Conference, pages 217–225. American Society of Mechanical Engineers.
Yu, H., Shu, L., and Venter, R. (1998). An enhanced axiomatic design process. In Design
Engineering Technical & Computers in Engineering Conferences.
98
CHAPTER 5. IMMERSIVE COMPUTING TECHNOLOGIES TO
INVESTIGATE TRADEOFFS UNDER UNCERTAINTY IN
DISASSEMBLY SEQUENCE PLANNING
A paper published in the ASME Journal of Mechanical Design (July 2014, Vol. 136, No.
7).
Sara Behdad1, Leif P. Berg2, Judy M. Vance2, Deborah Thurston1
1University of Illinois at Urbana-Champaign Urbana, Illinois, USA
2Iowa State University, Ames, Iowa
5.1 Abstract
The scientific and industrial communities have begun investigating the possibility of making
product recovery economically viable. Disassembly sequence planning may be used to make
end-of-life product take-back processes more cost effective. Much of the research involving
disassembly sequence planning relies on mathematical optimization models. These models of-
ten require input data that is unavailable or can only be approximated with high uncertainty.
In addition, there are few mathematical models that include consideration of the potential
of product damage during disassembly operations. The emergence of immersive computing
technologies enables designers to evaluate products without the need for physical prototypes.
Utilizing unique three-dimensional (3D) user interfaces, designers can investigate a multitude
of potential disassembly operations without resorting to disassembly of actual products. The
information obtained through immersive simulation can be used to determine the optimum
disassembly sequence. The aim of this work is to apply a decision analytical approach in
combination with immersive computing technology to optimize the disassembly sequence while
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considering trade-offs between two conflicting attributes: disassembly cost and damage estima-
tion during disassembly operations. A wooden Burr puzzle is used as an example product test
case. Immersive human computer interaction is used to determine input values for key variables
in the mathematical model. The results demonstrate that the use of dynamic programming
algorithms coupled with virtual disassembly simulation is an effective method for evaluating
multiple attributes in disassembly sequence planning. This paper presents a decision analyt-
ical approach, combined with immersive computing techniques, to optimize the disassembly
sequence. Future work will concentrate on creating better methods of estimating damage in
virtual disassembly environments and using the immersive technology to further explore the
feasible design space.
5.2 Introduction
Among the various areas that affect the efficiency of end-of-life (EOL) product recovery
operations, disassembly has been the focus of a large number of research projects (Giudice
and Kassem, 2009). In addition to EOL considerations, maintenance operations during the
customer use phase of the product life cycle also often require disassembly. The efficiency of
the disassembly sequence thus influences the profitability of both salvaging and maintenance
activities. Exploring potential disassembly sequences early in the design process provides the
opportunity to evaluate and perhaps modify the product design in ways that could improve
the disassembly process. Disassembly sequences are listings of subsequent disassembly actions
conducted for separation of an assembly to its subassemblies (Lambert, 2003). Disassembly
sequence planning may be conducted for a variety of objectives. Such objectives include the re-
usability of certain components, the recovery of components which still have embedded value,
the removal of defective parts in the course of maintenance, assembly planning, etc. (Pomares
et al., 2004). A good disassembly plan incorporates considerations for minimum disassembly
time, low cost, minimum damage to components, operator safety, and ergonomics. There are
situations in which disassembly planning cannot be completed using physical prototypes, such
as remote maintenance and repair in inaccessible or hazardous environments. While various al-
gorithmic and optimization approaches have been developed to tackle the disassembly sequence
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planning problem, providing the input data for these approaches during the early design stage,
or in cases in which physical prototypes are not available, is a challenge. In these situations,
immersive computing technologies (ICT) can be employed to facilitate physical prototype sim-
ulations. ICT places the user into a simulated 3D computer generated world. Through the use
of stereo viewing, 3D position tracking and haptic (force feedback) devices, ICT allows users
to interact with computer generated images/products using natural human motions. In this
manner, users can manipulate digital representations of products in ways similar to how they
would manipulate physical prototypes. ICT supports an ego-centric approach and manipula-
tion of objects in real scale that is not possible using traditional computer interaction tools such
as the monitor, mouse and keyboard. Kinesthetic feedback involved in self-awareness of body
motions and spatial relationships is an important aspect in evaluating disassembly operations.
The aim of this research is to explore the coupling of a decision analytical approach and ICT
to optimize a disassembly plan for re-use and recovery while considering trade-offs between
two attributes: disassembly cost and the probability of damage. The proposed method models
the decision makers preference toward risk and allows the consideration of uncertainties in the
disassembly process. The remainder of this paper is organized as follows: Section 5.3 provides
a brief review of related literature. Section 5.4 introduces the formulation of the disassembly
sequence model, including a dynamic programming model incorporating utility theory to solve
a multiattribute disassembly sequence planning problem. An example problem is introduced
in Section 5.5 where ICT is used to determine the input parameters for the optimization. Sec-
tion 5.6 presents results, and section 5.7 presents overall conclusions and recommendations for
future work.
5.3 Literature Review
The work presented here draws upon research in two distinct fields: multi-objective dis-
assembly planning and disassembly/assembly using ICT. Researchers have proposed various
approaches to achieve disassembly sequence planning, including the disassembly tree approach,
the disassembly Petri net and the AND/OR graph based approach (Li et al., 2003). Although
the primary objective of much of the research is to minimize disassembly cost, some research
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methods include other objectives as well. Hula et al. (2003) developed a decision-making
methodology that determines how to maximize the environmental benefits of end-of life (EOL)
operations while minimizing costs. McGovern and Gupta (2006) applied an ant colony opti-
mization metaheuristic for obtaining optimal or near-optimal solutions to the disassembly line
balancing problem. They considered multiple objectives including minimizing the number of
workstations, minimizing idle time, and balancing the line. Lee et al. (2002) determined the
disassembly schedules for end-of-life products subject to capacity restrictions. Some research
has focused on selective disassembly for the purpose of maintenance in which the final status
of the product or the target component is defined a priori (Kang and Xirouchakis, 2006). The
primary objective of much of the research has been to maximize the economic returns, or to
maximize efficiency with respect to disassembly time and the number of removed components
(Hula et al., 2003). When the goal of disassembly is re-use or material recovery, additional
considerations are warranted. An evaluation of the potential for re-use of various subassem-
blies will affect decisions regarding the best process plan. Estimates of material recovery will
also influence the final plan. Some research integrates disassembly cost and the resulting cost
of component EOL options together to find the optimal disassembly sequence (Gonzalez-Torre
and Adenso-Diaz, 2004; Kara et al., 2005; Behdad et al., 2010). Another consideration is that
disassembly is primarily accomplished through human labor instead of the use of automated
robotic assembly lines. One factor that has not received much attention is how to estimate the
amount of damage that may occur during disassembly operations. Lambert (2003) emphasizes
the importance of considering potential product damage that may occur during the disassem-
bly process resulting from human actions. Behdad and Thurston (2012) developed a decision
analytical approach to account for the uncertainties associated with the disassembly process,
including damage estimates. In their model they employed mixed integer linear programming
to find the optimal disassembly sequence, considering both cost and damage. The probability
of damage was estimated using historical data gathered from previous disassembly operations.
In situations where no historical data exists, another method is needed to generate the input
data. The literature described above shows that although disassembly is a complex and costly
process, mathematical models are being developed with the goal of making that process more
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efficient. However, these models are themselves complex and require large amounts of data
that can be very difficult to gather. Furthermore, even after the data is gathered, unavoidable
uncertainty remains, due to the very nature of the disassembly process. This requires design-
ers to consider the effect of unavoidable uncertainty due to variability in product condition,
operator skill, etc. ICT provides designers with new opportunities to gather this difficult to
obtain data in a way that includes the effect of the human operator. The proliferation of
ICT has enabled engineers to attack real world problems in industry (Jayaram et al., 2007).
Several researchers have been exploring how this technology might improve assembly training
and planning; however, few have examined these techniques for disassembly (Seth et al., 2010).
Jayaram et al. (1997) developed a general purpose ICT application called VADE which allows
users to simulate assembly operations and factory and facility layouts. Seth et al. (2006) devel-
oped SHARP which supported two-handed interaction with haptic (force feedback) to simulate
manual assembly operations. In order to simulate realistic virtual object interaction, a VR
assembly application must provide a method for detecting object collisions and generating in-
teraction forces. A significant challenge is the need to compute collisions and forces over very
short time frames (60 1000 Hz) to support interactive manipulation of complex CAD models.
Lin and Manocha (1995) and Jime´nez et al. (2001) present a survey of 3D collision detection
algorithms and Borro et al. (2005) organize these algorithms into a taxonomy. Voxel-based
methods, such as Voxmap Pointshell (VPS), have proven especially effective in simulating full
6 DOF haptic interactions Kim and Vance (2004), but the reliance on using approximate ge-
ometry for collision detection presents a challenge when faced with assembly of low clearance
parts. Faas and Vance (2010) present a method of pointshell shrinking to support low clear-
ance virtual assembly tasks, and Seth et al. (2010a) developed a tiered approach using both
exact and approximate geometry to support low clearance assembly. Researchers have pro-
posed various approaches to disassembly sequence planning. Dong and Arndt (2003) present
a comprehensive overview of disassembly sequence planning including some methods based on
ICT. Ritchie et al. (1999) first proposed combining knowledge capture and ICT to support as-
sembly methods planning. An application by Dewar et al. (1997) logged user interactions and
created assembly plans from logs. Dewar et al. (1997) presented an application that generates
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a precedence graph based on user interaction. Time and cost of disassembly were calculated.
Aleotti and Caselli (2011) applied the concept of physics-based modeling in virtual reality to
the problem of learning task precedence graphs and automatic disassembly planning. Pomares
et al. (2004) also worked on an object-oriented representation of the information required for
the determination of the disassembly movements. They included the information of the tools
and places that allow a manipulator to grasp and do the disassembly. Li et al. (2003) presented
a desktop VR application for disassembly training for maintenance tasks. This paper addresses
two issues unresolved by the work described above. The first is the difficulty of gathering data
required to estimate the parameters used in mathematical models of the disassembly process,
specifically data related to the potential for causing damage during disassembly. The second is
the effect of the residual, unavoidable uncertainty associated with that data.
5.4 Disassembly Sequence Model Formulation
Much of the previous literature has considered disassembly sequencing as a single objective
problem. In the current research, disassembly sequencing is regarded as a multiattribute,
rather than a multi-objective problem. The most commonly employed approach to exploring
tradeoffs between attributes is to present the designer with a graphical depiction of the Pareto
optimal frontier, which shows the set of feasible design alternatives where it is not possible to
improve one attribute without adversely affecting another (Mattson and Messac, 2005; Sengupta
and Styblinski, 1997). The next step is to determine what single solution on the optimal
frontier represents the best outcome. The simplest approach is to define one attribute as most
important, and select the alternative that is best in that attribute. If there are more than two
such alternatives, the one that is best in the second most important attribute is chosen, and
so on. A more balanced approach is to identify the best combination of attributes, typically
by determining the willingness to make tradeoffs among attributes by assigning weighting
factors, which are typically interpreted to reflect relative importance. While this heuristic is
better than myopically focusing on only the most important attribute and is a reasonable first
attempt at determining appropriate tradeoffs, it has been demonstrated to result in choices
that do not reflect the designers true preference structure (Thurston, 1991). Methods that
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employ normative multiattribute utility analysis can be used to solve this problem (Thurston,
2001). Using this approach, tradeoffs can be quantified with reasonable accuracy, uncertainty
and its effect can be quantified, and both tradeoffs and uncertainty decisions can be fully
integrated into the disassembly sequence decision making process. The first step in determining
the optimal disassembly sequence is to define the feasible disassembly transitions/alternatives.
Disassembly graphs can be driven based on the information of coherence and detachability.
They represent the generation of all the possible disassembly sequences. After constructing the
disassembly graph, the search for reasonable sequences begins, which can be done according to
heuristic criteria (Lambert, 2003). In the current research the optimum disassembly sequences
are generated through the application of dynamic programming with a utility value assigned
to each disassembly action (arc of the graph). Figure 5.1 shows an example of a disassembly
graph for a simple assembly with four components. Corresponding subassembly states are listed
at each node of the graph. The set of disassembly choices is condensed in a single disassembly
graph that is based on connective states and disassembly actions are transitions between these
states.
Figure 5.1 Disassembly graph based on corresponding subassembly states
Defining the relevant and negotiable attributes is the next step. Here, we will consider two
attributes; the cost of performing each disassembly transition and the probability of incurring
damage during that transition. A dynamic programming model (Bellman and Kalaba, 1965)
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is then used to determine the sequence of disassembly transitions that result in the optimal, or
best, combination of conflicting attributes. The goal is to find a path with maximum utility
considering the whole product. The basic idea of a dynamic program is to define stages and
states and then use backward or forward recursion methods to determine the optimal decisions
in each stage. The decision in each stage (i) is to choose the path or the optimal state(s) in
the next stage (i+1) which results in the maximum utility. A backward recursion method can
be applied to choose the optimal path at each stage. The process starts from the final node of
the graph and return to the starting node.
The index set and model parameters are defined as follows:
Index Set:
J : the set of all disassembly transitions (all edges in disassembly graph)
I: the set of all stages
x: first attribute
y: second attribute
i: stage i
s: state s in stage i
S: the set of all states in stage i
n: state n in stage i+ 1
N : the set of all states in stage i+ 1
j: feasible disassembly transition (action)
Parameters:
xj : cost incurred during disassembly transition j
yj : probability of damage incurred during disassembly transition j
kx: scaling constant for attribute x
ky: scaling constant for attribute y
Uj(x): utility of attribute x for disassembly transition j
Uj(y): utility of attribute y for disassembly transition j
Uj(x, y): the two-attribute utility function for disassembly transition j
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Uj(x, y, si, ni+1): the utility of transition j from state s in stage i to state n in stage i+ 1
fi(s): the maximum utility from states s in stage i (nodes in stage i) to the destination node
(last disassembly level)
Equation 5.1 shows the dynamic programming model that maximizes the two-attribute utility:
fi(s) = max
j∈J
{Uj(x, y, si, ni+1) + fi+1(n)} (5.1)
To find the optimal path in the disassembly graph, the two-attribute utility values associated
with each arc of the disassembly graph needs to be estimated. To estimate the two-attribute
utility value we need to define the single utility function for each attribute. For engineering
design formulations, considerations for defining the appropriate set of attributes, testing inde-
pendence conditions, determining the form of the multiattribute utility function, and assessing
its elements U(x), U(y) and kx and ky have been presented elsewhere in detail (Thurston, 1991,
2001; Tian et al., 1994) and will not be repeated here. Equation 5.2 shows a two-attribute util-
ity function written as a composition of two single attribute utility functions. Therefore, the
two-attribute utility of disassembly transitionj can be calculated as follows:
Uj(x, y) = kxUj(x) + kyUj(y) + (1− kx − ky)Uj(x)Uj(y) (5.2)
It should be noted that the independence conditions of utility analysis are not related to the
interdependency of the attributes. Although the speed of disassembly and the amount of com-
ponents damage are interdependent, this does not necessarily violate the ‘utility independence’
assumption applied in Equation 5.2. In fact, the independence condition of utility analysis
has nothing to do with the interdependency or independence of the attributes, but rather with
preferences for attributes (Thurston, 2001).
In the case of uncertain attribute outcomes, the utility function Uj(x) or Uj(y) can be
replaced by expected utility shown in Equation 5.3, applying the probability density functions
f(x) and f(y), given probabilistic independence:
EU(x) =
∫
f(x)U(x)dx (5.3)
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5.5 Example: Burr Puzzle
Burr puzzles are a collection of interlocking puzzles traditionally made of wood. A simple
six piece burr puzzle as shown in Figure 5.2 is used as the test bed application to demonstrate
the method proposed in this paper.
Figure 5.2 A simple six piece Burr puzzle
Because of their unique geometric properties, Burr puzzles provide an interesting assem-
bly/disassembly test bed, for reasons listed in Table 5.5. The movement of each piece is limited
given the interlocking nature of the assembly configuration. Further, the movement of each
piece is constrained along orthogonal axes. Users generally assume there is one “correct” as-
sembly method, while in fact there are multiple assembly sequences. The additional sequences
arise when considering the potential for disassembling the component into sub assemblies (as
compared to always removing only one piece) and considering reorientation of a piece to afford
removal of another piece.
To develop the ICT environment, the individual puzzle pieces were modeled as 3D objects
using Google SketchUp. For the purposes of increasing visual distinctiveness in the immersive
environment, and to easily correlate parts shapes to actions, each piece was given a unique
color (red, teal, blue, green, purple, and yellow) (Figure 5.3).
A disassembly graph is created by manipulating the real puzzle to determine all of the
possible assembly sequences (Figure 5.4). The first letter of the color of a block is the identifier
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Table 5.1 Features of Burr Puzzle for use in ICT Disassembly Simulation
Desirable Feature Burr Puzzle Characteristics
Number of components and
variety of components
Six unique components
Movement limitation Each component may move in one, two, or
three equally orthogonal directions
Interlocking limitations Assembled components are interlocked with
one another providing for sequence based dis-
assembly
Multiple disassembly se-
quences
Affords many deterministic disassembly se-
quences. The “obvious” sequence may not be
optimal
Multiple disassembly opera-
tion types
Component removal (component is removed
from product assembly) and/or component
reconfiguration (part is reoriented, but re-
mains a part of the product assembly)
Partial disassembly into sub-
assemblies
Multiple opportunities during disassembly to
create subassemblies of several pieces
used for each block. A completed puzzle can be represented in the graph as BGPRTY (Blue,
Green, Purple, etc.). The transitions between states consist of either part removal or part
repositioning without removal For example, the notation BGPTY, R indicates that part R has
been removed from the assembly and only BGPTY remain assembled. The notation BGPRTY*
indicates that the Y part has been repositioned but not removed.
The disassembly graph of the Burr puzzle shown in Figure 5.4 consists of 9 stages and
33 possible states. Table 5.5 summarizes the states associated with each stage. As can be
seen in Figure 5.4, although the number of components is small, the Burr puzzle provides a
reasonable number of feasible disassembly sequences. Often in reality, as a result of precedence
relationships of disassembly operation steps, the complex products with a high number of
components provide far fewer number of feasible disassembly sequences than the number that
would results if there were no precedence relationships. Therefore, in terms of the number
of disassembly alternatives, the Burr puzzle serves as a good example of reality- complicated
assembly.
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Figure 5.3 An assembly view of the Burr puzzle in an ICT environment
Table 5.2 The states of each stage in the Burr puzzle disassembly graph
Stage State
1 0
2 2
3 1, 3
4 5
5 4, 11, 6
6 7, 20, 8
7 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 21, 22, 23
8 24, 25, 26, 27, 28, 29, 30, 31, 32
9 33
The purpose of using the ICT environment is to have a user actually disassemble the
part and collect the data needed for the optimization problem. There are two attributes being
considered in this example: cost due to time of disassembly, and probability of damage incurred
during the disassembly process. The state-of-the-art of simulating part interactions using ICT
is such that absolute timing of the disassembly process is not possible. Research has not
validated that task time using ICT is directly correlated with actual task time with real objects.
Therefore, to provide a measure of time of disassembly, the distance of movement during a
disassembly task is used as a surrogate measure. Movement along each of three orthogonal axes
can be generated during an ICT disassembly task. Estimating the probability of damage during
a task is also not possible to measure directly using ICT. Here, we have chosen to estimate this
attribute by correlating it to the number of collisions of the 3D models during disassembly. The
rationale lies in the belief that more collisions have the potential to cause more damage during
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Figure 5.4 Disassembly graph of the 6 piece Burr puzzle
a disassembly task. Although applying the distance of movement as a measure for disassembly
time and applying the number of collisions as a proxy for the components damage are far
from the ideal, considering the limitations of the existing simulation technologies, these proxies
provide helpful information for comparing different disassembly alternatives especially at the
early stage of the design in which the actual prototype of the product does not exist and in
some cases is very expensive to build. To facilitate disassembly modeling, the ICT used in this
research includes stereo viewing, position tracking of the head and a haptic device to render
collision forces to the user during the simulation (Figure 5.5). This environment allows the
user to select objects and manipulate them while holding the haptic device. Collision forces
guide the user as to how to manipulate each object to accomplish disassembly. Sometimes
disassembly operations require reorientation of the product. In this example, we assumed that
the Burr puzzle is fixed in a certain position so that several operations can be conducted.
Moreover, in each trial of the experiment the disassembly sequence is given, therefore the user
does not need to explore intuitive and feasible disassembly sequences. Based on the given
sequence, the disassembly is carried out and the required data are recorded.
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Figure 5.5 Immersive virtual environment for disassembly
Each 3D object is modeled both as a collection of polygons (for visual rendering) and a
collection of volume elements or voxels (for dynamic simulation) (Figure 5.6). The size of the
voxels may be specified during voxelization which is a procedure used to generate the voxelized
model from the geometry model. Collisions are calculated on a voxel-to-voxel basis. When a
user moves one object in contact with another, the number of voxel collisions is tallied and
recorded. A collision between objects may be recorded as several thousand voxel collisions.
The collision calculations are computed at one thousand times per second. Collisions are only
summed when a particular part is virtually manipulated. This ensures that the collisions of
two pieces which might be resting upon each other are not included in the summation.
Figure 5.6 Polygonal representation (a) and voxel representation (b)
Several studies have offered computational algorithms to determine collision free paths for
physical robots and virtual agents (Pan et al., 2012; Lauterbach et al., 2010; Zhang et al., 2008).
The purpose of these studies is often motion planning of robots. Although disassembly is auto-
mated in some cases, in practice disassembly is labor intensive and conducted manually (Tang
et al., 2006). Therefore, the purpose of the current study is to simulate manual disassembly in
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the virtual environment in order to provide input to the design of the product. Using the data
collected from the ICT simulation, the multiattribute utility theory can be employed to make
tradeoffs between component damage (number of collisions) and disassembly time (distance of
movement) as two different objectives in disassembly operations. Multiattribute utility the-
ory is helpful in handling the tradeoffs among multiple objectives, particularly when there is
uncertainty in disassembly time and probability of damage.
5.6 Results
This section first presents the data gathered using the ICT to simulate the disassembly
process, then presents the results of incorporating that data into the decision model. To
estimate disassembly time, the distance that each part was moved by the user in the immersive
environment during a given operation was measured. The user manipulated the puzzle pieces
using ICT and estimated the distance a given part had to be moved in the x, y, or z direction
for each step in the disassembly process. To arrive at an estimate for disassembly time for a
given transition from one state to the next, the distances covered during that transition were
added. For example, to transition from state 1 to state 4 requires the removal of the teal (T)
colored piece. The manipulation of this piece is 12 mm in the y direction and 12 mm in the z
direction resulting in a total distance (cost) of 24 mm. Table 5.6 shows the resulting data for
states 0 state 4.
Table 5.3 Burr Puzzle disassembly state transitions with estimated distance cost
Initial
State
Disassembly
Operation
Resulting
State
Movement
(mm) X
Movement
(mm) Y
Movement
(mm) Z
Distance
Cost
(mm)
0 -R 1 0 0 72 72
0 =R 2 0 0 24 24
1 -T 4 0 12 12 24
2 -T 3 0 0 12 24
2 -R 1 0 0 48 48
3 -B 5 12 0 12 24
3 -P 6 12 0 12 24
4 -P 13 12 0 12 24
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To estimate the probability of damage caused by each manipulation, the number of collisions
that occurred for each transition was recorded. The burr puzzle was disassembled by an
individual, using the ICT, and the voxel collisions were tabulated. The results for three trials
were averaged. Figure 5.7 presents the average collisions per disassembly step for each of the 99
possible manipulations in the entire disassembly graph. The ‘x’ axis is organized to show each
transition as a user works through the disassembly graph performing the required transitions
to move from stage to stage. The figure clearly shows that there are multiple collisions at the
beginning of the disassembly process when there are more parts in the assembly, and fewer
collisions towards the end of the disassembly process where only a few parts remain.
Figure 5.7 Average collision data for each transition in the disassembly tree
After using ICT to gather this data, the dynamic programming decision tradeoff model from
Equation 5.1 was used to determine the optimal disassembly sequence. Equation 5.4 shows the
exponential utility function reflecting risk aversion that is used for U(x).
U(x) = a+ be−γx (5.4)
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The risk aversion coefficient reflects the decision makers degree of risk aversion, and the
constants a and b are calculated to normalize U(x) from 0 to 1, where U(x) = 0 when cost is
the worst that the decision maker is willing to consider tolerating, and U(x) = 1 when cost is
the best possible (least) cost. In the Burr puzzle example, movement ranges over the interval
from 0 mm to 120 mm, and U(x) for the part movement as a measure of disassembly cost is:
U(x) = −0.42 + 1.43e−0.01x (5.5)
Equations 5.6 and 5.7 show the linear utility function (reflecting risk neutrality towards the
probability of damage) that is assumed for U(y).
U(y) =
y −WorstV alue
BestV alue−WorstV alue (5.6)
U(y) =
y − 3557
10− 3557 (5.7)
Where, the worst value for the number of collisions for Burr puzzle example is 3557 and the
best value is 10. Table 5.6 presents a partial set of data generated from the ICT simulation and
resulting elements of the dynamic programming model. Column 1 indicates the state s, column
2 indicates transitions j where “-R” indicates removal of the red part and “=R” indicates
repositioning of the red part, column 3 indicates the resulting state n, columns 4 and 5 show
the resulting distance x and number of collisions y, columns 6 and 7 show the resulting single
attribute utilities Uj(x) and Uj(y) for cost and probability of damage, respectively. The last
column shows the U(x, y) resulting from employing scaling constant values kx and ky, which
reflect the decision maker’s willingness to make tradeoffs between cost and the probability of
damage. Lottery method can be applied to assess the scaling constants (Thurston et al., 2006).
For the purpose of this example, scaling constants are assumed to be approximately kx = 0.30
and ky = 0.60.
Figure 8 shows the results of using eq. 1 to solve the dynamic programming model, giving
the optimal route from node 0 to node 33. The result indicates that the sequence from 0
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Table 5.4 Sample cost data and utility function values
s j n Movement (x)/mm Damage (y)/count Uj(x) Uj(y) Uj(x,y)
0 -R 1 72 1155 0.28 0.68 0.49
=R 2 24 2560 0.70 0.28 0.40
1 -T 4 24 1066 0.70 0.70 0.68
2 -T 3 24 1751 0.70 0.51 0.55
-R 1 48 710 0.46 0.80 0.65
3 -B 5 24 1226 0.70 0.66 0.65
-P 6 24 669 0.70 0.81 0.75
4 -P 13 24 710 0.70 0.80 0.74
-B 14 24 972 0.70 0.73 0.70
S 17 48 1139 0.46 0.68 0.57
=B 7 12 1666 0.85 0.53 0.62
5 -R 14 48 1087 0.46 0.70 0.58
-P 18 24 921 0.70 0.74 0.70
-Y 12 5 1215 0.94 0.66 0.74
S 19 48 1196 0.46 0.67 0.56
=R 11 60 1804 0.36 0.49 0.42
6 -R 13 48 1275 0.46 0.64 0.55
-B 18 24 3557 0.70 0.00 0.22
-Y 10 12 482 0.85 0.87 0.85
=R 8 36 1599 0.58 0.55 0.53
...............................................................................................................................
31 -R 33 12 144 0.85 0.96 0.91
-Y 33 12 18 0.85 1.00 0.93
32 -B 33 12 176 0.85 0.95 0.90
-R 33 12 141 0.85 0.96 0.91
33 Final node
→ 2 → 1 → 4 → 7 → 14 → 26 → 33 is the optimal disassembly sequence for the Burr puzzle
example.
The disassembly sequence obtained here was based on single data points for distance of
movement and number of collisions. To consider the uncertainties as a result of operator’s
dexterity and manipulability, more data can be generated by conducting each disassembly
transition more than one trial and the statistical distributions that best fit to data can be
identified. Finally, the utility functions can be replaced by expected utility function applying
the statistical distributions of data. As an example, consider the operation in which compo-
nent ‘T’ is removed from the whole assembly. The arc connecting node 2 to 3 in Figure 5.8
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Figure 5.8 Disassembly graph of the 6 piece Burr puzzle including the optimal disassembly
route
illustrates this disassembly operation. Suppose that the disassembly movement follows a uni-
form distribution U(20, 28). In order to identify the uncertainty in the number of collisions,
the disassembly operation was conducted 120 times and the number of collisions was recorded.
Figure 5.9 illustrates the distribution fitted to the data points. Applying these distributions
and Equations 5.3, 5.6 and 5.7, the expected utilities for each individual attribute and finally
the overall utility of the disassembly transition were calculated (Table 5.6).
Figure 5.9 The statistical distribution of the number of collisions in Transition 2-3
117
Table 5.5 Utility function values for disassembly transition 2-3
Disassembly
Transition
Disassembly
movement
(x)/mm
Damage (y)/count EUj(x) EUj(y) EUj(x,y)
Node 2− 3 U(20, 28) 221 + EXPO(1.97e+ 003) 0.50 0.92 0.73
5.7 Discussion and Future Work
This paper has presented a framework for investigating tradeoffs under uncertainty using
immersive computing technology. There are two difficult aspects of uncertainty that the ap-
proach presented here addresses. The first is the difficulty in gathering data required to estimate
the values of the parameters used in mathematical models of the disassembly process, in this
case the time (and cost) of a large number of possible disassembly sequence steps, and the
probability of damage caused while carrying out those steps. The second difficulty is that even
after the data is gathered, unavoidable uncertainty remains, and the designer must determine
its effect on the relative desirability of a very large number of possible design alternatives, in
this case disassembly sequence steps. This paper presented a method for employing ICT to
carry out a virtual experiment in order to simulate a large number of disassembly process steps,
and from those simulations better estimate the cost and probability of damage associated with
each possible step. Then, mathematical models (dynamic programming and multiattribute
utility analysis) were employed to determine the disassembly sequence that resulted in the
optimal combination of cost and probability of damage. The ICT demonstrated an effective
method to gather data on human interaction with the product that can be used to improve
the decision making process. In the proposed scenario, the user manipulates the virtual parts
to estimate values for potential damage that might occur during disassembly. This data is
subsequently used as input to the dynamic programming decision model used to determine the
optimal disassembly process. Without the ability to manipulate real parts, the designer has to
rely on past experience to anticipate the extent of damage during each part removal process.
ICT provides a computer generated environment that supports user manipulation of virtual
CAD models, thus allowing this data to be generated prior to manufacture of actual products.
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Decisions about the design of the product that are affected by disassembly operations can be
made prior to final product design. There are numerous opportunities for future work. The
development of a more comprehensive model for estimating component damage (from haptic
interaction) would increase data reliability. In addition, most products contain various types
of fasteners such as screws, rivets, and snaps. Inclusion of fasteners would require interactive
simulation of deformable surfaces of the virtual models and manipulation of tools to aid in
disassembly. Interactive simulation of deformable surfaces and the use of tools are common
features of virtual surgery applications and could readily be implemented in this work. Finally,
it would be worthwhile to investigate how ICT can be employed to overcome the systematic
biases that might be embedded in cognitive heuristics that designers use to estimate the costs
and damage resulting from various product design and disassembly alternatives.
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6.1 Abstract
As interest in product recovery, reuse and recycling rises, planning and evaluating disas-
sembly sequences is becoming increasingly important. The manner in which a product can be
taken apart strongly influences end-of-life (EOL) operations and costs. Early disassembly plan-
ning can also inform non-EOL processes including repair and routine maintenance. Recently,
research has concentrated on creating optimization algorithms which automatically generate
disassembly sequences. These algorithms often require data that is unavailable or estimated
with high uncertainty. Furthermore, industries often employ CAD modeling software to evalu-
ate disassembly sequences during the design stage. The combination of these methods result in
mathematically-generated solutions, however, the solutions may not account for attributes that
are difficult to quantify (human interaction). To help designers better explore and understand
disassembly sequence opportunities, the research presented in this paper combines the value of
mathematical modeling with the benefits of immersive computing technologies (ICT) to aid in
early design decision making.
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For the purposes of this research, an ICT application was developed. The application
displays both 3D geometry of a product and an interactive graph visualization of existing
disassembly sequences. The user can naturally interact with the geometric models and explore
sequences outlined in the graph visualization. The calculated optimal path can be highlighted
allowing the user to quickly compare the optimal sequence against alternatives. The application
has been implemented in a three wall immersive projection environment. A user study involving
a hydraulic pump assembly was conducted. The results suggest this approach may be a viable
method of evaluating disassembly sequences early in design.
6.2 Introduction
In the course of executing routine maintenance or repair, a product may need to be par-
tially or fully disassembled. When products approach end-of-life (EOL) a variety of challenges
arise. In many cases, components can be reused or recycled, so a product disassembly process
is required. Additionally, some components may have inherent value such that the primary
objective of disassembly is the extraction of such a component.
Disassembly sequences are defined as a set of subsequent disassembly operations for the
separation of an assembly into its sub-assemblies (Lambert, 2001). Disassembly and assem-
bly are strictly disparate processes. Assembly operations are not always reversible and the
value added in the disassembly process is typically lower than the obtained value in assembly;
therefore, there are situations when partial disassembly is preferred to complete disassembly,
especially when disassembly is performed for maintenance or component recovery. In addition,
in disassembly planning, significant uncertainty exists with regard to the quality of the parts.
Further, compared to assembly planning, there tends to be more sequence alternatives when
performing disassembly. Even a small assembly with only a few parts may have many different
possible disassembly sequences.
Disassembly planning often involves multiple objectives and considerations including: dis-
assembly time, cost, and potential for damage. For products that require disassembly, EOL
disassembly may account for significant product take-back costs. Considering disassembly
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processes early in the product design process provides opportunities to evaluate and explore
multiple methods of disassembly leading to improved designs.
The generation and evaluation of disassembly sequences can be explored using optimiza-
tion methods, CAD tools, or physical prototypes. Optimization methods seek to arrive at an
optimum disassembly sequence based on input and the formulation and solution of the opti-
mization problem. The solution is only as valid as the accuracy of the system modeling and
the suitability of the optimization method with the particular use case. CAD software allows
designers to examine geometric constraints that dictate disassembly paths but neglect to ac-
count for the physical interaction of the disassembly operator. Physical prototypes can be used
to produce experience-guided disassembly sequences, however, they are often not available in
the early design phase.
This research explores the use of immersive computing technologies (ICT) in disassembly
sequence planning. ICT supports user interaction with virtual design configurations in in-
creasingly natural ways to achieve an immersive life-like design experience. The ICT approach
differs from traditional mouse and keyboard techniques in that it supports testing of virtual
design alternatives through natural and context-based human interactions. Visual feedback is
presented to a designer through stereoscopic viewing, resulting in the perception of a three di-
mensional workspace. Real-time position tracking coupled with haptic (force feedback) devices
enable the designer to interact with the virtual products using natural human motions. Local-
ized audio feedback increases the realism of the simulated environment. These technologies can
be leveraged to simulate assembly and disassembly operations without the need for physical
prototypes. Additionally, they support exploration of potential alternatives and evaluation of
multiple cost-effective approaches.
Previous work has only begun to examine the coupling of traditional disassembly sequence
planning methods with the real-time potential of ICT (Berg et al., 2012; Behdad et al., 2014a,b,
2013). In attempts to further investigate this area the authors have designed, implemented, and
evaluated an ICT application in a large-scale projection screen-based immersive environment.
The paper is outlined as follows: Section 6.3 will present related background research. The
ICT application is described in section 6.4. A user study is presented in section 6.5, with results
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Figure 6.1 Disassembly graph of a six piece wooden puzzle Berg et al. (2012)
and discussion in section 6.6. Section 6.8 presents conclusions and insights into future research
opportunities.
6.3 Background and Motivation
Interest in disassembly sequence planning is rapidly increasing due to its critical role in
green product design. Various algorithms, methods, and software tools have been introduced
to help designers and remanufacturers determine the disassembly sequence while considering
cost based criteria. The methods include graphical methods (O’Shea et al., 1999; Moore et al.,
2001; Singh et al., 2003), mathematical models (Lambert, 2001; Kongar and Gupta, 2002;
Menye et al., 2009; Behdad and Thurston, 2010), heuristics (Pomares Baeza et al., 2002; Seo
et al., 2001; Giudice and Fargione, 2007), and multi-criteria analysis (Lee et al., 2001; Behdad
and Thurston, 2010) techniques. These methods generally fail to leverage the knowledge of
designers, maintenance or remanufacturing experts in the process of generating disassembly
sequences. Disassembly planning research has frequently employed graph-models to represent
product architecture, collect and record relevant product information, and illustrate feasible
disassembly sequences (Hui et al., 2008; Henrioud et al., 2003; Dini et al., 2001). Several
implementations of these graphs include adjacency graphs, Petri Net, AND/OR graphs and
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precedence graphs (Tang et al., 2000; Jime´nez and Torras, 2000; Jiangang et al., 2003). Graph-
ical representations of feasible disassembly operations are commonly used as input parameters
to mathematical models to generate optimum disassembly sequences. A complete disassembly
graph is presented in Fig. 6.1 showing all possible disassembly sequences for a six piece assem-
bly. Individual components are labeled with capital letters: B, G, P, R, T and Y. The research
presented here will explore the use of graph models to guide experts in disassembly sequence
planning.
The use of ICT environments for the simulation of manual assembly tasks, a critical func-
tionality for disassembly simulation, has been the concentration of a significant amount of
research. In order to better understand the ease of part handling and part insertion tasks,
Gupta et al. (1997) designed and implemented a virtual environment with the ability to sim-
ulate physical part interaction. They discovered that tasks performed by users in the virtual
environment took about twice as long as when performed using physical models. Angster and
Jayaram (1996) described the system requirements of a virtual reality system which allowed
users to grasp virtual parts with an instrumented glove. Assembly constraints and object in-
terference checking were among the virtual assembly features. The design of the system was
initially implemented into an application called VEDAM. In a similar effort, Jayaram et al.
(1997) developed a virtual assembly application called VADE which allowed users to perform
manual virtual assembly. In 2001, Jayaram et al. (2001) describe the hardware and software
challenges involved in employing ICT systems to real world engineering problems, specifically
the challenges that exist in creating accurate graphical representations of product assemblies
and the resulting clearance-checking issues that arise. Seth et al. (2008) described the design
and implementation of a dual-hand assembly system which included the use of haptic devices.
Their application implemented an assembly feature called subassembly; the ability to manip-
ulate more than one part simultaneously. Tching et al. (2010) presented a two-part virtual
assembly method combining kinematic constraints and virtual guiding fixtures. Geometry is
first aligned with the aid of virtual fixtures followed by a kinematic constraint to assist in the
assembly task. Initial evaluations were completed using a peg and hole insertion task. More re-
129
cently, Seth et al. (2010), suggested the promise of a hybrid part interaction algorithm combing
physics and constraint-based modeling.
The use of ICT for assembly training has also been the topic of notable research. Boud
et al. (1999) emphasized the potential of ICT environments in a water pump assembly task.
Participants either trained with traditional engineering and assembly drawings or various vir-
tual reality apparatuses. Both the VR (virtual reality) and AR (augmented reality) conditions
out-performed the use of traditional engineering drawings. Later in 2009, Sung et al. (2009)
describe a system that automatically modeled design processes through data logging. An ex-
pert user’s tasks are tracked and analyzed. Design knowledge extracted during an expert task
execution can be presented to novice designers performing similar design tasks.
Past research has focused on the use of ICT for assembly planning and training. The
research presented here focuses on the specific process of disassembly. It seeks to explore the
benefit of combining a visual representation of the geometry, coupled with natural interaction,
with a representation of the abstract precedence information contained in a disassembly graph.
6.4 Application Implementation
This section describes the design and implementation of an ICT application that combines
geometric representation of product components with natural human interactions in an im-
mersive projection screen environment. A graph representation of the potential disassembly
sequences is rendered in the same space as the virtual product geometry. This combination
of abstract representation (disassembly graph) with the 3D immersive representation and nat-
ural interaction with the actual part geometry ties the theoretical approach to the intuitive
approach in a method that supports free exploration of multiple disassembly paths.
6.4.1 Facility & Supporting Hardware
This application was designed and implemented in an immersive projection environment
with three viewing screens. The viewing area consists of a wall and a floor both measuring
12’ by 9’ and an additional wall measuring 9’ by 9’ providing over nine hundred cubic feet of
physical workspace. Digital projectors permit the display of active stereographic imagery at
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120 Hz. Computational resources are provided through two rack-mounted servers. Images are
rendered to all three walls using 2 NVIDIA Quadro Plex 2200-D2. The position and orientation
of the user’s head and hand are tracked using an optical tracking system equipped with four
infrared cameras. A 5.1 surround sound speaker system provides audio stimuli within the
workspace.
6.4.2 Supporting Software
Graphical and audio representations are generated by a VR Juggler-based Bierbaum et al.
(2001) application called VRJuggLua Pavlik and Vance (2012). This software interface encap-
sulates the functionality of VR Juggler, Open Scene Graph (OSG) Wang and Qian (2010), and
the Lua scripting language Ierusalimschy et al. (1995). VR Juggler is a scalable, open source
software platform that enables the abstraction and integration of multiple ICT technologies
into a single software interface. Open Scene Graph is a popular graphics toolkit for virtual
reality and other visualization applications. Lua, a lightweight scripting language, allows for
simple yet concise syntax.
The manipulation of virtual objects and physics-based calculations are managed by a pro-
gram called SPARTA: Scriptable Platform for Advanced Research and Teaching in Assembly
(Pavlik and Vance, 2011). Through SPARTA, physically modeled virtual objects may interact
within the workspace. At its core, SPARTA uses the VPS voxel-based collision detection and
force calculating physics engine (McNeely et al., 1999). While the application of this work
was implemented in an immersive projection environment, the supporting software allows the
application to be effortlessly scaled to other ICT environments.
6.4.3 Application
When the application starts, the user is placed within the walls of a simple virtual factory.
Next, the user loads any set of 3D models representing a physical product. The virtual product
is displayed directly in front of the user. From this position the user may move naturally to
view the virtual product from a variety of angles. Walking around the product enables the user
to see a complete view of a product’s physical geometry. By employing a tracked Nintendo
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Wii Remote R©, as a metaphor for a hand or tool, the user can manipulate the components of
the assembly. This combination of positioning and tools immerses the user in a manufacturing
setting where they have the physical freedom to explore and manipulate the virtual assembly.
Part collisions are accompanied by a representative sound rendered through the surround sys-
tem audio speakers. A graph visualization is presented to aid the user in disassembly sequence
planning. Figure 6.2 shows a person interacting in the immersive application.
Figure 6.2 Disassembly sequence planning of a block puzzle using immersive computing tech-
nologies Berg et al. (2012)
Graph visualizations used in this application consist of disassembly states (nodes) and
disassembly operations (edges) (Fig. 6.3). A disassembly state is a discrete set of components
that make up a product assembly or subassembly. Disassembly operations are physical tasks
the operator must execute in the course of disassembly. While disassembly operations may
include component removals (removing the component from the assembly) as well as component
reconfigurations (reorienting but not removing the component), this research focuses primarily
on the former. For this work, the disassembly graphs were generated manually. The authors
disassembled each product by hand to identify disassembly states and operations. Disassembly
states are represented by simple geometric glyphs: spheres. Disassembly operations, on the
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Figure 6.3 Virtual disassembly graph
other hand, are represented as line-based geometry (thin cylindrical geometry) connecting one
disassembly state to another. A user progresses from one disassembly state to another in
the graph by executing specific predefined disassembly operations. In efforts to increase the
readability of the graph, it has been arranged in a top down orientation. A user starts the
disassembly at the top of the graph (white node in Fig. 6.3) and completes the disassembly
process at any of the bottom-most nodes.
To help the user better understand how their actions relate to positions in the disassembly
graph, a red glyph (larger transparent sphere) is used to draw the user’s attention to the current
disassembly state. The color red was chosen for its stark contrast with respect to other visual
elements in the scene. As the user progresses through the disassembly sequence, the position
of the red glyph is updated in real-time, resulting in the user’s path through the disassembly
process being recorded and visualized in real-time. A larger yellow cylinder linking two disas-
sembly states indicates a path that has already been traversed (a single disassembly operation
completed) (Fig. 6.4(a)). The combination of these visual indicators help the user understand
where they are, where they have and have not been, and what disassembly alternatives lie
ahead.
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As a user interacts with the virtual geometry, the graph visualization changes. The colors
of the nodes are updated according to the possible disassembly transition alternatives at a
given decision juncture. While feasible, the visualization of all paths results in large complex
graphs (Fig. 6.1). Moreover the issue of visual complexity becomes exacerbated as the number
of components increases. This work investigates a state-centric graph in which each node
represents a configuration of geometry (set of components). The color of a node may change
depending on which path is traversed. To illustrate, consider Fig. 6.4(a) and Fig. 6.4(b).
Figure 6.4(a) shows a partial disassembly sequence for a block puzzle. The red, teal, and
blue pieces have been removed and the operator has the choice of removing the green, yellow
or purple piece. Figure 6.4(b) also shows a partial disassembly sequence but for a different
sequence (red, teal, and purple removed). From this state the operator can remove the blue,
yellow, or green piece. In figures 6.4(a) and 6.4(b) note that the center-most node changes
color based on the path traversed, representing the current options for the next step in the
disassembly sequence.
While the most common interaction is to remove pieces from an assembly during the disas-
sembly process, the application also enables the user to reassemble a virtual product. Adding
components to the assembly effectively allows the user to step back up the disassembly graph
(reverse disassembly). The graph visualization always highlights the current state regardless
of whether the user is disassembling or assembling the product. To encourage the exploration
of multiple disassembly sequences, two features have been implemented to help the user step
“back in time”. First, in the event the user wants to start completely from the beginning they
can simply press a button on the Wii Remote and the virtual product will be displayed in
its fully assembled configuration. However, if a user wishes to only undo their last transition
(removal of a component), pressing another button on the Wii Remote will place the previously
removed component back in the assembly. Pressing this button multiple times can be used to
step back through the graph (go back in time) one transition at a time.
While the virtual product may be disassembled without a graph visualization, two unique
graph visualization features are available. First, a preexisting graph may be loaded to help the
operator visualize known disassembly alternatives. With this method an operator can easily
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(a) Red, Teal, and Blue
pieces removed
(b) Red, Teal, and Purple
pieces removed
Figure 6.4 Graph visualization changes dynamically with user interaction. The top white
node represents the starting, fully assembled state and the bottom nodes represent
possible end states.
compare and evaluate multiple disassembly sequences simultaneously. This visualization may
also be useful in training operators to disassemble products in a certain sequence. Secondly,
in the spirit of exploring unknown disassembly sequences, extensions to the preexisting graph
visualization may be generated interactively (“ad-hoc”). As the user interacts and manipulates
components new nodes and edges are added to the graph dynamically and the graphics are
updated.
6.5 User Study
In order to evaluate the potential benefits of the application, it has been evaluated in two
stages. First, a pilot study of five participants was completed. The application was then
improved based on feedback from the pilot study and a more formal user study was conducted.
6.5.1 Pilot Study Results
Five members of the research center were invited to participate in the initial evaluation of
the application. For the purposes of the pilot study, a wooden interlocking puzzle was selected
as the product of interest. The puzzle was chosen because it represents common products with
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multiple components. Although it only consists of six piecies, the puzzle contains significant
complexity; affording numerous disassembly sequences (Fig. 6.1); several of which are not
intuitive. Complete details on the pilot study can be found in Berg et al. (2012).
The pilot study provided valuable feedback regarding the application. Several modifications
were made to increase the readability of the disassembly graph. The overall size of graph
visualization was increased. The space between the nodes was also increased making it easier
to distinguish nodes from one another. Arrows were added to the ends of graph edges to show
transition directionality. With respect to physical interaction, the algorithm that detected
disassembly transitions was altered to be more precise and offer faster feedback.
6.5.2 Study Participants
Fifteen graduate and undergraduate students were invited, through word of mouth and
email, to take part in the user study. All participants had some prior experience in large-scale
virtual environments; however, none were involved with the development of the application.
Participants had backgrounds across numerous fields and were 18 years of age or older.
6.5.3 Study Procedure
While the pilot study employed a block puzzle as the sample geometry, a hydraulic pump
assembly was chosen for the user study. Through discussions with the pump manufacturer, a
set of disassembly sequences was identified and modeled in the virtual environment. Although
there were numerous paths for disassembly, for the purpose of this research a subset of the
potential disassembly paths were displayed in the immersive environment. For the sake of
simplicity, the components of the pump were combined into 9 subassemblies. Participants were
able to interact with the individual subassemblies as if each subassembly was a single object.
Only those operations that required complete removal of a subassembly from the assembly were
represented in the graph.
The user study consisted of three tasks. Every participant experienced the tasks in the
same order. This was done to understand the additive benefit at each stage.
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Task 1 In task one, the participant was asked to explore disassembly sequences while only
being able to interact the pump geometry (Fig. 6.5). The disassembly graph visualization was
not present for this task.
Task 2 For task two, in addition to the pump geometry, the participant was provided with
a virtual disassembly graph (Fig. 6.6). The participant was instructed to explore disassembly
sequences using the disassembly graph visualization.
Task 3 For the third and final task, the user was instructed to disassembly the virtual
pump as indicated by the highlighted path on the disassembly graph.
Table 6.1 Subset of post task questionnaire
Post Task Questions
Tell me about your (most recent) experience.
What do you think about using an application like this to think
about disassembly?
Is there anything in particular you liked or disliked about the
ICT application? Why?
Did the graph visualization alter your exploration proccess?
If so, how?
After each task, the participant stepped out of the immersive environment and discussed
their most recent experience with the researcher. After each task, participants were asked a
variety of questions about their experiences (Table 6.1). Upon completion of all three tasks,
the study was closed with a final interview conducted by the researcher.
6.6 Results
This section will present the results of the users interacting in the three tasks: Geometry-
only disassembly, disassembly with graph visualization, and disassembly with graph visualiza-
tion and highlighted sequence. Unsolicited comments from participants were recorded. Similar
comments were grouped into categories. Table 6.2 lists frequent comments. This section con-
cludes with general observations from the study.
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Table 6.2 In the course of the three tasks unsolicited comments were recorded. The six most
common are listed here.
Categories Participants
Color makes parts more distinguishable. 33% (5/15)
Participant noticed physical constraints before
interacting with geometry.
73% (11/15)
Graph helped confirm or dismiss potential dis-
assembly sequences.
53% (8/15)
Being able to rotate the entire assembly is de-
sirable.
73% (11/15)
Desired a richer virtual environment - more
geometry.
46% (7/15)
Following highlighted disassembly path was
easy (task 3).
46% (7/15)
6.6.1 Task 1: Geometry-only
Even without the graph visualization to assist the user, interacting in the ICT environment
provided several benefits. All of the participants indicated that the ability to physically walk
around the geometry of the pump was crucial for contemplating disassembly opportunities.
Walking around the geometry, a natural interaction, provided participants a unique perspective
from which to gain valuable understanding of the geometry. Viewing multiple perspectives of
geometry is often difficult in traditional CAD packages. Several participants mentioned that
this resulted in a stronger understanding of the interconnectedness and physical constraints of
the geometry. However, there were situations in which it was challenging to view the geometry
from a specific perspectives. As users moved naturally about the space the virtual geometry
would disappear as it moved off the projection screens. While this effect is unavoidable in three-
walled immersive projection systems, 12 out of 15 participants reported being mildly annoyed
when the geometry left the viewing space. In efforts of working around the limitation, the
majority of participants, 11 of 15, indicated a desire to rotate the entire assembly; a capability
not present in this simulation.
Participants quickly inferred how components were physically related to one another. Before
interacting with the assembly, 11 out of 15 participants mentioned finding several precedence
relationships based on visual display alone. For example, a common finding was that the retain-
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Figure 6.5 A user interacting with the pump geometry (Task 1)
ing ring must be extracted before the shaft component could be removed. Several participants
mentioned that the coloring of the components helped differentiate subassemblies from one
another; reducing the mental task of determining how parts will move with respect to one
another.
For the majority of participants, executing disassembly operations in the ICT environment
required little effort and time. The interaction of removing components was straightforward
compared to assembling components, which requires components to be positioned and orien-
tated with respect to other components within an assembly.
Participants indicated that comparing multiple disassembly sequences was difficult. This
resulted in participants forgetting which sequences they had already evaluated.
6.6.2 Task 2: Disassembly with graph visualization
Task 2 consisted of a disassembly graph along with the virtual geometry presented in the
same space. Participants indicated an appreciation for the disassembly graph visualization as
it added a discrete structure to their evaluation process. Eight of fifteen participants noted
that the graph visualization helped confirm or dismiss questions regarding potential disassem-
bly operations. Interaction between the graph and geometry tended to be an influential factor
in learning to use and understand the graph visualization. While the majority of participants
learned how the graph could be utilized, 8 of the 15 participants mentioned wanting a stronger
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Figure 6.6 A user interacting with the geometry and the disassembly graph (Task 2)
relationship between the graph and geometry. Some mentioned it would be beneficial to have
more information in the graph beyond which sequences were possible. The simple geomet-
ric glyphs in the graph visualization resulted in participants being able to quickly learn how
disassembly states and transitions were related. Because sequences were presented visually,
participants were not forced to remember what sequences they had already explored and were
often able to refer to specific paths verbally (i.e. “right-most path”). Moreover, glancing at
the graph provided participants with a visual and spatial cue for remembering previous actions
or considerations. Being able to view the entire graph enabled participants to think about
the disassembly processes as a cohesive experience rather than a sequential set of unrelated
operations.
A few participants suggested that the graph visualization provided information comple-
mentary to the geometry. Participants noted that while the product geometry provided insight
as to how the components were physically related and constrained, the graph permitted the
extraction of component removal opportunities required to disassemble the product. Many
mentioned that the color organization connecting the pump with the graph was effective. How-
ever, in assemblies with a large number of components, color alone may not be sufficient for
distinguishing components visually. Overall, the graph appeared to encourage participants to
explore more disassembly sequences compared to the geometry-only case in Task 1.
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6.6.3 Task 3: Disassembly with graph visualization and path
The third and final task presented the participant with a similar graph visualization from
Task 2, however, one of the disassembly sequences was highlighted with a different color. The
participant was asked to disassemble the pump in the sequence highlighted on the graph.
By this point in the exercise, participants were acclimated to the graph and how to interact
with it through manipulating the virtual geometry. Users quickly traversed the highlighted
path and completed the task.
6.6.4 Observations
While the visual layout and structure of the graph was a welcomed organization tool, it also
led participants to anchor on the pre-defined sequences. More than half of the participants only
explored paths that were represented by the prescribed path. This suggests a possible fixation
on pre-defined paths, potentially limiting the participant’s overall experience and ability to
accomplish objectives. Participants suggested that the visualization of the graph be limited to
only show the current state and current component removal opportunities. As this suggestion
would appear to reduce the complexity of the graph, it may also result in the presentation of
less information hindering the user’s ability to evaluate multiple sequences.
Overall, the participants concluded that this application was beneficial in evaluating and
exploring disassembly sequences. The graph visualization afforded users the ability to quickly
gain insight as to potential opportunities for disassembly. The use of color and dynamic in-
teraction appeared to be successful methods of tying disassembly operations to abstract graph
representations.
Participants learned to use the application at different rates. Individuals with substantive
virtual reality experience quickly learned how to interact with the virtual pump geometry and
tended to progress through disassembly sequences faster compared to participants with less
experience. Those with less experience in virtual reality environments spent slightly more
time in the geometry-only task (Task 1) exploring the capabilities of the application. By the
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beginning of the second trial, regardless of prior experience, participants appeared equally
confident in using the application.
6.7 Discussion
Results from the user study suggest that large-scale ICT environments enhanced with visual
representations of an underlying mathematical models hold strong potential for aiding in early
design decision making. It was clear that the ICT provided a means for participants to natu-
rally interact with virtual product geometry. Both inexperienced and experienced participants
were able to manipulate the geometric models easily after just a little exposure to the virtual
environment. It was also clear that participants made use of the additional information con-
tained in the abstract representation of the disassembly graph to direct them in deciding what
operation to perform in the next step of the disassembly. Connecting the geometry display and
graph visualization in an interactive way, where each is updated based on user interaction, was
helpful in decision making.
The ICT environment allowed participants to evaluate the physical interaction of disas-
sembly operations. Through interacting with the virtual geometry, two disassembly operations
were reported as being ergonomically challenging. First, several participants indicated strug-
gling to manipulate and remove a snap ring component in the ICT environment. As the snap
ring is one of the smallest components, this is a notable challenge. In reality, removing the snap
ring requires meticulous operations involving both hands. In a second case, 9 of 15 participants
recognized the challenge in removing the swash plate component. Compared to the removal
of other components, the swash plate requires various manipulations through multiple axises.
Interacting with virtual geometry can help steer the design direction early in design.
Expanding beyond disassembly methods planning, this study suggests that large-scale pro-
jection ICT environments may be valuable during the course of cross-domain design evaluations,
where team members with diverse technical expertise come together in a product review session
to make design decisions. Each discipline has its own method of data representation. Often
the interpretation of domain-specific data by non-domain experts is difficult. For example,
for people without a mathematical background, simple two-dimensional graphs might be dif-
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ficult to interpret and, additionally, understanding trends based on relationships presented in
graphs might be non-intuitive. A full understanding of the data could be critical to the team
discussion and decision making process. Coupling abstract data representation with geometry
in an immersive computing environment that supports natural interaction could bridge the
understanding gap between team members from widely differing backgrounds, resulting in in-
creased depth of understanding and subsequent better individual participation in team decision
making.
6.8 Conclusions and Future Work
This paper describes the design, implementation, and evaluation of an ICT application to
aid in the exploration of product disassembly sequences through the use of interactive graph
visualizations. This application presents three primary modes of use. First, a user is able to
explore the virtual geometry within the ICT environment. Interacting with the virtual geometry
provides natural human-centric information and can help inform early ergonomic decisions.
Second, a user may utilize a graph visualization to better understand existing disassembly
sequences. The graph adds a visual structure to help guide exploration. In the third and final
mode, a highlighted path is offered to present the user with an opportunity to learn specific
sequences and compare it to previously experienced sequences. A user study, involving 15
participants and a hydraulic pump assembly, was conducted. Results from the study suggest
that the coupling of natural human-centric 3D interaction with abstract data visualization
holds strong potential for aiding early design decision making.
From the study several promising areas for future work emerged. It would be of interest
to explore further methods to increase the interplay between geometric models and the graph
visualization. As this research focused on component removals, future work may concentrate
on the inclusion of fasteners, snap-fits, and other common disassembly operations.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
This chapter briefly summarizes the research described in this dissertation. Opportunities
for future work are discussed.
7.1 Summary
This research set out to accomplish two primary goals. First, in efforts to guide future
research, the current state of decision making in the product design process using immersive
computing environments was described. Based on those findings, a new design approach that
integrates normative and descriptive methodologies was proposed. Concrete instances of the
proposed design approach are illustrated to guide future research.
Chapter two reported on an in-depth survey of VR applications in industry. To better
understand how industry was using virtual reality technologies, a series of on-site visits were
conducted. Over the course of the survey 62 people from varying backgrounds were interviewed.
VR use processes were outlined. Salient practices and growing trends were highlighted. Results
suggest that VR is being actively employed to enhance decision making throughout the design
process. Designers and engineers are actively investigating questions related to visibility, er-
gonomics, aesthetic quality, storytelling, etc. Novel VR facility configurations transform single
user experiences to multiuser collaborative design spaces.
Next, chapter three examined an industry case study involving five design engineers in the
context of an on-going design process. The engineering design team was invited to conduct three
design reviews within an immersive environment. For each review, participants defined specific
goals that they wanted to accomplish during the review. The team was able to quickly address
their initial questions and move on to discuss other topics. The immersive environment showed
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to be an effective tool in evaluating questions of spatial relationships and human interaction.
The VR system provided an opportunity for the engineers to better understand the assembly
process of the product. Subjective feedback from the engineers indicated that VR provided an
engaging experience that is different from traditional design reviews. Being partially familiar
with the immersive software enhanced the participants learning processes.
A novel design methodology was proposed in chapter four. Given their nature, there has
always been a tension between normative and descriptive design approaches. Descriptive ap-
proaches seek to document, formalize, or automate existing design practices. On the other
hand, normative methods seek to optimize or improve upon existing methods by leveraging
advanced mathematical modeling. This tension is abated through the integration of these ap-
proaches into a cyclical and synergistic design methodology. The virtual environment provided
a three-dimensional digital environment that supported the integration of these two methods.
The strengths of one approach complements the weaknesses of the other approach. Practi-
cal applications of the methodology are presented in chapters five and six from a disassembly
sequence planning scenario.
Chapter five addressed the challenge of disassembly sequence planning of a five piece wooden
puzzle. Multi-attribute utility analysis was employed to find the optimal disassembly sequence
with respect to disassembly time and probability of damage. In order to estimate probability
of damage, a VR application was designed and implemented that allowed a user to disassemble
a virtual wooden puzzle using a three degree-of-freedom haptic device. The amount of damage
to parts during assembly was estimated by the number of collisions that occurred as the user
disassembled the virtual blocks. In order to obtain a frequency distribution of damage, each part
was disassembled thirty times. Multi-attribute utility analysis was used to calculate the optimal
disassembly sequence while considering the disassembly time and probability of damage. The
results showed that the optimal disassembly sequence was novel and not intuitive. In this
application, data from natural human interaction, supported by virtual reality technology,
was used to generate input for the mathematical optimization algorithm that was not readily
available with physical parts.
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Chapter six presented a user study exploring how abstract data and geometric data can be
combined in an immersive computing environment to support decision making. The specific
application focused on guiding users through the disassembly of a hydraulic pump. To help
users visualize possible disassembly sequences, an interactive visualization of a directed graph
was provided along with the pump geometry.
Through this research the current state of virtual reality in industry was described. Spe-
cific use cases and benefits of VR in the product design process were identified. A novel design
approach leveraging VR and mathematical models was described with examples. Virtual re-
ality is being leveraged to support many decision making scenarios in a variety of disciplines.
Outcomes described in this work bring light to many new questions for future VR researchers.
7.2 Future Work
People from a variety of disciplines are utilizing immersive technology to improve decision
making. The technology has matured to the point where there is value in creating immersive
experiences that integrate multiple decision making tools. Namely, descriptive and normative
design methods can be fused into a cohesive design experience that leverages both human
expertise and complex analytics in real-time. Traditionally, VR applications have concentrated
on simulating real life experiences. However, it is advantageous to examine how those decision
making experiences can be enhanced with context-specific analytical support; to use VR in new
ways. Future work should concentrate not only on increasing the fidelity of VR environments,
but also consider how incorporating supplemental information can improve decision making
processes.
From a technical perspective, it appears that current displays, tracking systems, and in-
teraction devices perform adequately for real-time simulations. Nonetheless, experiences with
haptic devices leave much to be desired. In efforts of bringing a more compelling sense of touch
to virtual worlds, haptic simulation coupled with collision detection for complex geometry
should be the concentration of future research.
While this research suggests that companies are actively using VR to support decision
making in product design, many questions regarding the use and adoption of VR remain.
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Because VR presents users with multiple types of stimuli simultaneously, it is not yet clear
which qualities of a VR experience are most beneficial. Future research could investigate the
specific qualities of VR experiences to understand how each contribute to the resulting value.
Applications can then be designed to prioritize the display of certain types of information.
Identifying core VR qualities may help concentrate future development on only the most salient
aspects of VR experiences. There exist several barriers in the VR adoption process. It is
important to understand how new users perceive the usefulness and value of VR prior to
experience. To encourage adoption, future work should concentrate on investigating gaps and
opportunities in current adoption trends. Knowing how existing VR facilities became successful
can help guide motivations to push the technology forward into other industries.
