This paper is comprised of two main sections. In the first section, we give a generalization of the well-known Ginzburg-Landau functional which depends on a parameter > 0. Also we show some basic results such as the existence of a minimizer for every > 0, and the strong convergence of the minimizers in a Sobolev space. In the second section we present the main result, where we prove the partial regularity of the limit pair. We start the proof of the partial regularity of the limit pair by obtaining a monotonicity formula. Then we derive a Caccioppolitype inequality and a reverse Hölder's inequality in order to obtain an improved L p -estimate. Then we use some variational methods and iteration techniques to prove the regularity of the weak solutions outside a very small closed set.
Keywords: Ginzburg-Landau functional, monotonicity, Caccioppoli's inequality, reverse Hölder's inequality, partial regularity Ginzburg-Landau functional. The Ginzburg-Landau functional was originally introduced in 1950 by Ginzburg and Landau during their study of the phenomenon of superconductivity (see e.g. [3] ). This functional in dimension 2 takes the form
where u = u 1 + iu 2 ∈ C is a function and A = A 1 dx 1 + A 2 dx 2 is an Rvalued 1-form, while d A u = du − iAu is the covariant derivative of u. In superconductivity theory, u is referred to as the ordered parameter while A represents the electromagnetic field.
This functional can also be obtained from geometric considerations. In such a presentation let Ω ⊂ R 2 be a bounded domain and consider a C-line bundle (fiber bundle with fiber C) over Ω associated to a U(1)-principal bundle, where U(1) is the unitary group on C . Then, the Lie algebra associated to U(1) is g = −iR, where i = √ −1. Thus, a connection iA can be defined as
where
and for a section u : Ω −→ C, the covariant derivative will take the form
(see e.g [12] ). The term
2 , which is the last term in the Ginzburglandau functional, is called the Higgs potential and depends on the absolute value of u and the parameter (see e.g. [10] ).
We study the following generalized functional
where Ω is a bounded domain in R n , u = (u 1 , u 2 , ..., u n ) T is an R n -valued
A i dx i is a 1-form, and p ∈ [2, n] . In section 1, we establish the existence of the minimizers and we show that when −→ 0, the minimizers (passing to a subsequence) converge strongly in a Sobolev space to a minimizer of the functional
In section 2, we present some results concerning the functional E, where we show the partial regularity of the minimizers of E. Moreover, we study the stationary weak solutions of the system and we obtain the main result: The proof of Theorem A is based on the monotonicity formula that we introduce in first part of Section 2. Relying on the monotonicity formula, we derive an -Caccioppoli's inequality for u. Then we obtain an L p -estimate by applying the reverse Hölder inequality. Finally we establish the partial regularity of (A, u).
Generalized Ginzburg-Landau Functional
Recall the functional:
where Ω is a bounded domain in
, and > 0.
We can think of u as a section of the R n -vector bundle, while we may treat A as a connection on the bundle E. We recall that a connection on any G-principal bundle is a g-valued 1-form where g is the Lie algebra of G. In the case when G = O(n) we have g = so(n), the group of n×n skew-symmetric matrices. That is,
Therefore, in order to have the covariant derivative d A well defined, A must act on u with respect to the above rules. So it is sufficient to multiplying A by a constant element from so(n). Hence, we fix some M ∈ so(n) and we set
We note that in dimension 2 we have
Gauge invariance. Recall the matrix exponential
Let φ be any smooth real-valued function defined in Ω. Then, E (A, u) is invariant under the transformation:
The proof of this invariance follows from the following properties (see e.g. [12] ): (i) e Mψ is an orthogonal matrix for all real-valued ψ;
Mψ (Mφ) = Mφe Mψ for all ψ, φ ∈ R. Now, for A ∈ W 1,q (the 1-form defined above) and q ≥ 2, let φ solve the problem
Therefore, using this result with gauge invariance we can always assume that A satisfies the Coulomb gauge condition (1.4)-(1.5).
The space for minimizing. Since we are interested in minimizing the functional E (A, u), we must ensure the existence of E (A, u). Therefore, we choose for simplicity (A, u) ∈ W 1,p × W 1,p . Also using Hölder inequality, p must give the embedding
Hence, by the Sobolev embedding, we get
So, either we set p ≥ max{2,
} or we may take p ≥ 2 and add to the minimizing space the condition |AMu| ∈ L p . Then the natural and the largest space one can consider for minimizing 
Hence we will deal with the case when u and A are defined on some bounded domain Ω. Boundary Conditions. It is clear that we can not impose a Dirichlet boundary condition (u = g) since this will break the gauge equivalence. However, we are still able to add the closely related condition |u| = 1, on ∂Ω.
Moreover, we note that the relation (d A u = GMu) is invariant under gauge transformation. Then we have the space
Existence of the minimizers. We will consider minimizing our functional in the space V . As is standard, we will rely on the lower semi-continuity of E. However, we still need to prove some preliminary results.
Then there exists a gauge equivalentÃ such that there is C independent of A satisfying
Proof. LetÃ be a gauge equivalent to A satisfying ( see (1.4)-(1.5)) 
where δ is a small positive constant. Therefore, by the lower semi-continuity of the norm, we have
It remains to show that 
where q ∈ (1,
Then, we have 
and suppose for contradiction that |U | = 0. Therefore
Thus, u satisfies in U the following:
where we used the fact that (Mu, u) = 0. Therefore, since |u | > 1 in U , we get
Hence we have
Thus E (A , u ) < E (A , u ) which is a contradiction since (A , u ) is a minimizer. Moreover, in view of the definition of u , we may assume that |u | ≤ 1.
(ii) It is clear that we only need to show that the boundary conditions are preserved. Following the steps in [2] , by the Trace Theorem, we get
for some q 1 > p. Hence we obtain |u | = 1 on ∂Ω a.e. and also
Euler-Lagrange Equations.
In order to calculate the Lagrange equations for the above functional, we need to calculate the equations satisfied by the critical point, that is,
for all B and v compactly supported in Ω. We will need the following properties. Let B = (b ij ) be any n × n matrix. Then for any two vectors u and v, we have
T . Here ·, · denotes the standard matrix inner product, and the upper-script T is the transpose operator. Also, we know that
Therefore, we define the adjoint operator to
Since this is true for every (B, v), it follows that, (A, u) is a weak solution of the system:
Using the method of the proof of Lemma 1.2, we can show the existence of the minimizers of this functional over
Moreover, computing the derivative
and making use of the facts: (
, u) = 0 (since |u| = 1), and (Mu, u) = 0 (since M ∈ so(n)), we get that any minimizer (A, u) of E is a weak solution to the equations
(1.14)
where (A, u) is a minimizer to the functional E (1.12).
Proof. It is clear that E (A , u ) ≤ E(A, u).
Hence, E is uniformly bounded. Applying the argument in Lemma 1.2, we get
for some (A, u). In addition, we have
which implies that |u| = 1 a.e, that is,
Hence it is sufficient to show that the above convergence is in the strong sense rather than the weak sense. Thus, since
and by the lower semi-continuity of the L p -norm, we have
and since |u − u| ≤ C a.e., we get
Combining this result with the fact that
where we used Hölder's inequality. Hence we get
Employing the lower semi-continuity again, it follows that
On the other hand, we have
Taking the lim sup in the last inequality, we get
Hence,
By (1.15), (1.16) and (1.17), it follows that
Therefore, using the fact that
Now, fixing gauge in the obvious way, we get
Regularity of the Limit Pair
In this part we deal with a more general case where we will study the partial regularity of the stationary weak solutions instead of the minimizing ones. Recall the functional
and the associated system
where (A, u) is taken from the space
Definition. For any pair (A, u) ∈ W , set
where φ ∈ R n . Then, any weak solution (A, u) to the the system (2.2)-(2.3) is called a stationary weak solution if
Formula. An essential tool we need for the proof of the partial regularity of the above system is a monotonicity formula. In the following lemmas, we give a proof of the wanted monotonicity formula where we start with a weak version of the monotonicity and then we improve it. Proof. The proof of this lemma is essentially similar to that for lemma 2 in [7] . First, one can verify that
Then, since (A, u) is stationary for E (i.e. t = 0 is a critical point for E t,φ ) we have
Integrating by parts yields
Now, without loss of generality, we assume the center of B r is 0. Then for some h, r > 0, we choose φ as
Allowing h to tend to 0, we get
for almost every r. Therefore, multiplying by r (2p−n)−1 , we get
Finally, the desired result can be obtained by integrating from ρ to R with respect to r.
Lemma 2.2. Let (A, u) be a stationary weak solution of the system (2.2)-(2.3) . Suppose
Proof. There exists a 2-from B satisfying the following system
Moreover, for all ρ ≤ R we have
For such a B, the reader may consult [17] . Now, we have
In order to estimate the last integral, we extend B − dA by setting it equal to zero outside B R . Since A ∈ W 1,p , let {A l } be a sequence of smooth 1-forms satisfying
Then we define F k,l as
Moreover, F k,l ∈ C ∞ (Ω) for all k (see e.g. [4] , [11] ). By (2.9) and (2.10), we choose a subsequence {F k = F k,l(k) } such that
Also, by the well-known property of the convolution:
we get dF k = 0. Hence, by Poincaré's Lemma for smooth forms (see e.g. [18] page 155-156), we have
for some H k for every k. Now, for any B r (x 0 ) ⊂ Ω, and since dH k is invariant under gauge transformations, we can assume without loss of generality that d * H k = 0 in B r (x 0 ) and H k .ν = 0 on ∂B r (x 0 ). So considering the rescaling:
, we get by [7, Lemma 1, (eq 10)] that
Hence, rescaling back, we obtain
Now, recall the algebraic inequality
Applying this inequality, we get
where we used respectively (2.11), (2.7), (2.2), and (2.5). By Hölder's inequality, (2.12) and again (2.11), we obtain
Hence, we get
Now, by the assumption of this lemma, we have
Bρ
Applying [6; Lemma 2.1 page 86], we get
Lemma 2.3. Let (A, u) be a stationary weak solution to the system (2.2)-(2.3). Then the monotonicity type formula
holds for all concentric balls B ρ ⊂ B R , ρ ≤ R ≤ R 0 and p ≥ 2, where
Proof. We use the induction method where we show that the inequality
holds for all k ≤ p(p − 1). Note that we do not assume k is an integer but it can be any non-negative real (since if (2.14) holds for some k then it is also true for all l ∈ [0, k]). The case k = 0 follows immediately from Lemma 2.1.
Hence, it is sufficient to assume (2.14) holds for some k and prove it for k + 1 provided k + 1 ≤ p(p − 1). Let r 1 < R 0 for some R 0 sufficiently small. Then, by the induction hypothesis and Lemma 2.2, we get
(2. 
−1 1
, we get
Therefore, by the condition k + 1 ≤ p(p − 1) and by (2.15), we get
Integrating from ρ to R, we get
which is the required result. 
Applying [6; Theorem 3.1, page 88], we get ∇A ∈ L 2,n−2+2γ loc
Partial Regularity. In this part, we study the partial regularity of A and u. First, we note that since |u| = 1 we get
Therefore, in view of equation (2.2), we obtain
We set
We note that h i k is R-valued 1-form. Next we obtain a Caccioppoli's inequality for u.
Lemma 2.5. Let (A, u) be a stationary weak solution to the system (2.2)-(2.3). Then there exists a constant 0 such that if
Proof. Choose a cut-off function φ such that 0 ≤ φ ≤ 1, φ = 1 in B R/2 (y), φ = 0 outside B 2R/3 (y), and |dφ| ≤ C R
. Now, for all p ≥ 2 we test (2.3) with the function φ p (u − u y,R ) to get
Thus, we have
It follows that
Applying Young's inequality to the first two terms on the R.H.S, we get
Since A and u are bounded, we obtain
Now we will estimate the last integral. We will make use of Fefferman's Theorem about the duality between Hardy space and the space of functions of bounded mean oscillation (see e.g [14; Theorem 2.3]). We first show that
is in Hardy space. Let ψ be a Schwartz functions. That is, ψ is a smooth function with support in B 1 (0) and also it satisfies R ψ = 1 and |dψ| < c. Note that for any x 1 ∈ B 2 \ B 1 we have ψ(x 1 ) = 0 and hence by smoothness of ψ we get |ψ(x)| ≤ C|dψ||x−x 1 |+|ψ(x 1 )| ≤ C for some constant C independent of ψ. In a ball B r (x 0 ), set ψ r (x) = ψ(
). We prove that the Maximal function
(y), we may assume without lose of generality that r < 2R 3 , x 0 ∈ B2R 3 (y) and B r (x 0 ) ⊆ B R (y). Furthermore, we get |d(φψ r )| ≤ C r (also note that this assumption allows us to extend A and u arbitrarily outside B R (y)). Taking this assumption into account, we have the following equality
Substituting this result into the last equality and simplifying, we obtain
By the discussion above, we have 
Applying Young's inequality, we get
from this and the fact that ||Mf || 
Eventually, applying Fefferman's Theorem, we obtain
Hence, it follows that 
Proof. By Lemma 2.5 and Poincaré's inequality, we have
Therefore, applying reverse Hölder's inequality (with CR < 1), we get
Remark. In the case when we consider the minimizing weak solutions, we can obtain Lemma 2.6 by a less involved method as follows. First, we note that if (A, u) is a minimizer to E, then u is a minimizer of the functional
over the space
Also, by lemma 2.4, we have locally
Then the desired result follows as in the proof of [6 
Proof. Let v satisfy the system
Then, we have v ∈ C 1,β (see e. g. [16] ), and moreover,
Hence, setting w = u − v and employing the boundedness of A (i.e. |du| ≤ |d A u| + C and |d A u| ≤ |du| + C), we have
Now, making use of the boundedness of v, u and A with equations (2.3) and (2.22), we get Proof. In a standard way we define the sets:
Then, in view of Lemma 2.7 we choose Ω 0 such that Ω \ Ω 0 ⊂ Σ 1 ∪ Σ 2 . Since A, u ∈ W 1,p and by Lemma 2.3 (the monotonicity), we get (see [6] and [7] )
Now we show the C 1,γ regularity in Ω 0 . By the definition of Ω 0 and by Lemma 2.7, and using a similar argument to that in the proof of Lemma 
