We investigate an optimization problem of finding quantum sequential measurements, which forms a wide class of state discrimination problems with the restriction that only sequential measurements are allowed. Sequential measurements from Alice to Bob on a bipartite system are considered. Using the fact that the optimization problem can be formulated as a problem with only Alice's measurement and is convex programming, we derive its dual problem and necessary and sufficient conditions for an optimal solution. In the problem we address, the output of Alice's measurement can be infinite or continuous, while sequential measurements with a finite number of outcomes are considered. It is shown that there exists an optimal sequential measurement in which Alice's measurement with a finite number of outcomes as long as a solution exists. We also show that if the problem has a certain symmetry, then there exists an optimal solution with the same type of symmetry. A minimax version of the problem is considered, and necessary and sufficient conditions for a minimax solution are derived. An example in which our results can be used to obtain an analytical expression for an optimal sequential measurement is finally provided.
I. INTRODUCTION
The study of the power and limitations of local discrimination of quantum states has attracted considerable interest in quantum information theory in recent years. In particular, sequential measurements, which can be implemented using local measurements and one-way classical communication (one-way LOCC), have been widely investigated. Sequential measurements are relatively easy to implement with current technology; for example, when two or more parties receive quantum states at different times, measurements in which individual measurements are performed sequentially would be desirable in practical implementations of quantum measurements. However, it is well known that orthogonal quantum states shared by separated parties may not be perfectly distinguished when only sequential measurements are allowed, while they can be perfectly distinguished by a global measurement. This implies that sequential measurements are less powerful than global measurements for quantum state discrimination. An important question that arises in studies of this kind is how well one can distinguish between given quantum states by a sequential measurement.
Many studies have been developed to tackle the problem of which sets of orthogonal states are distinguishable when only sequential measurements are allowed (e.g., [1] [2] [3] [4] [5] [6] [7] ). There have also been several investigations of a sequential measurement realizing a measurement that maximizes the average success probability (called a minimumerror measurement) [8] [9] [10] [11] . It has also been reported that a measurement that maximizes the average success probability with no error at the expense of allowing for a certain fraction of inconclusive (failure) results (called an optimal unambiguous measurement) can be realized by a sequential measurement for binary pure states [12] [13] [14] .
However, these results are only applicable to a special class of quantum states. Investigations applicable to a broad class of quantum states would be required.
In the scenario in which all quantum measurements are allowed, optimal measurement strategies have been investigated under various criteria, such as the Bayes criterion [15] [16] [17] and the minimax criterion [18] [19] [20] . A measurement strategy that allows for inconclusive results has also been well studied. The most well-known example along this line is an optimal unambiguous measurement [21] [22] [23] . Other examples are a measurement that maximizes the average success probability with a fixed average inconclusive probability, denoted as an optimal inconclusive measurement [24] [25] [26] , and a measurement that maximizes the average success probability under the condition that the average error probability should not exceed a certain error, denoted as an optimal error margin measurement [27] [28] [29] . Recently, a generalized state discrimination problem, which is applicable to the above mentioned criteria, has also been presented [30] . From these studies, some properties of optimal measurements in the above criteria, such as necessary and sufficient conditions for optimality, have been derived. By contrast, in the case of a sequential measurement, very few studies of an optimal sequential measurement for a strategy other than the minimum error strategy and the unambiguous strategy have been reported (e.g, [31] [32] [33] [34] [35] ).
More recently, Croke et al. have derived a necessary and sufficient condition for a sequential measurement to maximize the average success probability (we call such a measurement a minimum-error sequential measurement) and used it to prove optimality of a candidate solution [36] . Also, the authors have derived the dual problem of the problem of finding a minimum-error sequential measurement and utilized it to compute numerical solutions [37] . These results are applicable to arbitrary bi-partite quantum states; however, only a few properties of a minimum-error sequential measurement have ever been reported. In addition, these methods cannot directly be applied to other criteria.
In this paper, we address a sequential-measurement version of the generalized state discrimination problem described in Ref. [30] . Similarly as in this reference, this problem includes problems with various criteria. We consider sequential measurements from Alice to Bob on a bipartite system. Since the problem of finding an optimal sequential measurement is much more complex than that of finding an optimal global measurement, the results proposed in Ref. [30] cannot readily be applied to this problem. However, we can see that the entire set of sequential measurements is convex; thus, the generalized state discrimination problem with sequential measurements can be formulated as a convex programming problem. Useful results available in convex programming help us to further understand an optimal sequential measurement. In the problem we address, sequential measurements with a finite number of outcomes are considered, whereas the output of Alice's measurement can be infinite or continuous. We show that there always exists an optimal sequential measurement in which Alice's measurement with a finite number of outcomes as long as a solution exists. We also derive the dual problem of the original problem and necessary and sufficient conditions for an optimal solution. These properties would be useful to obtain analytical and numerical expressions for an optimal sequential measurement.
In Sec. II, we discuss the formulation of sequential measurements and provide a sequential-measurement version of the generalized state discrimination problem. In Sec. III, its dual problem is derived. Then, we show that the optimal values of the primal and dual problems are the same. Necessary and sufficient conditions for an optimal solution is also obtained. In Sec. IV, we show that if a problem has a certain symmetry, then there exists an optimal solution with the same type of symmetry. In Sec. V, we discuss a sequential-measurement version of the generalized minimax problem described in Ref. [30] . We also derive necessary and sufficient conditions for a minimax solution. In Sec. VI, as an example, our results are applied to the problem of finding an optimal inconclusive sequential measurement. An analytical expression of an optimal inconclusive sequential measurement for double trine states is also derived. This example illustrates that our results can be used to obtain an analytical solution to at least an easy problem.
II. GENERALIZED OPTIMAL SEQUENTIAL MEASUREMENT

A. Sequential measurement
We consider a composite system, H = H A ⊗ H B , of two subsystems, Alice and Bob. Let S and S + be, respectively, the entire sets of Hermitian operators and positive semidefinite operators on H. S k and S + k (k ∈ {A, B}) are defined in the same way with H replaced by H k . Also, let R and R + be, respectively, the entire sets of real numbers and nonnegative real numbers, and I N ≡ {0, 1, · · · , N − 1}. Let1,1 A , and1 B be, respectively, the identity operators on H, H A , and H B . We denote {tb n } and {b n +b Let us consider a sequential measurement on H. Alice first performs a measurement, which is represented by a positive operator valued measure (POVM) {Â j ∈ S + A } j , the output of which can be infinite (or continuous). The measurement result j is sent to Bob. Then, Bob chooses a measurement {B . We can consider this sequential measurement from a different viewpoint [37] . Let M B be the entire set of allowed Bob's measurements and Ω be an isomorphic set of M B . Each element of M B is uniquely labeled by an index ω ∈ Ω; we denote Bob's measurement correspond-
. Alice first performs a measurement,Â, with continuous outcomes in Ω, She sends the result ω ∈ Ω to Bob. He performs the corresponding measurementB (ω) . Alice's POVMÂ uniquely determines this sequential measurement, which is denoted as
We can interpret that Alice's POVM,Â, includes all the information regarding the measurements Bob should perform. Let M A be the entire set of Alice's POVMs. Any sequential measurement can be denoted as Π (Â) witĥ A ∈ M A . In this formulation, the problem of finding an optimal sequential measurement can be formulated as an optimization problem with onlyÂ.
Let σ(Ω) be the sigma algebra of all measurable subsets of Ω.Â ∈ M A is a mapping of σ(Ω) into S + A , which satisfies
Let M A be the entire set of (not necessarily normalized) mappingsÂ : σ(Ω) → S + A satisfying the conditions (1) and (2) . Obviously, M A ⊃ M A holds.
It should be noted that M B is not necessarily the entire set of POVMs on H B ; for example, H B can be a composite system of n subsystems, and M B can be the entire set of sequential measurements (or two-way LOCC measurements) on H B .
B. State discrimination problem
Here, we consider a sequential-measurement version of the optimization problem described in Ref. [30] , which is expressed as
where
c m ∈ S,â j,m ∈ S, and b j ∈ R. J is a nonnegative integer that represents the number of constraints.
As an example, let us consider the problem of obtaining a minimum-error sequential measurement for the states Tr ρ mΠ
whereρ m = ξ mρm . This problem is obtained by substitutingĉ m =ρ m and J = 0 into Problem P. Problem P can express a large class of problems; one can find some examples in Subsec. II.B of Ref. [30] (also, see Sec. VI of this paper).
We can easily verify that M
• A is convex, and thus Problem P is a convex programming. Let f ⋆ be the optimal value of Problem P. f ⋆ is regarded as −∞ if the feasible set, M • A , is empty. Note that an equality constraint, η j (Â) = 0, can be replaced by two inequality constraints, η j (Â) ≤ 0 and −η j (Â) ≤ 0.
III. OPTIMAL SOLUTION TO GENERALIZED PROBLEM
A. Dual problem
We will derive the dual problem of Problem P, which is formulated as follows:
with variablesX and λ, where
Tr B is the partial trace with respect to the system H B . Let s ⋆ be the optimal value of Problem DP. We define the following Lagrangian for Problem P as:
where L(Â,X, λ) is a function ofÂ ∈ M A and (X, λ) ∈ X . IfÂ(Ω) =1 A holds, then there exists a vector |x satisfying x|[1 A −Â(Ω)]|x = 0; taking the limit
holds and the equality holds if λ = 0 holds. Therefore, we obtain
Substituting F = f , x =Â, and y = (X, λ) into the following formula:
and using Eqs. (8) and (9) yields
Let us consider the problem of finding (X, λ) ∈ X that minimizess(X, λ), which can be regarded as a dual problem of Problem P. From Eqs. (5)- (7), L(Â,X, λ) is rewritten as
If (X, λ) ∈ X • holds (i.e., there exists ω such thatX ≥ σ ω (λ)), then there exists a vector |x ∈ H A such that x|[X −σ ω (λ)]|x < 0; substitutingÂ(ω) = t |x x| into Eq. (12) and taking the limit t → ∞ gives L(Â,X, λ) = ∞. Thus, from Eq. (9),s(X, λ) = ∞ holds. On the other hand, if (X, λ) ∈ X
• holds, then L(Â,X, λ) reaches its maximum value of s(X, λ) whenÂ(E) = 0 for any E ⊆ Ω, and thuss(X, λ) = s(X, λ) holds. Therefore, we obtain min (X,λ)∈Xs
which indicates that the dual problem can be rewritten as Problem DP. From Eq. (11), s ⋆ ≥ f ⋆ holds. In a convex optimization problem, the optimal values of the primal and dual problems are generally not the same. However, as stated in the following theorem, the optimal values of Problems P and DP are always the same (proof in Appendix A).
B. Conditions for an optimal solution
In generalized state discrimination problems with no restriction on measurements, necessary and sufficient conditions for an optimal solution have been derived [30] . In a similar manner, we can derive necessary and sufficient conditions for an optimal solution to Problem P using its dual problem. (1)Â is an optimal solution to Problem P. (2) There exists (X, λ) ∈ X
• such that
Moreover, if Condition (2) holds, then (X, λ) is an optimal solution to Problem DP.
From Eq. (14), for any ω ∈ Ω, the kernel ofX −σ ω (λ) includes the support ofÂ(ω). Note that Condition (3) in the case of the problem of obtaining a minimum-error sequential measurement is given in Ref. [36] .
Proof We will show (1) ⇒ (2), (2) ⇒ (3), and (3) ⇒ (1) in this order. After that, we will show that (X, λ) is an optimal solution to Problem DP if Condition (2) holds.
First, we show (1) ⇒ (2). Let (X, λ) be an optimal solution to Problem DP. SinceÂ(Ω) =1 A and η j (Â) ≤ 0 hold, the second and third terms of the right-hand side of Eq. (7) are zero and nonnegative, respectively, which gives L(Â,X, λ) ≥ f (Â) = f ⋆ . Also, sinceX ≥σ ω (λ) andÂ(ω) ≥ 0 hold, the second term of the right-hand side of Eq. (12) is nonpositive, which gives
i.e., the third term of the right-hand side of Eq. (7) and the second term of the right-hand side of Eq. (12) must be zero. Thus, Eqs. (14) and (15) hold. Note that Eq. (14) follows from the fact thatxŷ = 0 holds for anyx,ŷ ∈ S + A satisfying Tr(xŷ) = 0. Next, we show (2) ⇒ (3). Integrating both sides of Eq. (14) and usingÂ(Ω) =1 A giveŝ
X ≥σ ω (λ) gives Eq. (16) . Equation (17) is equivalent to Eq. (15) . We show (3) ⇒ (1). We defineX as in Eq. (19) . We have that for any POVMÂ
The second line follows from Eq. (17) and η j (Â ′ ) ≤ 0. The third line follows from Eqs. (2), (3), and (6). The fourth line follows from the fact that, from Eqs. (1) and (6), we have that for anyΦ,
The last inequality follows from Eq. (16) (i.e.,X ≥ σ ω (λ)). From Eq. (20),Â is an optimal solution to Problem P.
Finally, we will show that (X, λ) is an optimal solution to Problem DP if Condition (2) holds. From Eqs. (12) and (14), L(Â,X, λ) = s(X, λ) holds. Also, from Eqs. (7) and (15), L(Â,X, λ) = f (Â) = f ⋆ holds. Thus, s(X, λ) = f ⋆ holds, which means that (X, λ) is an optimal solution to Problem DP.
We should mention that obtaining an optimal solution to Problem P is much more difficult than obtaining an optimal solution to the problem described in Ref. [30] , i.e., the state discrimination problem with no restriction on measurements. The reason is that, in the former case, we have to optimize over all of Alice's measurements, which include all the information regarding the measurements Bob should perform. Problem DP is generally difficult to solve as well as Problem P. However, we can obtain an analytical solution by solving Problem DP in some cases (see Subsec. VI B).
C. Number of outcomes of Alice's POVM So far in this paper, we have considered Alice's POVM A to be continuous. We find that an optimal solution to Problem P with finite outcomes always exists as long as a feasible solution exists, as shown in the following theorem (proof in Appendix B): Table I summarizes the formulation of the state discrimination problems (a) when arbitrary measurements are allowed and (b) when only sequential measurements are allowed. The dual problem in the case (b) (i.e., Problem DP) has an infinite (continuous) number of constraints, while that in the case (a) has a finite number M of constraints. This makes it difficult to obtain an optimal sequential measurement.
IV. GROUP COVARIANT PROBLEM
In this section, we discuss the case in which Problem P has a certain symmetry. State discrimination problems with symmetries have been well studied, and it is known that, in some cases, there exists an optimal solution with the same type of symmetry [25, [38] [39] [40] [41] [42] [43] [44] [45] . The existence of a symmetric solution helps us to obtain analytical or numerical optimal solutions (e.g., [46] [47] [48] [49] [50] ).
A. Group action
First, we briefly introduce a group action. Let G be a group and e ∈ G be its identity element. Also, let g ∈ G be the inverse element of g ∈ G. We assume that G has at least two elements. Let |G| be the number of elements in G. A group action of G on a set T is a set of mappings on T , {π g : T → T } g∈G , such that
In what follows, we denote π g (x) as g • x. Equation (22) can be rewritten by
The action is called faithful if, for any distinct g, h ∈ G, there exists x ∈ T such that g • x = h • x. Next, we set actions of G on the sets I N , S, S A , S B , and Ω as follows. An action of G on I N , {g • n (n ∈ I N )} g∈G , is given by a set of permutations of {0, · · · , N −1}, which is not necessarily faithful. We choose them such that they meet the conditions of Theorem 4 described below.
We also consider the action of G on S expressed by
whereÛ g is a unitary or anti-unitary operator and † is the conjugate transpose operator. Note that ifÛ g is an anti-unitary operator, thenÛ † g is also anti-unitary such thatÛ † gÛ g =Û gÛ † g =1. From Eq.(23),Û gh equalsÛ gÛh up to a global phase for any g, h ∈ G, andÛ e =1 holds. Assume that the action of G on S is faithful, i.e.,Û g andÛ h are not equivalent up to a global phase for any distinct g, h ∈ G. Also, assume thatÛ g can be expressed byÛ
whereV g andŴ g are, respectively, unitary or antiunitary operators on H A and H B . We can easily verify thatV gh andŴ gh , respectively, equalV gVh andŴ gŴh up to global phases for any g, h ∈ G, andV e =1 A and W e =1 B hold. We set actions of G on S A and S B as follows:
These actions are not necessarily faithful. We stress that actions of G are different among different sets. For example, g •Q withQ ∈ S and g •Q (A) witĥ
The above model can handle various symmetries. For example, in the case in which only Bob's system has a certain symmetry, we can consider a group G withV g = 1 A for any g ∈ G. As another example, if Alice's and (a) Arbitrary measurements [30] (b) Sequential measurements Primal problems
Tr(ĉmΠm) subject to Π : POVM,
Tr âj,mΠ
,(6) Necessary and sufficient conditions for optimality (Condition (3)) λ ∈ R J + exists such that
Bob's systems independently have different symmetries, represented by groups G A and G B respectively, then we can consider the direct product of the groups, G = G A × G B ; we can define the actions of G on S A and S B as
A more complex example is given in Subsec. IV C.
B. Group covariant optimal solution
We show that if Problem P has a certain symmetry, then there exists an optimal solution with the same type of symmetry (proof in Appendix C).
Theorem 4 Suppose that, in Problem P, there exist a group G and its actions on I M , I J , and S such that
Then, as long as M
• A is not empty, for anyΦ ∈ M
Moreover, for any (Ŷ , ν) ∈ X • , there exists (X, λ) ∈ X • such that s(X, λ) = s(Ŷ , ν) and
In particular, there exist an optimal solutionÂ to Problem P satisfying Eq. (29) and an optimal solution (X, λ) to Problem DP satisfying Eq. (30).
If Eq. (29) holds, thenΠ (Â) has the following symmetry:
Indeed, from Eqs. (27) , (C1), and (C2), we obtain
Let M 
C. Example
As an example of a symmetric problem, let us consider the problem of finding a minimum-error sequential measurement for ternary quantum states {ρ m = 
whereV gA andŴ gB are, respectively, unitary (or antiunitary) operators on H A and H B , satisfyingV Fig. 1 . p A and p B , respectively, correspond to the rotation of 2π/3 and π. q A and q B correspond to the reflection about the x c axis.
To
Let e ≡ (e A , e B ) and p ≡ (q A , p B ) ; then, G 1 ≡ {e, p} is a group such that
Note that we redefineV g ≡V gA andŴ g ≡Ŵ gB for g = (g A , g B ) ∈ G A × G B . Also, let q ≡ (e A , q B ) ; then, G 2 ≡ {e, q} is a group such that
G 2 expresses a symmetry of only H B . We can consider the group G = {e, p, q, pq}, which is the direct product of G 1 and G 2 . Note that the action of G on S A is not faithful; indeed, bothV e andV q are identical toV eA . Let us define an action of G on I M such that p 
V. GENERALIZED MINIMAX SOLUTION
In the minimax strategy for a quantum state discrimination problem, prior probabilities is unknown and the task is to maximize the worst case of the objective function (such as the average success probability) over all prior probabilities. This strategy has been investigated in several studies [18-20, 45, 52] , whose generalized version is appeared in Ref. [30] . In this section, we consider a sequential-measurement version of the generalized minimax problem. In a similar manner to the method reported by Ref. [30] , we can provide necessary and sufficient conditions for a minimax solution to the sequentialmeasurement version of the problem. In what follows, we discuss properties that a minimax solution has.
A. Formulation
Let us consider K ≥ 1 objective functions f 0 (Â), · · · , f K−1 (Â) expressed as:
whereĉ k,m ∈ S and d k ∈ R. Also, let P be the entire set of collections of K nonnegative real numbers, µ ≡ {µ
k=0 µ k = 1. µ ∈ P can be interpreted as a probability distribution. Let F (µ,Â) be the objective function defined by
and M
• A be the set defined by Eq. (3). We investigate the problem of finding a POVMÂ ∈ M
• A that maximizes the worst-case value of F (µ,Â) over µ ∈ P. This problem can be formulated as follows:
Let F ⋆ be the optimal value of Problem P m . We call
⋆ a minimax solution and a minimax POVM, respectively.
B. Properties of a minimax solution
We first show the following remark.
Remark 5 (Minimax theorem) If M
• A is not empty, then there exsists a minimax solution (µ ⋆ ,Â ⋆ ) to Problem P m , and it satisfies
Proof M
• A and P are closed convex sets. F (µ,Â) is a continuous convex function of µ for fixedÂ and a continuous concave function ofÂ for fixed µ. Thus, the minimax theorem holds (e.g., [53] ); that is to say, there exists a minimax solution (µ ⋆ ,Â ⋆ ) to Problem P m , which satisfies Eq. (42).
A minimax solution to Problem P m can be characterized by a saddle point; i.e., (µ ⋆ ,Â ⋆ ) is a minimax solution if and only if, for any µ ∈ P andÂ ∈ M
Let
k=0 µ k d k ; then, we find that the problem of finding F ⋆ (µ) for a fixed µ ∈ P is reduced to Problem P, as shown in the following remark:
Remark 6 Let f ⋆ (µ) be the optimal value of Problem P withĉ m = c m (µ); then,
Tr ĉ k,mΠ
Theorem 7 Assume µ ⋆ ∈ P andÂ ⋆ ∈ M Proof The same as Theorem 3 of Ref. [30] .
Theorem 8 Let us consider the following optimization problem
withÂ. An optimal solution to the problem given by Eq. (48) is equivalent to a minimax POVM of Problem P m .
Proof The same as Theorem 4 of Ref. [30] .
Similar to Theorem 4, if Problem P m has a certain symmetry, then there exists a minimax solution with the same type of symmetry, as stated in the following theorem (proof in Appendix D).
Theorem 9
Suppose that, in Problem P m , there exist a group G and its actions on I M , I J , I K , and S such that
• A is not empty, there exists a minimax solution (µ ⋆ ,Â ⋆ ) such that
VI. EXAMPLES
In this section, we apply our results to the problem of finding an optimal inconclusive sequential measurement. Also, we derive an analytical expression of an optimal inconclusive sequential measurement for double trine states. Note that one can find other examples of generalized state discrimination problems in Subsec. II.B of Ref. [30] .
A. Optimal inconclusive sequential measurement
An optimal inconclusive measurement is a measurement that maximizes the average success probability with a fixed average inconclusive probability, p I . We here consider its sequential-measurement version.
Let us consider the problem of obtaining an optimal inconclusive sequential measurement, Tr ρ rΠ
whereρ r ≡ ξ rρr . This problem is equivalent to Problem P with
where we use the fact that the problem remains unchanged when the second constraint of Eq. (51) is replaced with (52) into Problem DP yields the following dual problem:
From Theorem 2,Â ∈ M
• A is an optimal solution if and only if the following equations hold:
Tr ρ rΠ
where (X ⋆ , λ ⋆ ) is an optimal solution to Eq. (53).
B. Optimal inconclusive sequential measurement for double trine states
We derive an optimal solution to the problem of Eq. (51) for double trine states with equal probabilities. Note that, in the cases of p I = 0 (corresponding to a minimum-error sequential measurement) and p I = 1/2 (corresponding to an optimal unambiguous sequential measurement), optimal solutions are given in Refs. [54] and [55] , respectively. Double trine states with equal probabilities can be expressed by {ρ m ≡ 
{|φ m } has the symmetry of |φ m =V k rot |φ m⊖k , wherê
When p I = 1/2, P ⋆ S + p I = 1 holds; i.e., the average error probability, 1 − P ⋆ S − p I , is zero. This indicates that there exists an unambiguous sequential measurement with the average inconclusive probability of 1/2. Since the case of p I > 1/2 is trivial, assume 0 ≤ p I ≤ 1/2 (in this case, is expressed aŝ
where {B
• m } is given by Eq. (E12) with α = 4p I /3, and ω k ∈ Ω (k ∈ I 3 ) is an index corresponding to the POVM
m } defined by Eq. (61). In Eq. (61), we usê
Using the fact that, from Eq. (55), the support ofÂ(ω) is included in the kernel ofX ⋆ −σ ω (λ ⋆ ),Â can be obtained in the following way. When ω = ω k , since Eq. (E4) with θ = 
holds for any ω ∈ Ω. It follows thatÂ is a POVM with three outcomes, {ω k } 
(64) Figure 2 shows the average success probabilities of optimal measurements with and without the restriction that only sequential measurements are allowed. Note that the average success probability of an optimal inconclusive global measurement can be computed by the method described in Ref. [57] . The average error probability is zero when p I ≥ 1/2 and p I ≥ 1/4 in the cases of optimal inconclusive sequential and global measurements, respectively.
VII. CONCLUSION
We have studied a sequential-measurement version of the generalized state discrimination problem discussed in Ref. [30] . Since the entire set of sequential measurements is convex, Problem P is convex programming. The corresponding dual problem and necessary and sufficient conditions for an optimal sequential measurement were derived. We also showed that for an optimization problem having a certain group symmetry, there exists an optimal solution with the same type of symmetry. Moreover, the minimax version of this problem was studied, and necessary and sufficient conditions for a minimax solution were provided. We expect that our results will be useful for the investigation of a broad class of state discrimination problems with sequential measurements.
Sincex ω is in S + A ,σ ω (λ) +x ω −X = 0 holds only ifX ≥ σ ω (λ) holds, which implies that {σ ω (λ) +x ω −X} ω = {0} holds only if (X, λ) ∈ X
• holds. Since s(X, λ) ≥ s ⋆ > u holds when (X, λ) ∈ X • , we have ({0}, 0) ∈ Z. Also, we can easily see that Z is a convex set having a nonempty interior. Thus, from the geometric HahnBanach theorem (e.g., [58] ), for any (X, λ, u, {x ω }) ∈ T , there exists ({Ã ω } ω∈Ω , α) = ({0}, 0) withÃ ω ∈ S A and α ∈ R satisfying
where µ is a strictly positive measure on a sigma algebra σ(Ω) satisfying µ(Ω) = 1. Let δ ω (E) (E ⊆ Ω) be the Dirac measure, which is defined by δ ω (E) = 1 if ω ∈ E holds, δ ω (E) = 0 otherwise. By substitutinĝ
into Eq. (A3) and taking the limit t → ∞, we obtain Tr(Ã ω ′x) ≥ 0. Since this inequality holds for anyx ≥ 0 and ω ′ ∈ Ω,Ã ω ≥ 0 holds for any ω ∈ Ω. Also, taking the limit u → −∞ in Eq. (A3) gives α ≥ 0.
To show α > 0, assume by contradiction that α = 0. SubstitutingX = tx (x ≥ 0) andx ω = t[1 − δ ω ′ (ω)]x into Eq. (A3) and taking the limit t → ∞ gives
which impliesÃ ω ≤ 0 for any ω ∈ Ω. Thus,Ã ω = 0 must hold, which contradicts ({Ã ω }, α) = ({0}, 0). Therefore, α > 0 holds. Here, letÂ ∈ M A be a measure satisfyingÂ(ω) = A ω µ(ω)/α for any ω ∈ Ω. To complete the proof, we will showÂ ∈ M 
Since this inequality holds for anyx ∈ S A ,Â(Ω) =1 A holds. Substituting λ j = tδ j,j ′ (δ j,j ′ is Kronecker delta) into Eq. (A5) and taking the limit t → ∞ gives η j ′ (Â) ≤ 0, and thusÂ ∈ M
• A holds. Also, substitutingx ω =X = 0 and λ = 0 into Eq. (A5) and taking the limit u → s
Let us consider the following set:
Since
A is empty, for anyÂ ∈ M A , there exists j ∈ I J such that η j (Â) > 0. Therefore, the set W ′ ≡ {{β j ≤ 0} J−1 j=0 ∈ R J } has no intersecton with W. We can easily verify that W is compact and W ′ is closed; thus, by a separating hyperplane theorem (e.g., [59] ), there exist q ≡ {q j } J−1 j=0 ∈ R J + and 0 < ǫ ∈ R + such that
Now, assume that J−1 j=0 q j = 1, with no loss of generality. Equations (3) and (A8) give
Substituting Eq. (1) into this equation and doing some algebra gives
where 
Also, letŶ
where t ∈ R + . From Eqs. (A12) and (A13), we havê
Proof
We first consider the case J = 0. From Γ • = Γ, p(Γ • ) = 1 holds. Thus, from Lemma 10, there exists an optimal solution to Problem P with at most d 2 A outcomes. For the remainder of the proof, the case J ≥ 1 is considered.
In the following, we will show that f • (β) is a concave function. It suffices to consider the range of β such that
A be the feasible set of the optimization problem obtained by replacing b of Problem P with β. Now we consider distinct
Since −f • (β) is convex and thus subdifferentiable at each point [61] , there always exists such f L (β). Let
It follows that D is a convex set including b. Let E D be the entire set of extremal points of D. Also, let E be the entire set of β ′ ∈ R J such that f • (β) is strictly concave at β = β ′ . We can easily verify E D ⊆ E. First, we consider the case b ∈ E D . From b ∈ E, f
• (β) is strictly concave at β = b. From Lemma 10, it suffices to show p(Γ • ) = 1; assume by contradiction that p(Γ • ) < 1. Let, for each j ∈ I J ,
For simplicity, let
are obviously disjoint sets satisfying
then,Â j is in M A if p j > 0 holds. From Eqs. (B1) and (B10), we havê
Thus, we obtain
j=0 . The inequality follows from the fact thatÂ j ∈ M
) holds when p j > 0. On the other hand, it follows that p j < 1 holds for any j ∈ I J+1 . Indeed, p J = p(Γ • ) < 1 obviously holds. Also, since η j [Ê (γ) ] > 0 holds for any j ∈ I J and γ ∈ Γ j , if p j = 1 holds for some j ∈ I J , then, η j (Â) = η j (Â j ) > 0 holds from Eq. (B10), which contradictsÂ ∈ M • A . Thus, there exist at least two distinct integers k ∈ I J+1 satisfying p k > 0. This implies that, from Eq. (B12), f
• (β) is not strictly concave at β = b (i.e., b ∈ E), which contradicts b ∈ E D ⊆ E. Therefore, p(Γ • ) = 1 must hold. From Lemma 10, there exists an optimal solution to Problem P with at most d . From b (j) ∈ E D , similar to the above discussion, it follows that, for each j ∈ I J+1 , there exists
then, we have
The fourth equality follows from the fact that, from
A holds. Thus,Â ′ , which is a POVM with at most (J + 1)d 2 A outcomes, is an optimal solution to Problem P.
We first show that the mapping κ g :Φ →Φ (g) is bijective on M • A . We can easily verify thatΦ (g) is a POVM. We have that for any j ∈ I J ,
where m ′ = g • m. The second and fourth lines follow from Eq. (C4) andΦ ∈ M
and show Eq. (29),Â ∈ M
• A , and f (Â) = f (Φ). We have that for any g ∈ G and m ∈ I M ,
where h ′ = h • g. This gives Eq. (29) . From Eq. (C5), we have that for any j ∈ I J ,
Tr â j,mΠ
where the fourth line follows from Eq. (C4). In particular, ifΦ is an optimal solution to Problem P, then so iŝ A. We finally show that there exists (X, λ) ∈ X • satisfying Eq. (30) . Let
then, we have that for any g ∈ G and m ∈ I M ,
The second line follows from Eq. (C4). The inequality follows from the fact that, from Theorem 7, f k (Φ) ≥ F ⋆ (ζ) holds for any k ∈ I K .
Next, we show
; then, we have that for any g ∈ G,
where k ′ = g • k and m ′ = g • m. From Eq. (D3), we obtain
thus, (µ ⋆ ,Â ⋆ ) is a minimax solution.
Appendix E: Derivation of (X ⋆ , λ ⋆ )
We will obtain an optimal solution (X ⋆ , λ ⋆ ) to the problem of Eq. (53) . This can be derived by extending methods described in Refs. [36, 54] , in which a minimumerror sequential measurement for double trine states is obtained. Now, we consider the problem of Eq. (53) in which λ is fixed. An optimal solution, denoted asX ⋆ (λ), to this problem can be expressed byX ⋆ (λ) = υ(λ)1 A , where υ(λ) is a real-valued function of λ. It follows that υ(λ) is the minimum value satisfying υ(λ)1 A ≥σ ω (λ) for any ω ∈ Ω, which means that υ(λ) is the maximum value of the largest eigenvalues ofσ ω (λ) over all ω ∈ Ω.
Substituting Eq. (56) into Eq. (54) giveŝ 
We can easily see ). Using the method described in Ref. [63] (the method of Ref. [64] can also be used), we can obtain an analytical expression of P ⋆ θ for each θ. To avoid cumbersome details, we do not give an analysical expression of P , otherwise,
where we assume λ ≤ 1 to simplify the discussion (it is sufficient to consider only this case, as will be described in the main text). From Eqs. (E9) and (E10), we have
A minimum-error measurement, denoted as {B 
where α = 2(6λ 2 − 6λ + 1)
Let ω 0 be in Ω such that {B 
