Introduction {#Sec1}
============

In recent years, the availability of large time-course datasets in multiple disciplines, including biology, ecology and finance has brought forth the problem of handling such data for scientific analysis^[@CR1]--[@CR3]^. In many studies, generalized linear models and vector autoregressive models are used for structural estimation and inference, where such systems exhibit nonlinear dynamics with time-lags, reciprocal feedback loops and unpredictable surprises^[@CR4],[@CR5]^. On the other hand, equation-based models such as difference and differential equations may be used to analyze the evolution of a dynamic system, but often require some degree of prior knowledge about the nature of interactions among various system components^[@CR6]^; even if the model structure is known, dimensionality poses a challenge on accurate parameter estimation of variables^[@CR7]^. Furthermore, prior work has established that ecological and biological models are often ineffective in predicting the future due to the highly nonlinear nature of component interactions^[@CR8],[@CR9]^.

An alternative equation-free approach suitable for non-equilibrium dynamics (including chaos) and nonlinearity is state space reconstruction (SSR) which is a model-free approach in the sense that there is no analytic formula assumption, thus allowing substantial flexibility in the nonlinearity of the system^[@CR10],[@CR11]^. SSR uses lagged coordinate embeddings to reconstruct attractors that map the time-series evolution from time domain into state space trajectories. Reservoir computing is also another model-free approach for short-term prediction of chaotic dynamic systems from time-series data^[@CR12]--[@CR16]^.

In a notable theorem, Takens proved that the overall behavior of a chaotic dynamic system can be reconstructed from lags of a single variable^[@CR17]^. Takens' theorem was later generalized and it was demonstrated that the information from a combination of multiple time-series (and their lags) can be used in an attractor reconstruction to provide a more mechanistic model^[@CR18],[@CR19]^. Nonetheless, since attractor reconstruction relies only on experimental data, the limitations of short or noisy time-series restricts the ability to infer system dynamics as a whole. Namely, SSR from short time-series provide a scarce view of a system's mechanism, diminishing reliability of inferences. In addition, when time-series data is corrupted with observational noise, data may become meaningless and irrelevant in providing useful information for predictability. Ye *et al*. (2016) introduced an analytical approach, multiview embedding (MVE), which is based on simplex-projection's search for nearest neighbors to perform forecasting^[@CR20]^.

In this work, we treat prediction of the dynamical system as an inverse problem that involves interpolation and approximating an unknown function from a time-series data and introduce an attractor ranked radial basis function network (AR-RBFN)-based autoregressive model. Here, we use SSR to construct attractors from combinations of variables and their time-lags. Each manifold comprises information that provides unique predictive intelligence. We then assess the reconstructed manifolds' prediction ability and rank them according to their forecast skill. By merging the top manifolds and the information contained in them, AR-RBFN is capable of recovering the dynamics of the system in a manner that outperforms model-free approaches such as MVE and nonlinear univariate and multivariate autoregressive models.

Methods {#Sec2}
=======

AR-RBFN utilizes radial basis function networks (RBFN) initially proposed to perform accurate interpolation of data points in a multidimensional space^[@CR21]^. Suppose we are interested in forecasting variable *y* in a three-species food chain with components, *x*, *y*, and *z*. By constructing the attractors from a combination of variables of the three-species food chain, one can look into the forecast skill of each multivariate manifold (Fig. [1](#Fig1){ref-type="fig"}).Figure 1Schematic showing forecast skill of multivariate embeddings in the three-species food chain model. **(a)** Multivariate embedding reconstructed from $\documentclass[12pt]{minimal}
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Out-of-sample forecasting {#Sec5}
-------------------------

In order to quantitatively evaluate the one-step-ahead forecast skill of the AR-RBFN, we performed an out of sample forecast scheme on the simulated ecosystem data. We generated 3000 samples for all variables in the simulated ecosystem models and discarded the first 500 samples to exclude the transient behavior of the time-series. The last 500 samples \[2501 to 3000\] are kept as the out of sample test set. The data in the \[2001, 2500\] interval is not considered in the forecasting scheme to emphasize the robustness of AR-RBFN; we need not have knowledge of the most recent events in a chaotic system to predict the future (see Fig. [S1](#MOESM1){ref-type="media"}). Radial basis function based autoregressive model is performed on each of the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$m$$\end{document}$ manifold reconstructions to rank them based on their forecast skill (correlation coefficient between the observations and predictions) in the in-sample portion of the data. For the simulated time-series data, 100 libraries are randomly chosen in the in-sample portion of the data \[501 to 2000\]; the starting point of each library (training time interval on the in-sample portion of data) is chosen from a uniform distribution distributed in the \[501 to 2000\] interval. The top $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifold reconstructions are selected to perform AR-RBFN forecasting (as shown in Fig. [2](#Fig2){ref-type="fig"}). The forecast skill is then calculated by averaging the mean absolute errors and correlation coefficients between the actual future observations and one-step forecasts for the 100 randomly sampled libraries. The libraries are selected in various lengths of 25, 50, 75 and 100 samples.

Due to the limited length of the mesocosm data, we used a pseudo out-of-sample forecast scheme to evaluate the forecast performance of the AR-RBFN and MVE approaches; the first 3/4 of the time-series was used as the training set, and the last 1/4 portion of the data was used as the test set. This forecast scheme is also known as the method of time-series cross-validation for one-step ahead forecasting. In the pseudo-out-of-sample strategy, the one-step-ahead forecast at time $\documentclass[12pt]{minimal}
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                \begin{document}$$t+\tau $$\end{document}$ and repeating until all test data samples are covered in the recursive estimation. In this work, we used an increasing data window in the recursive forecast of samples in the test set.

See Supplementary Information's materials and methods section for details on simulated data from ecosystem models and real data from mesocosm experiments.

Results and Discussion {#Sec6}
======================

To assess the performance of the AR-RBFN approach, we compare the forecast performance between the out-of-sample forecast estimates and the one-step-ahead observations using our proposed AR-RBFN autoregressive model with that of a model-free approach based on nearest neighbors, MVE, proposed by Ye *et al*.^[@CR20]^. Figure [3](#Fig3){ref-type="fig"} depicts the forecast skill (correlation) of the AR-RBFN and the MVE approaches for simulated ecological systems with 10% added noise for a three-species food chain^[@CR23]^, a three-species coupled logistic and a three-stage flour beetle model^[@CR24]^ (for details on MVE method see Supplementary Information). In almost all cases, AR-RBFN provides better forecast skills with higher correlations. As expected, the forecast performance improves as the length of time-series increases.Figure 3Comparison of forecast performance (correlation) of AR-RBFN and MVE using simulated ecological data with 10% added noise. **(a**--**c)** forecast skill (correlation between estimated forecast and one-step-ahead observation) versus time-series length of the data libraries for variables X, Y, and Z in three-species food chain model. **(d**--**f)** same as a to c but for the three-species coupled logistic model. **(g**--**i)** same as a to c but for variables larvae, pupae and adults in the flour beetle model. Solid lines show the averaged values for 100 randomly selected data libraries, and the dotted lines indicate the upper and lower quartiles.

Furthermore, as shown in Figs. [4](#Fig4){ref-type="fig"} and [5](#Fig5){ref-type="fig"}, AR-RBFN yields better forecast performance than that from a univariate radial basis function network and a radial basis function network using the multivariate model (constructed by the variable combination with the best in-sample prediction skill) for the three-species models and a five-species model^[@CR25]^ (see Supplementary Information for details on univariate and multivariate RBFN as well as Figs. [S2](#MOESM1){ref-type="media"} and [S3](#MOESM1){ref-type="media"}).Figure 4Forecast performance (correlation) vs. time-series length of libraries with 10% added noise. **(a**--**c)** Average correlation between predictions and observations for 100 randomly sampled libraries for variables $\documentclass[12pt]{minimal}
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                \begin{document}$$Z$$\end{document}$ vs. length of the libraries in the 3 species coupled logistic model. **(d**--**f)** Same as a to c but for the food chain model. **(g**--**i)** Same as a to c but for the variables larvae, pupae and adults in the flour beetle model. The solid black curves are the average correlations for the attractor ranked RBFN approach for the top $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifold reconstructions. The solid green curves are the average correlations for the univariate RBFN approach, and the solid pink curves are the average correlations using the multivariate model constructed by the variable combination with the best in-sample prediction skill in the RBFN autoregressive approach. The dotted lines are the upper and lower quartiles.Figure 5Forecast performance (correlation) vs. time-series length of libraries for the five-species model with 10% added noise. **(a**--**e)** Average correlation between predictions and observations for 100 randomly sampled libraries for variables $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifold reconstructions. The solid green curves are the average correlations for the univariate RBFN approach, and the solid pink curves are the average correlations using the multivariate model constructed by the variable combination with the best in-sample prediction skill in the RBFN autoregressive approach. The dotted lines are the upper and lower quartiles. In figure panels c and e, the manifolds of the univariate and multivariate models with the best in-sample prediction coincide.

The strength of AR-RBFN in providing better forecast skill is especially obvious when time-series are short. As the length of time-series increases, the performances of the univariate and multivariate RBFN improve and reach that of AR-RBFN. To further study the modeling framework of AR-RBFN, we investigate the effect of observational noise in the time-series data. For instance, Fig. [6](#Fig6){ref-type="fig"} shows the effect of observational noise in the three-species coupled logistic model for libraries of length 25, 50 and 100 samples (also see Supplementary Figs. [S4](#MOESM1){ref-type="media"} to [S8](#MOESM1){ref-type="media"}). Unsurprisingly, our results indicate that as more noise is added to the data, the forecast error increases. As seen in Fig. [6](#Fig6){ref-type="fig"}, when dealing with noisy data, AR-RBFN provides better forecast than the univariate and multivariate RBFN-based autoregressive models.Figure 6Forecast performance (mean absolute error) vs. noise for the 3 species coupled logistic model. **(a**--**c)** Average mean absolute error between predictions and observations for 100 randomly sampled libraries of length 25 for variables $\documentclass[12pt]{minimal}
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                \begin{document}$$Z$$\end{document}$. **(d**--**f)** Same as a to c but for 100 randomly sampled libraries of length 50. **(g**--**i)** Same as a to c but for 100 randomly sampled libraries of length 100. The solid black curves are the average mean absolute errors for the attractor ranked RBFN approach for the top $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifold reconstructions. The solid green curves are the average mean absolute errors for the univariate RBFN approach, and the solid pink curves are the average mean absolute errors using the multivariate model constructed by the variable combination with the best in-sample prediction skill in the RBFN autoregressive approach. The dotted lines are the upper and lower quartiles.

To further evaluate the forecast skill of AR-RBF on real world data, we extend this analysis to time-series data from a long-term mesocosm experiment on a four-species marine plankton community obtained from the Baltic Sea^[@CR26]^. The mesocosm data consists of the plankton population of Nanoflagellates and Picocyanobacteria that fall prey to two predators, Rotifers and Calanoid Copepods. Coupling of predator-prey oscillations where preys have a causal effect on the predators exhibit chaotic patterns. Figure [7](#Fig7){ref-type="fig"} shows the comparison of the forecast performances of AR-RBFN and MVE for the long-term plankton community data; for all four species, AR-RBFN outperforms MVE in forecasting. Using the MAE metric provides similar results when comparing MVE and AR-RBFN (see Supplementary Figs. [S9](#MOESM1){ref-type="media"} and [S10](#MOESM1){ref-type="media"}).Figure 7Comparison of forecast performance (correlation) of AR-RBFN and MVE for the long-term mesocosm experiment. Correlation between the predictions and observations for plankton communities of calanoids, rotifers, nanoflagellates and picocyanobacteria.

We found that for attractor ranked radial basis function network (AR-RBFN), the best number of top $\documentclass[12pt]{minimal}
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                \begin{document}$$N$$\end{document}$ is the number of variables in the interconnected dynamic system. If $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ is too large, we will have too many hidden units in the hidden layer of the radial basis function network. Particularly in cases where the time-series is noisy, too many hidden units in the hidden layer of the neural network leads to overfitting of the training samples and poor generalization^[@CR27]^. Here, we choose $\documentclass[12pt]{minimal}
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                \begin{document}$$E=3$$\end{document}$ for the ecosystem simulated data and mesocosm experiment data.

In this work, we designed a nonparametric forecasting algorithm based on state space reconstruction that can be generalized to any problem where the model structure is unknown. The incentive for developing this algorithm originates from the biological sciences, however it is possible to apply AR-RBFN to dynamic systems in the field of computer networks that arise from transmission control protocol (TCP)^[@CR28],[@CR29]^, weather prediction^[@CR30]^, or other applications.

We project the lagged observations from multiple components to state space trajectories and construct manifold attractors. The attractors' prediction skill is then assessed, and the top manifolds are used for forecasting in a radial basis function network where a nonlinear function is estimated. This function maps the past events of the dynamic system into future values. This algorithm exploits the dimensionality of data in a nonparametric autoregressive framework, improving the ability to forecast the dynamical behavior of chaotic systems. Our method, AR-RBFN, computes the distance-weighted average of all points in the top $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifolds (Fig. [2a](#Fig2){ref-type="fig"}). The Gaussian radial basis functions (activation functions) in the hidden layer produce higher values when the distance between the data points in the input manifolds and their corresponding prototypes (centers) are small; the activation values fall off exponentially as the distance between data points and prototypes increases^[@CR31]^. As seen in Figs. [3](#Fig3){ref-type="fig"} and [7](#Fig7){ref-type="fig"}, the estimated nonlinear function *f*(·) in AR-RBFN, which is a smooth map, produces better forecast performance than MVE which is a piece-wise constant function approximator.

When components of a complex dynamic system have cause-and-effect relationships with one another, relying on univariate information towards prediction of the system dynamics does not yield good predictions (Figs. [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"} and Supplementary Figs. [S2](#MOESM1){ref-type="media"} and [S3](#MOESM1){ref-type="media"}). Our findings indicate that the information contained in pooled data enhances the prediction skill. AR-RBFN outperforms nonlinear univariate and multivariate autoregressive-based forecasting models since it exploits the pooled information contained in the top $\documentclass[12pt]{minimal}
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                \begin{document}$$k$$\end{document}$ manifold reconstructions. The advantage of an attractor ranked prediction scheme is particularly evident when the time-series are short and noisy (Fig. [6](#Fig6){ref-type="fig"} and Supplementary Figs. [S4](#MOESM1){ref-type="media"} to [S8](#MOESM1){ref-type="media"}), a feature very common in biological and ecological data sets.
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