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Abstract
We investigate the problem of semi-parametric maximum likeli-
hood under constraints on summary statistics. Such a procedure re-
sults in a discrete probability distribution that maximises the like-
lihood among all such distributions under the specified constraints
(called estimating equations), and is an approximation to the under-
lying population distribution. The study of such empirical likelihood
originates from the seminal work of Owen ([35], [34]). We investigate
this procedure in the setting of mis-specified (or biased) estimating
equations, i.e. when the null hypothesis is not true. We establish that
the behaviour of the optimal distribution under such mis-specification
differ markedly from their properties under the null, i.e. when the es-
timating equations are unbiased and correctly specified. This is man-
ifested by certain “degeneracies” in the optimal distribution which
define the likelihood. Such degeneracies are not observed under the
null. Furthermore, we establish an anomalous behaviour of the log-
likelihood based Wilks’ statistic, which, unlike under the null, does
not exhibit a chi-squared limit. In the Bayesian setting, we rigorously
establish the posterior consistency of procedures based on these ideas,
where instead of a parametric likelihood, an empirical likelihood is
used to define the posterior distribution. In particular, we show that
this posterior, as a random probability measure, rapidly converges to
the delta measure at the true parameter value. A novel feature of our
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approach is the investigation of critical points of random functions
in the context of such empirical likelihood. In particular, we obtain
the location and the mass of the degenerate optimal weights as the
leading and sub-leading terms in a canonical expansion of a particular
critical point of a random function that is naturally associated with
the model.
1 Introduction
In this paper, we investigate the problem of maximum likelihood under con-
straints on summary statistics. We will consider the likelihood over the space
of discrete probability distributions supported on the given data points. We
will consider such a distribution that maximises this likelihood, under the
constraint that the expectation of certain summary statistics based on the
candidate distribution should match specified values, related to what is be-
lieved to be the corresponding expectation under the population distribution.
These equations are referred to as the estimating equations. The end result
of this procedure is a candidate probability distribution that is supported on
the observed data points on one hand, and well-approximates the population
distribution on the other. For a detailed discussion of the procedure, we refer
the reader to Section 2.1. In summary, this is a likelihood-based method to
find the “best approximation” to the law of the population based on empir-
ical data (incorporated through the data-dependent estimating equations),
and hence is referred to as the method of empirical likelihood.
Empirical likelihood is a popular paradigm in semi-parametric statistics,
applicable to a wide range of scientific scenarios. It was introduced in the
seminal work of Owen ([35], also see [34]), who used it for testing statistical
hypothesis and established the asymptotic properties of the corresponding
log-likelihood based Wilks’ statistic under the null. Since then, several au-
thors have deduced various properties of this likelihood and the parameter
estimates obtained by maximising it. Over the years a body of literature
has emerged involving this concept, touching upon several diverse areas as:
hypothesis testing [12], parameter estimation [38], density estimation [17],
large deviations [16, 23, 31], semiparametric inference [29, 30], survival anal-
ysis [27], high dimensional inference [3, 18, 36], regression [8], to provide a
partial list.
Most of the known theoretical properties of empirical likelihood are de-
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duced at or near the true value of the parameter, for which the expectations
of the parametric constraints are zero. Much less studied are its properties
under mis-specified constraints, that is, when the true expectations of the
estimating equations specifying the constraints, do not equal zero.
In this article we investigate the properties of empirical likelihood under
mis-specified constraints. We show that the properties of the optimal weights
which define the likelihood are markedly different from their properties un-
der correct specification. Such understanding of the “landscape” would have
implications vis-a-vis the behaviour of statistical procedures based on the
empirical likelihood paradigm, some of which we already explore in this ar-
ticle. Further investigations in this vein have been carried out in the related
methodological paper [7].
Mis-specified constraints can affect the likelihood in two ways. First of
all, the constrained optimisation problem may be infeasible, in which case
it is customary to define the empirical likelihood to be zero. When the
sample size is sufficiently large, the likelihood remains positive even under
mis-specification. However, as we demonstrate below, the optimal weights
which are used to define the maximum likelihood distribution exhibit certain
degeneracies which are not observed under the null. We first explore the
location and the mass of such degeneracies. Similar degeneracies have been
known to researchers in statistical physics [20, 21] and exponential random
graph models (abbrv. ERGM) [4, 15, 19, 41, 43]. Our results apply to such
situations and, in fact, provide a quantification of such phenomena. Our
investigations crucially hinge on a certain canonical expansion that we derive
for the Lagrange multiplier connected to the constraints in the optimisation
problem. Such expansions under mis-specification appear to be unknown in
the literature, and can be a powerful tool, as we demonstrate in the Bayesian
setting (see Section 4).
Even though the properties of the log-likelihood based Wilks’ statistic
that corresponds to the empirical likelihood are well known under the null
hypothesis, its properties under the alternative are less clear. For details on
the Wilks’ statistic, we refer the reader to Section 3.3. Assuming mild con-
ditions, [34] proves that, under the truth, the Wilk’s statistic asymptotically
follows a chi-squared distribution. In view of this result, as in the case for
classical parametric Wilks’ statistics, it is perhaps natural to assume that un-
der the alternative the Wilks’ statistic would asymptotically be distributed
as a non-central chi-square random variable. Under appropriate local alter-
natives, collapsing to the null at certain rate, this is indeed true [23, 25, 38].
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In this paper we show that, interestingly, that is not always the case. In fact,
under a fixed alternative (i.e., an alternative that does not collapse to the
null as n → ∞), the Wilks’ statistic asymptotically would not converge to
any distribution, and furthermore, does not exhibit any discernible scaling
limit behaviour.
Properties of empirical likelihood under mis-specified constraints are ex-
tremely useful for its application in the Bayesian setting, where the usual
parametric likelihood is replaced by the empirical likelihood evaluated at a
given value of the parameter. Direct use of empirical likelihood in a Bayesian
setting goes back to [26]. Many authors have considered the use of Bayesian
empirical likelihood (BayesEL) and similar procedures in recent times. Some
properties of such procedures have been studied by [42], [13, 14], [6], [9],
[16], [49], [44], [47], among others. Domains of application include small area
estimation [5, 37], quantile regression [46], approximate Bayesian computa-
tion [28] etc. Posterior consistency of the BayesEL procedures have been
discussed by [16], employing sophisticated results from the theory of large
deviations. In this work we provide a short and succinct proof of fast rate of
convergence of a BayesEL posterior distribution.
We use the nature of critical points of random functions to investigate
the properties of empirical likelihood under mis-specification. Investigation
of random critical points have attracted attention in probability in the recent
years (see, e.g., [1], [2], and the references therein). Our ab initio approach
allows us to obtain a novel canonical expansion for the optimal value of the
Lagrange multiplier for the underlying constrained optimization problem.
This optimal Lagrange parameter is actually related to the critical point of
a natural random function associated with the model. In fact, we obtain an
understanding the precise order of growth of the optimal Lagrange multiplier.
The successive terms in the canonical expansion yield the location and the
mass of the degenerate optimal weights, which is one of our main results.
A related expansion of the log-likelihood based Wilks’ statistic under mis-
specification, that allows us to deduce its asymptotic properties, follows from
these considerations.
4
2 Set up and Model
2.1 Notations and Problem Description
Suppose X1, . . . ,Xn are i.i.d. random variables taking values in some space
E. The common distribution of the Xi-s is Fγ, which depends on a parameter
γ ∈ Θ ⊆ Rq. In the spirit of non-parametric statistics, no knowledge of an
analytic form of the distribution Fγ is assumed. Let h ∶ E × Θ ↦ R be a
function such that, for any given ϑ ∈ Θ, we have
EFϑ [h(X1, γ)] = 0 if γ = ϑ. (1)
A simple example of the above set-up is where the Xi-s themselves take
values in Rq (in other words, E = Rq), the distribution Fγ has mean γ, and
the function h(X1, γ) =X1 − γ.
Let θ0 be given and fixed. Let θ0 be the ground truth, that is, (X1, . . . ,Xn)
are generated from the probability distribution Fθ0 . For θ ∈ Θ, we consider
the null hypothesis is that the parameter value is equal to θ. When this θ
(as in the null hypothesis) happens to equal the ground truth θ0, we say that
we are analysing the testing problem under the null (or, under the truth). In
this case, the problem is said to be correctly specified. When θ (as in the null
hypothesis) is not the same as the ground truth θ0 (and EFθ0 [h(X1, θ)] ≠ 0),
the problem is said to be mis-specified, and the estimating equations are said
to be biased.
Denoting w = (wi)ni=1, we compute:
wˆ = argmaxw∈W n∏
i=1 wi, (2)
where W = {w ∶ n∑
i=1wih(Xi, θ) = 0} ∩∆n−1 (3)
and ∆n−1 is the standard simplex in Rn, given by
∆n−1 = {w ∶ wi ≥ 0, i = 1,2, . . . , n, n∑
i=1wi = 1} .
This optimization problem is feasible if
min
i=1,2,...,nh (Xi, θ) < 0 < maxi=1,2,...,nh (Xi, θ) . (4)
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If the optimization problem is not feasible we define wˆ = 0.
Once wˆ has been computed, we can obtain an approximation of the un-
derlying distribution of the Xi-s by considering the atomic measure which
puts mass wˆi at Xi, i = 1, 2, . . ., n. This leads to an approximation of the
underlying probability distribution via
dFˆn(x) = n∑
i=1 wˆiδXi(x), (5)
where δa is the Dirac delta mass at the point a.
It may be noted that Fˆn can be considered to be a constrained empirical
estimate of the underlying distribution Fθ. In the absence of the constraint
imposed by (3), i.e. when W = ∆n−1, it turns out that wˆi = n−1, for all i = 1,
2, . . ., n and the corresponding Fˆn is the well-known empirical measure.
When θ = θ0 (i.e., when the null hypothesis is true), the constraint (3)
with w = wˆ (which can be abbreviated as EFˆn[h(X,θ)] = 0) is an empirical
version of the relation (2) with ϑ = θ0, which captures the “ground truth”
that holds true in the population. As such, this situation is also referred
to as the correctly specified case. In such a situation, the properties of the
optimal weight vector wˆ and Fˆn are well known. In particular, [34] shows
that under the truth, asymptotically, the corresponding log-likelihood based
Wilks’ statistic, given by −2∑ni=1 log(nwˆi), follows a chi-squared distribution
with one degree of freedom.
The focus of our investigations in the present paper is the case where the
null hypothesis entails that the parameter value is θ ∈ Θ, which happens to
be such that θ ≠ θ0 (where θ0 is the true parameter value) and
EFθ0 [h(X1, θ)] ≠ 0. (6)
Under this situation, the constraint (3) does not have a counterpart that holds
true for the population. The constraint, therefore, is a mis-representation of
the ground truth in this setting. As such, this scenario is referred to as the
“mis-specified case”.
Although, for large n, even under mis-specification the optimization prob-
lem (3) would be feasible, that is the condition (4) would be satisfied, many
of the ideas and methods that are valid under the null would no longer be
applicable.
Throughout the rest of this paper, a sequence of events {En}n is said to
occur with high probability (abbrv. w.h.p.) if P(En)→ 1 as n→∞.
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2.2 An Illustrative Example
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Figure 1: Gaussian observations with correctly specified mean (black) vs.
mis-specified mean (red). Note the degenerate mass at the top left, under
mis-specification.
Example 2.1. In order to illustrate the statistical behaviour of the maximised
weights under mis-specified estimating equation, we consider estimating the
empirical distribution function from n = 1000, i.i.d. N (0,1) observations.
We are interested in understanding the mean of the underlying distribution.
We are dealing with a location family where the observable h is given by
h(X,θ) =X − θ.
When the null hypothesis is that the mean is 0, the estimating equation
is correctly specified. The resulting maximised weights wˆ has been plotted in
black in the Figure 1 above. It is clearly, seen that each wˆi is close to .001
(ie. 1/n) and there are no large weights.
If, however, the null hypothesis is that the mean is -1, then the estimating
equation is mis-specified. This is a scenario where the null hypothesis is not
true. The nature of the optimal weights wˆ changes. In Figure 1, the weight
corresponding to the most negative observation (marked by the red square) is
significantly, roughly 249 times, larger than its weight in the correctly specified
case. This is the largest weight we get when the constraint is mis-specified.
All other optimal weights are small. The largest weight is about 59 times
larger than the second largest weight. Note that, even under mis-specification
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(4) holds, that is, the problem in (2) is still feasible under the mis-specified
constraints. Furthermore, this discrepancy in the optimal weights cannot be
explained by finiteness of the sample size. Even if the sample size is increased,
such large optimal weight corresponding to one of the extreme observations
is obtained.
From the Example above, it clearly follows that mis-specified constraints
as in (6) leads to differences in the statistical behaviour of optimal weights,
which leads to results of a very different flavour. It is this difference in
statistical behaviour under the alternative that we will investigate below.
2.3 Preliminary Considerations
We maximise the product (2), constrained by the first order moment con-
straint (3).
For the null hypothesis given by θ ∈ Θ, we abbreviate
hi ∶= h(Xi, θ)
and consider the objective,
L(w,λ,α) = n∑
i=1 lognwi − α( n∑i=1wi − 1) − nλ n∑i=1wihi, (7)
where α and λ are Lagrange multipliers respectively ensuring that the con-
straints that ∑ni=1wi = 1 and ∑ni=1wihi = 0 are satisfied.
Let (wˆ, λˆ, αˆ) is the argmax for this optimization problem. Setting ∂L∂wi ∣wˆ,λˆ,αˆ =
0, we deduce that 1wˆi = αˆ + nλˆhi for every i. Multiplying both sides by wˆi,
summing over i and using the constraints ∑ni=1 wˆihi = 0 and ∑ni=1 wˆi = 1 gives
αˆ = n. Substituting αˆ = n back into 1wˆi = αˆ+nλˆhi and re-arranging, we obtain
wˆi = 1
n
1
1 + λˆhi . (8)
Substituting (8) into the constraint ∑ni=1 wˆihi = 0, it quickly follows that λˆ
satisfies the equation
n∑
i=1
hi
1 + λˆhi = 0. (9)
For more detailed considerations, we refer the reader to [34] .
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A key implicit quantity which significantly impacts the statistical be-
haviour in this model is the Lagrange multiplier λ (or rather, its optimal
value λˆ), and indeed our first result will be about the asymptotic behaviour
of λˆ. The information about the asymptotic properties of λˆ will then be ex-
ploited to obtain an understanding of the optimal weights and the associated
Wilks’ statistic.
A key aspect of our approach is the introduction of the perspective of
critical points of random functions in the study of empirical likelihood. Let
us consider the function
L(λ) = − n∑
i=1 log(1 + λhi),
for any λ such that 1 + λhi > 0 for all i. It follows from (8) that, up to a
non-random additive factor, L(λˆ) is the maximum value of the log of the
objective in (2). Since the objective in (2) is the likelihood of the weight
vector w, we deduce that L(λˆ) equals, in fact, the maximum log-likelihood
for this model.
Furthermore, (9) implies that λˆ is a solution to the equation L′(λ) = 0,
which means that λˆ is a critical point of the function L. In fact, the critical
value of the function L at λ = λˆ is the maximum value of the log-likelihood
for our model, as noted above.
The constraint 1 + λˆhi > 0 for each i, a consequence of (8) and the fact
that 0 ≤ wˆi ≤ 1 for each i.
3 Main Results
We denote a(θ) = EFθ0 [h(Xi, θ)], and for each i = 1, 2, . . ., n, we define the
random errors ξi(θ) by
hi = h(Xi, θ) = a(θ) + ξi(θ).
From the basic set-up of our model, we clearly have a(θ) = 0 if θ = θ0. On
the other hand, we are interested in mis-specified case, where a(θ) ≠ 0. Our
results are applicable to a very wide class of distributions of the random
errors (ξi(θ))ni=1 satisfying a few mild distributional assumptions (valid for
uniformly for all θ ∈ Θ) that we list below.
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(A1) (The errors) The random variables ξ1(θ), ξ2(θ), . . ., ξn(θ) are i.i.d.
with zero mean and finite second moment. We will denote the common
distribution to be that of the random variable ξ(θ).
(A2) (The rate of growth of maxima) There is a non-random sequence Mn →∞ such that Mn = o(n) and:
(1) 1Mn max1≤i≤n ∣ξi(θ)∣1ξi(θ)>0 = 1 + oP (1), as n→∞ .
(2) 1Mn max1≤i≤n ∣ξi(θ)∣1ξi(θ)<0 = 1 + oP (1), as n→∞ .
(A3) (Separation of first and second maxima) Let us denote:
ξ+max(θ) ∶= max
1≤i≤n ξi(θ)1ξi(θ)>0 and ξ−max(θ) ∶= max1≤i≤n ξi(θ)1ξi(θ)<0,
and
ξ+max,2(θ) ∶= max
1≤i≤n{{ξi(θ)1ξi(θ)>0} / {ξ+max(θ)}},
ξ−max,2(θ) ∶= max
1≤i≤n{{ξi(θ)1ξi(θ)<0} / {ξ−max(θ)}}.
We assume that,
∣ξ+max(θ) − ξ+max,2(θ)∣ ≥M−γn and ∣ξ−max(θ) − ξ−max,2(θ)∣ ≥M−γn
with probability → 1 as n →∞, where γ and Mn satisfy the condition
that Mγ+2n = oP (n).
(A4) (Decay of tails) Let pn,δ ∶= P[∣ξ(θ)∣ >M1−δn ], for δ > 0. Then, for small
enough δ > 0,we assume Mγ+2n logn ⋅ pn,δ → 0 as n→∞.
Rates of growths of the extreme order statistics and spacings have been
studied by several authors. We specifically refer to [11, 32, 39, 45] for results
on general distributions. Many distributions would satisfy the Assumptions
(A1)-(A4). Of course, in the most crucial class of models the random offsets
ξi are assumed to be Gaussian random variables. Our assumptions are sat-
isfied by the standard Gaussian distribution for Mn = √2 logn, any γ > 1/2
and any δ < 1/2. It is known that, under very general conditions, the spac-
ing between the largest and the second largest order statistics is essentially
of the same order as the fluctuations of the maximum (see [32] and [33], in
particular equation (33) in the latter). These fluctuations are related to the
norming constants of a distribution that are well known in extreme value
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theory (see [40], in particular Chapter 1 therein). It can be seen from these
considerations that our conditions would be satisfied by a wide class of er-
ror distributions ξi. A typical non-Gaussian example would be the Laplace
distribution (i.e. the difference of two i.i.d. exponential random variables),
which arises in important settings (see, e.g., [24] and the references therein).
More generally, using the tools of [33] and [40], we can obtain Mn, γ and δ
(as in the assumptions (A1)-(A4)) for specific distributions.
3.1 Asymptotic behaviour of λˆ under mis-specification
We start by deriving an asymptotic expansion of the estimate of the Lagrange
multiplier λ, when the constraint has been mis-specified. To that end, we
introduce the notation
sgn(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1 if x < 0,
1 if x > 0,
0 if x = 0.
We first show that:
Theorem 3.1. Under (A1)-(A4), for any θ ∈ Θ such that a(θ) ≠ 0, we have
Mnλˆ = sgn(a(θ)) + oP (1).
We contrast Theorem 3.1 with the situation under correct specification.
Assuming finite third moment, when a(θ) = 0, [34] shows that λˆ = Op(n−1/2).
On the other hand, under mis-specification, Theorem 3.1 demonstrates that
λˆ is typically of the order of 1/√logn when the offsets are Gaussian.
Using the input from Theorem 3.1, we obtain the following asymptotic
expansion of λˆ:
Theorem 3.2. Under (A1)-(A4), for any θ ∈ Θ such that a(θ) ≠ 0, we have
λˆ = sgn(a(θ))
Mn
− a(θ)−1
n
+ oP ( 1
n
) . (10)
Asymptotic properties of the optimal weights and that of the correspond-
ing Wilks’ statistic depend crucially on the asymptotic properties of λˆ. Next
we discuss these properties under mis-specification.
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3.2 Degeneracy in the Optimal Weights
We now establish the existence of degeneracies in the optimal weights un-
der mis-specification, and obtain a description of their location and their
magnitude in terms of the leading and sub-leading terms in the asymptotic
expansion of λˆ in (10).
Theorem 3.3. Suppose, for any θ ∈ Θ such that a(θ) ≠ 0 we define,
hmax = ⎧⎪⎪⎨⎪⎪⎩min1≤i≤n hi, if a(θ) > 0,max1≤i≤n hi, if a(θ) < 0. (11)
Let wˆmax be the optimal weight on hmax in the solution of mis-specified problem
in (2), with the index imax being such that himax = hmax. Then under (A1) -
(A4) we have
wˆmax = ∣a(θ)∣
Mn
, (12)
and furthermore,
max{wˆi ∶ i ≠ imax} = OP (Mγ+1n
n
) . (13)
We also have
min{wˆi ∶ 1 ≤ i ≤ n} ≥ 1
n
(1 − oP (1)). (14)
Remark 3.1. For n large enough, with high probability, there are hi-s with
positive as well as negative sign (since a is fixed and ξi-s assume large values
both in the positive and the negative directions, by assumption (A2)). Since
there are going to be hi-s of both signs, hmax as above will be well defined,
and will have the opposite sign of a. In particular, for a(θ) > 0, we have
sgn(a(θ)) > 0 and hence hmax < 0, and in this case we have we have hmax =−∣hmax∣.
Theorem 3.3 completely characterises the optimal weights and the cor-
responding empirical estimate of the distribution of X1, X2, . . ., Xn ob-
tained by maximising (2) under the mis-specified constraint in (3). Condi-
tion (A3) entails, in particular, that Mγ+2n = o(n), which implies that under
mis-specification max{wˆi ∶ i ≠ imax} = oP (wˆmax), that is wˆmax is significantly
larger than the rest of the weights. This clearly stands in contrast with the
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correctly specified case (θ = θ0), because in that case it is known ([34], [48,
Lemma 1.]) that under mild assumptions on the offsets ξi, wˆi = Op(1/n),
for all i = 1, 2, . . ., n. (14) completes the picture, by demonstrating that,
under mis-specification, the minimum optimal weight is not too far below
the average optimal weight, that is, 1/n.
As an illustration we reconsider Example 2.1. Recall that, under mis-
specification, a(θ) = 1 and as predicted in Theorem 3.3 the largest weight
wˆmax corresponds to minimum observation.
The empirical estimate of the population distribution behaves very dif-
ferently in the mis-specified case: the estimated measure µˆn has an atom at
the observation which corresponds to hmax with an unusually large weight
compared to rest of the distribution. For Gaussian observations (see Exam-
ple 2.1), its ratio with the maximum of the rest of the optimal weights blows
up linearly with n (up to logarithmic factors).
3.3 Wilks’ Statistic under mis-specification
One defines the log-likelihood based Wilks’ statistic as:
L = −2 n∑
i=1 lognwˆi.
This statistic plays an important role in hypothesis testing in this context,
with the test rejecting the null hypothesis if L is large.
When the null hypothesis is true (i.e. θ = θ0), it is well-known ([34]) that
−2 n∑
i=1 log(nwˆi) = {∑
n
i=1 h(Xi)}2∑ni=1 {h(Xi)}2 + op(1).
That is, L has a χ2(1) distribution in the limit as n→∞.
In order to calculate the asymptotic power of the test, the behaviour
of L under mis-specification, i.e. when θ ≠ θ0 has to be considered. In
view of the asymptotic property under the null, it is natural to envisage
that for θ ≠ θ0, the Wilks’ statistic would converge to a non-central χ2(1)
distribution with the non-centrality parameter depending on a(θ). Under
the local alternatives of the form θ1 = θ0 + u/√n, this is indeed true. In
particular, for such alternatives, [38] prove the local asymptotic normality of
the empirical likelihood ratio statistic holds. A more detailed evaluation of
the power of the empirical likelihood tests under this class of local alternatives
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can be found in [25]. Using results from the theory of large deviations,
[23] discuss asymptotic optimality of empirical likelihood for testing moment
condition for a large class of alternatives.
However, due to the degeneracies in the optimal weights, for a fixed alter-
native not collapsing to θ0, the asymptotic behaviour of L is quite anomalous.
In fact, we show that its asymptotic distribution is far from a non-central
chi-square. We prove this result in the Theorem below.
Theorem 3.4. Under (A1)-(A4), for θ ∈ Θ such that a(θ) ≠ 0 we have
L = 2n
Mn
∣a(θ)∣(1 + oP (1)).
For a large class of ξ such that all its moments exist (for instance, the
Gaussian distribution), we can extend the asymptotic expansion in Theorem
3.4 to any degree. This is encapsulated by
Corollary 3.5. Under the conditions of Theorem 3.4 and the additional
assumption that all moments µj = E[h(X1)j] < ∞, for any fixed k ∈ N we
have
L = 2n ⋅ [ k∑
j=1(−1)j−1sgn(a(θ))j µjjMjn ] ⋅ (1 + oP (1))
Thus, under a fixed alternative, the Wilks’ statistic L, in fact, does not
appear to exhibit any discernible distributional scaling limit as n → ∞. It
diverges at the rate of n/Mn(θ) and the power of the test commensurately
grows to one.
4 The Bayesian perspective
We exhibit the power of our approach by employing it to obtain a succinct
proof of the posterior consistency of the so called Bayesian empirical likeli-
hood procedures, abbreviated as BayesEL procedures.
The BayesEL procedure entails starting with a prior pi on θ ∈ Θ (a com-
pact subset of Rd), and estimating equations defining the empirical likelihood.
For any given value of θ ∈ Θ, the problem in (2) is numerically solved to ob-
tain the optimal weights. Once these weights wˆ are determined, the posterior
density is given by:
Π(n)(θ) ∶= Π (θ ∣X1, . . . ,Xn) = e∑ni=1 log(wˆi)pi(θ)∫Θ e∑ni=1 log(wˆi)pi(θ)dθ . (15)
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If for certain θ, the problem in (2) is infeasible, the posterior is defined to be
zero.
This posterior cannot be expressed in a closed form. Thus for the purpose
of statistical inference, samples are drawn from it using specialised Markov
Chain Monte Carlo procedures [6].
We show that the random measure Π(n)(θ) converges to the delta mea-
sure δθ0 as n →∞, where θ0 is the true value of the parameter. While there
has been previous work on the posterior consistency of Bayesian empirical
likelihood (see, e.g., [16]), most of the known approaches rely heavily on so-
phisticated results and methods from large deviations theory. Our approach,
although simple and self-contained, provides fast rates of convergence. In
particular, for Gaussian errors, we show an exponential decay up to logarith-
mic factors.
This is the content of Theorem 4.1 below. We prove our results in a
slightly more general setting than above, which would require a slightly dif-
ferent set of assumptions ((B1)-(B6)) than we have been operating with so
far, and these will be detailed in Section 11.
Theorem 4.1. Under (B1)-(B7), as n → ∞, the random measure Π(n)(θ)
converges in probability to δθ0 on the space of probability measures on Rd.
Theorem 4.1 shows that as n→∞, for any bounded continuous function
f and for any open ball B ⊂ Rd containing θ0, we have ∫BC f(θ)Π(n)(θ)dθ → 0.
This is accomplished by, first, by finding an upper bound of exp (∑ni=1 wˆi) in
the numerator of (15), roughly giving an exponential decay in n outside the
set B (up to a logarithmic factor), and then by finding a sub-exponential
lower bound of the denominator.
5 Degeneracies in Statistical Networks
An important example of a mis-specified constraint can be found in the
statistical analysis of social networks. Here the observations Xi are i.i.d.
samples from a set of random graphs GN with N vertices, and h a real-valued
observable on the graph, e.g. the (centred) triangle count. The parameter θ
can be taken to be the connection probability for each edge.
A popular class for statistical models for social networks are the so called
exponential random graph models (ERGM). Given a observed value of the
observable h, say h0, these models assign probabilities to each graph Xi by
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maximising the entropy. More precisely, the probability vˆ = (vˆi)ni=1 are given
by:
vˆ = arg max
v∈V
n∑
i=1−vi log vi, (16)
where V = {v ∶ v∑
i=1 vihi = h0} ∩∆n−1. (17)
Via a simple computation, one can show that for each i = 1, 2, . . ., n, we
have vˆi = exp(κ(hi−h0))/∑ni=1 exp(κ(hi−h0)), where the Lagrange multiplier
κ satisfy the equation ∑ni=1(hi − h0)exp(κ(hi − h0)) = 0.
Estimating a distribution function by entropy maximisation has a long
history. The procedure described above was introduced by [20, 21] and seen
many applications in statistics and econometrics. Some recent examples
include, [42], [5], [9] etc. Both entropy maximisation and empirical likelihood
can be viewed to be minimising two limiting divergences in the Cressie-Read
family [10]. Their asymptotic properties under the correct specification are
known to be similar [22].
In the present situation however, since the expectation of h1 will hardly
be equal to h0, in general, by construction, the constraints in (17) are mis-
specified. In ERGM literature (see, e.g. [4]), it is known that degeneracies
tend to appear, in the sense that the optimal weight distribution tends to
put large weights on nearly empty or nearly complete graphs or both. Such
degeneracies are considered to be inconvenient for statistical inference, spe-
cially for model interpretation, and several authors have considered possibil-
ities for avoiding them [15, 19]. Results in Section 3 indicate that the same
degeneracies would be observed if the probabilities on the observed graphs
are estimated using empirical likelihood instead, that is, if vˆ is obtained by
maximising the ∏ni=1 vi over V .
We compare the degrees of degeneracies which result from the above two
procedures through a simple simulation study below.
Suppose we consider a complete enumeration of Erdos-Renyi G(N, 12)
graphs on N = 7 nodes. The constraint function h is taken to be the triangle
count of the graph. The observed count h0 is kept fixed at 7.
The results are displayed in Figure 2 above. The weights on the individ-
ual graphs obtained from empirical likelihood and entropy maximisation are
displayed in Figures 2(a) and 2(b) respectively. From these figures it is clear
that the degree of degeneracy of the distribution obtained from the empirical
16
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(d) Entropy Maximisation
Figure 2: Comparison of Empirical Likelihood and maximum entropy meth-
ods
likelihood is much higher than that of the distribution obtained by entropy
maximisation. Figures 2(c) and 2(d) point towards another interesting
property. In these figures, the total probabilities of a particular numbers of
triangles are displayed. No degeneracy is seen when these marginal probabil-
ities obtained from entropy maximisation, whereas the marginal probabilities
obtained from empirical likelihood are still degenerate. This absence of de-
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generacy in Figure 2(d) is explained by the fact that the frequencies of the
triangle counts form a log-concave function [19]. Similar result for the pro-
cedure based on empirical likelihood is unknown and appear to be far more
complex.
6 Discussion
We conduct most of our investigations in the setting of constraints that
are one dimensional (i.e., the constraint function h is real valued). The
crucial exception to this is the Bayesian setting, and our analysis of the
BayesEL procedures actually hold in higher dimensions with additional mild
assumptions.
Extending some of our main results to higher dimension would not be
straightforward. Our asymptotic expansions use critical points of random
functions, whose behaviour is poorly understood in higher dimensions. In
fact it turns out that, the behaviour of optimal weights for multi-dimensional
constraints are much more complex. We illustrate this fact using a simple
example.
Suppose we generate n = 1000 observations from a bivariate normal ran-
dom variable (X,Y ) with zero means, unit standard deviations and corre-
lation equal to 0.5. A plot of the optimal weights against the norm of the
observations computed under two constraints ∑ni=1wiXi = 0 and ∑ni=1wiYi = 0
is presented in Figure 3(a). The optimal weights seem to be confined in
cone-shaped space with linear boundaries. With small mis-specification, in
particular, ∑ni=1wi(Xi−0.1) = 0 and ∑ni=1wi(Yi+0.1) = 0 in Figure 3(b)), those
weights are still confined, however, the boundaries turn out to be non-linear.
With larger mis-specifications, the situation gets more complex. In Fig-
ures 3(c) and 3(d), the weights are computed under the constraints∑ni=1wi(Xi+
0.5) = 0 and ∑ni=1wi(Yi−0.1) = 0. In the scatter plot presented in Figure 3(c)
the numbers 1 to 3, indicate the positions of the observations with three
largest weights, which turn out to be larger than 0.01 (i.e. 10/n). From Fig-
ure 3(d), it is clear that there are more than one weights which are relatively
large compared to the rest. The position of the observations with these de-
generate weights are not easily determined either. Clearly, the largest two
weights are in the third quadrant. However, none of them correspond to the
constraint with highest norm, not even among the observations in the third
quadrant (indicated in Figure 3(d) in red).
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Figure 3: EL Degeneracy in higher dimension
The results in our work also have methodological implications for the
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analysis of real data. A case in point is the application of empirical likelihood
techniques in the context of approximate Bayesian computation. The details
of this application are the subject of a related methodological paper [7].
7 The order of the Lagrange multiplier λˆ
In this section, we establish that the correct order of the Lagrange parameter
λ is M−1n , thereby proving Theorem 3.1. In order to facilitate the proof, we
will first introduce some definitions. The main proof will invoke certain
auxiliary lemmas, which we will state first and prove later in the section.
Throughout this section, we will work with a fixed θ ∈ Θ, and abbreviate
a(θ) and ξi(θ) simply as a and ξi respectively.
Define the function
g(λ) = n∑
i=1
hi
1 + λhi . (18)
Clearly, we have,
g(0) = n∑
i=1 hi = na + n∑i=1 ξi = n(a + ∑
n
i=1 ξi
n
) . (19)
By the Law of Large Numbers, ∑ni=1 ξi/n → 0 almost surely as n → ∞, we
have sgn(g(0)) = sgn(a) for all large enough n. Further, we note that λˆ is
clearly a solution of g(λ) = 0.
We will also define three sets of indices from amongst {1, . . . , n}:
I+ = {i ∶ hi > 0} , (20)I− = {i ∶ hi < 0} , (21)
and I0 = {i ∶ ∣hi∣ >M1−δn + ∣a∣} . (22)
By definition, i ∈ I0 implies ∣ξi∣ > M1−δn . Now ∣I0∣ = ∑ni=1 1{hi∈I0}. Hence, we
have
E [∣I0∣] = n∑
i=1P [hi ∈ I0] = n∑i=1P [∣ξi∣ >M1−δn ] ≤ npn,δ.
To summarize,
E [ ∣I0∣
n
] ≤ pn,δ. (23)
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Remark 7.1. This, in particular, implies that the random variable ∣I0∣/n is
OP (pn,δ) = oP (1).
We now state two auxiliary lemmas that will be useful in the proof of
Theorem 3.1.
Lemma 7.1. Suppose a(θ) > 0. Then the optimal Lagrange parameter λˆ
belongs to the interval (0,1/∣hmax∣) with high probability. Furthermore, the
function g, as defined in (18), is monotonically decreasing in this interval.
Lemma 7.2. Suppose a(θ) > 0. For any fixed  > 0 (independent of n), if
0 < λ ≤ 1−∣hmax∣ , then g(λ) > 0 with high probability.
The proofs of Lemmas 7.1 and 7.2 will be deferred to later in this section.
We will first examine how, invoking these lemmas, we can complete the proof
of Theorem 3.1.
Proof of Theorem 3.1. We assume without loss of generality that a = a(θ) >
0, the case a < 0 can be dealt with on similar lines. Then from Lemma 7.1, we
obtain that the optimal Lagrange parameter λˆ lies in the interval (0,1/∣hmax∣),
and the function g, as defined in (18), is monotonically decreasing in this
interval.
From Lemma 7.2, we obtain that, for any fixed  > 0 (independent of n),
if
0 < λ ≤ 1 − ∣hmax∣ ,
then g(λ) > 0.
Since g is decreasing on the interval (0,1/∣hmax∣), the last statement would
imply that, λˆ, which is a solution of the equation g(λ) = 0, is greater than
1−∣hmax∣ .
This implies that, for any  > 0, we have
(1 − )∣hmax∣ ≤ λˆ ≤ 1∣hmax∣ ,
with high probability as n→∞.
In other words, for any  > 0, we have
∣λˆ ⋅ ∣hmax∣ − 1∣ ≤ 
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with high probability as n → ∞, and since by assumption (A2) we have∣hmax∣ =Mn(1 + oP (1)), we may therefore deduce that
λˆMn = 1 + oP (1),
as desired. ∎
We now move on to the proofs of Lemma 7.1.
Proof of Lemma 7.1. Recall from (8) that the optimal weights wˆi are given
by 1n
1
1+λˆhi . Since the optimal weights are non-negative, this implies that
1 + λˆhi > 0 for each i. In the context of the discussion above, we can apply
this in particular to hmax = −∣hmax∣, and obtain 1 − λˆ∣hmax∣ > 0, which implies
that λˆ < 1∣hmax∣ . If
h˜max ∶= max{hi ∶ hi > 0},
then, using the fact that 1 + λˆh˜max > 0, we can deduce that λˆ > −1/h˜max.
Notice that h˜max > 0, so the above argument locates the optimal value λˆ of
the Lagrangian parameter in the interval (−1/h˜max,1/∣hmax∣).
In the interval (−1/h˜max,1/∣hmax∣), the function g(λ) is continuous. The
fact that
g′(λ) = − n∑
i=1 h2i /(1 + λhi)2 < 0 for all λ ∈ (−1/h˜max,1/∣hmax∣)
implies that g is, in fact, a decreasing function on this interval. As such,
g(λ) = 0 has a unique root in the interval (−1/h˜max,1/∣hmax∣), which must be
the optimal Lagrange parameter λˆ. Observe that, from (19), it follows that
for large enough n, we have g(0) > 0 with high probability, which implies
that, in fact, λˆ > 0. ∎
We now proceed to the proof of Lemma 7.2.
Proof of Lemma 7.2. Set λ0 = (1 − )/∣hmax∣. Since, by Lemma 7.1, the func-
tion g is decreasing on the interval (0,1/∣hmax∣), to prove the present lemma
it suffices to show that g(λ0) > 0.
We begin with the identity
1 + λ0hi = 1 − (1 − )
hmax
hi = (1 − hi
hmax
) +  hi
hmax.
(24)
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We will decompose the index set I = {1, . . . , n} asI = I∁0 ∪ (I+ ∩ I0) ∪ (I− ∩ I0).
We will accordingly consider three cases in order to obtain bounds on hi1+λ0hi .
Case 1: Suppose i ∈ I∁0 . For any i ∈ I∁0 , by definition of I∁0 (see (22)), we
have ∣hi/hmax∣ ≤ M−δn (1 + oP (1)). It may be emphasised that this oP (1) is
uniform in the index i, since it originates from the asymptotics of hmax as in
assumption (A2). Thus, for any i ∈ I∁0 , using (24) we have
1 −M−δn − oP (1) ≤ 1 + λ0hi ≤ 1 +M−δn + oP (1).
So for all i ∈ I∁0 , the relation
(1 − sgn(hi)M−δn − oP (1))hi ≤ hi1 + λ0hi ≤ (1 + sgn(hi)M−δn + oP (1))hi (25)
holds, with the oP (1) term being uniform in i.
Case 2: Suppose i ∈ I+ ∩ I0.
For i ∈ I+ ∩ I0, we observe that hi1+λ0hi > 0, because λ0 > 0.
Case 3: Finally, suppose i ∈ I− ∩ I0. For all i ∈ I− ∩ I0, we note that, by
definition of hmax, we have ∣hi/hmax∣ ≤ 1. Consequently, from (24), we deduce
that
1 + λ0hi ≥  hi
hmax
=  ∣hi∣∣hmax∣ ,
where, in the last step, we have used the fact that hi < 0 whenever i ∈ I−.
The above arguments imply that
∣ hi
1 + λ0hi ∣ ≤ ∣ hi ∣ ∣hi∣∣hmax∣ = ∣ hmax ∣ .
This completes the analysis of the three cases to obtain a lower bound on
1 + λ0hi. We can summarize the bounds as :
hi
1 + λ0hi ≥
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 − sgn(hi)M−δn − oP (1))hi if i ∈ I∁0 ,
0 if i ∈ I+ ∩ I0,− ∣hmax∣ if i ∈ I− ∩ I0.
We may rewrite the lower bound for I∁0 as
hi
1 + λ0hi ≥ hi − sgn(hi)M−δn hi − oP (1) ⋅ hi. (26)
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Putting
ri ∶= sgn(hi)M−δn hi − oP (1) ⋅ hi (27)
as in the lower bound (26), we set
R = 1
n
∑
i∈I∁0
ri. (28)
Proposition 7.3 establishes that the random variable R is, in fact, oP (1).
Now it follows that, using the analysis of Cases 1-3, we have
g(λ0)
n
= 1
n
∑
i=1
hi
1 + λ0hi= 1
n
∑
i∈I∁0
hi
1 + λ0hi + 1n ∑i∈I+∩I0 hi1 + λ0hi + 1n ∑i∈I−∩I0 hi1 + λ0hi
≥ 1
n
∑
i∈I∁0
hi
1 + λ0hi + 1n ∑i∈I−∩I0 hi1 + λ0hi
≥ 1
n
⎛⎜⎝∑i∈I∁0 hi (1 − sgn(hi)M−δn − oP (1))
⎞⎟⎠ − ∣ hmax ∣ ∣ I− ∩ I0 ∣n
≥ 1
n
⎛⎜⎝∑i∈I∁0 hi
⎞⎟⎠ −R − ∣ hmax ∣ ∣ I0 ∣n≥a − oP (1), (29)
where, in the last step, we invoke Proposition 7.3 and Remark 7.1.
Thus, we have g(λ0) ≥ n(a− oP (1)) > 0 with high probability, since a > 0.
This completes the proof. ∎
We end this section with Proposition 7.3 and its proof.
Proposition 7.3. Suppose a = a(θ) > 0. Then we have
• (i) 1n (∑i∈I∁0 hi) = a − oP (1).
• (ii) R = oP (1), where R is as defined in (27) and (28).
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Proof. For δ small enough such that the assumption (A4) is valid, we observe
that
1
n
∑
i∈I∁0
hi = 1
n
n∑
i=1 hi − 1n ∑i∈I0 hi.
But
1
n
∣∑
i∈I0 hi∣ ≤∣ hmax ∣ ∣ I0 ∣n = (Mn + oP (1))OP (pn,δ) = oP (1),
where, in the last step, we have used (A4). On the other hand, by the law
of large numbers, 1n ∑ni=1 hi = a + oP (1). This completes the proof of part (i)
of the proposition.
For part (ii), we proceed as
∣R∣ = RRRRRRRRRRRRR
1
n
∑
i∈I∁0
(sgn(hi)M−δn hi − oP (1) ⋅ hi)RRRRRRRRRRRRR≤M−δn ⋅ 1n n∑i=1 ∣hi∣ + oP (1) ⋅ 1n n∑i=1 ∣hi∣,
where, in the last step, we have used the fact that the oP (1) term from (25)
is uniform in i. By the law of large numbers, 1n ∑ni=1 ∣hi∣ = E[∣h1∣] + oP (1),
which implies that R = oP (1), as desired. ∎
8 A canonical expansion for λˆ
In this section, we rigorously establish the canonical expansion (10). We
work with a fixed θ ∈ Θ, and abbreviate a(θ) and ξi(θ) simply as a and ξi
respectively.
Proof of Theorem 3.2. We will work in the setting a(θ) > 0; the case a(θ) < 0
will follow along similar lines.
When a = a(θ) > 0, we have hmax < 0 and from Theorem 3.1, we obtain
λˆ = − 1hmax + ζ = 1∣hmax∣ + ζ, for some ζ ≤ 0.
We further recall that ∣hmax∣ =Mn(1 + oP (1)) (assumption (A2) on rates
of growth of maxima) and ∣ ζ ∣= oP ( 1Mn ) (from Theorem 3.1). Together,
these imply that λˆ = − 1Mn + oP ( 1Mn ).
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Without loss of generality, let h1 = hmax. Then we have
h1
1 + λˆh1 = h11 + (− 1hmax + ζ)hmax = 1ζ .
So we get,
n∑
i=1
hi
1 + λˆhi = 1ζ +
n∑
i=2
hi
1 + λˆhi = 0
That is:
1
ζ
= − n∑
i=2
hi
1 + λˆhi (30)
Next investigate the R.H.S. of (30). To this end, we will express it as
n∑
i=2
hi
1 + λˆhi =
⎛⎜⎝ ∑{2,...,n}∩I∁0 hi1 + λˆhi
⎞⎟⎠+⎛⎝ ∑{2,...,n}∩I+∩I0 hi1 + λˆhi⎞⎠+⎛⎝ ∑{2,...,n}∩I−∩I0 hi1 + λˆhi⎞⎠ ,
(31)
where the sets I0,I+ and I− are as in (22), (20) and (21) respectively. We
will deal with these three summands separately, respectively in Propositions
8.1, 8.2 and 8.3.
Combining (30) and (31) with Propositions 8.1, 8.2 and 8.3, we obtain
1
ζ
= −n(a + oP (1)),
so that ζ = −a−1
n
+ oP ( 1
n
) ,
which completes the proof of Theorem 3.2. ∎
We now move on to first to the statements and subsequently to the proofs
of Propositions 8.1, 8.2 and 8.3. We begin with
Proposition 8.1. Let a(θ) = a > 0 and hmax = h1. Then we have,
1
n
∑{2,...,n}∩I∁0 hi1 + λˆhi = a + oP (1).
We continue with
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Proposition 8.2. Let a(θ) = a > 0 and hmax = h1. Then we have,
1
n
∑{2,...,n}∩I+∩I0 hi1 + λˆhi = oP (1).
Finally, we state
Proposition 8.3. Let a(θ) = a > 0 and hmax = h1. Then we have,
1
n
∑{2,...,n}∩I−∩I0 hi1 + λˆhi = oP (1).
We now provide the proofs of Propositions 8.1 through 8.3 in succession.
Proof of Proposition 8.1. For i ∈ I∁0 , we have ∣hi∣ = O (M1−δn ) by definition ofI0. This implies that
hi
1 + λˆhi = hi1 + (− 1Mn + oP (1/Mn))hi = hi1 + oP (M−δn ) = hi(1 + oP (M−δn )).
We then observe that
1
n
∑{2,...,n}∩I∁0 hi1 + λˆhi ={1 + oP (M−δn )} ⋅ 1n
⎛⎜⎝ ∑{2,...,n}∩I∁0 hi
⎞⎟⎠ . (32)
From the assumption (A2) on the growth rate of maxima and the definition
of I0, it follows that hmax ∉ I∁0 . Recall that in our case hmax = h1. As a result,
the R.H.S. of (32) can be written as
{1 +OP (M−δn )} ⋅ 1n ⎛⎜⎝∑i∈I∁0 hi
⎞⎟⎠ .
But then it follows from Proposition 7.3, part (i), that
1
n
⎛⎜⎝∑i∈I∁0 hi
⎞⎟⎠ = a − oP (1),
whence the R.H.S. of (32) reduces to a+oP (1), thereby completing the proof
of the proposition. ∎
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We continue our analysis with
Proof of Proposition 8.2. For i ∈ I+ ∩ I0, we have 1 + λˆhi > 1 since λˆ > 0 and
hi > 0. Consequently, we have
∣ hi/(1 + λˆhi) ∣≤ hi ≤Mn(1 + oP (1)). (33)
As a result, we can write RRRRRRRRRRR 1n ∑{2,...,n}∩I+∩I0 hi1 + λˆhi
RRRRRRRRRRR
≤⎛⎝ 1n ∑{2,...,n}∩I+∩I0 hi⎞⎠≤Mn(1 + oP (1)) ⋅ ∣ I+ ∩ I0 ∣
n≤Mn ⋅ ∣ I0 ∣
n
⋅ (1 + oP (1)). (34)
Since E[∣ I0 ∣ /n] ≤ pn,δ and Mnpn,δ = oP (1) as per assumption (A4), we have
Mn ⋅ ∣I0∣n = oP (1) as n→∞. This completes the proof of the proposition. ∎
We end this section with
Proof of Proposition 8.2. For i ∈ I− ∩ I0, we write:
∣ hi
1 + λˆhi ∣ =
RRRRRRRRRRR hi1 + (− 1hmax + ζ)hi
RRRRRRRRRRR =
RRRRRRRRRRR hihmax−hihmax + ζhi
RRRRRRRRRRR .
Now recall that ζ ≤ 0, hmax < 0 and hi < 0 (the last assertion being true since
i ∈ I−). These, in particular, imply that ζhi ≥ 0 and (hmax − hi)/hmax ≥ 0.
Consequently, we haveRRRRRRRRRRR hihmax−hihmax + ζhi
RRRRRRRRRRR = ∣hi∣hmax−hihmax + ζhi ≤ ∣hi∣hmaxhmax − hi .
Now, by assumption (A2) we have ∣ hi ∣≤ Mn(1 + oP (1)) for all i, and the
same inequality holds for hmax. On the other hand, by assumption (A3) we
have ∣ hmax − hi ∣≥∣ ξ−max − ξ−max,2 ∣≥M−γn (1 + oP (1)).
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This implies that, for i ∈ I− ∩ I0 we have
∣ hi
1 + λˆhi ∣ ≤ ∣ ∣hi∣hmaxhmax − hi ∣ ≤Mγ+2n (1 + oP (1)). (35)
Then we have RRRRRRRRRRR 1n ∑{2,...,n}∩I−∩I0 hi1 + λˆhi
RRRRRRRRRRR≤ 1
n
∑{2,...,n}∩I−∩I0 ∣ hi1 + λˆhi ∣≤Mγ+2n (1 + oP (1)) ⋅ ∣ I− ∩ I0 ∣n≤Mγ+2n ⋅ ∣ I0 ∣n ⋅ (1 + oP (1)). (36)
Since E[∣ I0 ∣ /n] ≤ pn,δ andMγ+2n pn,δ = oP (1) as per assumption (A4), we have
Mγ+2n ⋅ ∣I0∣n = oP (1) as n→∞. This completes the proof of the proposition. ∎
9 Degeneracies in the MLE measure
In this section, we establish the existence of degeneracies in the MLE measure
under mis-specification, and contrast it with the case under correct specifi-
cation where such degeneracies are not present. We work with a fixed θ ∈ Θ,
and abbreviate a(θ) and ξi(θ) simply as a and ξi respectively.
Proof of Theorem 3.3. We will work in the setting a = a(θ) > 0; the case
a(θ) < 0 will follow on similar lines. For each i = 1, 2, . . ., n, we have
wˆi = 1
n
1
1 + λˆhi . (37)
Using this expression, we may deduce that
wˆmax = 1
n
⋅ 1
1 + (− 1hmax + ζ)hmax= 1
nζhmax
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= a−hmax (1 + oP (1)) [using Theorem 3.2]= a∣hmax∣ (1 + oP (1))=a ⋅M−1n (1 + oP (1)).
Denote by imax the index i for which hi = hmax. Recall that λˆ > 0. For
i ≠ imax such that hi > 0, we have, from (37), the inequality wˆi < 1/n . For
i ≠ imax s.t. hi < 0, we proceed as
wˆi = 1
n
⋅ 1
1 + (− 1hmax + ζ)hi = 1n ⋅ 11 − hihmax + ζhi . (38)
Recall from Theorem 3.2 that, since we are in the setting a > 0, we have ζ < 0
as well. Thus,
wˆi ≤ 1
n
1
1 − hihmax ≤ 1n ⋅ hmaxhmax − hi ≤ M
γ+1
n (1 + oP (1))
n
,
where, in the last step, we have used assumption (A4).
Combining the above analyses to cover all i ≠ imax, we deduce that
max{wˆi ∶ i ≠ imax} = O (Mγ+1n
n
) .
On the other hand, we observe that
∣λˆhi∣ = ∣λˆ∣∣hi∣ ≤M−1n (1 + oP (1)) ⋅Mn(1 + op(1)) = 1 + oP (1),
where, in the last step, we have used Theorem 3.3 and assumption (A2).
Applying this to (37), we deduce that
min{wˆi ∶ 1 ≤ i ≤ n} ≥ 1
n
(1 − oP (1)),
as desired. ∎
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10 Asymptotics of the Wilks’ statistic
In this section, we demonstrate the anomalous behaviour of the Wilks’ statis-
tic for empirical likelihood in the misspecified setting, and in doing so, es-
tablish Theorem 3.4 and Corollary 3.5. We will work with a fixed θ ∈ Θ, and
abbreviate a(θ) and ξi(θ) simply as a and ξi respectively.
Proof of Theorem 3.4. As in the proof of Theorem 3.2, we will work in the
setting a = a(θ) > 0, the case when a(θ) is negative will follow on similar
lines. We begin with −2 lognwˆi = 2 log(1 + λˆhi).
Recall the parameter δ from (A4). We divide the indices i into two groups :I0 such that ∣hi∣ >M1−δn for i ∈ I0, and I∁0 consisting of the rest of the indices.
This leads to the expression
L = ⎛⎜⎝∑i∈I∁0 −2 lognwˆi
⎞⎟⎠ + (∑i∈I0 −2 lognwˆi) (39)
For i ∈ I∁0 , we deduce from Theorem 3.2 that ∣λˆhi∣ ≤M−δn (1 + oP (1)), so
for n large enough (such that M−δn < 1/2) we can expand
2 log(1 + λˆhi) = 2λˆhi +Ξi, (40)
where ∣Ξi∣ ≤ 4∣λˆ∣2h2i (with probability tending to 1 as n → ∞). Thus, the
contribution to L due to the indices in I∁0 can be written as⎛⎜⎝∑i∈I∁0 −2 lognwˆi
⎞⎟⎠ = 2λˆ∑i∈I∁0 hi +Ξ, (41)
where Ξ = ∑i∈I∁0 Ξi satisfies
∣Ξ∣ ≤ 4∣λˆ∣2 ∑
i∈I∁0
h2i ≤ 4∣λˆ∣2 n∑
i=1 h2i = 4n∣λˆ∣2 1n n∑i=1 h2i = 4nM2nE[h21](1 + oP (1)), (42)
where in the last step we have used Theorem 3.2 and the Law of Large
Numbers for 1n ∑ni=1 h2i . Also observe, using Proposition 7.3, that
2λˆ∑
i∈I∁0
hi = 2λˆ(a − oP (1)).
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Combined with Theorem 3.2., this yields
2λˆ∑
i∈I∁0
hi = 2nλˆ ⋅ (a + oP (1)) = 2n
Mn
(a + oP (1)), (43)
In view of (41), this implies
⎛⎜⎝∑i∈I∁0 −2 lognwˆi
⎞⎟⎠ = 2nMn (a(θ) + oP (1)) (44)
From Theorem 3.3, in particular (14), we may deduce that, for all i we
have 1 ≥ wˆi ≥ 1n(1−oP (1)). This implies, in particular, that for any i we have∣ lognwˆi ∣≤ logn.
In view of this, we can bound the contribution to L from the indices in I0 as∣∑
i∈I0 −2 lognwˆi∣ ≤ 2∣I0∣ logn.
Recall that E[∣I0∣] = npn,δ, so we have
E[∣∑
i∈I0 −2 lognwˆi∣] ≤ 2 logn ⋅E[∣I0∣]≤ 2 logn ⋅ npn,δ = 2n
Mn
⋅Mn logn ⋅ pn,δ
= 2n
Mn
⋅ oP (1), (45)
where in the last step we have invoked assumption (A4). This, in particular,
implies that ∣ ∑
i∈I0 −2 lognwˆi ∣= 2nMn ⋅ oP (1). (46)
Combining (39), (44) and (46), we deduce that
L = 2 ⋅ n
Mn
⋅ a(θ)(1 + oP (1)),
as desired. ∎
Proof of Corollary 3.5. The proof of Corollary 3.5 follows on similar lines to
the proof of Theorem 3.2, by taking the expansion (40) to degree k (instead
of terminating at degree 1). ∎
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11 The Bayesian setting and posterior con-
sistency
In this section, we discuss the convergence of the (random) posterior distri-
bution from a BayesEL procedure to the delta measure δθ0 where θ0 is the
true value of the parameter θ (i.e., the one from which the data is gener-
ated). This will culminate in the proof of Theorem 4.1, but first we need to
lay down a set-up and a class of assumptions under which the main result of
this section will hold.
We work in the setting of :
• (B1) There is a compact parameter space Θ ⊂ Rd with open interior,
and containing the true parameter value θ0 in the interior.
• (B2) There is a collection of i.i.d. random variables Xi(θ) (taking
values in some space E), jointly defined on the parameter space Θ as
random fields. Observe that, in the context of the notations in Section
2.1, Xi(θ) can in particular be taken to be the tuple (Xi, θ), so that
the set up discussed in Section 2.1 are covered in the framework of the
present section.
• (B3) There is a prior distribution on Θ that has a density pi (with
respect to the Lebesgue measure on Θ) that is positive and lower semi-
continuous at θ0 (which implies that pi(θ) is uniformly bounded away
from 0 in a neighbourhood of θ0).
• (B4) There is a measurable function h ∶ E → R such that h(Xi(θ))
are the observed variables (with finite second moments are uniformly
bounded in θ ∈ Θ), and the following laws of large numbers hold uni-
formly for pi-a.e. θ :∑ni=1 h(Xi(θ))
n
→ E[h(X1(θ))] a.s.
and ∑ni=1 h(Xi(θ))2
n
→ E[h(X1(θ))2] a.s..
Define the random variables
rn,1 = esssupθ ∣∑ni=1 h(Xi(θ))n −E[h(X1(θ))]∣
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and
rn,2 = esssupθ ∣∑ni=1 h(Xi(θ))2n −E[h(X1(θ))2]∣ .
Then pi-a.e. uniform convergence implies that rn,1 and rn,2 → 0 with
high probability. In particular, we assume that max{rn,1, rn,2} = oP (n−δ)
for some δ > 0.
• (B5) The expectation function g(θ) = E[h(Xi(θ))] <∞ strongly identi-
fies θ0, that is g satisfies g(θ0) = 0 and g(θ) ≠ 0 for θ ≠ θ0 in the strong
sense - in other words, infθ∈B∁ ∣g(θ)∣ > 0 for any neighbourhood B of θ0.
Moreover, we assume that g is 1-Lipschitz at θ0 (i.e. ∣g(θ)∣ ≤ c∣θ − θ0∣
on some neighbourhood of θ0). Notice that, this implies g is bounded
on a small enough neighbourhood of θ0.
• (B6) There exists a deterministic sequence Mn(θ), possibly depending
on θ, such that max1≤i≤n ∣h(Xi(θ))∣ =Mn(θ)(1 + oP (1)). Further, let
Mn = supθ∈ΘMn(θ) and mn = infθ∈ΘMn(θ). We assume that mn →∞
a.s. and Mn = oP (n) a.s. Furthermore, we assume that Mn/mn =
oP (nδ/2), where δ is as in (B4).
• (B7) We assume that, uniformly in θ ∈ Θ, ∣ λˆ(θ) ∣= OP (1/Mn(θ)) holds.
Note that, the strong identifiability of g in (B5) can be deduced as a
consequence of a simpler but weaker condition that g identifies θ0 (i.e. g(θ) =
0 iff θ = θ0) and g is continuous. For many models Mn and mn asymptotically
grow at the same rate with n. That is, the assumption (B6) would be easily
satisfied.
Since for each i = 1, 2, . . ., n, the inequality (1 + λˆ(θ)h(Xi(θ))) ≥ 0 holds
(see, e.g. (8)), we have ∣ λˆ(θ) ∣≤ 1/Mn(θ) with high probability, provided
the largest in magnitude among the positive and the negative hi-s both grow
at the rate Mn(θ). This is true under very general conditions, e.g. in the
setting of assumption (A2) earlier in this paper. This would imply that the
assumption (B7) would be satisfied.
A general location family of distributions (with Xi(θ) = Xi + θ) would
satisfy all these assumptions. With few modifications, the proof below ex-
tends to any dimension, provided an appropriate bound for ∥λˆ(θ)∥ along the
lines of (B7) can be found. Such bounds can be shown to hold under general
conditions already considered in the literature, see e.g. [7], in particular,
conditions (A1)-(A3) therein.
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Proof of Theorem 4.1. We recast the maximum log likelihood Ln(θ) as fol-
lows:
Ln(θ) = min
λ
{− n∑
i=1 log(1+λh(Xi(θ))} such that 1+λh(Xi(θ)) > 0∀i = 1,⋯, n.
(47)
This representation is related to the fact that the optimal weights for the
MLE in empirical likelihood are given by
wˆi = 1
n
1
1 + λˆhi , (48)
see (8); whereas the maximum log likelihood is simply ∑ni=1 log wˆi, see (2).
The constraints 1 + λh(Xi(θ)) > 0∀i are related to the fact that the optimal
weights should satisfy 0 ≤ wˆi ≤ 1, and they are given by (48). For details,
we refer the reader to [34, Section 3.14]. The efficacy of this representa-
tion will become clear in the argument that follows. We write the posterior
distribution as the (random) measure
Π(n)(θ) = γn(θ)pi(θ)dθ/∫
Θ
γn(θ)pi(θ)dθ,
where γn(θ) = exp(Ln(θ)).
Our proof, broadly speaking, will proceed along the following contour. In
order to show that Π(n)(θ)→ δθ0 weakly, it suffices to show that ∫ f(θ)Π(n)(θ)→
f(θ0) for all bounded continuous functions f ∶ Θ → R. Equivalently, we will
show that for any open ballB ⊂ Rd containing θ0, we have ∫B∁ f(θ)dΠ(n)(θ)→
0.
To accomplish the latter, our argument will consist of two ingredients :
an upper bound on γn(θ) (roughly giving exponential decay in n outside B,
upto logarithmic factors), and a lower bound on ∫Θ γn(θ)pi(θ)dθ (giving a
sub-exponential bound).
11.1 The upper bound
Let B be a neighbourhood of θ0. We consider θ such that θ ∈ B∁. By
strong identifiability it follows that g(θ) ≠ 0. Now suppose we consider
λ1(θ) = Sign[g(θ)]/(100 ⋅Mn(θ)), where the choice of 100 is totally arbitrary.
It follows from the definition of Mn(θ) that ∣λ1(θ) ⋅ h(Xi(θ))∣ ≤ 1/100 for all
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i, so in particular λ1(θ) is a candidate for the minimization problem (47).
As such, we obtain
L(θ) ≤ − n∑
i=1 log(1 + λ1(θ)h(Xi(θ)).
Now, ∣λ1(θ)h(Xi(θ))∣ ≤ 1/100 implies that, via an expansion of the logarith-
mic series, we have
− log(1 + λ1(θ)h(Xi(θ))) ≤ −λ1(θ)h(Xi(θ)) + (λ1(θ)h(Xi(θ)))2.
Now from the definition of Ln(θ) we can proceed as:
1
n
Ln(θ) ≤ −λ1(θ) ⋅ 1
n
( n∑
i=1 h(Xi(θ))) + λ1(θ)2 ⋅ 1n ( n∑i=1 h(Xi(θ))2)≤ −λ1(θ) ⋅E[h(X1(θ))] + λ1(θ)rn,1 + λ1(θ)2 (E[h(X1(θ))2] + rn,2)= −λ1(θ) ⋅ g(θ) + λ1(θ)rn,1 + λ1(θ)2 (E[h(X1(θ))2] + rn,2) (49)
Now notice that, since Mn(θ) diverges as n →∞, λ1(θ) = O(1/Mn(θ)) → 0.
Moreover, by strong identifiability of g (see assumption (B5)), g(θ) is uni-
formly bounded away from 0 on B∁. Furthermore the pi-a.e. uniform con-
vergence assumption (B4) implies that rn,1 and rn,2 → 0 with high prob-
ability. Finally, by assumption (B2), the second moment E[h(X1(θ))2] is
uniformly bounded in θ ∈ B∁. Combining these observations, we deduce that
the −λ1(θ) ⋅ g(θ) term dominates in the upper bound in (49). Consequently,
we have
1
n
Ln(θ) ≤ −λ1(θ) ⋅ g(θ) (1 + oP (1)) [using strong identifiability of g]= −∣g(θ)∣/(100 ⋅Mn(θ)) ⋅ (1 + oP (1)) [substituting λ1(θ)] (50)
Putting together all of the above, we deduce that on B∁ we have
γn(θ) ≤ exp(− n
100 ⋅Mn(θ) ∣g(θ)∣(1 + oP (1))) , (51)
completing the proof of the upper bound.
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11.2 The lower bound
In this section, we show that, with high probability, ∫Θ γn(θ)pi(θ)d(θ) ≥
exp(−an1−δ/2/mn(1 + oP (1))) for some absolute constant a > 0 and δ as in
(B4). We will work with θ in a small enough neighbourhood U of θ0 such
that g is bounded on that neighbourhood, further specifications on the precise
choice of U will be outlined later.
We start by observing that, by assumption (B7), ∣λˆ(θ)∣ = O(1/Mn(θ)) and(g(θ) + rn,1) is OP (1) on U . Now observe that, for θ in this neighbourhood
U we have, using Jensen’s inequality,
1
n
Ln(θ) = − 1
n
n∑
i=1 log(1 + λˆ(θ)h(Xi(θ))) ≥ − log (1 + λˆ(θ) ⋅ ∑
n
i=1 h(Xi(θ))
n
) .
(52)
Since ∣ 1n ∑ni=1 h(Xi(θ))∣ ≤ ∣g(θ)∣ + rn,1, and since − log is a monotonically de-
creasing function, we can further lower bound the right hand side of (52)
as
− log (1 + λˆ(θ) ⋅ ∑ni=1 h(Xi(θ))
n
) ≥ − log (1 + ∣λˆ(θ)∣ ⋅ ∣∑ni=1 h(Xi(θ))
n
∣)
≥ − log (1 + ∣λˆ(θ)∣(∣g(θ)∣ + rn,1)) . (53)
Notice that ∣ λˆ(θ) ∣= OP (1/mn) - consequence of assumption (B7) and the
definition ofmn. Furthermore, with high probability, (g(θ)+rn,1) is uniformly
bounded in θ ∈ U . As a result, ∣λˆ(θ)∣(∣g(θ)∣ + rn,1) = oP (1). It mat be noted
that the analysis in this sub-section until this point remains valid as long as
the function g is known to be bounded on the set Θ.
Via the lower bound − log(1 + x) ≥ −2x for small enough x ≥ 0, together
with (53), these imply that
1
n
Ln(θ) ≥ −2 ∣ λˆ(θ) ∣ (∣ g(θ) ∣ +rn,1)≥ −2c ∣ λˆ(θ) ∣ ∣θ − θ0∣ − 2 ∣ λˆ(θ) ∣∣ rn,1 ∣ (54)
where, in the last step, we have used the fact that g is 1-Lipschitz at θ0
(assumption (B5), and g(θ0) = 0) .
On the other hand, ∣λˆ(θ)∣ = OP (1/Mn(θ)) = oP (nδ/2/mn), where δ is as
in assumption (B4)
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Remark 11.1. Note that we could have also taken, e.g., log logn (or indeed,
any sequence going to ∞) instead of nδ/2 in the last oP bound; we work with
nδ/2 purely for the sake of notational simplicity.
This, together with (54), implies that for θ ∈ U , we have with high prob-
ability
γn(θ) = exp(n⋅ 1
n
Ln(θ)) ≥ exp(−2n1+δ/2rn,1/mn) exp(−2cn1+δ/2∣θ−θ0∣/mn)pi(θ)
and therefore
∫
U
γn(θ)pi(t)dt ≥ exp(−2n1+δ/2rn,1/mn)∫
U
exp(−2cn1+δ/2∣θ − θ0∣/mn)pi(θ)dθ.
Choose U to be the set of all θ such that 2cn1+δ/2∣θ − θ0∣/mn ≤ 1 and that
pi(θ) > b for some b > 0 for all θ ∈ U (the last condition being guaranteed by
assumption (B3)). Using the fact that rn,1 = oP (n−δ) (assumption (B4)), this
implies that with high probability we have γn(θ) ≥ exp(−2n1−δ/2/mn)⋅e−1⋅pi(θ)
on U . Also, recall that U ⊂ Θ ⊂ Rd. Recall that, by assumption (B6) we
have mn ≤ Mn = oP (n), which in particular implies that Vol(U) is decaying
polynomially in n. Then we have, with high probability
∫
Θ
γn(θ)pi(θ)dθ ≥ ∫
U
γ(θ)pi(θ)dθ ≥ exp(−2n1−δ/2/mn) ⋅ e−1 ⋅Vol(U) ⋅ b= exp(−2n1−δ/2/mn) ⋅ e−1 ⋅ (mn/2cn1+δ/2)d ⋅ b ≥ exp(−an1−δ/2/mn)
for some absolute constant a > 0, as desired.
11.3 Combining the upper and the lower bounds
We now combine the upper and the lower bounds obtained in the previous
two sections.
Suppose B is a neighbourhood of θ0. Then, with high probability, we
have
∫
B∁ Π
(n)(θ)dθ = (∫
B∁ γn(θ)pi(θ)dθ)/(∫Θ γn(θ)pi(θ)dθ)
≤∫
B∁ exp(− n100 ⋅Mn ∣g(θ)∣(1 + oP (1)))pi(θ)dθ/ exp(−an1−δ/2/mn),
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with the oP (1) term being uniform in θ ∈ B∁. By assumption (B5), there
exists `(B) > 0 such that ∣ g(θ) ∣≥ 100 ⋅ `(B)∀θ ∈ B∁. It follows that with
high probability we have
∫
B∁ Π
(n)(θ)dθ ≤ exp(an1−δ/2
mn
) exp(− n
100Mn
`(B)(1 + oP (1)))
= exp(an1−δ/2
mn
− n
Mn
`(B)(1 + oP (1))) . (55)
Therefore, for any bounded continuous function f ∶ Θ → R, we have with
high probability,
∣∫
Θ
f(θ) Π(n)(θ) dθ − f(θ0)∣ = ∣∫
Θ
f(θ) Π(n)(θ) dθ − ∫
Θ
f(θ0) Π(n)(θ) dθ∣
≤∫
Θ
∣f(θ) − f(θ0)∣ Π(n)(θ) dθ
≤∫
B
∣f(θ) − f(θ0)∣ Π(n)(θ) dθ + ∫
B∁ ∣f(θ) − f(θ0)∣ Π(n)(θ) dθ.
For any given  > 0, by continuity of f we can choose B = B such that∣f(θ) − f(θ0)∣ ≤  for all θ ∈ B. Then
∣∫
Θ
f(θ)Π(n)(θ)dθ − f(θ0)∣ ≤  + exp(an1−δ/2
mn
− n
Mn
`(B)(1 + oP (1))) .
Using (B6), we see that, with high probability we have
exp(an1−δ/2
mn
− n
Mn
`(B)(1 + oP (1))) = exp(− n
Mn
`(B)(1 + oP (1))) . (56)
Holding  fixed and letting n→∞, we deduce that, with high probability
∣∫
Θ
f(θ) Π(n)(θ) dθ − f(θ0)∣ ≤  + oP (1).
But this implies that ∫Θ f(θ)Π(n)(θ)d(θ)→ f(θ0) in probability as n→∞.
Since this is true for any bounded continuous function f , we deduce that
Π(n)(θ) → δθ0 in probability, as n → ∞. It may be noted that, combining
(55) and (56), we obtain a decay rate of exp (− nMn `(B)) for Π(n)(B∁). ∎
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Remark 11.2. It may be observed that for a location family, the quan-
tity `(B) can be taken to be a measure of the “deviation from the truth”,
that is, the radius of the ball B. Accordingly, if θ0 ∈ B, then the pos-
terior measure of B∁ converges to 0 at a rate ≤ exp(− nMn ⋅ Radius(B)) =
exp(− nMn ⋅Deviation from truth).
Remark 11.3. When the function g is bounded on Θ, (50) and (54), together
with the assumptions (B6) that ∣λˆ(θ)∣ = OP (1/Mn(θ)), imply that, to the
leading order, roughly speaking we have with high probability
−C1∣g(θ)∣ log logn/mn ≤ 1
n
Ln(θ) ≤ −C2∣g(θ)∣/Mn, (57)
for some positive constants C1 and C2. It may be noted that, for many
natural models, like a location family, mn and Mn are of the same order as
n →∞. In such cases, (57) provides comparable upper and lower bounds for
the log-likelihood Ln(θ), upto log log factors.
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