In Machine Learning (ML) algorithms, one of the crucial issues is the representation of the data. As the data become heterogeneous and large-scale, single kernel methods become insufficient to classify nonlinear data. The finite combinations of kernels are limited up to a finite choice. In order to overcome this discrepancy, we propose a novel method of "infinite" kernel combinations for learning problems with the help of infinite and semi-infinite programming regarding all elements in kernel space. Looking at all infinitesimally fine convex combinations of the kernels from the infinite kernel set, the margin is maximized subject to an infinite number of constraints with a compact index set and an additional (Riemann-Stieltjes) integral constraint due to the combinations. After a parametrization in the space of probability measures, it becomes semi-infinite. We analyze the regularity conditions which satisfy the Reduction Ansatz and discuss the type of distribution functions within the structure of the constraints and our bi-level optimization problem.
Introduction
The availability in recent years of large databases in biology, chemistry,engineering sciences has posed new problems and challenges to the scientific community. In this context, classification is still a major conundrum and central research topic [5, 13, 14, 15, 16, 19] . Therefore, it is very difficult to analyze and understand the behaviour or structure of the data by human capability. In this study, one of the most powerful methods of kernel machines, support vector machine (SVM), is discussed for the classification task. The target of an SVM is to classify the data by maximizing the margin (distance) γ between classes by a hyperplane.
More formally, let (x, y) be an (input,output) pair, where x ∈ R n and y ∈ {−1, 1}, and x comes from some input domain X and similarly y comes from some output domain Y . A training set is defined by m inputoutput pairs by S = {(
. Given S and a set of functions F we would like to find a candidate function f ∈ F such that f : x → y. We refer to these candidate functions as hypotheses [5] .
The classes are separated by an affine function, hyperplane ⟨w, x⟩ + b = 0, where w ∈ R n is a normal vector (weight vector) helping to define the hyperplane and b ∈ R is the bias term [5] , where ⟨·, ·⟩ denotes the scalar product. Hence, given a set of examples S the SVM separates the two groups of points by a hyperplane.
For nonlinearity of the data, the kernel function is defined as inner product of two points under the mapping ϕ, i.e., κ(x i , x j ) = ⟨ϕ(x i ), ϕ(x j )⟩ which also can be explained as the similarity between two points. The optimization problem of binary classification is modeled with additional vector ξ of some slack variables of error tolerance which are inserted into the constraints. Herewith, the classification problem which is equipped with a regularization constant C can be expressed as follows [5] : 
. , m).
The dual problem in the soft margin case looks as follows:
Definition 1.2 Dual Soft Margin Problem
max α ∑ m i=1 α i − 1 2 ∑ m i=1 y i y j α i α j κ(x i , x j ), s.t. ∑ m i=1 y i α i = 0, 0 ≤ α i ≤ C (i = 1, 2, .
. . , l).
The solution of this optimization problem yields a maximal margin hyperplane that we wil refer to as the Support Vector Machine (SVM).
Multiple Kernel Learning
Real-world data can be supplied from heterogeneous kinds of sources. In such cases, multiple kernels are more convenient to use for a good accuracy. Recent applications [11] showed the need for a multiple kernel learning (MKL) because of its interpretability and efficiency. The common approach to MKL is a convex combination of several kernels. Those kernels where selected before and combined to serve well for the embedding into the feature space to do linear separation there. A weighted combination of kernels allows to define similarity measurement of heteregeneous data. Firstly, we regard a convex combination of kernels k κ (κ = 1, 2, . . . , K):
where
, from the input space R n into K feature spaces R Dκ , D κ being the dimension of the k-th feature space [19] , and
In [19] , the following MKL problem is derived by using the convex combination of kernels (1) and modelled by semi-infinite linear programming (SILP):
where, 1 = (1, 1, 1, . . . , 1) T ∈ R l . The finite combinations of kernels are limited up to a finite choice. This limitation does not always allow to represent the similarity or dissimilarity of data points, specifically highly nonlinearly distributed and large-scaled ones. A finite combination may fail, here. In order to overcome this, with the motivation of previous studies [13, 14] , we propose a combination of infinitely many kernels in Riemann-Stieltjes integral form, for binary classification to allow an infinite wealth of possible choices of kernels in the kernel space. This makes the problem infinite in both its dimension and its number of constraints; which is so-called infinite programming (IP).
Our IP problem formulation consists, in the limiting case of infinitely many kernel coefficients β κ where κ → ∞; this will become represented by a monotonically increasing function (or a probability measure) β, and an infinite number of constraints coming from the maximal margin principle of SVM. Here, β is indeed a monotonically increasing function.
Allowing infinitely many kernels might make our problem ill-posed for real-world problems, because of the complexity of the model resulting which is also called overfitting. To penalize this curse of dimensionality, we introduce regularization terms and approximate "differentiability" in the penalizing term by firstand second-order difference quotients. On the other hand, to solve IP more tractably, we reduced the IP to a semi-infinite problem, by parametrizing infinite variables (measures) by parametric probablility density functions (pdfs). For closer derivations on regularization and parametrization, we refer to [16] .
Infinite Kernel Learning

Combination of Infinitely Many Kernels
Due to the limitation of the selection of multiple kernels from a discrete set of kernels as it is dicussed in Section 2, we propose a different formulation with the motivation of multiple kernel learning. We introduce infinitely many kernels in the Riemann-Stieltjes integral form [2, 18] which introduces us into an infinite dimensional kernel space. Mathematically, an infinite combination will be represented by the following formula:
where ω ∈ Ω is a kernel parameter and β is a monotonically increasing function of integral 1, or just a probability measure on Ω. Furthermore, we assume that the kernel function k(x i , x j , ω) is a twice continuously differentiable function with respect to ω, i.e.,
The infinite combination can be e.g., a combination of Gaussian kernels with different widths from a set Ω, i.e.,
2 )dβ(ω). It is obvious that the Gaussian kernel is from a family of twice continuously differentiable functions of the variable ω. Hereby, we use the wealth of infinitely many kernels to overcome the limitation of the kernel combination given by finitely pre-chosen kernels. The questions on which combination of kernels and on the structure of the mixture of kernels could be considered and optimized, and it may, e.g., be answered by homotopies. More formally, let us define a function which provides the combination of kernels as follows:
In short, we write H(ω) := H xi,xj (ω), and we illustrate such a homotopy by an example.
with some Gaussian width w * , then,
where Ω = [0, 1]. We can go from "polynomial" to "Gaussian" via a defined homotopy while weighting with infinitesmal coefficients dβ(ω).
Example 3.2 Given a kernel k(x
i , x j , ω) = exp (−ω ∥x i − x j ∥ 2 2 ), the
infinite combination of kernels in a Riemann-Stieltjes integral form is
where The difference between the Example 3.1 and Example 3.2 is that, in Example 3.1, the Gaussian width is fixed and different types of kernels are combined by a homotopy. But, in Example 3.2, the kernel parameter is allowed to be a specific nonlinearly implied variable.
After giving an information about the structure of the combination of infinitely many kernels, we introduce these combinations in the form of Riemann-Stieltjes integrals into the problem (2) as follows:
and for the index set of
. Since there are infinitely many inequality constraints and the state variable β is from an infinite dimensional space, our problem is a one of infinite programming (IP) [1] . Now, we get a dual of (5) 
(6) Because of the conditions, ∫ Ω dβ(ω), we define our positive measures β(or ρ) as probability measure and parametrize these measures with probability density functions [16] . [25] .
From now on, we will look at these conditions for the finitely many local minima. The first conditions is the compactness of the infinite index set. Since the infinite index sets both for the primal problem and the dual problem are compact, this condition is already satisfied. We need to check the conditions for the nondegeneracy of the critical points and smoothness of the inequality constraint function. Our constraint function g needs to be an element of the C 2 -family of functions for a given continuous kernel function and the parametrization of the probability measure by a probability density function needs to be done by an element of C 2 . With these conditions, we can say that there are finitely many local minima of the problems on the lower level sets and among these finite local minima, there are finitely many active ones [25] . Problem (6) is a linear infinite one, i.e., from ILP (infinite linear programming), an SILP (semi-infinite linear programming) one up to the infinite dimensions of ρ space. Because of this insight and problem, and in view of the compactness of the feasible (index) sets at the lower levels, A and Ω, we are interested in the nondegeneracy of the local minima of the lower level problem to get finitely many local minimizers [24] . We note that on the lower levels, θ and σ are just shift terms which do not affect the local solutions there.
For the sake of simplicity and to do real evaluationss, from now on, a Gaussian kernel combination will be used in the form given in Example 2. We emphasize that any other kinds of kernels and their combinations could be regarded, too.
Dual Problem
In this section, regularity conditions which are introduced as reduction ansatz will be analyzed for the dual problem on its lower level. Let us focus on problem (6), employ the language of bilevel programming known from SIP (semi-infinite programming), and introduce the function
which is parametric in (σ, ρ). Lower Level Problem (Dual): For a given parameter (σ, ρ) we consider
Indeed, we denote the defining inequality constraint functions of Ω by
. Consequently, for any critical (and feasible) point ω, the Lagrange function reads
Since Ω is compact and g is continuous, for any (σ, ρ), local (global) minimizer(s) of (7) exists. We analyze the three conditions, of the nondegeneracy of a critical pointω of the lower level problem (see [8, 9, 10, 26] ) which establish the reduction ansatz [9] . For any given (σ, ρ) andω ∈ Ω we note: 
. We evaluate this subsequently. If we rewrite g ((σ, ρ) , ω), it will have the following form:
Our Lagrange function is parametric in (σ, ρ) and, fully, it looks as follows:
The conditions which satisfy the KKT condition with strictly positive Lagrange multipliers, to ensure the nondegeneracy are found in [16] for different cases of active index set.
Second Order Condition (SOC): With our valueγ introduced it has to be fulfilled
The tangent space T D (ω) for all cases of active index set and the evaluation of (SOC) with respect to them are discussed in [16] .
Primal Problem
The standard form of (5) can be easily written by Consequently, for any critical pointᾱ, the Lagrange function reads
. Here, as in the dual case, we put γ :
Since A is compact and g is continuous (since g ∈ C 2 ), for any local (θ, β), (global) minimizer(s) of (10) exists. We analyze the conditions of the nondegeneracy and reduction ansatz [8, 9, 10, 25, 26] , at any such an α. For all (θ, β) and each candidateᾱ ∈ A, we evaluate: T . For simplicity, we introduce A(α) as the vector of all active constraints, the equality constraint included:
Then, the Jacobi matrix is a (k + 1) × l matrix and looks as follows: 
where y i ∈ {±1} (i = 1, 2, . . . , l) and k = |L 0 (ᾱ)| . On the right-hand side, we took the example of some matrix for illustration. We directly understand that the last k rows of DA(α) constitute a linearly independent family of vectors. We observe that rank(DA(α)) = l if l < k + 1, which means then that the LICQ condition is violated since rank of DA is smaller than the number of rows (i.e., constraints involved). This shows linear dependence of the row vectors, i.e., linear dependence of gradients of (active) constraints. In fact, concerning linear independence (LICQ), the first row of DA(α) (α =ᾱ) is the crucial issue, i.e., its possible (non-) representation by the other k rows.
To overcome these pathological situations, let us introduce a sequence ξ ν > 0 (ν ∈ N 0 ) which is monotonically decreasing to zero such that the inequalities −ξ ν ∑ l i=1 α i y i ξ ν are requested. Regarding active inequality constraints as equality constraints will lead to lines which do not pass through the origin and cannot produce a corner with threefold activity. Thus, by decreasing ξ ν to zero, for nondegeneracy, LICQ can be enforced by arbitrarily slight perturbations.
Second Order Condition (SOC): With our
valueγ introduced it has to be fulfilled
For all cases of active index set, (SOC) and the nondegeneracy of the critical points at lower level problem are discussed in [16] .
Under these assumptions, the following theorem assures the optimal (local or global) solution of the primal problem in a neighbourhood of the regarded optimal (local or global) solution on the lower level. Indeed, our extensions of the results given in [8, 9] hold true where, now, the parameter space is infinite dimensional. 1, 2, . . . , χ) , neighbourhoods U (θ,β) of (θ,β) and Vᾱ j ofᾱ j , and continuous mappings β) the value α j (θ, β) is the unique local minimizer of (10) in Vᾱ j , with corresponding unique Lagrange multipliers ζ(θ, β) and unique Lagrange multiplier vectors γ j (θ, β) (j =  1, 2, . . . , χ).  (b) With the functions introduced in (a) , the following finite reduction holds:
where M is the feasible set of the upper level problem (5) , is a local solution of (5), if and only if (θ, β) is a local solution of the so-called reduced problem
Remark 3.5 An analogous theorem holds for the dual problem (6) under the reduction ansatz and with respect to the dual variables. We underline that by this theorem the reduced problem has (locally) finitely many constraints. Then, our task becomes a finitely constrained optimization problem, locally around an optimal solution. This insight is based on Implicit Function Theorem (IFT) and the neighbourhood notion defined by, e.g., the Prokhorov distance, introduced below.
We note that in our application of the Implicit Function Theorem, the variable from an infinite dimensional space, β, is playing the role of a parameter, i.e., it is not involved into the differentiation which is needed in the assumptions of the reduction ansatz. For very general versions of Inverse and, hence, Implicit Function Theorem, we refer, e.g., to [6] . In this study, we restrict ourselves to the probability measures which constitute the subspace of positive measures. We note that the probability measures are inner regular and locally finite which satisfy the definition of Radon measure given by Definition 3.1. Next, we define a Radon measure and the distance metric needed for neighbourhoods in Theorem 3.4: Definition 3.1 [12] . Let (E, d) be the metric space. A Radon measure is a measure on the σ-algebra of Borel sets of E that is locally finite and inner regular.
We denote the set of Radon measures on E by H(E). In our problems, we look at the subspaces of all the probability measures ρ for the dual problem (6) , and β for the primal problem (9) . Definition 3.2 [12] . Let f i : E → R (i = 1, 2, . . . , q) be continuous bounded functions and a metric space (E, d) 
where (H(E)) ′ is the dual space of H(E).
A base of neighbourhood of some Radon measure µ 0 ∈ H(E) can be defined as 1, 2, . . . , q) .
In our problems, the elements in the dual space are probability density functions (pdfs). Now, to represent our neighbourhood notion by a metric, let us define Prokhorov distance: 
Regularization of Infinite Programming Model with respect to Kernel Coefficients
In the previous section, our classification problem is modelled and analyzed with infinitely many kernels by infinite programming. "Infinity" of kernels may cause ill-posed problem, which is called overfitting in regression problems. Here, we consider classification problems which need to be regularized by penalizing overfitting caused by infinity in the model [7, 23] . Regularization is performed by adding penalization term to the objective functionto reduce the complexity of the problem. This could be the case if any positive multiple of a kernel is also a kernel [3] . Argyriou et al.
(2006) introduced a regularization term to prevent from overfitting of data by the objective function [3] :
where q(·, ·) is a loss function and ∥.∥ k is the norm induced by reproducing Kernel Hilbert space. Here, f is represented by a combination of kernels as f = ∑ l j=1 c j k(x j , ·), which is known as Representer Theorem [17] , and the parameters c j ≥ 0 (j = 1, 2, . . . , l) become optimized [3] .
Unlikely to problem (12) , in our infinite kernel representation with Riemann-Stieltjes integrals or positively defined measures, we need to find a penalization function in terms of measures β(ω) (or ρ(α)) since they represent our continuous convex coefficients for infinite kernel combinations. Motivated by the theory of inverse problems [4, 22] , our Closer Explanation 3.8 can for the primal problem be elaborated as:
where the second term in the objective function is the regularization term, and λ ≥ 0 is a regularization parameter. With ν = 1, 2, we express that we take into account and penalize first-or second-order derivatives which we can interpret as steepness (or flatness) and energy within of our models, respectively [4, 21, 20, 22] . • Second-order difference quotient: 
Conclusion and Future Study
The method we proposed in this study leads to the selection of kernels from an infinite space which enabled us to enrich the learning process SVM through the range interval [0, 1] of ω. Hence, we are not limited to choose kernel parameter(s), Gaussian kernels in our special case, as discrete values with a cross validation method, but that depending on the examples given beforehand we can learn from data through this infinite process. By reduction ansatz, an infinite problem is turned to a locally finitely constrained problem, except of the fact that probability measures are our main state variables. By focusing on measures which possess a Radon-Nikodym density, we turn to a space of density functions [27] . By looking at parametric density functions, we get semiinfinite and, via reduction ansatz, a finitely constrained program indeed. Besides of that ansatz, also discretization and exchange methods will be analyzed and developed in future studies.
The proposed method is novel by its kernel definitions in Riemann-Stieltjes integral form. On the other hand, our optimization problems are defined in probability measures as the state variables, which are infinite in dimension. Here, the parametrization is offered by positively defined measures via pdfs. Another novelty of the model is to use Prokhorov distances between Radon measures to define neighbourhoods in the state space. In the future, numerical treatments such as exchange methods and gradient descent methods will be studied and presented.
