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CONGRUENCES OF ALGEBRAIC AUTOMORPHIC FORMS AND
SUPERCUSPIDAL REPRESENTATIONS
JESSICA FINTZEN AND SUG WOO SHIN, WITH AN APPENDIX BY VYTAUTAS PASˇKU¯NAS
Abstract. Let G be a connected reductive group over a totally real field F which is
compact modulo center at archimedean places. We find congruences modulo an arbitrary
power of p between the space of arbitrary automorphic forms on G(AF ) and that of
automorphic forms with supercuspidal components at p, provided that p is larger than
the Coxeter number of the absolute Weyl group of G. We illustrate how such congruences
can be applied in the construction of Galois representations.
Our proof is based on type theory for representations of p-adic groups, generalizing
the prototypical case of GL2 in [Sch18, §7] to general reductive groups. We exhibit a
plethora of new supercuspidal types consisting of arbitrarily small compact open subgroups
and characters thereof. We expect these results of independent interest to have further
applications. For example, we extend the result by Emerton–Pasˇku¯nas on density of
supercuspidal points from definite unitary groups to general G as above.
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Introduction
Congruences between automorphic forms have been an essential tool in number theory since
Ramanujan’s discovery of congruences for the τ -function, for instance in Iwasawa theory
and the Langlands program. Over time, several approaches to congruences have been de-
veloped via Fourier coefficients, geometry of Shimura varieties, Hida theory, eigenvarieties,
cohomology theories, trace formula, and automorphy lifting.
In this paper we construct novel congruences between automorphic forms in quite a general
setting using type theory of p-adic groups, generalizing the argument in [Sch18, §7] for
certain quaternionic automorphic forms. More precisely, we produce congruences mod
pm (in the sense of Theorem A below) between arbitrary automorphic forms of general
reductive groups G over totally real number fields that are compact modulo center at
infinity with automorphic forms that are supercuspidal at p under the assumption that p
is larger than the Coxeter number of the absolute Weyl group of G. In order to obtain
these congruences, we prove various results about supercuspidal types that we expect to
be helpful for a wide array of applications beyond those explored in this paper.
Global results
In order to describe our global results in more details, let G be a connected reductive
group over a totally real field F whose R-points are compact modulo center under every
real embedding. Fix an open compact subgroup Up ⊂ G(A∞,pF ). Let Up ⊂
∏
w|pG(Fw) be
an open compact subgroup, let A denote a commutative ring with unity, and ψp : Up → A
×
a smooth character that yields an action of Up on A. Write M(U
pUp, A) for the space of
A-valued automorphic forms of level UpUp equivariant for the Up-action on A via ψp. See
§3 below for the precise definition of this space and the Hecke algebra T(UpUp,m, A) acting
on it. When A = Zp and ψp is trivial, the corresponding space is denoted by M(U
pUp,Zp).
Now for each m ∈ Z≥1, put Am := Zp[T ]/(1 + T + T
2 + · · ·+ T p
m−1). There is an obvious
ring isomorphism Am/(T − 1) ≃ Z/p
mZ induced by T 7→ 1.
Our main global theorem is the following, where Cox(G) ∈ Z≥1 denotes the maximum of
the Coxeter numbers of the irreducible subsystems of the absolute root system for G. (The
table of Coxeter numbers is given above Proposition 2.1.2. If G is a torus, set Cox(G) = 1.).
Theorem A (Theorem 3.1.1). Assume p > Cox(G). Then there exist
• a basis of compact open neighborhoods {Up,m}m≥1 of 1 ∈
∏
w|pG(Fw) such that Up,m′
is normal in Up,m whenever m
′ ≥ m, and
• a smooth character ψm : Up,m → A
×
m for each m ≥ 1,
such that we have isomorphisms of Zp/(p
m)-modules (where the Up,m-action in M( · ) is
trivial on the left hand side and through ψm on the right hand side)
M(UpUp,m,Zp/(p
m)) ≃ (M(UpUp,m, Am/(T − 1))) (A.i)
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that are compatible with the action of TS(UpUp,m,Zp/(p
m)) on both sides via the Zp-algebra
isomorphism
TS(UpUp,m,Zp/(p
m)) ≃ TS(UpUp,m, Am/(T − 1)). (A.ii)
Moreover, every automorphic representation of G(AF ) that contributes to
(M(UpUp,m, Am))⊗Zp Qp
is supercuspidal at all places above p.
In fact it is technically convenient to allow self-direct sums on both sides of (A.i), see The-
orem 3.1.1 below. We also prove the analogue of the theorem for non-constant coefficients
instead of the constant coefficient Zp. See Theorem 3.2.1 for the precise statement. The
normal subgroup property of {Up,m}m≥1 in Theorem A is not used in the applications in
this paper, but might be helpful in some settings, e.g., see [EP20, §4].
Notice that (A.i) is a congruence modulo an arbitrary power of p between the space
M(UpUp,m,Zp) that represents automorphic forms of arbitrary level (as one can choose
smaller Up and larger m) and the space M(UpUp,m, Am) representing automorphic forms
that are supercuspidal at p. As such we expect Theorem A to be widely applicable, by
reducing a question about automorphic representations to the case when a local component
is supercuspidal, for instance in the construction of automorphic Galois representations as
observed in [Sch18, Rem. 7.4]. Indeed we illustrate such an application in §3.3 to reprove
the construction of p-adic Galois representations associated with regular C-algebraic con-
jugate self-dual automorphic representations Π of GLN over a CM field, by reducing to the
analogous result of [Clo91,HT01] which assumes that Π has a discrete series representa-
tion at a finite prime. (Compare with Theorems 3.3.1 and 3.3.3.) We achieve this via the
congruences of Theorem A, assuming p > N . Although this kind of argument is standard
(cf. [Tay91, 1.3]), we supply details as a guide to utilize our theorem in an interesting
context.
We also mention a related result of Emerton–Pasˇku¯nas [EP20, Thm. 5.1] that in the spec-
trum of a localized Hecke algebra of a definite unitary group, the points arising from
automorphic representations with supercuspidal components at p are Zariski dense (when
p is a prime such that the unitary group is isomorphic to a general linear group locally at
p). They start from the notion of “capture” [CDP14, §2.4], which can be powered by type
theory for GLn due to Bushnell–Kutzko. While their theorem and our Theorem A do not
imply each other, Pasˇku¯nas suggested to us that our local Theorem C below should provide
sufficient input for their argument to go through for general G as above. We confirm his
suggestion to extend their density result.
To explain the statement, we assume that the center of G has the same Q-rank and R-rank
as in [EP20, §5]. Define the completed cohomology (cf. (3.4.1))
H˜0(Up) := lim
←−
m≥1
lim
−→
Up
M(UpUp,Zp/(p
m)),
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where the second limit is over open compact subgroups of G(F ⊗Q Qp). The space
H˜0(Up) is acted on by the “big” Hecke algebra TS(Up) defined as a projective limit of
TS(UpUp,Zp/(p
m)) over Up and m. Let m be an open maximal ideal of T
S(UpUp,Zp/(p
m))
for the profinite topology. It follows from the definition that classical forms are dense in
H˜0(Up), which consists of p-adic automorphic forms, but we show that the density state-
ment still holds when the component at p is required to be supercuspidal. (See §3.4 below
for undefined notions and the precise formulation.)
Theorem B (cf. Corollary 3.4.7 and Theorem 3.4.9). Assume p > Cox(G). Then classical
automorphic forms with fixed weight which are supercuspidal at p form a dense subspace in
H˜0(Up). In the spectrum of the m-adic completion of TS(Up), such classical automorphic
forms are Zariski dense.
This theorem has a potential application to a torsion and p-adic functoriality result follow-
ing the outline of [EP20, §5.2] when a classical Langlands functoriality from a group G1 to
another group G2 is available for automorphic representations on G1 which are supercusp-
idal at p. (We thank Pasˇku¯nas for pointing this out to us.) For a Jacquet–Langlands-type
example, let G1 and G2 be the unit groups of central quaternion algebras over Q with G1
unramified at p but G2 ramified at p, and assume that the set of ramified primes away
from p for G1 is contained in that for G2. Then loc. cit. constructs a transfer from G1
to G2 on the level of completed cohomology, overcoming the local obstruction at p in
the classical Jacquet–Langlands that principal series of G1(Qp) do not transfer to G2(Qp).
See [Eme14, 3.3.2] for a related discussion. (A similar transfer of torsion classes for Shimura
curves is obtained in [Sch18, Cor. 7.3] by a somewhat different argument based on a version
of Theorem A; this approach should extend to more general groups by using our Theorem
A and its variants.)
Pasˇku¯nas kindly wrote Appendix C for us in which he shows that the big Hecke algebras
are Noetherian in the setup of definite unitary groups. He also constructs automorphic
Galois representations for Hecke eigensystems in the completed cohomology only from the
analogous result by Clozel [Clo91] via the density result of [EP20]. In particular this gives
yet another argument to remove the local hypothesis from [Clo91], which has the advantage
that no restriction on p is required, as it is the case for Bushnell–Kutzko’s type theory for
GLn. For general reductive groups, we hope that Theorem B will be similarly useful.
Local results
The data in Theorem A are constructed via a new variant of types for representations of
p-adic groups that we call omni-supercuspidal types. The aim of the theory of types is to
classify complex smooth irreducible representations of p-adic groups up to some natural
equivalence in terms of representations of compact open subgroups. Theorems about the
existence of s-types (types that single out precisely one Bernstein component s) lie at the
heart of many results in the representation theory of p-adic groups and play an important
role in the construction of an explicit local Langlands correspondence and the study of
its fine structure. The idea of omni-supercuspidal types is that it is harmless for some
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applications if a type cuts out a potentially large family of supercuspidal representations,
not just a single supercuspidal Bernstein component, but that it is important to control
the shape of the types better.
Let us elaborate. For our global application, we need to be able to choose the compact open
subgroups arbitrarily small in our types. It is also desirable to require the representation
of our compact open subgroup detecting supercuspidality to be one-dimensional. Unfor-
tunately the irreducible representations of the compact open subgroups that form s-types
have neither properties in general. Nevertheless, using the theory of s-types, we show that
there exists a plethora of omni-supercuspidal types that satisfy the two desiderata and
therefore exhibit a much easier structure than s-types. For readers who are mainly inter-
ested in determining if a certain representation is supercuspidal, our omni-supercuspidal
types (Definition 2.2.1 and Theorem 2.2.15) and the supercuspidal types arising from our
intermediate result, Proposition 2.2.4, allow therefore significantly more flexibility and eas-
ier detection.
To be more precise, let us introduce some notation. Let F be a finite extension of Qp, and
G a connected reductive group over F with dimG ≥ 1. A supercuspidal type for G(F )
means a pair (U, ρ), where ρ is an irreducible smooth complex representation of an open
compact subgroup U of G(F ) such that every irreducible smooth complex representation
π of G(F ) for which π|U contains ρ is supercuspidal. Note that a supercuspidal type may
pick out several Bernstein components.
We define an omni-supercuspidal type of level pm (with m ∈ Z≥1) to be a pair (U, λ), where
λ is a smooth Z/pmZ-valued character on an open compact subgroup U of G(F ) such that
(U, χ◦λ) is a supercuspidal type for every nontrivial character χ : Z/pmZ→ C∗. The flex-
ibility allowed for χ is extremely helpful for producing congruences of automorphic forms.
Our main novelty is the following theorem about the existence of such omni-supercuspidal
types, where Cox(G) is defined as before.
Theorem C (Theorem 2.2.15). Suppose p > Cox(G). Then there exists an infinite se-
quence of omni-supercuspidal types {(Um, λm)}m∈Z≥1 such that (Um, λm) has level p
m and
{Um}m∈Z≥1 forms a basis of open neighborhoods of 1 and such that Um′ is normal in Um
whenever m′ ≥ m.
Our proof provides an explicit description of Um and λm using the Moy–Prasad filtration.
To give an outline of our approach, suppose for simplicity of exposition that G is an
absolutely simple group. (The reduction to this case is carried out in the proof of Theorem
2.2.15.) Then G is tamely ramified thanks to the assumption that p > Cox(G). Let T be
a tamely ramified elliptic maximal torus of G, and φ : T (F ) → C∗ a smooth character of
depth r ∈ R>0 that is G-generic of depth r in the sense of [Yu01, §9]. We call such a triple
(T, r, φ) a 0-toral datum.
Then our approach is to show (a) that there is an infinite supply of 0-toral data (with same
torus T ) with r →∞ and (b) that each 0-toral datum gives rise to an omni-supercuspidal
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type whose level grows along with r. (For general G we need to consider 1-toral data,
introduced in Definition 1.2.1, as there may not be enough 0-toral data.)
To prove the abundance of 0-toral data (Proposition 2.1.2 below; see Proposition 2.1.6
for a result on 1-toral data), we exhibit a G-generic element (of some depth) in the dual
of the Lie algebra of T . After reducing to the case that G is quasi-split, we construct
T by giving a favorable Galois 1-cocycle to twist a maximally split maximal torus. To
exhibit a G-generic element, we use the Moy–Prasad filtration and eventually demonstrate
a solution to a certain system of equations; here an additional difficulty comes from a
Galois-equivariance condition. While we treat most cases uniformly, we carry out some
explicit computations for types D2N+1 and E6 that can be found in Appendices A and B.
The second step is to construct omni-supercuspidal types from 0-toral data. By making
some additional choices one can enlarge the 0-toral datum to an input for the construction
of Adler ( [Adl98]) and Yu ( [Yu01]). The construction of Adler and Yu yields then a
supercuspidal type (K, ρ) such that the compact induction c-ind
G(F )
K ρ is irreducible and
supercuspidal. Unfortunately, ρ may not be a character, and the groups K (as r and φ
vary) do not form a basis of open neighborhoods because K ⊃ T (F ). However, ρ restricted
to the Moy–Prasad filtration subgroup Gy,r ⊂ K, where y denotes the point of the Bruhat–
Tits building of G corresponding to T , is given by a character φˆ. We show that (Gy,r, φˆ)
is a supercuspidal type (which in the 0-toral datum case essentially follows from Adler
( [Adl98]), but we also treat the more complicated 1-toral datum case, see Proposition
2.2.4). The character φˆ can also be defined on the larger group Gy, r
2
+, and φˆ|Gy, r2+
factors
through a surjective Z/pmZ-valued character λ, where m is proportional to r. Finally we
deduce that (G(F )y, r
2
+, λ) is an omni-supercuspidal type of level p
m.
Let us remark on the case when F is a local function field in characteristic p. In fact we
prove most intermediate results for arbitrary nonarchimedean local fields. In particular
Proposition 2.2.4 also holds for local function fields. This proposition of independent
interest provides a rather small compact open subgroup together with a character (the
pair (Gy,r, φˆ) in the case of 0-toral data) detecting supercuspidality. It is only in the
last crucial step when moving from these one-dimensional supercuspidal types to omni-
supercuspidal types that we require the field F to have characteristic zero. The reason is
that for function fields F every element ofG(F )y, r
2
+/G(F )y,r+ has order p (as the quotient is
a vector space over a finite field) while we require elements of order pm for our construction
of omni-supercuspidal types in order to achieve that λ surjects onto Z/pmZ.
From the local results to the global results
We sketch how to obtain Theorem A from Theorem C by adopting an idea from [Sch18, §7].1
We use the notation from Theorem A and assume for simplicity that F = Q. From Theorem
C we obtain a sequence of omni-supercuspidal types (Up,m, λm)m∈Z≥1 of level p
m for the
1This is a variant of the older idea to produce congruences of group cohomology via two coefficient
modules which contain common factors modulo pm. See [Tay88, p.5] for instance.
CONGRUENCES AND SUPERCUSPIDAL REPRESENTATIONS 7
p-adic group G×Q Qp. We define the character ψm to be the composite map
ψm : Up,m
λm
։ Z/pmZ →֒ A×m,
where the second map sends a mod pm to T a. Then ψm mod (T −1) is the trivial character
on Am/(T − 1) ≃ Zp/(p
m), giving the isomorphism (A.i) of Theorem A, which can be
checked to be Hecke equivariant. The omni-supercuspidal property of (Up,m, ψm) implies
that M(UpUp,m, Am)⊗Zp Qp is accounted for by automorphic representations with super-
cuspidal components at p. In fact this consideration initially motivated our definition of
omni-supercuspidal types.
Guide for the reader
The structure of the paper should be clear from the table of contents, but we guide the
reader to navigate more easily. At a first reading, the reader might want to concentrate on
0-toral data (§1.1) and skip 1-toral data (§1.2) as this will significantly reduce notational
burden while not sacrificing too much of the main theorems. (See Remark 2.2.16.)
One may treat the abundance of 0-toral data for absolutely simple groups (proved in §2.1
together with Appendices A and B) as a black box even though this is the basic engine of
our method. The main takeaway is Proposition 2.1.2. If the reader wants to get a sense
of its proof, a good idea might be to focus on the split type A case (Case 2 of the proof of
Proposition 2.1.2). Section 2.2 is devoted to the main construction of this paper, namely
how to go from 0-toral (and 1-toral) data to omni-supercuspidal types. The key technical
input is Proposition 2.2.4. This is a result of independent interest in type theory and
implies the subsequent lemmas in its own momentum, paving the way to the main local
theorem (Theorem 2.2.15).
If the reader is merely interested in global applications, it is possible to go through only
basic local definitions and start in §3, taking Theorem 2.2.15 on faith. Sections 3.1 and
3.2 are concerned with the application of Theorem 2.2.15 to build congruences between
automorphic forms. While §3.3 only reproves a known result on construction of Galois
representations, we hope that the reader will find the details helpful for their own ap-
plications. Another application is given in §3.4 to show that the supercuspidal part is
dense in the completed cohomology in a suitable sense. In Appendix C, the themes of §3.3
and §3.4 intersect: Pasˇku¯nas explains how the density statement can be used to construct
automorphic Galois representations via congruences.
Notation and Conventions
We assume some familiarity with [Yu01] in that we do not recall every definition or notion
used in [Yu01] (e.g. Bruhat–Tits buildings, Moy–Prasad subgroups). However we do
provide precise reference points for various facts we import from the paper.
The symbol for the trivial representation (of any group) is 1. Write Z>0 (resp. Z≥0) for
the set of positive (resp. nonnegative) integers.
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Every reductive group is assumed to be connected and nontrivial (so that dim ≥ 1) in the
main text without further comments.
Let k be a field. Let k (resp. ksep) denote an algebraic (resp. separable) closure of k. When
considering algebraic field extensions of k, we consider them inside the algebraic closure k,
which we implicitly fix once and for all. (For instance, this applies when k is the base field
F of the main text, which is local in the first two sections and global in the last section.)
Let X be an affine k-scheme, and k′/k be a field extension and k′′ a subfield of k. Then
we write X ×k k
′ or Xk′ for the base change X ×spec(k) spec(k
′), and Resk/k′′X for the Weil
restriction of scalars (which is represented by a k′′-scheme).
Let F be a nonarchimedean local field. Then we write OF for the ring of integers and kF for
the residue field. We use v : F → Q∪ {∞} to designate the additive p-adic valuation map
sending uniformizers of F to 1, and we write | · |F : F
× → R×>0 for the modulus character
sending uniformizers to (#kF )
−1. We fix a nontrivial additive character Ψ on F which is
nontrivial on OF but trivial on elements with positive valuations. If E is a finite extension
of F , then we can extend Ψ to E. We fix such an extension and denote it by Ψ as well.
Let G be a reductive group over F (connected by the aforementioned convention). We say
G is tamely ramified (over F ) if some maximal torus of G splits over a tamely ramified
extension of F . We write Gad for the adjoint quotient of G, and g for the Lie algebra of
G. By Z(G) we mean the center of G. Denote the absolute Weyl group of G by W = WG,
and its Coxeter number by Cox(G). For a (not necessarily maximal) split torus T ⊂ G,
we denote by Φ(G, T ) the set of (F -rational) roots of G with respect to T . For each
α ∈ Φ(G, T ) we write αˇ : Gm → T for the corresponding coroot, and gα for the subspace
of g on which T acts via α.
We write B(G,F ) for the (enlarged) Bruhat–Tits building of G over F . When F ′ is a
finite tamely ramified extension of F , and T a maximally F ′-split maximal torus of GF ′
(defined over F ′), we write A (T, F ′) for the apartment of T over F ′. Both B(G,F ) and
A (T, F ′) are embedded in B(G,F ′) so their intersection as in D2 of §1.1 below makes
sense. Given a point y ∈ B(G,F ′) and s ∈ R≥0 (resp. s ∈ R), let G(F
′)y,s (resp. g(F
′)y,s)
denote the Moy–Prasad filtration in G(F ′) (resp. g(F ′)). All Moy–Prasad filtrations are
normalized with respect to the fixed valuation v. Write G(F ′)y,s+ := ∪r>sG(F
′)y,r and
g(F ′)y,s+ := ∪r>sg(F
′)y,r. Moreover, we denote by [y] the image of the point y in the
reduced Bruhat–Tits building, and we write G(F ′)[y] for the stabilizer of [y] in G(F
′)
(under the action of G(F ′) on the reduced Bruhat–Tits building). We often abbreviate
G(F )y,s, g(F )y,s, etc as Gy,s, gy,s, etc, when F is the base field. Similarly we may abuse
notation and write g for g(F ). We denote by g∗ the F -linear dual of g(F ), and write
g∗y,s for its Moy–Prasad filtration submodule at y of depth s. More generally, if V is an
F ′-vector space, then V ∗ denotes its F ′-linear dual. Let K be an open and closed subgroup
of G(F ′). For a smooth representation ρ of K, we write c-ind
G(F ′)
K ρ for the compactly
induced representation, defined to be the subspace of the usual induction consisting of
smooth functions on G(F ′) whose supports are compact modulo K.
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Let A denote the ring of ade`les of Q. Write Ak := A ⊗Q k when k is a finite extension of
Q. When S is a set of places of k, we denote by ASk the subring of elements in Ak whose
components are zero at the places in S. E.g. A∞k denotes the ring of finite ade`les over k.
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1. Construction of supercuspidal types
Let F be a nonarchimedean local field with residue field kF . The characteristic of kF is a
prime p > 0. Let G be a connected reductive group over F . (Most results in the first two
sections hold in this generality, sometimes under the condition that p exceeds the Coxeter
number of G, except that some key statements in §2.2 require char(F ) = 0.) To fix the
idea, every representation is considered on a C-vector space in the first two sections, but
everything goes through without change with an algebraically closed field of characteristic
zero (e.g. Qp) as the coefficient field. In §3 we will thus freely import results from the
earlier sections with arbitrary algebraically closed coefficient fields of characteristic zero.
Definition 1.0.1. Let ρ be a smooth finite-dimensional representation of an open compact
subgroup U ⊂ G(F ). We call such a pair (U, ρ) a supercuspidal type if every irreducible
smooth representation π of G(F ) with HomU(ρ, π) 6= {0} is supercuspidal.
If (U, ρ) is a supercuspidal type, then it cuts out (possibly several) supercuspidal Bernstein
components, thus deserving the name. In type theory, it is typical to construct a supercus-
pidal type singling out each individual supercuspidal Bernstein component when possible.
We do not insist on this but instead ask for other properties (cf. §2.2 below) with a view
towards omni-supercuspidal types. The construction data of [Yu01] are too general for
us to have a good control, so we restrict our attention to 0-toral and 1-toral data as they
should be still general enough for applications. Most results of this section are recollections
from [Adl98,Yu01,Finb,Fina].
For the remainder of Section 1 we assume that G splits over a tamely ramified extension
of F .
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1.1. Construction of supercuspidal types from 0-toral data.
Definition 1.1.1. A 0-toral datum (for G) consists of a triple (T, r, φ), where
• T ⊂ G is a tamely ramified elliptic maximal torus over F ,
• r ∈ R>0,
2
• φ : T (F )→ C∗ is a smooth character of depth r. If G 6= T , then we require φ to be
G-generic in the sense of [Yu01, §9] (relative to any, or, equivalently, every point in
B(G,F ) ∩A (T, F ′), where F ′ denotes a finite tame extension of F over which T
is split).
A 0-toral-datum gives rise to the following input for Yu’s construction of supercuspidal
representations, where we use the notation of [Yu01, §3] (see also [HM08, §3]):
D1: G0 = T is an elliptic maximal torus of G1 = G over F , and T is split over a finite
tamely ramified extension F ′/F .
D2: y ∈ B(G,F ) ∩ A (T, F ′) is a point, which we fix once and for all. (Note that the
image [y] of the point y in the reduced Bruhat–Tits building does not depend on
the choice of y.)
D3: r = r0 = r1 > 0 is a real number.
D4: ρ is the trivial representation of K0 := T (F ).
D5: φ = φ0 : T (F ) → C
∗ is a character that is G-generic (relative to y) of depth r in
the sense of [Yu01, §9]. The character φ1 is trivial.
Remark 1.1.2. Note that if G = T , then this datum is strictly speaking not satisfying
Condition D1 of [Yu01, §3] because Condition D1 requires G0 ( G1. However, as Yu also
points out in [Yu01, §15, p.616], we can equally well work with this “generalized” datum.
Later we will vary r and φ for a given T . The point y will remain fixed. Following Yu,
we write K1 := T (F )G(F )y, r
2
and 0K1 := T (F )yG(F )y, r
2
. In [Yu01], Yu constructs an
irreducible smooth representation ρ1 of K
1, and letting 0ρ1 := ρ1|0K1, shows the following.
Theorem 1.1.3 (§2.5 of [Adl98]; Prop 4.6, Thm 15.1 and Cor 15.3 of [Yu01]). The com-
pactly induced representation
π := c-ind
G(F )
K1 ρ1,
is irreducible and supercuspidal of depth r. Moreover, every irreducible smooth representa-
tion π′ of G(F ) with Hom0K1(
0ρ1, π
′) 6= {0} is in the same Bernstein component as π. In
particular, (0K1, 0ρ1) is a supercuspidal type.
Remark 1.1.4. These representations were already among those constructed by Adler in
[Adl98]. However, we have used Yu’s notation here to be consistent with Section 1.2, in
which we introduce a class of representations that is more general than that arising from
a 0-toral-data.
2We disregard r = 0 as it is enough to consider positive depth for our intended applications.
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Remark 1.1.5. The representations obtained from 0-toral data are the same as the ones con-
structed from what DeBacker and Spice call “toral cuspidal G-pairs” in [DS18]. DeBacker
and Spice refer to the resulting representations as “toral supercuspidal representations” in
their introduction.
During Yu’s construction of ρ1, he constructs a smooth character φˆ : T (F )G(F )y, r
2
+ → C
∗
(denoted φˆ in [Yu01]), which is trivial on (T,G)(F )y,(r+, r
2
+). Let J
1
+ := (T,G)(F )y,(r, r2+).
Then we show
Proposition 1.1.6. Assume p does not divide the order of the absolute Weyl group of G.
Then the pair (J1+, φˆ|J1+) is a supercuspidal type.
Proof. This is a special case of Proposition 1.2.6 proved in the next section. 
1.2. Construction of supercuspidal types from 1-toral data. Since non-simple re-
ductive groups might not admit a 0-toral datum in general, we introduce a slightly more
general notion.
Definition 1.2.1. A 1-toral datum is a tuple ((G0, . . . , Gd), (r0, . . . , rd−1), (φ0, . . . , φd−1)),
where
• G0 is an elliptic, maximal torus of G and either
– G0 = G1 = G, or
– G0 ( G1 ( · · · ( Gd−1 ( Gd = G is a sequence of twisted Levi subgroups that
split over some tamely ramified extension F ′ of F ,
• 0 < r0 < r1 < . . . < rd−1 < r0 + 1 is a sequence of real numbers,
• φi is a smooth character of G
i(F ) of depth ri that is G
i+1-generic relative to y of
depth ri (if G
0 6= G) for 0 ≤ i ≤ d − 1 and some (thus every) y ∈ B(G,F ) ∩
A (G0, F ′).
Since G0 is a torus, we will also write T instead of G0.
A 1-toral datum gives rise to a tuple
((G0, . . . , Gd), y, (r0, . . . , rd−1, rd = rd−1), ρ, (φ0, . . . , φd−1, φd = 1)) (1.2.2)
as in [Yu01, §3] (or as in [Yu01, §15] in the case of G = T ) by setting
• y to be a point in B(G,F ) ∩ A (G0, F ′), which we fix once and for all (note that
[y] does not depend on the choice of y in B(G,F ) ∩A (G0, F ′)),
• ρ to be the trivial representation.
Remark 1.2.3. A 0-toral datum is a 1-toral datum with the additional condition that d = 1.
For the reader interested in our choice of nomenclature: The “0” in “0-toral” refers to the
difference between rd and r0 being 0, while the“1” in“1-toral”is motivated by the difference
between rd and r0 being smaller than 1.
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Remark 1.2.4. The decision to set φd = 1 is not a serious restriction (and could be removed
if desired). By setting φd = 1 we only exclude additional twists by characters of G(F ) if G
is not a torus. This convention has the advantage that the translation between the notion
in [Yu01] and the notation in [Finb] is easier, i.e. we do not have to distinguish the cases
φd = 1 and φd 6= 1.
For 0 ≤ i ≤ d− 1, we write H i for the derived subgroup of Gi. We set Hd := Gd (not the
derived subgroup of Gd unless Gd is semisimple). We abbreviate for 1 ≤ i ≤ d,
Gi
y,ri−1,
ri−1
2
+
:= (Gi−1, Gi)(F )y,(ri−1,
ri−1
2
+),
H i
y,ri−1,
ri−1
2
+
:= H i(F ) ∩Gi
y,ri−1,
ri−1
2
+
.
and define hi
y,ri−1,
ri−1
2
+
analogously, where gi and hi denote the Lie algebras of Gi and H i,
respectively, and set
J1+ := H
1
y,r0,
r0
2
+H
2
y,r1,
r1
2
+ . . .H
d−1
y,rd−2,
rd−2
2
+
Hd
y,rd−1,
rd−1
2
+
,
= H1y,r0, r02 +
H2y,r1, r12 +
. . .Hd−1
y,rd−2,
rd−2
2
+
Gd
y,rd−1,
rd−1
2
+
.
Kd := G0[y]H
1
y,r0,
r0
2
H2y,r1, r12
. . .Hd−1
y,rd−2,
rd−2
2
Hd
y,rd−1,
rd−1
2
,
0K
d
:= G0yH
1
y,r0,
r0
2
H2y,r1, r12
. . .Hd−1
y,rd−2,
rd−2
2
Hd
y,rd−1,
rd−1
2
.
From the tuple (1.2.2), Yu constructs in [Yu01, §4] an irreducible representation ρd of K
d
such that the following theorem holds, letting 0ρd := ρd|0Kd.
Theorem 1.2.5 (Prop 4.6, Thm 15.1, Cor 15.3 of [Yu01] and Thm 3.1 of [Fina]). The
compactly induced representation
π := c-ind
G(F )
Kd
ρd,
is irreducible and supercuspidal of depth rd. Moreover, every irreducible smooth represen-
tation π′ of G(F ) with Hom0Kd(
0ρd, π
′) 6= {0} is in the same Bernstein component as π.
In particular, (0Kd, 0ρd) is a supercuspidal type.
The representation ρd restricted to J
1
+ is given by the character φˆ =
∏
0≤i≤d−1 φˆi|J1+
(times identity), where φˆi is defined as in [Yu01, §4], i.e. φˆi is the unique character of
(G0)[y](G
i)y,0Gy, ri
2
+ that satisfies
• φˆi|(G0)[y](Gi)y,0 = φi|(G0)[y](Gi)y,0, and
• φˆi|G
y,
ri
2 +
factors through
Gy, ri
2
+/Gy,ri+ ≃ gy, ri
2
+/gy,ri+ = (g
i ⊕ ri)x, ri
2
+/(g
i ⊕ ri)x,ri+
→ (gi)x, ri
2
+/(g
i)x,ri+ ≃ (G
i)x, ri
2
+/(G
i)x,ri+,
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on which it is induced by φi. Here r
i is defined to be g∩
⊕
α∈Φ(GF ′ ,TF ′)\Φ(G
i
F ′
,TF ′)
g(F ′)α
for some maximal torus T of Gi that splits over a tame extension F ′ of F with
y ∈ A (T, F ′), and the surjection gi ⊕ ri ։ gi sends ri to zero.
Proposition 1.2.6. Assume p does not divide the order of the absolute Weyl group of G.
Then the pair (J1+, φˆ|J1+) is a supercuspidal type.
Remark 1.2.7. The hypothesis on p may not be optimal, but imposed here to import
results from [Finb,Kal19] which assume it. The condition clearly holds if p is larger than
the Coxeter number of the Weyl group.
Proof of Proposition 1.2.6. The statement is obvious if G is a torus, hence we assume that
G is not a torus for the remainder of the proof. Let (π, V ) be an irreducible smooth
representation of G(F ) such that V contains a one-dimensional subspace V ′ on which the
subgroup J1+ ⊂ G(F ) acts via φˆ. We need to show that π is supercuspidal.
Our strategy consists of deriving from the action of J1+ ⊂ G(F ) via φˆ on V
′ a maximal
datum for (π, V ) (in the sense of [Finb, Def. 4.6]). This can be achieved because the
character φˆ on J1+ encodes the information of a truncated extended datum in the sense
of [Finb, Def. 4.1]. The fact that G0 is a torus, hence has trivial derived group, allows us to
complete the truncated extended datum to a maximal datum for (π, V ) by adding the trivial
representation of (G0)der = {1}. Then we can apply [Finb, Cor. 8.3], which is a criterion to
deduce that (π, V ) is supercuspidal from properties of the previously constructed maximal
datum for (π, V ). Let us provide the details.
Since p does not divide the order of the absolute Weyl group of G, the character φj
is trivial on Hj(F ) ∩ Gj(F )y,0+ ([Kal19, Lemma 3.5.1]). Hence φˆj|Hi+1
y,ri,
ri
2 +
is trivial for
0 ≤ i < j < d. Moreover, φˆj |Hi+1
y,ri,
ri
2 +
is trivial for d > i > j ≥ 0 by the second bullet
point of the definition of φˆj. Thus φˆ|Hi+1
y,ri,
ri
2 +
= φˆi|Hi+1
y,ri,
ri
2 +
. We let Xi ∈ g
∗
y,−ri
such that
the character φˆ|Hi+1
y,ri,
ri
2 +
= φˆi|Hi+1
y,ri,
ri
2 +
viewed as a character of
H i+1
y,ri,
ri
2
+
/H i+1y,ri+ ≃ h
i+1
y,ri,
ri
2
+
/hi+1y,ri+
is given by Ψ ◦ Xi. Since φi is G
i+1-generic relative to y of depth ri, by Yu’s definition
of genericity [Yu01, §8 and §9] we can choose Xi to have the following extra properties:
firstly Xi ∈ (Lie (Z(G
i))(F ))∗ ⊂ (gi)∗ (see [Yu01, §8] for the definition of this inclusion),
and secondly
v(Xi(Hαˇ)) = −ri for all α ∈ Φ(G
i+1
F sep , TF sep) \ Φ(G
i
F sep , TF sep),
where Hαˇ := dαˇ(1) ⊂ LieT (F
sep) ⊂ gi(F sep). (Here dαˇ : Ga → LieT denotes the Lie
algebra morphism arising from αˇ : Gm → T , and recall that we write T = G
0.) Since
Xi ∈ (Lie (Z(G
i))(F ))∗, we have that
Xi(Hαˇ) = 0 for all α ∈ Φ(G
i
F sep , TF sep)
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and that the Gi+1-orbit of Xi is closed.
Thus Xi is almost stable and generic of depth −ri at y as an element of (g
i+1)∗ in the
sense of [Finb, Definition 3.1 and Definition 3.5]. By [Finb, Cor. 3.8.] this implies that Xi
is almost strongly stable and generic of depth −ri at y. Moreover, since φi is G
i+1-generic,
we have Gi = CentGi+1(Xi). Hence the tuple (y, (ri)d−1≥i≥0, (Xi)d−1≥i≥0, (G
i)d≥i≥0) is a
truncated extended datum of length d in the sense of [Finb, Def. 4.1].3 Since J1+ acts on V
′
via φˆ, since (G0)der = T der = {1}, and since B(G0, F ) consists of a single facet, we conclude
that (y, (Xi)d−1≥i≥0, 1) is a maximal datum for (π, V ) in the sense of [Finb, Def. 4.6].
Since y is a facet of minimal dimension of B(G0, F ) = B(T, F ) and Z(G0)/Z(G) is
anisotropic, [Finb, Cor. 8.3] implies that (π, V ) is supercuspidal. 
2. Construction of a family of omni-supercuspidal types
We have seen that 0-toral and 1-toral data yield supercuspidal types. Upgrading this,
we will see in this section that 0-toral data and 1-toral data give rise to what we call
omni-supercuspidal types (see Definition 2.2.1 below), which eventually lead to interesting
congruences of automorphic forms in the global setup. Thus it is crucial to have a family
of omni-supercuspidal types of level tending to infinity, whose existence we prove in this
section.
2.1. Abundance of 0-toral data and 1-toral data. The current subsection is devoted
to show that 1-toral data exist in abundance under a mild assumption on p. We construct
an infinite family of 0-toral data of increasing level for absolutely simple groups as an
intermediate step.
We begin with a preliminary lemma that will be useful for explicit constructions later.
Lemma 2.1.1. Let n ∈ Z≥2 and let E be the degree n unramified extension of F . Let σ
be a generator of Gal(E/F ). Suppose that p ∤ n. Then there exists an element e in E with
the following properties:
• v(e) = 0
•
∑
1≤i≤n σ
i(e) = 0
• The image e¯ of e in the residue field kE of E is a generator for the field extension
kE/kF .
Proof. Let e0 ∈ E \ F be an element of valuation zero whose image e0 in kE generates
the extension of finite fields kE/kF . If
∑
1≤i≤n σ
i(e0) = 0, then we are done, so suppose∑
1≤i≤n σ
i(e0) 6= 0. Set e1 :=
∑
1≤i≤n σ
i(e0) and e := n · e0 − e1. Then σ(e1) = e1 and
e1 ∈ OF . Hence the image e¯ of e := n · e0 − e1 in kE is a generator for the field extension
kE/kF and therefore v(e) = 0. Moreover
∑
1≤i≤n σ
i(e) = n
∑
1≤i≤n σ
i(e0)− ne1 = 0, so the
proof is finished. 
3Beware that the sequence of twisted Levi subgroups is increasing in Yu’s data, but decreasing in [Finb].
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Recall that we write Cox(G) ∈ Z≥1 for the Coxeter number of the absolute Weyl group
W of G. Note that if G is an absolutely simple reductive group and p > Cox(G), then G
splits over a tamely ramified extension of F . For the reader’s convenience, we recall the
table of Coxeter numbers for irreducible root systems of all types:
type of W As Bs (s ≥ 2) Cs (s ≥ 3) Ds (s ≥ 4) E6 E7 E8 F4 G2
Cox(G) s+ 1 2s 2s 2s− 2 12 18 30 12 6
Proposition 2.1.2. Let G be an absolutely simple reductive group over F . Assume that
p > Cox(G). Then there exists a tamely ramified elliptic maximal torus T of G that enjoys
the following property: For every n ∈ Z≥1, there exist a real number r with n < r ≤ n + 1
and a character φ : T (F )→ C∗ of depth r such that (T, r, φ) is a 0-toral datum.
Proof. We first claim that it suffices to show that G contains an elliptic maximal torus T
such that for every n ∈ Z≥1, there exists a G-generic element Xn ∈ t
∗ of depth −r in the
sense of [Yu01, § 8] with n < r ≤ n + 1. Suppose that T is such a torus accommodating
such an Xn for every n. Let y ∈ A (T, F
′)∩B(G,F ) as in §1.1. Then we can compose Xn
with the fixed additive character Ψ to obtain a generic character φ of tr/tr+ = ty,r/ty,r+ ≃
Ty,r/Ty,r+, which we can view as a character of Ty,r. Since the character takes image in the
divisible group C∗, we can extend it to a character of T (F ), which we also denote by φ.
Then φ is a G-generic character of T (F ) of depth r and (T, r, φ) is a 0-toral datum.
Let us show the existence of T and Xn as above. For simplicity we write X for Xn when
there is no danger of confusion. Since over a non-archimedean local field every anisotropic,
maximal torus transfers to all inner forms (see [Kot86, §10] and [Kal19, Lemma 3.2.1]),
we may assume without loss of generality that G is quasi-split. (See [Kal19, 3.2] to review
what transfer of maximal tori means.) Let T sp be a maximal torus of G that is maximally
split. Denote by X∗(T
sp) the group of cocharacters of T sp×F F
sep. Let E ′ be the splitting
field of T sp, which is finite Galois over F . Then the action of Gal(F sep/F ) on X∗(T
sp)
factors through Gal(E ′/F ). We denote by W sp = N(T sp)/T sp the Weyl group (scheme) of
T sp ⊂ G.
Before we go further, we outline the strategy for the rest of the proof. Firstly, we will choose
a finite Galois extension E/F (in F sep) as well as a 1-cocycle of Gal(E/F ) with values in
W sp. A careful choice will allow us to “twist” T sp to an elliptic maximal torus T over F .
Put E˜ := EE ′. (In fact we will have E˜ = E except possibly for type D2N .) Secondly,
we choose r ∈ (n, n + 1] in such a way that the remaining steps will work and describe
an OE˜-linear functional X on the finite free OE˜-module t(E˜)r by fixing a convenient basis
for t(E˜)r. Thirdly, we make explicit the conditions that X ∈ t
∗ (namely X is Gal(E˜/F )-
equivariant as a linear functional) and that X is G-generic of depth −r. This yields a list of
constraints for the coordinates of X for the fixed (dual) basis. Finally we exhibit a choice
of coordinates satisfying all constraints.
We are about to divide the proof into two cases. The case of type D2N is to receive a
special treatment. Assuming G is not of type D2N , we define
δ ∈ AutZ(X∗(T
sp))
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encoding the action of Gal(E ′/F ) on X∗(T
sp) as follows. If G is split, then E ′ = F and
define δ to be the identity automorphism. If G is not split (still excluding D2N ), then
[E ′ : F ] = 2. Write σ for the nontrivial element of Gal(E ′/F ), and let δ stand for the
action of σ in this case.
Viewing the absolute Weyl group W := W sp(F sep) as a subgroup of AutZ(X∗(T
sp)), we
distinguish two cases as follows.
Case 1: G is of type D2N , or −1 ∈ Wδ
First suppose that G is not of type D2N . Let E be a quadratic extension of F that
contains E ′. Then there exists w ∈ W sp(E) such that wδ = −1 (i.e. multiplication by −1
on X∗(T
sp)). Let f¯ : Gal(F sep/F )→ W be the group homomorphism that factors through
Gal(E/F ) and sends the non-trivial element σ of Gal(E/F ) to w. Then f¯ is a 1-cocycle
giving an element of the Galois cohomology H1(F,W sp), because σ ∈ Gal(E/F ) acts on
W via conjugation by δ.
IfG is of typeD2N , observe that Gal(E
′/F ) is one of the following groups: {0}, Z/2Z, Z/3Z,
or S3. By [Fin19, Lemma 2.2] there exists a quadratic extension E of F such that
E ∩ E ′ = F , i.e. Gal(EE ′/F ) = Gal(E/F ) × Gal(E ′/F ) canonically. Since the cen-
ter of W is {±1} in this case ([Hum90, 3.19 Cor., Table 3.1, 6.3 Prop.(d)]), we have
−1 ∈ W sp(F ). Then the group homomorphism f¯ : Gal(F sep/F )→W defined by factoring
through Gal(E/F ) and sending the non-trivial element σ of Gal(E/F ) to −1 is an element
of H1(F,W sp).
By [Rag04, Main Theorem 1.1] every element ofH1(F,W sp) lifts to an element inH1(F,N(T sp))
that is contained in ker(H1(F,N(T sp))→ H1(F,G)). Let us denote by f such a lift of f¯ (in
both cases). Then f gives rise to (the conjugacy class of) a maximal torus T in G over F .
The torus T is split over EE ′, and the nontrivial element σ of Gal(E/F ) ≤ Gal(EE ′/F )
acts on X∗(T ) via f(σ)δ = −1, where we set δ = 1 if G is of type D2N .
Hence T is an elliptic maximal torus of G.
To avoid convoluted notation, we separate cases according as the quadratic extension E/F
is unramified or ramified. Write E˜ = EE ′.
Suppose first that E/F is unramified, and let ̟F be a uniformizer of F . Since p > Cox(G),
hence p ∤ |W |, the OE˜-module t(E˜)y,n+1 is spanned by {̟
n+1
F Hαˇ}αˇ∈∆ˇ as a free module,
where ∆ˇ is a choice of simple coroots of T ×F E˜ and Hαˇ = dαˇ(1), where dαˇ denotes the
map Ga → Lie (T ×F E˜) induced by the coroot αˇ : Gm → T . If G is of type D2N we
assume in addition that ∆ˇ is preserved under the action of Gal(E˜/E), which is possible by
the definition of T and G being quasi-split. (Choose ∆ˇ corresponding to a Borel subgroup
of GE over E containing TE , noting that TE ≃ T
sp
E .) Let a ∈ E with v(a) = 0 such that
σ(a) = −a, which exists by Lemma 2.1.1. Let X be the OE˜-linear functional on t(E˜)y,n+1
defined by X(̟n+1F Hαˇ) = a for αˇ ∈ ∆ˇ. Then
X(σ(̟n+1F Hαˇ)) = X(̟
n+1
F H−αˇ) = X(−̟
n+1
F Hαˇ) = −a = σ(a) = σ(X(̟
n+1
F Hαˇ)),
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and X is also stable under Gal(E ′/F ). Hence X defines an OF -linear functional on tx,n+1 =
(t(E˜)x,n+1)
Gal(E˜/F ). Note that for every coroot βˇ (of GE˜ with respect to TE˜), we have
X(Hβˇ) = mβˇa̟
−(n+1)
F for some non-zero integer mβˇ with −Cox(G) < mβˇ < Cox(G),
because the sum of the coefficients of the highest coroot in terms of simple coroots is
Cox(G)− 1. Hence, since p > Cox(G), we have v(X(Hβˇ)) = −(n + 1) for all coroots βˇ of
GE˜ with respect to TE˜ . Thus X is G-generic of depth n + 1 in the sense of [Yu01, § 8] by
our assumption on p and [Yu01, Lemma 8.1].
It remains to treat the case that E/F is totally ramified. Since p 6= 2, the quadratic exten-
sion E/F is tamely ramified and we may choose a uniformizer ̟E of E such that σ(̟E) =
−̟E . Then, as p > Cox(G), the OE˜-module t(E˜)y, 2n+12
is generated by {̟2n+1E Hαˇ}αˇ∈∆ˇ,
where ∆ˇ is chosen as above. We define an OE˜-linear functional X on t(E˜)y, 2n+12
by setting
X(̟2n+1E Hαˇ) = 1 for αˇ ∈ ∆ˇ. Then X(σ(̟
2n+1
E Hαˇ)) = 1, and, if G is of type D2N , then
X(τ(̟2n+1E Hαˇ)) = X(̟
2n+1
E Hτ(αˇ)) = 1 for τ ∈ Gal(E˜/E). Thus X descends to an OF -
linear functional on ty, 2n+1
2
. Moreover, X is G-generic of depth n+ 1
2
, because p > Cox(G).
This concludes Case 1.
Case 2: G is not of type D2N and −1 /∈ Wδ
We claim that in this case G is a split group of type AN , D2N+1 or E6 for some integer
N ≥ 1. (In the D2N+1-case, N ≥ 2.) If G is split, this follows from [Hum90, 3.19 Cor. and
Table 3.1]. If G is non-split and not of type D2N , then G is of type AN , D2N+1 or E6
and δ is induced by the non-trivial Dynkin diagram automorphism with respect to some
set of simple coroots ∆ˇ. Let w0 be the longest element in the Weyl group W (for simple
reflections corresponding to ∆ˇ). Then w0(∆ˇ) = −∆ˇ. Since −1 /∈ W for type AN , D2N+1
and E6, we have w0 6= −1 and therefore −w0 is a nontrivial automorphism of X∗(T
sp) that
preserves ∆ˇ. Hence −w0 = δ, i.e. −1 = w0δ ∈ Wδ. Thus none of the non-split groups
appears in Case 2.
We treat the three cases separately. When G is a split group of type D2N+1 or E6, we
exhibit the existence of an appropriate G-generic element X in the Lie algebra of a suitable
torus by explicit calculations; the details are deferred to Appendix A and Appendix B.
The remaining case is when G is a split group of type AN . We denote by αˇ1, . . . , αˇN
simple coroots such that αˇi and αˇj commute if and only if |i− j| 6= 1. Then the Weyl
group W contains an element w of order N + 1 such that w(αˇi) = αˇi+1 for 1 ≤ i < N and
w(αˇN) = −
∑
1≤i≤N αˇi. We denote by E the unramified extension of F of degree N + 1,
and let σ be a generator of Gal(E/F ). Then the map f : Gal(F sep/F )։ Gal(E/F )→W
defined by sending σ to w is an element of H1(F,W ) that gives rise to (the conjugacy
class of) an elliptic maximal torus T in G over F . Since p > Cox(G) = N + 1, the set
{̟n+1F Hαˇi}1≤i≤N forms an OE-basis for t(E)y,n+1. Let a ∈ E be an element of valuation
zero such that
∑
1≤i≤N+1 σ
i(a) = 0 and the image a¯ of a in the residue field kE is a generator
for the field extension kE/kF (see Lemma 2.1.1). Then the linear functional X on t(E)y,n+1
defined by X(̟n+1F Hαˇi) = σ
i−1(a) descends to an OF -linear functional on ty,n+1. Moreover
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we claim that
v(a+ σ(a) + . . .+ σj(a)) = 0, for 1 ≤ j ≤ N − 1.
Suppose this is false. Then a¯ + σ(a¯) + . . . + σj(a¯) = 0, where a¯ denotes the image of
a in the residue field kE. We apply σ to the last equation and subtract the original
equation to obtain that σj+1(a¯) = a¯. This contradicts that a¯ is a generator of kE/kF
because j + 1 < N + 1. Since all coroots of AN are of the form αˇi + αˇi+1 + . . . + αˇj for
1 ≤ i ≤ j ≤ N , we deduce that X is G-generic of depth n+ 1.

Corollary 2.1.3. Let G be an adjoint simple reductive group over F that is tamely ramified.
Assume that p > Cox(G). Then there exists a tamely ramified elliptic maximal torus T of
G that enjoys the following property: For every n ∈ Z≥1, there exists a real number r with
n < r ≤ n + 1 and a character φ : T (F ) → C∗ of depth r such that (T, r, φ) is a 0-toral
datum.
Proof. As in the proof of Proposition 2.1.2, we may and will show the existence of G-generic
elements of depth −r in the Lie algebra instead of G-generic characters of depth r.
By assumption, we can take G = ResF ′/FG
′ for a finite tamely ramified extension F ′/F
and an absolutely simple adjoint group G′ over F ′. As usual F ′ is a subfield of F sep; the
inclusion is denoted by ι0. By Proposition 2.1.2 there exists a tamely ramified elliptic
maximal torus T ′ of G′ over F ′ such that for each n′ ∈ Z≥1, there exists X ∈ t
′(F ′) which
is G′-generic of depth −r′ with n′ < r′ ≤ n′+1 when the depth is normalized with respect
to the valuation v′ := e v : F ′ ։ Z∪{∞}, where e denotes the ramification index of F ′/F .
Writing Φˇ′ for the set of coroots of G′F sep with respect to T
′
F sep, we have
v′(X(Hβˇ)) = −r
′, ∀βˇ ∈ Φˇ′. (2.1.4)
Then T := ResF ′/FT
′ is an elliptic maximal torus of G over F . Under the canonical
isomorphism t(F ) ≃ t′(F ′), we will show that X viewed as an element of t(F ) is G-generic
of depth −r′/e. Clearly this finishes the proof. (For each n, consider n′ = en so that
n < r′/e ≤ n + 1
e
≤ n+ 1.)
We need some preparation. Over F sep we have compatible direct sum decompositions
g(F sep) = g′(F ′)⊗F F
sep =
⊕
ι∈HomF (F ′,F sep)
g′(F ′)⊗F ′,ι F
sep
∪ ∪ ∪
t(F sep) = t′(F ′)⊗F F
sep =
⊕
ι∈HomF (F ′,F sep)
t′(F ′)⊗F ′,ι F
sep
Correspondingly the set Φˇ of coroots of GF sep with respect to TF sep decomposes as
Φˇ =
∐
ι∈HomF (F ′,F sep)
Φˇ′ι,
where Φˇ′ι is the set of coroots of G
′×F ′,ιF
sep with respect to T ′×F ′,ιF
sep, so that Φˇ′ = Φˇ′ι0 .
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We are ready to verify that X is G-generic of depth −r′/e. Namely let us show
v(X(Hαˇ)) = −r
′/e, ∀αˇ ∈ Φˇ. (2.1.5)
Recall that v′ = ev. So the condition holds for βˇ ∈ Φˇ′ = Φˇ′ι0 by (2.1.4). But Gal(F
sep/F )
acts on Φˇ in a way compatible with its action on the index set HomF (F
′, F sep). Thus the
Gal(F sep/F )-orbit of Φˇ′ exhausts Φˇ. On the other hand, since the valuation is Galois-
invariant,
−r′/e = v(X(Hβˇ)) = v(σ(X(Hβˇ))) = v(X(Hσ(βˇ))), σ ∈ Gal(F
sep/F ), βˇ ∈ Φˇ′.
This completes the proof of (2.1.5). We are done. 
Proposition 2.1.6. Let G be a tamely ramified reductive group over F . Assume that
p > Cox(G). Then there exists an elliptic maximal torus T of G that splits over a tamely
ramified extension with the following property: For every n ∈ Z≥1, there exists a 1-toral
datum with G0 = T and n < r0 ≤ rd−1 ≤ n + 1.
Proof. If G is a torus, then T = G, and for every n ∈ Z≥1 there exists n < r0 ≤ n+1 such
that Tr0 6= Tr0+. (This follows, for example, from the Moy–Prasad isomorphism from the
analogous assertion for the Lie algebra of T ; the latter is easy since an increase of 1 in the
index corresponds to multiplication by a uniformizer.) Hence there exists a (non-trivial)
depth-r0 character φ0 of T , and ((T,G), (r0), (φ0)) is a 1-toral datum.
So assume for the remainder of the proof thatG is not a torus. LetG1, . . . , GN be the simple
factors of the adjoint quotient Gad of G. Then there exists a surjection pr : G→
∏
1≤i≤N Gi
whose kernel is the center of G. For 1 ≤ i ≤ N , let Ti be an elliptic maximal torus of
Gi, and φi : Ti(F ) → C
∗ a character of depth ri as provided by Proposition 2.1.3. Set
T := pr−1(T1 × . . . × TN). Since p > Cox(G), the prime p does not divide the order
of π1(Gad), and hence the depth of φi ◦ pri : T (F ) → C
∗ is ri, where pri denotes the
composition of pr with the projection
∏
1≤m≤N Gm ։ Gi. We assume without loss of
generality that r1 ≤ r2 ≤ . . . ≤ rN . Let 1 = i1 < i2 < . . . < ij ≤ N be integers such that
ri1 = . . . = ri2−1 < ri2 = . . . = ri3−1 < ri3 = . . . < rij = . . . = rN .
For 0 ≤ k ≤ j − 1, set r˜k = rik+1, and define G
k := T pr−1(
∏
1≤m≤ik+2−1
Gm) ⊂ G and
φTk :=
∏
ik+1≤m≤ik+2−1
(φm ◦ prm)|Gk . Then
((G0, . . . , Gj−1, Gj := G), (r˜0, . . . , r˜j−1), (φ
T
0 , . . . , φ
T
j−1))
is a desired 1-toral datum. 
As a corollary of the above proof when N = 1, we strengthen Corollary 2.1.3 to allow
non-adjoint groups.
Corollary 2.1.7. Let G be a tamely ramified reductive group over F whose adjoint quotient
Gad is simple. Assume that p > Cox(G). Then there exists a tamely ramified elliptic
maximal torus T of G that enjoys the following property: For every n ∈ Z≥1, there exists
a real number r with n < r ≤ n + 1 and a character φ : T (F ) → C∗ of depth r such that
(T, r, φ) is a 0-toral datum.
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2.2. Construction of omni-supercuspidal types from 0-toral and 1-toral data. In
this subsection we introduce the notion of omni-supercuspidal types and construct such
types from 0-toral and 1-toral data. The results of the last subsection then allow us to
deduce the main theorem that there exists a large family of omni-supercuspidal types in
an appropriate sense. The following is the key definition of this section.
Definition 2.2.1. Let m ∈ Z≥1. An omni-supercuspidal type of level p
m is a pair
(U, λ), where U is an open compact subgroup of G(F ) and λ : U ։ Z/pmZ is a smooth
surjective group morphism such that (U, ψ ◦ λ) is a supercuspidal type for every nontrivial
character ψ : Z/pmZ→ C∗.
Remark 2.2.2. Let m > m′ ≥ 1 and write prm,m′ : Z/p
mZ ։ Z/pm
′
Z for the canonical
projection. If (U, λ) is an omni-supercuspidal type of level pm, then (U, prm,m′ ◦ λ) is an
omni-supercuspidal type of level pm
′
.
We assume from here until Corollary 2.2.14 that G is tamely ramified over F . (In Theorem
2.2.15 the group G need not be tamely ramified.) Fix a 1-toral datum
(G0, . . . , Gd), (r0, . . . , rd−1), (φ0, . . . , φd−1)) (2.2.3)
which yields the following input for Yu’s construction
((G0, . . . , Gd), y, (r0, . . . , rd−1, rd = rd−1), ρ = 1, (φ0, . . . , φd−1, φd = 1)).
Recall that we introduced an open compact subgroup J1+ and a smooth character φˆ in §1.2.
The following allows us more flexibility compared to the supercuspidal type (J1+, φˆ|J1+) we
had before. Combined with Proposition 2.1.6, it provides an explicit construction of a
character on a rather small compact open subgroup that detects supercuspidality. We
expect this result to be of independent interest.
Proposition 2.2.4. Assume p does not divide the order of the absolute Weyl group of G.
Then for every group U such that
G(F )y,r0 ⊂ U ⊂ G(F )y, rd
2
+,
the pair (U, φˆ|U) is a supercuspidal type.
Remark 2.2.5. We have G(F )y,r0 ⊂ G(F )y, rd
2
+ (so that the proposition is not vacuous) if
and only if r0 > rd/2, which is always satisfied if r0 > 1.
Remark 2.2.6. When the 1-toral data come from 0-toral data (so that d = 1, r = r0), the
proposition essentially follows from Adler’s work. More precisely, it suffices to handle the
case U = G(F )y,r. This case follows immediately from the case G(F )y,r ⊂ U = J
1
+ ⊂
G(F )y, r
2
+ (Proposition 1.1.6) thanks to [Adl98, 2.3.4]
4.
4For the reader who likes to check the proof, “X1 ∈ m
⊥
x,−r/2” in the proof of [Adl98, 2.3.3] (using Adler’s
notation) should have been “X1 ∈ m
⊥
x,−r+”, and “g ∈ Gx, r2 ” should have been “g ∈ Gx,0+”.
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Proof. We may and will assume that r0 > rd/2. It suffices to consider the case U =
G(F )y,r0. If G is a torus, there is nothing to prove, so we assume that G is not a torus for
the remainder of the proof. Let (π, V ) be an irreducible smooth representation of G(F )
and suppose that (π|G(F )y,r0 , V ) contains the character φˆ|G(F )y,r0 . By Proposition 1.2.6 it
is enough to show that then (π|J1+, V ) contains the character φˆ|J1+. Define
J0 = Gy,r0 , Ji = H
d−i
y,r0
Hd−i+1
y,rd−i,
rd−i
2
+
· · ·Hd−1
y,rd−2,
rd−2
2
+
Hd
y,rd−1,
rd−1
2
+
(1 ≤ i ≤ d− 1), Jd = J
1
+.
We show by induction on j that (π|Jj , V ) contains the character φˆ|Jj . For j = 0 the
statement is true by assumption. Thus let 1 ≤ j ≤ d and assume the induction hypothesis
that (π|Jj−1, V ) contains the character φˆ|Jj−1. We denote by Vj−1 the largest subspace of
V on which Jj−1 acts via φˆ. Let Xi ∈ g
∗
y,−ri
be such that φˆi|Hi+1y,ri
viewed as a character of
H i+1y,ri /H
i+1
y,ri+
≃ hi+1y,ri/h
i+1
y,ri+
is given by Ψ ◦ Xi. Since φi is G
i+1-generic of depth ri relative to y, we can choose Xi
to be almost stable and generic of depth −ri at y (as an element of (g
i+1)∗) in the sense
of [Finb, Definition 3.1 and Definition 3.5]; compare with the proof of Propositions 1.2.6.
By [Finb, Cor. 3.8.] this implies that Xi is almost strongly stable and generic of depth
−ri at y. Hence the tuple (y, (Xi)d−1≥i≥0) is a truncated datum in the sense of [Finb, §4].
Moreover, by [Kal19, Lemma 3.5.1.] the character φk is trivial on H
k
y,0+ and hence also
trivial on Hd−i+1y,0+ for d− i+1 ≤ k. Thus φˆk is trivial on H
d−i+1
y,rd−i,
rd−i
2
+
if k 6= d− i. Therefore
the action of Hd−i+1
y,rd−i,
rd−i
2
+
on Vj−1 is given by φˆd−i for 1 ≤ i ≤ j − 1, which means that the
action is as illustrated below:
Hd−i+1
y,rd−i,
rd−i
2
+
։ Hd−i+1
y,rd−i,
rd−i
2
+
/Hd−i+1y,rd−i+ ≃ h
d−i+1
y,rd−i,
rd−i
2
+
/hd−i+1y,rd−i+
Ψ◦Xd−i
y Vj−1.
We can now apply [Finb, Cor. 5.2] repeatedly as in the proof of [Finb, Cor. 5.4]. More
precisely, we use the following assignment of notation, where the left hand side denotes the
objects in [Finb, Cor. 5.2] using (only here) the notation of [Finb] and the right hand side
denotes the objects defined above:
n := d,Xi := Xd−i, ri := rd−i, j := d− j, Hi := H
d−i+1,
Tj := T ∩H
d−j+1 = G0 ∩Hd−j+1, ϕ := Ψ.
Choose ǫ ∈ (0, r0
4
) such that Hd−j+1y,rd−j−2ǫ = H
d−j+1
y,rd−j
. To avoid confusion we write d′ (instead
of d) for the positive number d that occurs in [Finb, Cor. 5.2], and we set
d′ := max
(rd−j
2
, rd−j − n0ǫ
)
,
where n0 is the smallest integer in Z≥3 such that rd−j − n0ǫ < r0. Then either d
′ + ǫ ≥ r0
or d′ + ǫ ≥ rd−j − 2ǫ, which implies together with the assumption H
d−j+1
y,rd−j−2ǫ
= Hd−j+1y,rd−j
(needed in the latter case that d′ + ǫ ≥ rd−j − 2ǫ) that H
d−j+1
y,rd−j+,d′+ǫ+
⊂ Hd−j+1y,rd−j+,r0. Since
Hd−j+1y,rd−j+,r0 acts via φˆd−j on Vj−1, and φˆd−j is trivial when restricted to H
d−j+1
y,rd−j+,r0
(by
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construction/definition the group Hd−j+1y,rd−j+,d′+ǫ+ acts trivially on Vj−1 as well. Moreover,
using that rd−j > r0 >
rd−j
2
, we see that the commutator subgroup
[
Jj−1, H
d−j+1
y,rd−j ,
rd−j
2
+
]
is
contained in
Hd−j+1y,rd−j+,r0+H
d−j+2
y,rd−j+1+,
rd−j+1
2
+
· · ·Hd−1
y,rd−2+,
rd−2
2
+
Hd
y,rd−1+,
rd−1
2
+
⊂ Jj−1
and hence acts trivially on Vj−1. Therefore H
d−j+1
y,rd−j ,d′+
preserves Vj−1 and we can find a
nonzero subspace V ′ on which the action of Hd−j+1y,rd−j ,d′+ factors through H
d−j+1
y,rd−j ,d′+
/Hd−j+1y,rd−j+
and is given by Ψ◦ (Xd−j+Cn0) for some Cn0 ∈ (h
d−j+1)∗y,−(d′+ǫ) that is trivial on t
j⊕hd−j .
Moreover,
2d′ − rd−j + 2ǫ ≤ d
′ −min
(rd−j
2
, 3ǫ
)
+ 2ǫ < d′ < r0.
Hence, applying [Finb, Cor. 5.2] we obtain a nonzero subspace V ′′ of V on which
• the action of Hd−jy,r0 is given by φˆ ([Finb, Cor. 5.2(iv)]),
• for 1 ≤ i ≤ j − 1, the action of Hd−i+1
y,rd−i,
rd−i
2
+
is given by
Hd−i+1
y,rd−i,
rd−i
2
+
։ Hd−i+1
y,rd−i,
rd−i
2
+
/Hd−i+1y,rd−i+ ≃ h
d−i+1
y,rd−i,
rd−i
2
+
/hd−i+1y,rd−i+
Ψ◦Xd−i
y V ′′
(this implies that Hd−i+1
y,rd−i,
rd−i
2
+
acts via φˆ, because φˆk is trivial on H
d−i+1
y,rd−i,
rd−i
2
+
if
k 6= d− i) ([Finb, Cor. 5.2(ii)]),
• the action of Hd−j+1y,rd−j ,d′+ is given by
Hd−j+1y,rd−j ,d′+ ։ H
d−j+1
y,rd−j ,d′+
/Hd−j+1y,rd−j+ ≃ h
d−j+1
y,rd−j ,d′+
/hd−j+1y,rd−j+
Ψ◦Xd−j
y V ′′
([Finb, Cor. 5.2(iii)]).
If d′ = rd−j/2, then Jj acts on V
′′ via φˆ so we are done. Otherwise, we achieve d′ = rd−j/2
by a recursion as follows. We choose V ′′ to be as large as possible with the above properties,
then we use the same reasoning as above with V ′′ in place of Vj−1, and apply [Finb, Cor. 5.2]
repeatedly (at each step replacing Vj−1 by the newly obtained subspace, with d
′ playing
the role of d in [Finb, Cor. 5.2]) as the value of d′ goes through:
d′ = rd−j − (n0 + 1)ǫ, rd−j − (n0 + 2)ǫ, . . . , rd−j − (n0 +N0)ǫ,
rd−j
2
,
where N0 is the largest integer for which rd−j − (n0 + N0)ǫ >
rd−j
2
. (If N0 ≤ 0, we only
consider the case d′ =
rd−j
2
.) After the final step of recursion, we obtain a nonzero subspace
of V on which Jj acts via φˆ|Jj . This completes the inductive proof. 
Write eF for the absolute ramification index of F . Let m be an arbitrary positive integer
and set
n := 2eFm− 1.
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Assume that the 1-toral datum (2.2.3) satisfies
n < r0 ≤ rd−1 = rd ≤ n+ 1. (2.2.7)
Such a 1-toral datum always exists by Proposition 2.1.6 under our current assumption that
G is tamely ramified. To produce an omni-supercuspidal type on the group G(F )y, rd
2
+, we
want to know:
Lemma 2.2.8. Assume that char(F ) = 0, that rd is as in (2.2.7), and that G is tamely
ramified. Then the image of
φˆ : G(F )y, rd
2
+/G(F )y,rd+ → C
∗
is a cyclic group of order pm.
Remark 2.2.9. If char(F ) = p, then the last isomorphism in (2.2.10) in the proof below
breaks down, and the lemma is false for m > 1.
Proof. Recall that we write T = G0. Since G is tamely ramified, we have
T (F )rd
T (F )rd+
⊂
T (F ) rd
2
+
T (F )rd+
⊂
G(F )y, rd
2
+
G(F )y,rd+
≃
g(F )y, rd
2
+
g(F )y,rd+
. (2.2.10)
Since rd ≤ n + 1 = 2meF , and hence rd −
rd
2
≤ meF , we see that every element in
g(F )y, rd
2
+/g(F )y,rd+ has order dividing p
m. Therefore the image of φˆ is contained in a
cyclic subgroup of C∗ of order pm. (Every finite subgroup of C∗ is cyclic.)
The image of T (F )rd/T (F )rd+ in g(F )y, rd
2
+/g(F )y,rd+ is a p-torsion subgroup contained
in g(F )y,(rd−eF )+/g(F )y,rd+. Now suppose that im(φˆ) is contained in a cyclic subgroup
of order pm−1. Viewing φˆ as an additive character on g(F )y, rd
2
+/g(F )y,rd+, we then have
φˆ(pm−1X) = 0 for X ∈ g(F )y, rd
2
+/g(F )y,rd+. As p
m−1g(F )y, rd
2
+ = g(F )y,( rd
2
+(m−1)eF )+
, it
follows that φˆ is trivial on g(F )y,( rd
2
+(m−1)eF )+
/g(F )y,rd+, thus also trivial on T (F )rd/T (F )rd+
(since rd
2
+(m−1)eF < rd). This contradicts that φˆ|T (F )rd = φˆd−1|T (F )rd−1 6= 1. We conclude
that the image of φˆ is exactly a cyclic group of order pm. 
The lemma allows us to factor φˆ as
G(F )y, rd
2
+/G(F )y,rd+
λ
։ Z/pmZ
exp
→֒ C∗ (2.2.11)
for some λ (assuming char(F ) = 0). Here exp stands for n 7→ exp(2πin/pm). When λ is
composed with any other nontrivial character of Z/pmZ, the composite map has the form
φˆi with i 6≡ 0 (mod pm). The following lemma shows that φˆi is still a supercuspidal type.
Lemma 2.2.12. Assume that char(F ) = 0, that p does not divide the order of the ab-
solute Weyl group of G, and that G is tamely ramified. Let r0 and rd be as in (2.2.7).
Then (G(F )y, rd
2
+, λ) is an omni-supercuspidal type of level p
m, i.e. (G(F )y, rd
2
+, φˆ
i) is a
supercuspidal type for all integers i with i 6≡ 0 (mod pm).
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Proof. Since the proof is trivial for G = T , we assume that G is not a torus. Recall that
φˆ =
∏
0≤j≤d−1 φˆj, where φj is a G
j+1-generic character of Gj(F ) of depth rj. We may
assume that 0 < i < pm, and hence
0 ≤ v(i) ≤ (m− 1)eF =
n + 1
2
− eF ≤
n− 1
2
. (2.2.13)
We claim that φij is a G
j+1-generic character of Gj(F ) of depth rj − v(i). To see this, let
Xj ∈ (g
j)∗y,−rj be a G
j+1-generic element of depth rj such that the character φj|Gjy,ri
viewed
as a character of Gjy,rj/G
j
y,rj+ ≃ g
j
y,rj
/gjy,rj+ is given by Ψ ◦Xj . Note that the i-th power
map sends Gjy,rj−v(i) into G
j
y,rj
and Gjy,(rj−v(i))+ into G
j
y,rj+. The resulting map
Gjy,rj−v(i)/G
j
y,(rj−v(i))+
→ Gjy,rj/G
j
y,rj+
corresponds to the map
g
j
y,rj−v(i)
/gjy,(rj−v(i))+
·i
−→ gjy,rj/g
j
y,rj+
induced by multiplication by i. (This can be seen from the binomial expansion and
the fact that rj − v(i) > 1. Hence φ
i
j|Gj
y,ri−v(i)
factors through Gjy,rj−v(i)/G
j
y,rj−v(i)+
≃
g
j
y,rj−v(i)
/gjy,rj−v(i)+ on which it is given by Ψ ◦ (i ·Xj). The claim has been verified.
It follows from the claim that
((G0, . . . , Gd), (r0 − v(i), . . . , rd−1 − v(i)), (φ
i
0, . . . , φ
i
d−1))
is a 1-toral datum. It is implied by (2.2.13) that
r0 − v(i) > n−
n− 1
2
=
n+ 1
2
≥
rd
2
.
Thus G(F )y,r0−v(i) ⊂ G(F )y, rd
2
+ ⊂ G(F ) rd−v(i)
2
+
. Applying Proposition 2.2.4 to the new 1-
toral datum above (thus the role of rj in the proposition is played by rj−v(i)) and observing
that (φˆ)i|G(F )
y,
rd
2 +
= φ̂i|G(F )
y,
rd
2 +
, we deduce that (G(F )y, rd
2
+, φˆ
i) is a supercuspidal type.

The upshot is the following.
Corollary 2.2.14. Assume char(F ) = 0, p > Cox(G) and G is tamely ramified. Then
there exists a sequence {(Um, λm)}m≥1 such that
(1) each (Um, λm) is an omni-supercuspidal type of level p
m,
(2) U1 ⊃ U2 ⊃ · · · , and {Um}m≥1 forms a basis of open neighborhoods of 1,
(3) Um′ is normal in Um whenever m
′ ≥ m.
Proof. For m ≥ 1, set n := 2eFm − 1 (as above). Then by Proposition 2.1.6 there exists
a 1-toral datum ((G0, . . . , Gd, (r0, . . . , rd−1), (φ0, . . . , φd−1)) with n < r0 ≤ rd−1 ≤ n + 1.
We may and will choose the same G0 and y for every m. Set Um := G(F )y, rd
2
+ and let
λm be as defined in Equation (2.2.11). Then (Um, λm) is an omni-supercuspidal type of
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level pm by Lemma 2.2.12. Moreover, U1 ⊃ U2 ⊃ · · · , and {Um}m≥1 forms a basis of open
neighborhoods at 1. Property (3) follows from Um being Moy–Prasad subgroups at the
same point y. 
We now drop the assumption that G splits over a tamely ramified extension of F , i.e. G is
an arbitrary (connected) reductive group defined over F .
Theorem 2.2.15. Assume char(F ) = 0 and p > Cox(G). Then there exists a sequence
{(Um, λm)}m≥1 such that
(1) each (Um, λm) is an omni-supercuspidal type of level p
m,
(2) U1 ⊃ U2 ⊃ · · · , and {Um}m≥1 forms a basis of open neighborhoods of 1.
(3) Um′ is normal in Um whenever m
′ ≥ m.
Remark 2.2.16. In contrast to the proof of Corollary 2.2.14, the following proof only relies
on the omni-supercuspidal types constructed from 0-toral data and not the more general
omni-supercuspidal types constructed from 1-toral data. We have nevertheless included
the construction of supercuspidal types from 1-toral data in our discussion above as this
construction might be useful for other applications.
Thus we are presenting the reader with two approaches to prove the theorem. One is to
prove the preceding results only in the simpler case of 0-toral data, and then deduce the
theorem via multiple reduction steps. The other is to establish the intermediate results in
the generality of 1-toral data. Then the final theorem (Corollary 2.2.14) is immediate, as
far as G is further assumed to be tamely ramified.
Proof of Theorem 2.2.15. It is enough to find a sequence {(Um, λm)}m≥m0 as in the theorem
statement for some fixed m0, since we can decrease level of an omni-supercuspidal type
without changing the open compact subgroup as explained in Remark 2.2.2.
The basic idea of proof is to reduce to the case where G is either a torus or an (absolutely)
simple adjoint group, and then handle the two base cases. Below we use ψm to denote an
arbitrary nontrivial character of Z/pmZ.
Step 1. Proof when G is a torus.
Let G = T be a torus over F (possibly wildly ramified). We consider the filtration subgroup
T0+, which is a pro-p group. Since T (F ) is dense in T (see e.g. [Bor91, III.8.13]), the group
T (F ) contains infinitely many elements. If T is anisotropic, then the compact group T0+
has finite index in the compact group T (F ), and hence T0+ has infinitely many elements. If
T is not anisotropic, then T contains a copy of the multiplicative group Gm and therefore
T0+ contains infinitely many elements as well. (An alternative way to see that T (F ) has a
pro-p subgroup with infinitely many elements is by considering the exponential map from
a small neighborhood of 0 in LieT (F ) to T (F ).)
Take U1 = T0+ and Ui+1 = {u
p : u ∈ Ui} recursively. Then {Ui}i≥1 satisfies (2). For
1 ≤ i < j, as a finite abelian p-group, Ui/Uj is a product of cyclic groups of p-power
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orders. We claim that at least one of the cyclic groups has exact order pj−i. Suppose not,
then we would have Uj−1 = Uj , which would in turn imply Uj = Uj+1 = · · · . Since U1
is pro-p, we deduced that Uj = Uj+1 = · · · = {1}, which contradicts the infinitude of U1.
Therefore there exists a projection λm : Um/U2m ։ Z/p
mZ for m ≥ 1. Then condition (1)
obviously holds for (Um, λm).
Step 2. Proof when G is a simple simply connected group.
In this case G = ResF ′/FG
′ for a finite extension F ′/F and an absolutely simple simply
connected group G′ over F ′. Since G(F ) = G′(F ′), we reduce to the case when G is
absolutely simple. By Proposition 2.1.2, there is a tamely ramified elliptic maximal torus
T ⊂ G along with a sequence of 0-toral data {(T, rm, φm)}m≥1 with 2eFm−1 < rm ≤ 2eFm
for all m. Fix y as in the paragraph below Definition 1.1.1. For each m, set Um :=
G(F )y,rm/2+ and let λm : Um ։ Z/p
mZ be defined by Equation (2.2.11). Then Condition
(1) holds thanks to Lemma 2.2.12, and Condition (2) is obviously satisfied. Condition (3)
follows because the groups are Moy–Prasad filtration subgroups for the same point y.
Step 3. Proof when G is a simply connected group.
Then G = G1×· · ·×GN , where Gi are simple simply connected groups. By Step 2, we can
find a sequence of omni-supercuspidal types {(Ui,m, λi,m)}m≥1 satisfying (1), (2), and (3) for
eachGi, for all i. Take Um := U1,m×· · ·×UN,m for eachm ≥ 1 and define λm : Um ։ Z/p
mZ
by λm(u1, ..., um) =
∑
i λi,m(ui). Clearly (2) and (3) hold for {(Um, λm)}. To verify (1),
suppose that π is an irreducible smooth representation of G(F ) containing ψm◦λm as a Um-
subrepresentation for some arbitrary nontrivial character ψm of Z/p
mZ. By [Fla79, Thm. 1],
π ≃ ⊗Ni=1πi for irreducible, smooth representations πi of Gi(F ). Since λm pulls back to λi
along the natural inclusion Gi →֒ G, we see that πi|Ui,m contains ψm ◦ λi,m. By Step 2, πi
is supercuspidal for every 1 ≤ i ≤ N . We conclude that π is also supercuspidal.
Step 4. Proof of the general case.
If G is a torus, we are done by Step 1, so we assume that G is not a torus for the remainder
of the proof. Let Z0 denote the maximal torus of Z, and Gsc the simply connected cover
of the derived subgroup of G. The multiplication map f : Z0 ×Gsc → G has finite kernel
and cokernel (either as algebraic groups or as topological groups of F -points). This implies
that f induces an isomorphism from a small enough open subgroup in Z0(F )×Gsc(F ) onto
an open subgroup of G(F ). By Steps 1 and 3, we have omni-supercuspidal types (U ′m, λ
′
m)
for Z0(F ) and (U ′′m, λ
′′
m) for Gsc(F ) as in the theorem, for all m ≥ 1. There exists m0 such
that ker(f) ∩ (U ′m′ × U
′′
m′′) = {1} for all m
′, m′′ ≥ m0. Take Um := f(U
′
m × U
′′
m) and define
λm : Um ։ Z/p
mZ by λm(f(u
′, u′′)) = λ′(u′) + λ′′(u′′) for u′ ∈ U ′m, u
′′ ∈ U ′′m and m ≥ m0.
This is well-defined.
Condition (2) is satisfied by (Um, λm) as just defined, since {U
′
m × U
′′
m}≥1 forms a basis of
open neighborhoods of 1 in Z0(F )×Gsc(F ). Condition (3) is obviously true.
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To check (1), suppose that an irreducible smooth representation π of G(F ) contains ψm◦λm
as a Um-representation. Let N be the unipotent radical of an F -rational proper parabolic
subgroup of G. We need to show that πN(F ) = 0.
By [Xu16, Lem. 6.2], π|f(Z0(G(F ))×Gsc(F )) decomposes as a finite direct sum ⊕
n
i=1πi of irre-
ducible f(Z0(G(F ))×Gsc(F ))-representations. Without loss of generality, we may assume
that π1|Um contains ψm ◦λm. For i > 1, there exists gi ∈ G(F ) such that πi ≃
g−1i π1, where
g−1i π1(γ) = π1(giγg
−1
i ) for all γ ∈ f(Z
0(F ) × Gsc(F )) (e.g. see the proof of Lemma 6.2
and Corollary 6.3 in [Xu16]). For g ∈ G(F ), let N ′g be the unipotent radical of a proper
F -rational parabolic subgroup of Gsc such that f induces an isomorphism from 1 × N
′
g
onto g−1Ng (and also on the F -points). By Step 3, the irreducible Gsc(F )-representation
π1|f(Gsc(F )) ◦ f is supercuspidal and so (π1 ◦ f)N ′g(F ) = 0. Thus we obtain as vector spaces
πN(F ) =
n⊕
i=1
(πi)N(F ) =
n⊕
i=1
(π1)giN(F )g−1i
=
n⊕
i=1
(π1 ◦ f)N ′gi (F ) = 0.

3. Congruence to automorphic forms with supercuspidal components
Now we switch to a global setup for algebraic automorphic forms as studied in [Gro99].
The following notation will be used.
• G is a reductive group over a totally real field F such that G(F ⊗Q R) is compact
modulo center.
• v is a place of F above p; pv is the maximal ideal of the ring of integers OFv in the
completion Fv of F with respect to v.
• ev := e(Fv/Qp) is the absolute ramification index of Fv (so p
ev
v = (p) as ideals in
OFv).
• Gv := G×F Fv, Gp := (ResF/QG)×Q Qp, G∞ := (ResF/QG)×Q R.
• S is a finite set of places of F containing all p-adic and infinite places as well as all
ramified places forG; we fix a reductive model forG over specOF\{finite places in S}
(still denoted by G for convenience), and we use this model to identify G(AF ) =∏′
v G(Fv) as a restricted product.
• Up :=
∏
w∤p∞ Uw is a (fixed) compact open subgroup of G(A
∞,p
F ) such that Uw =
G(OFw) hyperspecial for w /∈ S, and we write U
S :=
∏
w/∈S Uw.
If Up is a compact open subgroup of Gp(Qp) =
∏
w|pG(Fw), and Λ a finitely generated
Zp-module with a continuous action of Up, then we write U := U
pUp, and
M(U,Λ) :=
{
cont. functions f : G(F )\G(AF )/U
pG∞(R)
◦ → Λ,
such that f(gup) = u
−1
p f(g), for g ∈ G(AF ), up ∈ Up
}
.
Here G∞(R)
◦ denotes the connected component of G∞(R) that contains the identity. We
write ZNp for the free Zp-module of rank N with trivial Up-action, and we drop the ex-
ponent if N = 1. Hence M(U,Zp) is the space of Zp-valued functions on the finite set
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G(F )\G(AF )/U
pUpG∞(R)
◦. Note that M(U,Λ) is a TS := Z[US\G(ASF )/U
S]-module un-
der the usual double coset action. It is routine to check that the association of TS-modules
Λ 7→M(U,Λ)
is functorial in Λ. In particular, if Λ′ ≃ Λ⊕N as Zp[Up]-modules with N ∈ Z≥1, then
M(U,Λ′) ≃ M(U,Λ⊕N) = M(U,Λ)⊕N as TS-modules, and TS acts on the last direct sum
by the diagonal action. We define
TS(U,Λ) ⊂ EndZp(M(U,Λ)) (3.0.1)
to be the Zp-subalgebra generated by the image of T
S. (Thus TS(U,Λ) is commutative.) If
Λ′ ≃ Λ⊕N then we have an induced isomorphism TS(U,Λ′) ≃ TS(U,Λ), acting equivariantly
on M(U,Λ′) ≃M(U,Λ)⊕N . This observation will be used a few times in §3.1 and §3.2.
We have an obvious action of π0(G∞(R)) by right translation on the spaces of automor-
phic forms considered here, cf. Proposition 8.6 and the paragraph below (4.1) in [Gro99],
commuting with the Hecke algebra actions. Every isomorphism between spaces of auto-
morphic forms below is compatible with the π0(G∞(R))-action. That said, we will not
mention π0(G∞(R))-actions again.
3.1. Constant coefficients. Our goal is to define congruences between arbitrary auto-
morphic forms with constant coefficients and automorphic forms that are supercuspidal at
p. In order to define the coefficients of the latter space, we denote by Am the Zp-algebra
Zp[T ]/(1+T + . . .+T
pm−1) for m a positive integer. Then we have a canonical Zp-algebra
isomorphism Am/(T − 1) ≃ Zp/(p
m).
Theorem 3.1.1. Assume p > Cox(G) and let N be a positive integer. Then there exist
• a basis of compact open neighborhoods {Up,m}m≥1 of 1 ∈ Gp(Qp) =
∏
w|pG(Fw)
such that Up,m′ is normal in Up,m whenever m
′ ≥ m and
• a smooth character ψm : Up,m → A
×
m for each m ≥ 1
such that we have isomorphisms of Zp/(p
m)-modules (where the Up,m-action in M( · ) is
trivial on the left hand side and through ψm on the right hand side)
M(UpUp,m,Z
N
p /(p
m)) ≃ (M(UpUp,m, Am/(T − 1)))
⊕N (3.1.2)
that are compatible with the action of TS(UpUp,m,Z
N
p /(p
m)) on the left hand side and
the diagonal action of TS(UpUp,m, Am/(T − 1)) on the right hand side via the Zp-algebra
isomorphism
TS(UpUp,m,Z
N
p /(p
m)) ≃ TS(UpUp,m, Am/(T − 1)). (3.1.3)
Moreover, every automorphic representation of G(AF ) that contributes to
(M(UpUp,m, Am))
⊕N ⊗Zp Qp
is supercuspidal at all places above p.
CONGRUENCES AND SUPERCUSPIDAL REPRESENTATIONS 29
Remark 3.1.4. In (3.1.2), we can evidently take the quotients after forming the spaces of
functions. That is, (3.1.2) is equivalent to the isomorphism
M(UpUp,m,Z
N
p )/(p
m) ≃ (M(UpUp,m, Am))
⊕N/(T − 1).
However we cannot take the quotients outside the Hecke algebras. The abstract situation
is as follows. Let M be a finite free Zp-module, α ∈ EndZp(M). Write M := M/(p
m) and
α ∈ EndZp(M) for the image of α. Put T := Zp[α] and T := Z/(p
m)[α] for the subalgebra
of EndZp(M) (resp. EndZp(M)) generated over Zp. Then the obvious map T/(p
m) → T
need not be an isomorphism: consider arbitrary α such that α is the multiplicative unity.
Despite the apparent defect, it is readily checked that
TS(UpUp,m0,Z
N
p ) = lim←−
m≥m0
TS(UpUp,m0,Z
N
p /(p
m))
for each integerm0 ≥ 1, with compatible actions on the spaces of functions with coefficients
in ZNp and Z
N
p /(p
m), respectively. The analogous isomorphism holds with non-constant
coefficient VZp that we will introduce in §3.2 below. This is often sufficient for applications.
Remark 3.1.5. Theorem 3.1.1 also holds if we replace Up by a compact open subgroup Uv =∏
w∤v∞ Uw of G(A
∞,v
F ) such that Uw is hyperspecial for w /∈ S, and Up,m by compact open
subgroups Uv,m of G(Fv) for a place v above p. The conclusion in this case includes that
every automorphic representation G(AF ) that contributes to (M(U
vUv,m, Am))
⊕N ⊗Zp Qp
is supercuspidal at v. The proof works in a completely analogous way.
Before presenting a proof, let us comment on the meaning of the proposition. As m grows
to infinity, the space M(UpUp,m,Qp), or more precisely its extension of scalars to Qp,
exhausts all automorphic forms on G(AF ) with constant coefficients, if we also allow U
p
to shrink arbitrarily. Thus the left hand side of (3.1.2) represents arbitrary automorphic
forms on G with Zp/(p
m)-coefficients. Loosely speaking, Theorem 3.1.1 can be thought of
as a congruence modulo a power of p between arbitrary automorphic forms and those with
supercuspidal components at p.
A caveat is that the congruence here is between spaces of automorphic forms. It does not
follow from our result that for an individual automorphic representation π, there exists
π(m) which is supercuspidal at p such that “π ≡ π(m) mod pm” in terms of Hecke eigenval-
ues outside S. To see this, let cπ : T
S(UpUp,m,Zp) → Zp be the Zp-algebra morphism ac-
counting for π. Suppose that TS(UpUp,m,Zp)/(p
m) is isomorphic to TS(USUv,m, Am)/(T−1)
(which we do not know; see Remark 3.1.4). Taking cπ mod p
m, we obtain a morphism
TS(USUv,m, Am)/(T − 1) → Zp/(p
m), but now the problem is that it is unclear whether
the latter lifts to a morphism TS(USUv,m, Am)→ Zp. (When m = 1, this is often possible
by the Deligne–Serre lifting lemma [DS74, Lemma 6.11], for instance.) However, we often
do not need such a lift for applications, see e.g. §3.3 below and [Sch18, §7]. For these
applications a statement like Theorem 3.1.1 suffices.
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Proof of Theorem 3.1.1 . We let {(Up,m, λm)}m≥1 be omni-supercuspidal types of level p
m
for Gp as in Theorem 2.2.15, i.e. such that Up,1 ⊃ Up,2 ⊃ . . ., the groups {Up,m}m≥1 form a
basis of open neighborhoods of 1 and Up,m′ is normal in Up,m whenever m
′ ≥ m.
For each m ≥ 1, we have the following commutative diagram of maps, where ζpm denotes
a primitive pm-th root of unity in Qp.
Am ⊗Zp Qp ≃ Q
pm−1
p {ζ
ai
pm}
pm−1
i=1
Z/pmZ 
 // A×m
  //

Am
mod T−1

?
OO
a mod pm ✤ // T a
❴

✤ // T a
❴

❴
OO
(Z/pmZ)× 
 // Z/pmZ 1 ✤ // 1
We define the smooth character ψm : Up,m → A
×
m as the composite
Up,m
λm−→ Z/pmZ →֒ A×m,
and we let u ∈ Up,m act on Am by multiplication by ψm(u). Since the resulting action of
Up,m on Am/(T − 1) is trivial, we have canonical isomorphisms
M(UpUp,m,Z
N
p /(p
m)) ≃M(UpUp,m,Zp/(p
m))⊕N ≃ (M(UpUp,m, Am)/(T − 1))
⊕N (3.1.6)
as modules over Zp/(p
m) ≃ Am/(T−1). Moreover, these isomorphisms are T
S-equivariant,
and observing that the action of TS on (M(UpUp,m, Am)/(T − 1))
⊕N is given via the di-
agonal action of TS(UpUp,m, Am/(T − 1)), we obtain that the isomorphisms (3.1.6) are
compatible with the action of
TS(UpUp,m,Z
N
p /(p
m)) ≃ TS(UpUp,m, Am/(T − 1)).
Note that
M(UpUp,m, Am)⊗Zp Qp ≃
⊕
χ:Z/pmZ→Q
×
p
χ6=1
M(UpUp,m, (Qp)χ◦λm), (3.1.7)
where (Qp)χ◦λm denotes the free rank-1Qp-module on which u ∈ Up,m acts by multiplication
by χ ◦ λm. Since (Up,m, λm) is omni-supercuspidal, every automorphic representation of
G(AF ) that contributes to (M(U
pUp,m, Am))
⊕N⊗ZpQp is supercuspidal at all places above p.

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3.2. Non-constant coefficient. Let L be a finite extension of F such that L/Q is Galois
and G×F L is split. Then (ResF/QG)×Q L is split and we denote by G˜ a split reductive
group over OL such that G˜L ≃ (ResF/QG)×QL. Let V be a linear algebraic representation
of G˜ over OL. This yields an algebraic representation of ResOL/ZG˜ on VZ (i.e. V viewed as
a Z-module) over Z. In particular, (ResOL/ZG˜)(Zp) acts continuously on VZp = VZ ⊗Z Zp
for the p-adic topology. Observe that
(ResOL/ZG˜)(Qp) = G˜(L⊗Q Qp) ≃ (ResF/QG)(L⊗Q Qp) = Gp(L⊗Q Qp),
and the latter naturally contains Gp(Qp) as a closed subgroup. Therefore every sufficiently
small open subgroup Up of Gp(Qp) (as long as it maps into (ResOL/ZG˜)(Zp) under the
above isomorphism) acts on VZp . In that case, using this action, we obtain a space of
automorphic forms M(UpUp, VZp/(p
m)) as defined earlier.
Theorem 3.2.1. Assume p > Cox(G). Then there exists a basis of compact open neighbor-
hoods {Up,m}m≥1 of 1 ∈ Gp(Qp) =
∏
w|pG(Fw) with Up,m′ normal in Up,m form
′ ≥ m as well
as smooth actions of Up,m on Am arising from multiplication by a character ψm : Up,m → A
×
m
for m ≥ 1 (factoring through Z/pmZ), such that we have isomorphisms of Zp/(p
m)-modules
M(UpUp,m, VZp/(p
m)) ≃ (M(UpUp,m, Am/(T − 1)))
⊕ dimZp V (3.2.2)
that are compatible with the action of TS(UpUp,m, V/(p
m)) on the left hand side and the
diagonal action of TS(UpUp,m, Am/(T − 1)) on the right hand side via the Zp-algebra iso-
morphism
TS(UpUp,m, VZp/(p
m)) ≃ TS(UpUp,m, Am/(T − 1)). (3.2.3)
Moreover, every automorphic representation of G(AF ) that contributes to
(M(UpUp,m, Am))
⊕dimZp VZp ⊗Zp Qp
is supercuspidal at all places above p.
Remark 3.2.4. If V ′C is an algebraic representation of (ResF/QG)×Q C over C, then we can
choose a model of the representation V ′C over OL (e.g. the sum of the Weyl modules as
in [Jan03, p. 183] corresponding to the irreducible components of V ′C), i.e. a representation
V of G˜ over OL whose base change to C is the representation V
′
C of (ResF/QG)×QC. This
way we obtain the setup needed at the start of this subsection.
Remark 3.2.5. The space M(UpUp,m, VQp), where VQp = VZp ⊗Zp Qp, can be described
in terms of classical automorphic forms on G. Here we fix field embeddings Q →֒ Qp
and Q →֒ C and a compatible isomorphism ι : Qp ≃ C, and extend scalars using these
embeddings to define VQp and VC. Thus VC is an algebraic representation of (ResL/QG˜L)×Q
C = (ResF/QG)×Q (L⊗Q C), which we can restrict to a representation of (ResF/QG)×Q C
via the obvious embedding C →֒ L ⊗Q C. The resulting representation can be viewed
either as an algebraic representation of (ResF/QG)×Q C, or as a continuous representation
of G∞(C) ⊃ G∞(R). For simplicity, suppose that the center of G is anisotropic over F and
write AG for the space of L
2-automorphic forms on G(F )\G(AF ) (as in 2.1.2 of [Sor13] but
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without the need to fix a central character; note that his G is our ResF/QG). Then Lemma
2 of loc. cit. gives a TSC-equivariant isomorphism
ιM(UpUp,m, VQp) ≃ HomG∞(R)(V
∨
C ,AG)
UpUp,m .
Proof of Theorem 3.2.1. Recall that an open subgroup of Gp(Qp) acts continuously on VZp
for the p-adic topology. Hence, for every integer m ≥ 1, there exists an open subgroup of
Gp(Qp) that acts trivially on (the finite set) VZp/p
mVZp .
Now let {(Up,n, λn)}n≥1 be a sequence of omni-supercuspidal types for Gp(Qp) = G(F ⊗Q
Qp) as in Theorem 2.2.15. By the preceding paragraph, there is an increasing sequence
n1 < n2 < · · · such that Up,nm stabilizes VZp and acts trivially on VZp/p
mVZp for every m.
Let pri,j : Z/p
iZ։ Z/pjZ denote the canonical surjection when i ≥ j ≥ 1. Then
(U ′p,m, λ
′
p,m) := (Up,nm, prnm,m ◦ λnm), m ≥ 1,
is an omni-supercuspidal type of level pm. Moreover, by construction, we have
M(UpU ′p,m, VZp/(p
m)) ≃M(UpU ′p,m,Zp/(p
m))⊕dimZp VZp ,
where the action of U ′p,m is trivial on the right hand side and induced by that on VZp on the
left hand side. Now we can proceed as in the proof of Theorem 3.1.1 : We let U ′p,m act on
Am via the character ψ
′
m : U
′
p,m
λ′p,m
։ Z/pmZ →֒ A×m to obtain a Zp/p
m-linear isomorphism
M(UpU ′p,m, VZp/(p
m)) ≃M(UpU ′p,m, Am/(T − 1))
⊕dimZp VZp . (3.2.6)
As at the start of §3, we obtain a Zp/p
m-algebra isomorphism
TS(UpU ′p,m, VZp/(p
m)) ≃ TS(UpU ′p,m, Am/(T − 1)), m ≥ 1, (3.2.7)
which is compatible with (3.2.2) via the respective Hecke algebra actions on both sides. 
Remark 3.2.8. In fact the argument of this section still goes through and produces some
congruence without the assumption that (Up,m, λp,m) is omni-supercuspidal, which plays a
role only in applications. However the outcome is less interesting without a careful choice
of the pair (Up,m, λp,m).
3.3. An application to Galois representations. We illustrate how to employ Theorems
3.1.1 and 3.2.1 to construct Galois representations from automorphic representations in a
suitable context. The idea is to reduce to the case when automorphic representations have
supercuspidal components. In fact, Remark 7.4 of [Sch18] reads “...and it seems reasonable
to expect that one could do a similar argument in the compact unitary case, providing an
alternative to the construction of Galois representations of Shin [Shi11] and Chenevier–
Harris [CH13], by reducing directly to the representations constructed by Harris–Taylor.”5
Confirmation of this is the goal of this section.
5We copied the sentence except that the bibliographic items have been adapted. Remark 7.4 of [Sch18]
also mentions the case of Hilbert modular forms but we chose to concentrate on the more complicated case
treated here.
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Let n ∈ Z≥2. Recall that F is a totally real field, and let E be a totally imaginary quadratic
extension of F with complex conjugation c ∈ Gal(E/F ). For a finite place w of E, we
write LLw for the unramified local Langlands correspondence for GLn(Ew), from irreducible
unramified representations of GLn(Ew) to continuous semisimple unramified n-dimensional
representations of the Weil group WEw of Ew (with coefficients in C, up to isomorphisms).
Let Π be a regular C-algebraic cuspidal automorphic representation of GLn(AE) that is
conjugate self-dual, i.e. its contragredient Π∨ is isomorphic to the complex conjugate Πc.
Let SE be the set of all infinite places and the finite places of E where Π is ramified, and S
all the places of F below SE. Fix a prime p and an isomorphism ι : Qp ≃ C. A well known
theorem by Clozel ([Clo91, Thm 1.1], based on [Kot92]) states the following. At each place
w of E, write | detw | for the determinant map on GLn(Ew) composed with the absolute
value on Ew which is normalized to send a uniformizer to the inverse of the residue field
cardinality.
Theorem 3.3.1 ([Clo91]). Suppose that there exists a finite place v of E where Πv is a
discrete series representation. Then there exists a continuous representation
ρΠ,ι : Gal(E/E)→ GLn(Qp)
which is unramified outside SE such that LLw(Πw) ⊗ | detw |
(1−n)/2 is isomorphic to the
semisimplification of ιρΠ,ι|WEw for all w /∈ SE.
Remark 3.3.2. Harris and Taylor showed in [HT01] (see Thm. VII.1.9 therein) that Πw and
ρΠ,ι|WEw still correspond under the local Langlands correspondence at ramified primes not
above p. The latter result was later also obtained in [Sch13] by a different approach.
We remove the assumption that Πv is a discrete series representation from the above
theorem when p is not too small using congruences, to obtain Theorem 3.3.3. The condition
on p is due to Proposition 2.1.2.
Theorem 3.3.3. Suppose that p > n. Then for every regular C-algebraic conjugate self-
dual cuspidal automorphic representation Π of GLn(AE), there exists a continuous repre-
sentation
ρΠ,ι : Gal(E/E)→ GLn(Qp)
which is unramified outside SE such that LLw(Πw) ⊗ | detw |
(1−n)/2 is isomorphic to the
semisimplification of ιρΠ,ι|WEw for all w /∈ SE.
Remark 3.3.4. This theorem is not new. A stronger statement on the existence and local-
global compatibility for ρΠ,ι has been known by [CHL11,Shi11,CH13] without restriction
on p. The local-global compatibility was further strengthened by [Car12,Car14,BLGGT14].
Much of [Shi11] was reproved in [SS13] by a simpler method. The point is that the proof
here is still simpler as there is no eigenvariety as in [CH13] and no elaborate geometric
and endoscopic arguments as in [Shi11], as far as Theorem 3.3.1 is taken for granted. (The
geometry and harmonic analysis involved in Theorem 3.3.1 are less complicated than those
of [Shi11,SS13].)
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Proof. We will freely use the notions and base change theorems of [Lab11] for unitary
groups to go between automorphic representations on unitary groups and general linear
groups.
Let SplSE (resp. Spl
S
F ) be the set of places of E (resp. F ) outside SE (resp. S) that are
split in E/F . By a standard reduction step using automorphic base change over quadratic
extensions as in the proof of [HT01, Thm. VII.1.9] (also see the proof of [Shi11, Prop. 7.4]),
it suffices to show the compatibility for ρΠ,ι only at w ∈ Spl
S
E .
By a patching argument (executed as in the proof of [CH13, Thm. 3.1.2]), we further reduce
to the case where
• [F : Q] is even,
• every place of F above p is split in E,
• every finite place of F is unramified in E.
Since [F : Q] is even, there exists a unitary group G over F which is an outer form
of GLn with respect to the quadratic extension E/F such that G is quasi-split at all
finite places and anisotropic at all infinite places. We may view Π as a representation of
(ResE/F (G⊗F E))(AF ), which is isomorphic to GLn(AE); in particular Πx stands for the
component of Π at a place x of F . Since Π is conjugate self-dual, by [Lab11, Thm. 5.4, 5.9],
there exists an automorphic representation π on G(AF ) such that Πx is the unramified base
change of πx at all places x of F outside S.
We set up some more notation. For w ∈ SplSE , we denote by w ∈ Spl
S
F the restriction of
w to F . Recall that we denote by Up =
∏
x∤p∞ Ux a (fixed) compact open subgroup of
G(A∞,pF ) such that Ux is hyperspecial for x /∈ S. For x ∈ Spl
S
F and for each w above x, we
fix isomorphisms iw : G(Fx) ≃ GLn(Ew) carrying Ux onto GLn(OEw) such that πx ≃ Πw
via iw. We write ̟w for a uniformizer of Ew and write T
(i)
w for the following double coset
T (i)w :=
[
GLn(OEw)
(
̟wIi 0
0 In−i
)
GLn(OEw)
]
,
which we might also view as a double coset of US\G(ASF )/U
S by requiring all other factors
to be the trivial double coset. We also denote by T
(i)
w the double coset operator corre-
sponding to this double coset acting on appropriate spaces that can be deduced from the
context. Given an irreducible unramified representation σw of GLn(Ew) (or G(Fx)), we
write T
(i)
w (σw) for the eigenvalue of T
(i)
w on the one-dimensional space σ
GLn(OEw )
w . For con-
venience, we introduce the following variant of the big Hecke algebra: define TSSpl to be
the Z-subalgebra of Z[US\G(ASF )/U
S ] generated by T
(i)
w for w ∈ Spl
S
E (excluding w not
split over F ) and 1 ≤ i ≤ n. Replacing TS with TSSpl, we define other Hecke algebras to
be the image of TSSpl in the endomorphism algebras of appropriate spaces of automorphic
forms. Note that Theorems 3.1.1 and 3.2.1 are still valid with TSSpl in place of T
S : indeed
we retain the same isomorphism between the same spaces of automorphic forms, and the
TSSpl-equivariance is simply weaker than the T
S-equivariance.
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We choose U = UpU
p ⊂ G(A∞F ) sufficiently small such that π
∞ has nonzero U -fixed vectors,
while keeping Ux hyperspecial for x /∈ S. Since G∞(R) is compact, we see that π
∨
∞ comes
from an irreducible algebraic representation V ′C of G∞ ×R C = (ResF/QG) ×Q C. As in
Remark 3.2.4, there exists a finite Galois extension L/Q in C containing F such that
(ResF/QG)×QL is split, thus (ResF/QG)×QL ≃ G˜L for a split group G˜ over OL, and such
that there is an algebraic representation V of G˜ over OL giving a model for V
′
C. According
to §3.2, this leads to an action of Up on the corresponding free Zp-module VZp such that
π contributes to M(U, VZp), see Remark 3.2.5. (Note that π∞ is a direct summand of
(V ⊗Z C)
∨ = (VZp ⊗Zp C)
∨ as a G∞(R)-representation.) We let {Up,m}m≥1 be compact
open subgroups of U ⊂ Gp(Qp) with an action of Up,m on Am arising from multiplication
by a character ψm : Up,m → A
×
m for m ≥ 1, factoring through λm : Up,m → Z/p
mZ, as in
Theorem 3.2.1. This means we have
TSSpl(U
pUp,m, VZp/(p
m)) ≃ TSSpl(U
pUp,m, Am/(T − 1)), m ≥ 1, (3.3.5)
Let AS(UpUp,m, Am) be the set of irreducible T
S
Spl,Qp
-modules appearing as a constituent of
M(UpUp,m, Am)⊗Zp Qp. This set is identified with the set of σ
S = {σx}x∈SplSF , where σx is
an irreducible unramified representation of G(Fx), such that there exists an automorphic
representation σ of G(AF ) satisfying
• σx ≃ σx for x ∈ Spl
S
F ,
• (σ∞,p)U
p
6= {0},
• σ∞ = 1, i.e. the archimedean components of σ are trivial, and
• HomUp,m(ψ ◦ λm, σp) 6= 0 for some nontrivial character ψ : Z/p
mZ→ C∗.
The last condition implies that σp is a supercuspidal representation of Gp(Qp). For each
σS ∈ AS(UpUp,m, Am), we choose a σ as two sentences above. By base change theo-
rems [Lab11, Cor. 5.3, Thm. 5.9] we obtain a cuspidal conjugate self-dual automorphic
representation Σ of GLn(AE) that is regular and C-algebraic such that Σx is the unrami-
fied base change of σx at each place x of F outside S and also that Σp is supercuspidal. It
follows from Theorem 3.3.1 that there exists a continuous semisimple representation
ρΣ,ι : Gal(E/E)→ GLn(Qp)
which is unramified outside SE such that LLw(Σw) is isomorphic to the semisimplification
of ιρΣ,ι|WEw for all w /∈ SE . By the Chebotarev density and Brauer–Nesbitt theorems, ρΣ,ι
is independent of the choice of σ up to isomorphism. Thus we write ρσS ,ι := ρΣ,ι. Let ES
denote the maximal extension of E in E unramified outside SE. Then ρσS ,ι factors through
Gal(ES/E). At w ∈ Spl
S
E, let N(w) ∈ Z≥1 denote the absolute norm of the finite prime
w. Using t as an auxiliary variable, the compatibility at w of Theorem 3.3.1 means that
(cf. [CHT08, Prop. 3.4.2. part 2])
det(1 + tρσS ,ι(Frobw)) =
n∑
i=0
tiN(w)i(i−1)/2T (i)w (σw). (3.3.6)
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On the other hand,
TSSpl(U
pUp,m, Am) →֒ T
S
Spl(U
pUp,m, Am)⊗Zp Qp ≃
∏
σS∈AS(UpUp,m,Am)
Qp,
where for each w ∈ SplSE and each 1 ≤ i ≤ n, the image of T
(i)
w ∈ TSSpl(U
pUp,m, Am) in the
σS-component is the scalar in Qp by which T
(i)
w acts on the x-component of σS (viewed as
a representation of GLn(Ew) via iw). Let Matn×n(·) denote the n× n-matrix algebra over
the specified coefficient ring. For m ≥ 1, write
ρm : Gal(ES/E)→
∏
σS∈AS(UpUp,m,Am)
GLn
(
Qp
)
→֒ Matn×n

 ∏
σS∈AS(UpUp,m,Am)
Qp

 ,
where the σS-part of the first map is ρσS ,ι. We can extend this map linearly to a map
ρBm : B[Gal(ES/E)]→ Matn×n(B),
for every (
∏
σS∈AS(UpUp,m,Am)
Qp)-algebra B. By composing ρ
B
m with the determinant, we
produce a continuous n-dimensional determinant map in the sense of Chenevier [Che14]
dm : Qp[Gal(ES/E)]→
∏
σS∈AS(UpUp,m,Am)
Qp
(which consists of maps dBm for all (
∏
σS∈AS(UpUp,m,Am)
Qp)-algebra B, but we usually omit
the index B from the notation) such that
det(1 + tρm(γ)) = dm(1 + tγ), γ ∈ Gal(ES/E) (3.3.7)
We deduce from (3.3.6) that all the coefficients of the characteristic polynomial χ(Frobw, t) :=
dm(t−Frobw) in the sense of Chenevier are contained in T
S
Spl(U
pUp,m, Am) for all w ∈ Spl
S
E .
The same holds for all elements of Gal(ES/E) because the union of Frobenius conjugacy
classes over SplSE is dense in Gal(ES/E) by the Chebotarev density theorem. Hence it
follows from [Che14, Corollary 1.14] that dm is the scalar extension of a T
S
Spl(U
pUp,m, Am)-
valued n-dimensional continuous determinant (in Chenevier’s sense):
Zp[Gal(ES/E)]→ T
S
Spl(U
pUp,m, Am)
satisfying (3.3.7). To save notation, we still write dm for the latter. Thus
dm(1 + tFrobw) =
n∑
i=0
tiN(w)i(i−1)/2T (i)w , w ∈ Spl
S
E .
Via (3.3.5) we obtain a continuous n-dimensional TSSpl(U
pUp,m, VZp/(p
m))-valued determi-
nant
Dm : (Zp/(p
m))[Gal(ES/E)]→ T
S
Spl(U
pUp,m, VZp/(p
m))
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such that
Dm(1 + tFrobw) =
n∑
i=0
tiN(w)i(i−1)/2T (i)w (3.3.8)
(equality taken inside TSSpl(U
pUp,m, VZp/(p
m))) for w ∈ SplSE. We have the restriction map
resm,1 : T
S
Spl(U
pUp,m, VZp/(p
m))→ TSSpl(U
pUp,1, VZp/(p
m))
and for m′ ≤ m the projection map
prm,m′ : T
S
Spl(U
pUp,1, VZp/(p
m))→ TSSpl(U
pUp,1, VZp/(p
m′)).
From (3.3.8) and the density of Frobenii, we deduce that for m ≥ m′ ≥ 1, we have
prm,m′ ◦ resm,1 ◦Dm(1 + tγ) = resm′,1 ◦Dm′(1 + tγ) γ ∈ Gal(ES/E).
By Amitsur’s formula [Che14, (1.5)] and the properties of the determinant, we see that
the n-dimensional determinant resm,1 ◦ Dm is uniquely determined by its values on 1 +
tGal(ES/E). Hence we obtain an equality of T
S
Spl(U
pUp,1, VZp/(p
m′))-valued n-dimensional
continuous determinants
prm,m′ ◦ resm,1 ◦Dm = resm′,1 ◦Dm′
Taking the inverse limit over resm,1 ◦Dm for m ≥ 1 ([Che14, Lem. 3.2]) and using from Re-
mark 3.1.4 that TSSpl(U
pUp,1, VZp) = lim←−
m
TSSpl(U
pUp,1, VZp/(p
m)), we obtain a TSSpl(U
pUp,1, VZp)-
valued n-dimensional continuous determinant
D : Zp[Gal(ES/E)]→ T
S
Spl(U
pUp,1, VZp)
with D(1 + tFrobw) =
∑n
i=0 t
iN(w)i(i−1)/2T
(i)
w . Since π contributes to M(UpUp,1, VZp) (as
π contributes to M(U, VZp) and Up,1 ⊂ Up), it gives rise to a Zp-algebra morphism
cπ : T
S
Spl(U
pUp,1, VZp)→ Qp, T
(i)
w 7→ T
(i)
w (πw), ∀w ∈ Spl
S
E.
The composition cπ ◦ D yields a continuous n-dimensional Qp-valued determinant. It
follows from [Che14, Thm. A, Ex. 2.34] that cπ ◦D arises from a continuous representation
ρπ : Gal(ES/E)→ GLn(Qp) in the sense that
cπ(D(1 + tγ)) = det(1 + tρπ(γ)), γ ∈ Gal(ES/E).
Therefore we conclude that for w ∈ SplSE,
det(1 + tρπ(Frobw)) = cπ(D(1 + tFrobw)) =
n∑
i=0
tiN(w)i(i−1)/2T (i)w (πw).
That is, LLw(πw) ⊗ | detw |
(1−n)/2 is isomorphic to the semisimplification of ιρπ|WEw . The
proof of the theorem is complete by setting ρΠ,ι := ρπ. 
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3.4. Density of supercuspidal points in the Hecke algebra. As another application
of our main local theorem, we show that the supercuspidal locus is Zariski dense in the
spectrum of the Hecke algebra of p-adically completed (co)homology following Emerton–
Pasˇku¯nas [EP20]. Using Bushnell–Kutzko’s study of types for GLn, they proved the result
for a global definite unitary group which is isomorphic to a general linear group at p. Their
machinery is quite general, enabling us to extend their result to general reductive groups
which are compact modulo center at ∞ once we combine it with our local construction.
We retain the same notation as at the start of §3. We may and will assume that F = Q
by replacing G with ResF/QG as this does not sacrifice the quality of the theorem. As in
loc. cit. we assume that the central torus Z(G)0 has the same Q-rank and R-rank. Let L
be a finite extension of Qp with ring of integers O. (We have renewed the use of L here
to be consistent with [EP20]. In §3.2 the letter L denoted a certain number field which we
will denote by L below.) This will be our coefficient field for the involved representations.
Fix an algebraic closure L of L and a uniformizer ̟ ∈ O. So far in this section, we
worked with Hecke algebras as Zp-algebras acting on the space of automorphic forms as
Zp-modules, but everything carries over verbatim with O and ̟ in place of Zp and p.
This extension is not strictly necessary but sometimes convenient as irreducible algebraic
representations of GQp need not be defined over Qp. If Up is a compact open subgroup
of G(Qp), then we define the completed group algebra of Up over O to be O[[Up]] :=
lim
←−U ′p
O[Up/U
′
p], where the limit is taken over open normal subgroups U
′
p ⊂ Up. The
topology on O[[Up]] is given by the projective limit (with the usual topology on O[Up/U
′
p]
as a finite free O-module). Whenever we work with O[[Up]]-modules, we work in the
category of compact linear-topological O[[Up]]-modules (resp. O-modules) and denote the
Hom space by HomcontO[[Up]](·, ·) (resp. Hom
cont
O (·, ·)).
Let Up =
∏
w∤p,∞ Uw be an open compact subgroup of G(A
∞,p) such that Uw is hyperspecial
for all w away from a finite set of places S. Define Y (UpUp) := G(Q)\G(A)/U
pUpG(R)
◦.
Consider the completed homology
H˜0(U
p) := lim
←−
Up
H0(Y (U
pUp),O),
where Up runs over open compact subgroups of G(Qp). Then H˜0(U
p) is a finitely generated
O[[Up]]-module that is O-torsion free for any compact open subgroup Up of G(Qp). If U
p or
Up is sufficiently small, for instance if U
pUp is a neat subgroup (in the sense of [Pin90, §0]),
then Up acts on points of G(Q)\G(A)/U
pG(R)◦ with trivial stabilizers, and H˜0(U
p) is
free over O[[Up]]. We topologize H˜0(U
p) as a finitely generated O[[Up]]-module, using the
topology of O[[Up]]. This is equivalent to the inverse limit topology where the topology on
H0(Y (U
pUp),O) arises from the topology of O.
We also define the completed cohomology
H˜0(Up) := lim
←−
s≥1
lim
−→
Up
H0(Y (UpUp),O/̟
s), (3.4.1)
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which is complete for the ̟-adic topology, or equivalently the inverse limit topology over s
of the discrete topology on the direct limit. In our earlier notation, H0(Y (UpUp),O/̟
s) =
M(UpUp,O/̟
s). We have a canonical isomorphism H˜0(Up) = HomcontO (H˜0(U
p),O) as
topological O-modules, where the topology on the latter is given by the supremum norm.
We define the “big” Hecke algebra
TS(Up) := lim
←−
Up, s
TS(UpUp,O/̟
s), (3.4.2)
recalling that TS(UpUp,O/̟
s) was introduced around (3.0.1), where the Zp-algebra setup
earlier extends to the O-algebra setup in the evident manner. We equip TS(Up) with the
profinite topology via (3.4.2), where the finite set TS(UpUp,O/̟
s) is equipped with the
discrete topology. For each compact open subgroup Up of G(Qp) and a locally algebraic
representation V of Up over L, we have T
S(Up)-equivariant isomorphisms
HomO[[Up]](H˜0(U
p), V ∗) = HomUp(V, H˜
0(Up)L) =M(U
pUp, V
∗),
as explained in [EP20, 5.1]. The TS(Up)-module structure is semisimple as it is the case
on the space of algebraic automorphic forms.
Let {Vi}i∈I be a family of continuous representations of Up on finite dimensional L-vector
spaces. We recall from [CDP14, Def. 2.6] (see Lemmas 2.7 and 2.10 therein for equivalent
characterizations):
Definition 3.4.3. Let M be a compact linear-topological O[[Up]]-module. We say that
{Vi} captures M if there is no nontrivial (i.e. other than M = Q) quotient M ։ Q
inducing an isomorphism
HomcontO[[Up]](Q, V
∗
i ) ≃ Hom
cont
O[[Up]](M,V
∗
i ), ∀i ∈ I.
Proposition 3.4.4. Assume p > Cox(G). Then there exist
• an open compact pro-p subgroup Up of G(Qp) and
• a countable family of smooth representations {Vi}i∈I of Up on finite dimensional
L-vector spaces
such that the following hold:
• (Up, Vi ⊗L L) is a supercuspidal type for every i,
• {Vi}i∈I captures O[[Up]].
Moreover Up can be chosen to be arbitrarily small.
Remark 3.4.5. This proves a result similar to [EP20, Cor. 4.2] but slightly stronger in that
our proposition implies the conclusion there via Lemmas 2.8 and 2.10 of loc. cit. Note that
the proof below still produces {Vi}i∈I capturing O[[Up]] as far as Up,m is a sequence of pro-p
groups forming a neighborhood basis of 1. Indeed the proof readily adapts to other types
such as principal series types.
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Remark 3.4.6. As can be seen in the proof, we construct Vi to be irreducible representations
of Up over L which may become reducible over L.
Proof. Let {(Up,m, λm)}m≥1 be a sequence for G(Qp) as in Theorem 2.2.15, where we may
assume that Up := Up,1 is a pro-p group and arbitrarily small (see the first paragraph in
the proof of Theorem 2.2.15).
Let Lm ⊂ L denote the totally ramified extension of L generated by p
m-th roots of unity,
with Om denoting its ring of integers and ̟m a uniformizer in Om. We compose λm :
Up,m → Z/p
mZ with a fixed character Z/pmZ →֒ Om to define a smooth character ψ
◦
m :
Up,m → O
×
m. Put ψm := ψ
◦
m ⊗Om Lm. The dual representations, i.e., inverse characters,
corresponding to ψ◦m and ψm are denoted by ψ
◦∗
m and ψ
∗
m. For an embedding σ : Lm →֒ L
over L, write ψ∗m,σ := ψ
∗
m ⊗Lm,σ L (viewed as a one-dimensional representation over L).
We will think of ψ◦m, ψ
◦∗
m (resp. ψm, ψ
∗
m) as representations on a free O-module (resp. L-
module) of rank [Lm : L]. The notation is consistent as ψ
∗
m is then the dual representation
of ψm over L. The multiplication by ̟m (on the underlying Om-module) yields a Up,m-
equivariant map [̟m] : ψ
◦∗
m → ψ
◦∗
m . Since p
m-th roots of unity become trivial in Om/(̟m),
the Up,m-action on the cokernel ψ
◦∗
m /(̟m) is trivial.
Take {Vi} to be the family of irreducible L-subrepresentations of Ind
Up
Up,m
ψm (which is
semisimple) for all m ≥ 1. Since (Up,m, λm) is omni-supercuspidal, and since ψm ⊗L L ≃
⊕σ∈HomL(Lm,L)ψm⊗Lm,σ L as a Up,m-representation, the pair (Up,m, ψm⊗L L) is a supercus-
pidal type. Via Frobenius reciprocity, it follows that (Up, Vi ⊗L L) is also a supercuspidal
type.
It remains to prove that {Vi} captures O[[Up]]. PutM := O[[Up]] and let Q be the smallest
quotient of M such that HomcontO[[Up]](Q, V
∗
i ) ≃ Hom
cont
O[[Up]](M,V
∗
i ), ∀i ∈ I. This implies that
Q captures {Vi}. We need to show that M
∼
→ Q.
For each m, we have Ind
Up
Up,m
ψ∗m isomorphic to the direct sum of V
∗
i ’s for suitable indices i.
So M ։ Q induces an isomorphism
HomcontO[[Up]](Q, Ind
Up
Up,m
ψ∗m)
∼
→ HomcontO[[Up]](M, Ind
Up
Up,m
ψ∗m), m ≥ 1.
Via Frobenius reciprocity,
HomcontO[[Up,m]](Q,ψ
∗
m)
∼
→ HomcontO[[Up,m]](M,ψ
∗
m), m ≥ 1.
The isomorphism continues to hold when ψ∗m is replaced with ψ
◦∗
m . Indeed, the injectivity
is obvious as the map is induced by the surjection M ։ Q. For the surjectivity, notice
that the cokernel is a finitely generated O-module that is torsion free and vanishes after
taking ⊗OL. Now we consider the following commutative diagram with exact rows and
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vertical maps induced by M ։ Q.
HomcontO[[Up,m]](Q,ψ
◦∗
m )
[̟m] //
∼

HomcontO[[Up,m]](Q,ψ
◦∗
m ) //
∼

HomcontO[[Up,m]](Q,ψ
◦∗
m /(̟m))
α

HomcontO[[Up,m]](M,ψ
◦∗
m )
[̟m] // HomcontO[[Up,m]](M,ψ
◦∗
m )
β // HomcontO[[Up,m]](M,ψ
◦∗
m /(̟m))
The map α is injective by surjectivity ofM ։ Q. To see that α is surjective, it is enough to
check that β is surjective; this is true since the next term in the bottom row exact sequence
is Ext1O[[Up,m]](M,ψ
◦∗
m ), which vanishes by projectivity ofM (as a compact linear-topological
O[[Up,m]]-module). Hence α gives an isomorphism
HomcontO[[Up,m]](Q,ψ
◦∗
m /(̟m))
∼
→ HomcontO[[Up,m]](M,ψ
◦∗
m /(̟m))
as vector spaces over O/(̟). The Hom spaces do not change if Q andM are replaced with
Q/(̟) and M/(̟). Since Up,m acts trivially on ψ
◦∗
m /(̟m), we deduce that
(M/(̟))Up,m
∼
→ (Q/(̟))Up,m, m ≥ 1,
where the subscripts signify the Up,m-coinvariants. Since {Up,m} is a neighborhood basis
of 1, we deduce that M/(̟)
∼
→ Q/(̟). As Q is O-torsion free by [EP20, Lem. 2.4], this
implies that (ker(M ։ Q))/(̟) = {0}. The topological Nakayama’s lemma for compact
O[[Up,m]]-modules [NSW08, Lem. 5.2.18] implies that ker(M ։ Q) = {0}. Hence M
∼
→ Q,
and {Vi} captures M . 
Corollary 3.4.7. Assume p > Cox(G), and let Up and {Vi} be as in Proposition 3.4.4.
If Up or Up is sufficiently small (e.g., if U
pUp is neat), then for each continuous finite
dimensional representation W of G(Qp) over L, the family {Vi ⊗L W} captures H˜0(U
p)
and the evaluation morphism⊕
i
HomUp(Vi ⊗W, H˜
0(Up)L)⊗ (Vi ⊗W ) −→ H˜
0(Up)L
has dense image.
Proof. As remarked earlier, if UpUp is neat, then H˜0(U
p) is a freeO[[Up]]-module. Therefore
Lemmas 2.8 and 2.9 of [EP20] imply that {Vi ⊗L W} captures H˜0(Up). The assertion
about density is simply an equivalent characterization of capture in [CDP14, Lem. 2.10]
(or [EP20, Lem. 2.3]), noting that H˜0(Up)L = Hom
cont
O (H˜0(U
p), L). 
Remark 3.4.8. To apply the corollary when Up is fixed (and p > Cox(G)), we choose small
enough Up such that U
pUp is neat. This is possible as Up can be made arbitrarily small in
Proposition 3.4.4.
Here is an informal discussion of the corollary. Recall that HomUp(Vi ⊗W, H˜
0(Up)L) =
M(UpUp, (Vi⊗W )
∗). IfW is the restriction of an irreducible algebraic representation of GL
(we are writing L for the number field L in §3.2), this is a space of algebraic automorphic
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forms such that every automorphic representation π that contributes to it (as in Remark
3.2.5) has the properties that πp is supercuspidal (since πp contains the type (Up, Vi)) and
that π|G(R)0 = W . Thus the corollary roughly asserts that automorphic forms which are
supercuspidal at p and have “weight” W at ∞ form a dense subspace in the completed
cohomology.
Now we formulate a density statement in terms of Hecke algebras. Fix an open maximal
ideal m ⊂ TS(Up) and consider the m-adic localization TS(Up)m, which is a direct factor
of TS(Up) as a topological ring. (See [EP20, 5.1], cf. (C.4) and Remark C.5.) Fix a
representation W of G(Qp) coming from an irreducible algebraic representation as in the
preceding paragraph. Let
Σ(W )sc ⊂ SpecT
S(Up)m[1/p]
denote the subset of closed points such that the corresponding morphism TS(Up)m[1/p]→ L
(up to the Gal(L/L)-action) comes from an eigen-character of TS(Up) inM(UpUp,W
∗) for
some Up, and such that the eigenspace gives rise to an automorphic representation of G(A)
whose component at p is supercuspidal.
Theorem 3.4.9. If p > Cox(G), the subset Σ(W )sc ⊂ SpecT
S(Up)m is Zariski dense.
Proof. Essentially the same argument as in the proof of [EP20, Thm. 5.1] works, so we
only sketch the proof. Choose a sufficiently small Up and {Vi} as in Proposition 3.4.4.
By Corollary 3.4.7, {W ⊗ Vi} captures the m-adic localization H˜0(U
p)m, which is a direct
summand of H˜0(U
p). As in loc. cit. we obtain that
HomcontO[[Up]](H˜0(U
p)m, (W ⊗ Vi)
∗) ≃ HomcontO[[Up]](W ⊗ Vi, H˜
0(Up)m ⊗ L)
≃ HomcontO[[Up]](W ⊗ Vi, (H˜
0(Up)m ⊗ L)
alg),
where (·)alg designates the subspace of locally algebraic vectors for the Up-action. Thus
TS(Up)m[1/p] acts semisimply on (H˜
0(Up)m⊗L)
alg as it is the case on the space of algebraic
automorphic forms. Moreover the support of HomcontO[[Up]](W ⊗ Vi, (H˜
0(Up)m ⊗ L)
alg) in the
maximal spectrum of TS(Up)m[1/p] is contained in Σ(W )sc as explained in loc. cit. (The
supercuspidality at p comes from the fact that (Up, Vi) is a supercuspidal type.) Finally the
Zariski density of Σ(W )sc follows from Proposition 2.11 of [EP20] based on Remarks 2.12
and 2.13 therein with R = TS(Up)m. (We need Remark 2.13 as T
S(Up)m is not known to be
Noetherian in general; refer to the discussion in §5.1 of loc. cit. Sometimes the Noetherian
property can be proved, as in Appendix C.) 
Appendix A. Calculations for D2N+1
The purpose of this appendix is to prove Proposition 2.1.2 for split groups G of type D2N+1.
In this appendix, by “the proof” we will always refer to the proof of Proposition 2.1.2. We
maintain the notation from there. Recall that it suffices to exhibit an elliptic maximal
torus T ⊂ G such that for every n ∈ Z≥1, there exists a G-generic element X ∈ t
∗ of depth
−r with n < r ≤ n + 1. Put s := 2N + 1 in favor of simpler notation.
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Our strategy is similar to the other cases of the proof. We take E/F to be the unramified
extension of degree 2s− 2 = 4N with Gal(E/F ) = 〈σ〉, where σ denotes the (arithmetic)
Frobenius automorphism. Recall that T sp is a split maximal torus in G.
Let {e1, ..., es} be a basis for X∗(T
sp) ⊗Z R. Without loss of generality, i.e. by changing
the basis if necessary, we let the simple coroots be
αˇi = ei − ei+1, 1 ≤ i ≤ s− 1, αˇs = es−1 + es,
and the coroots Φˇ = {±(ei ± ej) : 1 ≤ i < j ≤ s}. Take the Coxeter element w =
sαˇ1sαˇ2 . . . sαˇs, where sαˇi denotes the reflection on X∗(T
sp) ⊗Z R corresponding to αˇi. The
order of w is equal to Cox(G) = 2s− 2 = 4N . An easy computation shows:
w(αˇi) = αˇi+1, 1 ≤ i ≤ s− 3,
w(αˇs−2) = αˇ1 + αˇ2 + · · ·+ αˇs
w(αˇs−1) = −(αˇ1 + αˇ2 + · · ·+ αˇs−1)
w(αˇs) = −(αˇ1 + αˇ2 + · · ·+ αˇs−2 + αˇs)
As in the earlier proof, we define T over F from the cocycle f : Gal(E/F ) → W sending
σ to w. (A cocycle here is a homomorphism as Gal(E/F ) acts trivially on W .) We may
and will identify TE with T
sp
E and fix T henceforth. Let r ∈ Z. Then giving X ∈ t
∗(E)−r
is equivalent to assigning a1, ..., as ∈ OE such that
X(H̟rF αˇ1) = a1, ..., X(H̟rF αˇs) = as
since {̟rF αˇi}1≤i≤s is an OE-basis of t(E)r. (To see this, it is enough to check it for r = 0. In
this case, {αˇi}1≤i≤s generates a subgroup of the free Z-module X∗(TE) with index coprime
to p, since p > Cox(G) and thus p does not divide the order of the Weyl group. It follows
that {αˇi}1≤i≤s indeed generates t(E)0 over OE . Since t(E)0 is a free OE-module of rank s,
linear independence follows.)
The G-genericity means that we need
v(X(Hβˇ)) = −r, ∀βˇ ∈ Φˇ. (A.1)
On the other hand, X descends to an OF -linear functional on tr if
X(σ(H̟rF αˇi)) = σ(ai), ∀1 ≤ i ≤ s. (A.2)
Hence in order to prove Proposition 2.1.2 for split groups G of type D2N+1 = Ds, it suffices
to find X satisfying (A.1) and (A.2). Moreover, it suffices to find such an X only when
r = 0, since the case n < r ≤ n + 1 follows by multiplying X with ̟−n−1F . Thus we set
r = 0 from now on. Then (A.2) can be rewritten as
σ(ai) = ai+1, 1 ≤ i ≤ s− 3,
σ(as−2) = a1 + a2 + · · ·+ as,
σ(as−1) = −(a1 + a2 + · · ·+ as−1),
σ(as) = −(a1 + a2 + · · ·+ as−2 + as+1).
(A.3)
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Take ζ to be a primitive (q2s−2 − 1)-th root of unity in OE , where q is the residue field
cardinality of F (so kE = Fq2s−2). Set
a = ζ
qs−1+1
2 , b = ζ
q2(s−1)−1
2(q−1) .
We would like to verify that the following solution to the system of equations (A.3) works:
ai = σ
i−1(a), 1 ≤ i ≤ s− 2,
as−1 =
1
2
(b− (a+ σ(a) + · · ·+ σs−3(a)) + σs−2(a)),
as =
1
2
(−b− (a+ σ(a) + · · ·+ σs−3(a)) + σs−2(a)).
A simple computation shows
σs−1(a) = −a, σ(b) = −b, (A.4)
as−1 − as = b, as−1 + as = −(a+ σ(a) + · · ·+ σ
s−3(a)) + σs−2(a).
Using this, it is elementary to check that (A.3) is satisfied.
It remains to prove that (A.1) holds with r = 0. As a preparation, observe that the
reduction a ∈ kE of a generates kE, namely
σj(a) = a, j ∈ Z≥1 ⇒ (2s− 2)|j. (A.5)
When each coroot βˇ is written (uniquely) as βˇ =
∑s
i=1 λiαˇi with λi ∈ Z, the condition
imposed by (A.1) is that v(
∑s
i=1 λiX(Hαˇi)) = 0. As βˇ runs through all coroots (enough
to consider positive coroots), the following are the conditions to check:
(1) v(ai+1 + · · ·+ aj) = 0 for 0 ≤ i < j ≤ s.
(2) v(ai+1 + · · ·+ as + (aj+1 + · · ·+ as−2)) = 0 for 0 ≤ i ≤ j ≤ s− 2.
(3) v(ai+1 + · · ·+ as−2 + as) = 0 for 0 ≤ i < s− 2.
Divide Case (1) into (1a) j ≤ s− 2, (1b) j = s− 1, and (1c) j = s. To check an element
of OE has valuation zero, it suffices to show that the reduction is nonzero in kE.
Cases (1a), (1c), and (2). In these cases, the condition to be checked has the form
σi
′
(a) + · · ·+ σj
′
(a) 6= 0, 1 ≤ j′ − i′ ≤ s− 1. (A.6)
Indeed this is clear in Case (1a) with i′ = i and j′ = j− 1. In Case (1c), it suffices to show
that −σ(ai+1 + · · ·+ as) 6= 0 but the left-hand side equals, via (A.4),
−σ
(
σs−2(a)− (a+ σ(a) + · · ·+ σi−1(a))
)
= a + σ(a) + · · ·+ σi(a).
So this case corresponds to showing (A.6) with i′ = 0 and j′ = i. In Case (2),
ai+1+ · · ·+as+(aj+ · · ·+as−2) = −a−σ(a)−· · ·−σ
i−1(a)+σj(a)+σj+1(a)+ · · ·+σs−2(a)
= σj(a) + σj+1(a) + · · ·+ σs−2+i(a)
so the condition that this expressions is non-zero amounts to (A.6) with i′ = j and j′ =
s− 2 + i. Note that j′ − i′ = s− 2 + i− j ≤ s− 2.
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Now the verification of (A.6) is the same as for type A in the proof of Proposition 2.1.2,
based on (A.5).
Case (1b). To prove the claim by contradiction, we suppose that
2(ai+1 + ai+2 + · · ·+ as−1) = −(a+ σ(a) + · · ·+ σ
i−1(a)) + (σi(a) + · · ·+ σs−2(a)) + b = 0.
We apply σ2 to the equation and subtract it from the original equation, recalling that
σ2(b) = b. Then
−a− σ(a) + 2(σi(a) + σi+1(a))− σs−1(a)− σs(a) = 0.
This is simplified via (A.4) as σi(a)+σi+1(a) = 0, also using that q is odd. Hence σ(a) = −a
and therefore σ2(a) = a, which contradicts (A.5) (as s ≥ 5).
Case (3). Again suppose that
2(ai+1 + · · ·+ as−2 + as) = −(a+ σ(a) + · · ·+ σ
i−1(a)) + (σi(a) + · · ·+ σs−2(a))− b = 0.
The equation is the same as in Case (1b) except that the coefficient of b has opposite sign,
which does not affect the argument, so we reach contradiction in the same way as before.
Appendix B. Calculations for E6
Here we prove Proposition 2.1.2 for a split group G of type E6. That is, we exhibit an
elliptic maximal torus T ⊂ G, and a G-generic element X ∈ t∗ of depth −r for the same
T (as r varies). The notation in the proof of the proposition is maintained.
We denote the simple coroots of E6 by αˇ1, αˇ2, . . . , αˇ6 as shown in Figure 1.
αˇ1
αˇ2
αˇ3 αˇ4 αˇ5 αˇ6
Figure 1. Dynkin diagram for (the dual of) E6
Then the positive coroots of E6 are
6
(1) αˇ1 + . . .+ αˇj − αˇ2 for 1 < j ≤ 6
(2) αˇi + . . .+ αˇj for 3 ≤ i ≤ j ≤ 6
(3) αˇ2 + . . .+ αˇj − αˇ3 for 3 ≤ j ≤ 6
(4) αˇi + . . .+ αˇ4 for 1 ≤ i ≤ 2
(5) αˇi + . . .+ αˇj for 1 ≤ i ≤ 2 ≤ 5 ≤ j ≤ 6
(6) αˇi + . . .+ αˇj + αˇ4 for 1 ≤ i ≤ 2 ≤ 5 ≤ j ≤ 6
6The list coincides with the one in [Bou02, Planche V] up to identifying roots with coroots. This is fine
as the root system of type E6 is self-dual.
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(7) αˇ2 + αˇ3 + 2αˇ4 + 2αˇ5 + αˇ6
(8) αˇ1 + αˇ2 + αˇ3 + 2αˇ4 + 2αˇ5 + αˇ6
(9) αˇ1 + αˇ2 + 2αˇ3 + 2αˇ4 + αˇ5
(10) αˇ1 + αˇ2 + 2αˇ3 + 2αˇ4 + αˇ5 + αˇ6
(11) αˇ1 + αˇ2 + 2αˇ3 + 2αˇ4 + 2αˇ5 + αˇ6
(12) αˇ1 + αˇ2 + 2αˇ3 + 3αˇ4 + 2αˇ5 + αˇ6
(13) αˇ1 + 2αˇ2 + 2αˇ3 + 3αˇ4 + 2αˇ5 + αˇ6
(Note that (1)–(4) correspond to coroots of subroot systems of type A.)
Let wh = s2s3s5s1s4s6, where si denotes the reflection corresponding to αˇi. Then wh is a
Coxeter element, hence it has order Cox(G) = 12 and its eigenvalues when acting on the
complex vector space spanned by the coroots are ζ12, ζ
4
12, ζ
5
12, ζ
7
12, ζ
8
12, ζ
11
12 , where ζ12 denotes
a primitive (complex) twelfth root of unity (see [Hum90, 3.7. Table 1 and 3.19. Theorem]).
Hence w := w4h is an elliptic element, i.e. does not have any nonzero fixed vector when
acting on the above complex vector space. One easily calculates that
w(αˇ1) = −αˇ1 − αˇ2 − αˇ3 − αˇ4
w(αˇ2) = αˇ1 + αˇ3 + αˇ4 + αˇ5 + αˇ6
w(αˇ3) = αˇ1 + αˇ2 + αˇ3 + 2αˇ4 + αˇ5
w(αˇ4) = −αˇ1 − αˇ2 − 2αˇ3 − 3αˇ4 − 2αˇ5 − αˇ6
w(αˇ5) = αˇ2 + αˇ3 + 2αˇ4 + αˇ5 + αˇ6
w(αˇ6) = −αˇ2 − αˇ4 − αˇ5 − αˇ6
Let E be a cubic Galois extension of F . Fix a generator σ of Gal(E/F ) and define
f : Gal(F sep/F ) ։ Gal(E/F ) → W by sending σ ∈ Gal(E/F ) to w. As in the proof of
Proposition 2.1.2, f gives rise to (the conjugacy class of) a maximal torus T of G. Since
w is elliptic, the torus T is elliptic. We divide into two cases.
Case (1): when F does not contain a nontrivial third root of unity. In this case we let E
be the unramified cubic extension of F . Let a ∈ E be an element of valuation zero such
that a + σ(a) + σ2(a) = 0 and such that the image a¯ of a in the residue field kE of E is a
generator for the field extension kE/kF (see Lemma 2.1.1), and define
a1 = a2 = a4 = σ(a), a3 = a− 2σ(a), a5 = a + σ(a), a6 = −3a− 2σ(a).
Then
σ(a1) = −a1 − a2 − a3 − a4,
σ(a2) = a1 + a3 + a4 + a5 + a6,
σ(a3) = a1 + a2 + a3 + 2a4 + a5,
σ(a4) = −a1 − a2 − 2a3 − 3a4 − 2a5 − a6,
σ(a5) = a2 + a3 + 2a4 + a5 + a6,
σ(a6) = −a2 − a4 − a5 − a6.
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Hence the linear functional X on t(E)y,n+1 defined by X(̟
n+1
F Hαˇi) = ai descends to a
linear functional on ty,n+1.
We claim that {1, a¯, σ(a¯)} is a kF -basis for kE . To this end, suppose that there exist
c1, c2, c3 ∈ kF such that c1 + c2a¯+ c3σ(a¯) = 0. Applying σ, we have c1 + c2σ(a¯) + c3(−a¯−
σ(a¯)) = 0. Taking the difference of the two equations, we obtain
(c2 − 2c3)σ(a¯) = (c2 + c3)a¯.
If c2 − 2c3 6= 0 then σ(a¯) = ca¯ with c = (c2 + c3)/(c2 − 2c3), thus a¯ = σ
3(a¯) = c3a¯. Since
F does not contain any nontrivial third root of unity, neither does kF , and hence c = 1.
But then σ(a¯) = a¯, contradicting kE = kF (a¯) 6= kF . Therefore c2 − 2c3 = 0, thus also
c2 + c3 = 0 as a¯ 6= 0. Since p > Cox(G) > 3, it follows that c2 = c3 = 0. Hence c1 = 0 as
well, proving the desired linear independence of {1, a¯, σ(a¯)} over kF .
Now using the linear independence of a¯ and σ(a¯) together with the explicit formulas for
the (positive) coroots of E6 above, it is easy to check that v(X(Hαˇ)) = −(n + 1) for all
coroots αˇ of GE with respect to TE . Hence X is G-generic of depth n+ 1.
Case (2): when F contains a nontrivial third root of unity ζ . In this case let E be the
totally ramified extension F (̟E) for a root ̟E of the equation x
3−̟F = 0. As our choice
of ζ and ̟E is flexible, we may assume that σ(̟E) = ζ̟E. We set
a1 = 2, a2 = a4 = a5 = 1, a3 = −4 − 2ζ, a6 = 3ζ.
Then
ζa1 = −a1 − a2 − a3 − a4,
ζa2 = a1 + a3 + a4 + a5 + a6,
ζa3 = a1 + a2 + a3 + 2a4 + a5,
ζa4 = −a1 − a2 − 2a3 − 3a4 − 2a5 − a6,
ζa5 = a2 + a3 + 2a4 + a5 + a6,
ζa6 = −a2 − a4 − a5 − a6.
Thus the linear functional X on t(E)y,n+1/3 defined by X(̟
3n+1
E Hαˇi) = ai descends to a
linear functional on ty,n+1/3. It remains to check that v(X(Hαˇ)) = −(n+
1
3
) for all coroots
αˇ of GE with respect to TE . Note that it suffices to consider the positive coroots. Using
the explicit formulas above, we obtain that for all positive coroots αˇ,
X(̟3n+1E Hαˇ) ∈ {1, 2, 3,−2− 4ζ} ∪ {i− 2ζ | − 4 ≤ i ≤ 1} ∪ {i− ζ | − 3 ≤ i ≤ 1}
∪{i+ ζ | − 2 ≤ i ≤ 3} ∪ {i+ 3ζ | 0 ≤ i ≤ 3} .
If ζ /∈ Fp, then p > Cox(G) = 12 > 4 implies that the imageX(̟
3n+1
E Hαˇ) ofX(̟
3n+1
E Hαˇ) ∈
OE in the residue field kE is non-zero, hence v(X(̟
3n+1
E Hαˇ)) = 0 as desired. If ζ ∈ Fp,
then one can treat each case separately and show that X(̟3n+1E Hαˇ) 6= 0 using that p > 12.
More precisely it is obvious that X(̟3n+1E Hαˇ) 6= 0 when the value of X(̟
3n+1
E Hαˇ) is an
integer, a multiple of ζ , or of the form ±1 ± ζ . In the remaining cases, we have the
48 JESSICA FINTZEN AND SUG WOO SHIN
form X(̟3n+1E Hαˇ) = c1 + c2ζ , and one verifies that c
3
1 6≡ −c
3
2 mod p in each case so that
c1 + c2ζ 6= 0.
We conclude that X is G-generic of depth n + 1
3
.
Appendix C. A note on Galois representations associated to automorphic
forms (by Vytautas Pasˇku¯nas)
The aim of this note is to explain how to deduce Theorem 3.3.3 (in the main article) by
replacing the use of Theorem 3.2.1 in its proof by the density results proved in [4]. We
put ourselves in the setting of the proof of Theorem 3.3.3. In particular, F is a totally
real field, E is a totally imaginary quadratic extension of F , S is a finite set of places of
F containing all the places above p and ∞, SE is the set of places of E above S, ES is
the maximal extension of E unramified outside S, G is a unitary group over F which is an
outer form of GLn with respect to the quadratic extension E/F such that G is quasi-split
at all finite places and anisotropic at all infinite places. We assume that all the places of F
above p split in E. This implies that G(F ⊗QQp) is isomorphic to a product of GLn(Fv) for
v | p. Let Up be a compact open subgroup of G(A∞,pF ). If Up is a compact open subgroup
of G(F ⊗Q Qp) then the double coset
Y (UpUp) := G(F )\G(AF )/U
pUpG(F ⊗Q R)
◦
is a finite set. From our point of view the key objects are the completed cohomology
H˜0(Up) := lim
←−
m
lim
−→
Up
H0(Y (UpUp),Z/p
mZ),
where the inner limit is taken over all open compact subgroups Up and the big Hecke
algebra:
TSSpl(U
p) := lim
←−
m,Up
TSSpl(U
pUp,Z/p
mZ), (C.1)
where TSSpl(U
pUp,Z/p
mZ) is the image the algebra TSSpl, defined in the proof of Theorem
3.3.3, in EndZp(H
0(Y (UpUp),Z/p
mZ)). This algebra is denoted by T′ in [4, §5.2]. We use
the projective limit to define the topology on TSSpl(U
p), which makes it into a profinite
ring. We also note that H0(Y (UpUp),Z/p
mZ) is just a space of Z/pmZ-valued functions
on Y (UpUp) and so coincides with M(U
pUp,Z/p
mZ) in §3.
We will show that TSSpl(U
p) is a noetherian semi-local ring and will attach a Galois rep-
resentation of Gal(ES/E) to each maximal ideal of T
S
Spl(U
p)[1/p], assuming the result of
Clozel recalled in Theorem 3.3.1. This is slightly more general than Theorem 3.3.3, as we
allow maximal ideals, which do not correspond to the classical automorphic forms, and we
do not have a restriction on the prime p, as we work with Bushnell–Kutzko types.
We may identify H˜0(Up) (resp. H˜0(Up)Qp) with the space of continuous Zp-valued (resp.
Qp-valued) functions on the profinite set
Y (Up) := G(F )\G(AF )/U
pG(F ⊗Q R)
◦ ∼= lim←−
Up
Y (UpUp).
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The action of G(F⊗QQp) on Y (U
p) makes H˜0(Up)Qp into an admissible unitary Qp-Banach
space representation of G(F ⊗Q Qp) with unit ball equal to H˜
0(Up). We fix an open pro-p
subgroup K of G(F ⊗Q Qp), which acts freely on Y (U
p) with finitely many orbits. This
enables us to identify H˜0(Up) as a representation of K with a direct sum of finitely many
copies of C(K,Zp), the space of continuous functions from K to Zp on which K acts via
right translations. Thus the Schikhof dual M := HomcontZp (H˜
0(Up),Zp) is a free Zp[[K]]-
module of finite rank and we may apply the results of [4] toM . We point out that it follows
from the Schikhof duality that H˜0(Up)Qp is isometric to the Banach space representation
denoted by Π(M) in [4, Lem. 2.3].
In [4, §3.4] we construct a countable family {Vi}i∈N of smooth absolutely irreducible repre-
sentations of K defined over a finite extension of Qp such that if π is a smooth irreducible
Qp-representation of G(F ⊗Q Qp) and HomK(Vi, π) is non-zero then π is a supercuspidal
representation. (We actually work with GLn(Fv) with v | p, but the argument readily
adapts to the product of such groups by taking tensor products.) Moreover, the evaluation
map
ev :
⊕
i≥1
HomK(Vi, H˜
0(Up)Qp)⊗ Vi → H˜
0(Up)Qp (C.2)
has dense image, see Proposition 3.26, together with Lemmas 2.3 and 2.17 in [4]. This
density result is the key input in this note.
The representations Vi are obtained as direct summands of inductions of certain characters
of open subgroups of K, analogous to the characters (Up,m, ψ ◦ λm) in the main text, but
constructed using Bushnell–Kutzko theory of types. This theory is not available for every
reductive group, but it does not impose any restrictions on the prime p. To orientate
the reader we point out that we may identify HomK(Vi, H˜
0(Up)Qp) with M(U
pK, V ∗i ) in
§3 by sending ϕ to the function f : Y (UpK) → V ∗i , which satisfies f(x)(v) = ϕ(v)(x),
for all x ∈ Y (UpK) and v ∈ Vi. As explained in §3, see also [3, Prop. 3.2.4], the space
HomK(Vi, H˜
0(Up)Qp) is related to the space of automorphic forms on G, the action of
TSSpl(U
p)[1/p] on this finite dimensional vector space is semi-simple and the maximal ideals
in the support of HomK(Vi, H˜
0(Up)Qp) correspond to certain classical automorphic forms,
such that the associated automorphic representations are supercuspidal at places above p.
For k ≥ 1 let Ak be the image of ⊕
k
i=1HomK(Vi, H˜
0(Up)Qp) ⊗ Vi in H˜
0(Up)Qpand let A∞
be the image of (C.2). Let ak be the T
S
Spl(U
p)-annihilator of An. Each Zp-algebra homo-
morphism x : TSSpl(U
p)/ak → Qp will correspond to a set of Hecke eigenvalues appearing
in HomK(Vi, H˜
0(Up)Qp)⊗Qp for some 1 ≤ i ≤ k, and hence will correspond to a classical
automorphic form which, by construction of Vi, will be supercuspidal at all places above
p. Hence, to such x we may attach a Galois representation ρx : Gal(ES/E) → GLn(Qp),
using the results of Clozel. Moreover, (TSSpl(U
p)/ak)[1/p] is semi-simple.
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Lemma C.3. If Up is an open pro-p subgroup of G(F⊗QQp), then the open maximal ideals
of TSSpl(U
p) coincide with the maximal ideals of TSSpl(U
pUp,Z/pZ). In particular, T
S
Spl(U
p)
has only finitely many open maximal ideals.
Proof. The transition maps in (C.1) are surjective and thus a maximal ideal m of TSSpl(U
p) is
open if and only if it is equal to the preimage of a maximal ideal of TSSpl(U
pU ′p,Z/p
mZ) under
the surjection TSSpl(U
p) ։ TSSpl(U
pU ′p,Z/p
mZ), for some open subgroup U ′p and m ≥ 1.
Using the surjectivity of the transition maps we may assume that U ′p is contained in Up.
Since the action of TSSpl(U
pU ′p,Z/p
mZ) on H0(Y (UpU ′p),Z/p
mZ) is faithful by definition, we
conclude that the localisation H0(Y (UpU ′p),Z/p
mZ)m is non-zero. Since the module is p-
torsion and Up is pro-p the Up-invariants of its reduction modulo p are non-zero. Since these
operations commute with localisation, we conclude that H0(Y (UpUp),Z/pZ)m is non-zero
and so m is a maximal ideal of TSSpl(U
pUp,Z/pZ). 
If m is an open maximal ideal of TSSpl(U
p) we let H˜0(Up)m and T
S
Spl(U
p)m be the m-adic
completions of H˜0(Up) and TSSpl(U
p), respectively. It follows from the Chinese remainder
theorem applied at each finite level that
H˜0(Up) ∼=
∏
m
H˜0(Up)m, T
S
Spl(U
p) ∼=
∏
m
TSSpl(U
p)m, (C.4)
where the (finite) product is taken over all open maximal ideals of TSSpl(U
p).
Remark C.5. It follows from (C.4) that the completion of H˜0(Up) and TSSpl(U
p) at an open
maximal ideal m coincides with the localisation, because inverting an element of TSSpl(U
p),
which maps to 1 in TSSpl(U
p)m and to 0 in other completions, kills off the other factors.
For k ≥ 1 let A0k := Ak ∩ H˜
0(Up) and let A0∞ := A∞ ∩ H˜
0(Up). Then A0k/p
m injects into
A0∞/p
m and, since A∞ is dense in H˜
0(Up)Qp, we have
H˜0(Up)/pm ∼= A0∞/p
m ∼= lim−→
k≥1
A0k/p
m, ∀m ≥ 1. (C.6)
In particular, there exists k, such that A0k/p contains H
0(Y (UpK),Z/pZ). For such k,
ak will also annihilate H
0(Y (UpK),Z/pZ). Hence, there is a surjection TSSpl(U
p)/ak ։
TSSpl(U
pK,Z/pZ). It follows from Lemma C.3 that the maximal ideals TSSpl(U
p)/ak coincide
with the open maximal ideals of TSSpl(U
p). We note that, since A0k is a finite free Zp-module,
the same applies to TSSpl(U
p)/ak and to its localisation (T
S
Spl(U
p)/ak)m. In particular, the
quotient topology on TSSpl(U
p)/ak coincides with the p-adic one and every maximal ideal
of TSSpl(U
p)/ak is open.
Lemma C.7. Let ρx : Gal(ES/E) → GLn(Qp) be the Galois representation correspond-
ing to a Zp-algebra homomorphism x : (T
S
Spl(U
p)/ak)m → Qp. Then the function Dx :
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Zp[Gal(ES/E)] → Qp, a 7→ det(ρx(a)) takes values in the image of x. Moreover, there is
a semi-simple Galois representation ρ¯ : Gal(ES/E)→ GLn(Fp) such that the function
D : Zp[Gal(ES/E)]→ Fp, a 7→ det(ρ¯(a))
takes values in the residue field κ(m) and
D(a) ≡ Dx(a) (mod m), ∀a ∈ Zp[Gal(ES/E)]
and for all Zp-algebra homomorphisms x : (T
S
Spl(U
p)/ak)m → Qp.
Proof. Let ρ¯ be the semisimplification of the reduction modulo p of a Gal(ES/E)-stable
lattice in ρx, for some x. As explained in the proof of Theorem 3.3.3 using density arguments
it is enough to check the assertions for a = 1+tFrobw, w 6∈ SE, split over F and t ∈ Zp. The
assertion then follows from equation (3.3.6), which expresses the characteristic polynomial
of ρx(Frobw) in terms of Hecke operators. 
The function D : Zp[Gal(ES/E)] → κ(m) is a continuous n-dimensional determinant in
the sense of Chenevier [2]. The universal deformation ring RD of D is a complete local
noetherian algebra over the ring of Witt vectors of κ(m) by [2, Prop. 3.3, 3.7, Ex. 3.6]. It
follows from Lemma C.7 that Dx is a deformation of D and hence induces a map RD → Qp.
By taking the product over all Zp-algebra homomorphisms x : (T
S
Spl(U
p)/ak)m → Qp we
obtain a continuous map
RD →
∏
x
Qp ∼= (T
S
Spl(U
p)/ak)m ⊗Zp Qp, (C.8)
where the last isomorphism follows since (TSSpl(U
p)/ak)m[1/p] is semi-simple and finite over
Qp.
Lemma C.9. The map (C.8) induces a surjection RD ։ (T
S
Spl(U
p)/ak)m.
Proof. This is proved in the course of the proof of Theorem 3.3.3 - let R′ be the image of
(C.8) and let D′ be the tautological deformation of D to R′. Then R′ is equal to the closure
of the subring generated by the coefficients of D′(1 + tFrobw) for all w 6∈ SE and these are
contained in (TSSpl(U
p)/ak)m. Since the coefficients of D
′(1 + tFrobw) can be expressed in
terms of Hecke operators, they are contained in R′. Since these generate (TSSpl(U
p)/ak)m
the map is surjective. We note that in the case of modular forms the analogous argument
appears in [1, §2.2]. 
Theorem C.10. The maps RD ։ (T
S
Spl(U
p)/ak)m for k ≥ 1 induce a surjection RD ։
TSSpl(U
p)m. In particular, T
S
Spl(U
p)m is noetherian and for every Zp-algebra homomorphism
x : TSSpl(U
p)m → Qp there is a continuous semi-simple representation ρx : Gal(ES/E) →
GLn(Qp) such that
det(1 + tρx(Frobw)) =
n∑
i=0
tiN(w)i(i−1)/2x(T (i)w ), ∀w 6∈ SE . (C.11)
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Proof. Using Lemma C.9 we obtain a continuous action of RD on A
0
k,m compatible with the
inclusions A0k,m ⊂ A
0
k+1,m, for k ≥ 1. Thus for each m ≥ 1 we obtain a continuous action of
RD on
lim
−→
k≥1
(A0k/p
m)m ∼= (A
0
∞/p
m)m ∼= (H˜
0(Up)/pm)m,
where the last isomorphism follows from (C.6). By passing to the projective limit we obtain
a continuous action of RD on H˜
0(Up)m, which factors through the action of T
S
Spl(U
p)m. Let
R be the image of the map RD → T
S
Spl(U
p)m. Since RD is a complete local noetherian ring
with a finite residue field it is compact. Since TSSpl(U
p)m is profinite it is Hausdorff and
hence R is closed in TSSpl(U
p)m. But R is also dense, since by construction R surjects onto
TSSpl(U
pUp,Z/p
mZ)m for all Up and m ≥ 1. Hence, R = T
S
Spl(U
p)m.
Let DR be the tautological deformation of D to R. Then
DR(1 + tFrobw) =
n∑
i=0
tiN(w)i(i−1)/2T (i)w , ∀w 6∈ SE ,
as this relation holds for all Dx and hence in (T
S
Spl(U
p)/ak)m by construction. If x : R→ Qp
is a homomorphism of Zp-algebras then by [2, Thm. 2.12] there is a unique semi-simple
representation ρx : Gal(ES/E)→ GLn(Qp) such that
x(DR(1 + tg)) = det(1 + tρx(g)), ∀g ∈ Gal(ES/E).
Since x ◦DR is continuous, the representation ρx is continuous by [2, Ex. 2.34]. 
Remark C.12. It follows from (C.4) and the theorem above that TSSpl(U
p) is noetherian and
we may attach a Galois representation satisfying (C.11) to any Zp-algebra homomorphism
x : TSSpl(U
p)→ Qp.
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