Abstract. Let 1 < p < ∞. We find the closure of ultrapowers of operators on L p in the weak operator topology when the ultrafilter is selective. As a consequence, we show that the commutant of B(L p ) in its ultrapower may or may not be trivial depending on the ultrafilter assuming the existence of a selective nonprincipal ultrafilter. This extends a result of Farah, Phillips and Steprāns.
Introduction
Let X be an infinite dimensional Banach space. Let B(X) be the space of operators on X. Let U be a nonprincipal ultrafilter on N. Let X U be the ultrapower of X with respect to U . If (x n ) n≥1 is a bounded sequence in X, then its image in X U is denoted by (x n ) n,U . If T ∈ B(X), then its ultrapower T U ∈ B(X U ) is defined by (x n ) n,U → (T x n ) n,U . Consider the following problem.
Problem 1. Find the closure of {T U : T ∈ B(X)} in the weak operator topology (WOT).
Assume that X is reflexive. Consider the subspace X = (x n ) n,U ∈ X U : w-lim n,U
x n = 0 of X U , where w-lim n,U x n is the weak limit of (x n ) n≥1 through U . It is easy to see that for an operator S ∈ B(X U ) to be in the WOT closure of {T U : T ∈ B(X)}, it is necessary that both spaces {(x) n,U : x ∈ X} and X have to be invariant under S. It turns that [6] when X is a Hilbert space and the ultrafilter U is selective, this condition is also sufficient.
Throughout this paper, µ is the Lebesgue measure on [0, 1] and L p = L p ([0, 1], µ). Our main result is a complete solution to Problem 1 when X = L p , 1 < p < ∞ and U is selective. Theorem 1.1. Let 1 < p < ∞, p = 2. Assume that U is selective. Then there is a unique complemented subspace M of L p such that an operator S ∈ B(X U ) is in the WOT closure of {T U : T ∈ B(X)} if and only if all three spaces {(x) n,U : x ∈ X}, X and M are invariant under S.
Assuming that 1 < p < ∞, p = 2, we obtain the following consequences.
(1) There are exactly four nontrivial subspaces of (L p ) U that are invariant under T U for all T ∈ B(L p ). As mentioned above, when p = 2, there are only two nontrivial subspaces of (L p ) U with this property.
(2) The double commutant of {T U : T ∈ B(L p )} in B((L p ) U ) does not coincide with its WOT closure. On the other hand, when p = 2, they do coincide in view of von Neumann's double commutant theorem.
(3) The commutant of B(L p ) in its ultrapower may or may not be trivial depending on the ultrafilter provided that a selective nonprincipal ultrafilter exists. For p = 2, this was proved in [3] . In Section 2, we construct a projection on (L p ) U that depicts the "peaky" parts of functions in L p . This will be used in the proof of Theorem 1.1. In Section 3, we prove some lemmas that uses the selectivity of U . These lemmas will also be used in the proof of Theorem 1.1. In Section 4, we show that certain rank one operators are in the WOT closure of {T U : T ∈ B(L p )}. In Section 5, we give the proof of Theorem 1.1. In Section 6, we prove the consequences of Theorem 1.1 listed above. In Section 7, we state a few open problems.
Let X be a Banach space. We will identify X with the subspace {(x) n,U : x ∈ X} of X U . We have the decomposition
where the projection from X U onto X is given by (x n ) n,U → w-lim n,U
x n .
Recall from [7, Theorem 2.3 ] that if X is super-reflexive then (X U ) * = (X * ) U , i.e., for every bounded linear functional φ on X U , there exists a unique (
If x ∈ X and x * ∈ X * , then x ⊗ x * is the rank one operator on X defined by y → x * (y)x. If A is a Borel set in [0, 1], the indicator function of A is denoted by I(A). If f : [0, 1] → R is a measurable function, then the essential support of f is denoted by supp(f ) and the L p norm of f is denoted by f p . The range of an operator T is denoted by ran T . The WOT closure of {T U : T ∈ B(X)} is denoted by {T U : T ∈ B(X)} −W OT . Throughout this paper 1 < p < ∞.
A set A is almost contained in another set B if A\B is finite. An ultrafilter U on N is selective (see [3] or [6] where the latter used the word absolute) if (1) for every sequence A 1 , A 2 , . . . of sets in U , there exists A ∈ U that is almost contained in each A k ; and (2) given any partition of N into disjoint finite sets A 1 , A 2 , . . ., there exists A ∈ U such that A ∩ A k is a singleton for each k. A selective nonprincipal ultrafilter exists if we assume the continuum hypothesis (see [3] ).
Throughout this paper, we will assume that the scalar field is R. But Theorem 1.1 still holds when the scalar field is C. See the end of Section 5.
A projection
Proof. For each n ≥ 1, let ν n be the pushforward probability measure on [0, ∞) under f n of µ. Since sup n≥1 f n p < ∞, the measures ν n are uniformly tight. Let ν be the weak limit of
and lim
Hence,
and for y = y + − y − ∈ X, where y + = y ∨ 0 and y − = −(y ∧ 0), we set
Then P x is a norm one linear projection.
U is a well defined projection.
where the last equality follows from Lemma 2.1.
Thus, R = I − P x is a well defined projection.
Obviously the operator R defined in Lemma 2.3 depends on p. The following lemma says that the adjoint of R is the R defined on (L q ) U where 1 p
Interchanging the roles of (f n ) n,U and (g n ) n,U , we also have
Thus by (2.1) the result follows.
Since R[(x) n,U ] = 0 for all x ∈ L p and 1 < p < ∞, by Lemma 2.4, we obtain
In the sequel, Lemma 2.5 will be used implicitly and R is always the operator defined in Lemma 2.3.
Uses of selectivity
The remaining lemmas in this section can be proved using the same techniques as the proof of Lemma 3.1 in [6] . But we include the proof of the following lemma for convenience.
Proof. Since (f n ) n,U ∈ ran R and R is a projection,
Since U is selective and each A k is in U , there exists A ∈ U that is almost contained in each A k . So there exists a sequence (k n ) n≥1 in N such that k n → ∞ and
Thus without loss of generality, we may assume that µ(supp(f n )) → 0.
There exists m(2) > m(1) such that
Since U is an ultrafilter, it contains exactly one of these two sets. For simplicity, assume that it contains the first one
Then (f n ) n,U = (g n ) n,U and all the g n have disjoint supports. Thus the result follows.
Sketch of proof. Since w-lim
n,U y n = 0 and w-lim n,U x * n = 0, using the same technique as the beginining of the proof of Lemma 3.2, we may assume that y n → 0 and x * n → 0 weakly. Choose 0 = m(0) < m(1) < m(2) < . . . as follows: Since x * 1 (y n ) → 0 and x * n (y 1 ) → 0, there exists m(1) ≥ 1 such that
. . be defined as in the proof of Lemma 3.2. We have
The rest of the proof is analogous to the proof of Lemma 3.2.
is a block basis of the Haar basis for L p .
Rank one operators in the closure
The following lemma follows from Lemma 3.4 and 4.1 and the fact that the Haar basis for L p is unconditional.
, for all scalars a 1 , a 2 , . . . such that only finite number of them are nonzero. Lemma 4.3. Assume that U is selective. Let X be a reflexive Banach space. Let (x n ) n,U ∈ X and (x * n ) n,U ∈ X * . Assume that for every x ∈ X, the summation
converges unconditionally. For each A ∈ U , let
where the convergence is in SOT and we treat U as a net with order defined by inverse inclusion of sets.
Proof. Without loss of generality, we may assume that x n ≤ 1 for all n ≥ 1. Let (y n ) n,U ∈ X. By Lemma 3.3, there exists B = {t(0), t(1), . . .} ∈ U , where t(0) < t(1) < . . . such that
Hence, lim
Let y ∈ X. Since w-lim n→∞ x * n = 0 and U is selective, there exists B 0 = {u(0), u(1), . . .} ∈ U , where u(0) < u(1) < . . . such that
Thus, lim
. . ∈ L 2 such that lim n,U f * n − g n 2 = 0 and all the g n are orthogonal. So we may assume that all the f * n are orthogonal. By Lemma 4.2, we may assume that there exists C > 0 such that
, for all scalars a 1 , a 2 , . . . such that only finite number of them are nonzero. Thus, for every finite subset F of N,
Since all the f * n are orthogonal, it follows that for every x ∈ L p , the summation
converges unconditionally. By Lemma 4.3, the result follows.
Lemma 4.5. Assume that U is selective and p > 2.
Proof. By Lemma 3.2, we may assume that all the f n have disjoint supports and all the f * n have disjoint supports. Moreover, we may also assume that f n p = f * n q = 1 for all n ≥ 1. For every finite subset F of N,
Since x ∈ L p and all the supp(f * i ) are disjoint, it follows that the summation
Lemma 4.6. Assume that U is selective and p >
, where the last equality follows from Lemma 2.4.
For every r > 0 and n ≥ 1, let
where ϕ r = w-lim 
By Lemma 4.4, (f
Thus the result follows. 
Moreover, the commutant of A in B(X) is spanned by P 1 and I − P 1 .
Sketch of proof. The spaces
are obviously invariant under all operators in A. Taking any * entry in the above matrix to be a rank one operator and the rest of the entries to be 0, one can see that these are the only four invariant subspaces. Using the same argument, one can also see that the commutant of A is spanned by P 1 and I − P 1 .
We will see that when p > 2, the space M described in Theorem 1.1 is given by
The following lemma says that M is in fact the range of R when p > 2.
Lemma 5.2. Assume that p > 2. We have
and
Note that
Therefore, lim n,U g n 2 = 0 and so R[(f n ) n,U ] ∈ M . This proves the first assertion.
For the second assertion,
is a sequence in L p converging to 0 weakly, then there is a subsequence (f n k ) k≥1 satisfying either (i) (f n k ) k≥1 is equivalent to the canonical basis for l p and lim k→∞ f n k 2 = 0; or (ii) (f n k ) k≥1 is equivalent to the canonical basis for l 2 and inf k≥1 f n k 2 > 0.
Proof. Suppose by contradiction there are f 1 , f 2 , . . . ∈ L p and ǫ > 0 such that f n p ≤ 1, f n 2 → 0 and T f n 2 ≥ ǫ. Then f n → 0 weakly in L p . By Lemma 5.3, passing to a subsequence, we have that (f n ) n≥1 is equivalent to the canonical basis for l p and (T f n ) n≥1 is equivalent to the canonical basis for l 2 . But this is an absurdity since T is bounded and p > 2.
Proof of Theorem 1.1. It suffices to prove the result for p > 2. For p < 2, we can simply use duality and annihilation and apply the result for p > 2.
The uniqueness of M will follow easily from Lemma 5.1 once we prove that M satisfies the required properties (see Theorem 6.1 below).
By Lemma 5.4, M is invariant under T U for all T ∈ B(L p ). This proves one direction. For the other direction, note that if K is a compact operator on L p , then
Since every operator on L p is a WOT limit of compact operators, it follows that
On the other hand, by Lemma 4.6 and the fact that every operator on L p is a WOT limit of finite rank operators on L p , we have 0
This proves the other direction.
We now discuss about proving Theorem 1.1 when the scalar field is C. Everything is analogous to the proof when the scalar field is R except that we need to show that the map R defined in Lemma 2.3 is a well defined projection. It suffices to prove that if we write
n I(|f (2) n | > r)) n,U .
Observe that
n |I(|f n | > r and |f
where the last equality follows from a version of Lemma 2.1 for complex valued f n . Thus,
Similarly we have
2) is proved.
Consequences
From Theorem 1.1 and Lemma 5.1, we obtain Theorem 6.1 and 6.2 below.
Theorem 6.1. Let 1 < p < ∞, p = 2. Assume that U is selective. Then there are exactly four nontrivial subspaces of
is spanned by P and I − P where P is the projection from
From Theorem 6.2, we have
consists of operators commuting with P .
The rest of this section is devoted to proving that the commutant of B(L p ) in its ultrapower may or may not be trivial depending on the ultrafilter if we assume the existence of a selective nonprincipal ultrafilter.
Let X be a Banach space. If (T n ) n≥1 is a bounded sequence in B(X), then its ultraproduct (T 1 , T 2 , . . .) U is the operator on X U defined as
Lemma 6.4. Assume that U is selective. Let X be a reflexive Banach space. Let (T n ) n≥1 be a bounded sequence in B(X). Then
with respect to the decomposition X U = X ⊕ X.
Proof. Suppose by contradiction (T 1 , T 2 , . . .) U = I ⊕ 0. Let (x k ) k≥1 be a sequence in X such that x k = 1 for all k ≥ 1 and x k → 0 weakly. Then
Thus lim
Since U is selective and each A k is in U , it follows that there exists A ∈ U that is almost contained in each A k . So there exists a sequence (k n ) n≥1 in N such that k n → ∞ and
Hence, (T n x kn ) n,U = 0. But since (x kn ) n,U ∈ X and (T 1 , T 2 , . . .) U = 0 on X, we have
An absurdity follows.
Then there exists a scalar λ such that
Proof. Since (T 1 , T 2 , . . .) U commutes with T U for all T ∈ B(L p ), by Theorem 6.2, there exist scalars
Thus the result follows.
If X is a Banach space, the space of compact operators on X is denoted by K(X). The following lemma should be well known. For each a ∈ Λ, let
For every x 1 , . . . , x r ∈ X, A 1 , . . . , A r ∈ B(X) and ǫ > 0, the set {a ∈ Λ : T a A i − A i T a < ǫ and T a x i − x i < ǫ for all 1 ≤ i ≤ r} is nonempty by Lemma 6.6. So these sets form a filter base on Λ and thus are contained in an ultrafilter U on Λ. We have lim a,U
T a x − x = 0, x ∈ X, and lim a,U T a A − AT a = 0, A ∈ B(X).
Open problems
Problem 2. Let 1 < p < ∞. Is {T U : T ∈ B(L p )} −W OT always a reflexive operator algebra, i.e., if S ∈ B((L p ) U ) and SN ⊂ N for all subspace N of (L p ) U that is invariant under T U for all T ∈ B(L p ), does S necessarily have to be in {T U : T ∈ B(L p )} −W OT ? Theorem 1.1 gives an affirmative answer when U is selective. We also have an affirmative answer when p = 2 and the scalar field is C, since all von Neumann algebras are reflexive.
Problem 3. Let 1 < p < ∞. Assume that U is selective. Let S ∈ {T U : T ∈ B(L p )} −W OT . Does there exist r > 0 such that S ∈ {T U : T ∈ B(L p ), T ≤ r} −W OT ? When p = 2 and the scalar field is C, we have an affirmative answer by Kaplansky density Theorem. But using the techniques in Section 4, it is not hard to see that we also have an affirmative answer when p = 2 and the scalar field is R. Problem 4. Let 1 < p < ∞, p = 2. Characterize the operators T ∈ B(L p ) such that T U commutes with R.
