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Emission inventories are necessary inputs to atmospheric models in determining air quality, 
health, and climate impacts. Transportation sector contributes greatly to emissions of all kinds of 
pollutants, thus it is crucial to understand its emissions and impacts. This dissertation improves 
the accounting of past and future emissions mainly in the transportation sector.  
 
This work develops an integrated modeling framework to forecast emissions and impacts from 
freight truck and rail transportation in the United States during 2010-2050. Macroeconomic 
scenarios are linked with a commodity input-output model, freight flow forecasting models, a 
dynamic vehicle fleet model, and a reduced-form air quality model to generate emissions and 
impacts under multiple future pathways. Emissions and impacts are projected under four 
macroeconomic scenarios featuring different economic growth rates and climate policies, as well 
as three scenarios of urban spatial forms.  
 
While freight activities more than double during 2010-2050, emissions of all pollutants decrease 
by more than 50% under all scenarios, as older vehicles built to less-stringent standards retire. In 
the business-as-usual scenario, mortalities decrease from 5500 to 3055, and the total integrated 
forcing increases from 14 to 22 TW from 2010-2050. Climate policy, in the form of carbon tax, 
increases oil fuel prices, causes a modal shift from truck to rail, and reduces mortalities and 
forcing by 20% and 30%, respectively. Eliminating high-emitting truck conditions reduces 
mortalities by 35% but has little impact on forcing. Polycentric and compact spatial forms reduce 
urban freight activity and emissions but increases population exposure, with a slight net benefit 
of 90 avoided deaths in 2050. 
 
This work also updates a previous historical emission inventory (1850-2010) of black carbon 
(BC) and primary organic carbon (OC). The mismatch between the BC concentration trend and 
the previous emission trend during 1960s-1980s in the United States indicates misrepresentations 
of past emission characteristics. A dynamic fleet vehicle model is applied to determine historical 
on-road vehicle emissions. Unlike previous inventories, the technology transitions in the vehicle 
fleet are explicitly modeled, including vehicle growth, retirement, and transitioning to high-
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emitting conditions. The emission factors and technology splits for on-road vehicles, off-road 
diesel engines, residential combustion, and shipping are updated per the observational constraints. 
Emissions from traditional brick and cement kilns are included.  
 
The updated increase almost linearly from 1270 Gg in 1850 to 5650 Gg in 1990, and slowly 
decrease till 2000, and finally increase again reaching 5580 Gg in 2010. Global OC emissions 
increase almost linearly from 1850-1975, and remain relatively constant until 1995 before 
emissions start to increase again, totaling 4950 Gg in 1850 and 11860 Gg in 2010. BC emission 
trend from on-road vehicles shows a rapid increase from 1960 to 1985, a relatively constant 
period for about 15 years, and then a slow decrease from 2000 to 2010, different than the 
previous continuous increasing trend. The updated global BC and OC emissions are 15-30% and 
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CHAPTER 1 INTRODUCTION AND BACKGROUND 
 
Since the Industrial Revolution, anthropogenic emissions of atmospheric pollutants and 
greenhouse gases have altered atmospheric composition and caused detrimental impacts on 
human health, ecosystems, and the climate. An accurate account of anthropogenic emissions is 
necessary in understanding how past human behaviors have changed the atmosphere and 
subsequently impacted air quality, public health, and the climate. Furthermore, a better 
understanding about the mechanism of emissions can enable us to forecast changes of emissions 
in the future, thereby making robust decisions in designing policies to minimize potential 
impacts. 
 
Emission inventories are tabulations of emissions discharged into the atmosphere in a region 
during a specific time. Emission inventories used in atmospheric models are typically developed 
using a “bottom-up” approach, which is the product of activity level (e.g. mass of fuel burned, 
number of products manufactured) and emission factor (EF) (mass of emissions per activity; e.g. 
gram of pollutant emitted per kilogram of fuel). Unlike energy-related carbon dioxide, for which 
emissions largely depend on fuel consumption and carbon content, emission factors of reactive 
gases and particles vary greatly depending on the combustion technologies used. For example, an 
old vehicle without a catalytic converter emits much more pollutants than a modern vehicle with 
the latest engine and emission control technologies. Accurately representing changes in 
technology is crucial in constructing past emission inventories and forecasting future emissions.  
 
This research takes a special interest in the transportation sector because of the important impacts 
it has on the economy and the environment. Transportation has relied heavily on petroleum for 
energy and has contributed greatly to emissions of all kinds of pollutants such as carbon dioxide, 
nitrogen oxides, and particulate matter. Diesel engines are important sources of black carbon, the 
second largest global warming agent after carbon dioxide [Bond et al., 2013]. Understanding 
emissions and impacts from the transportation sector is crucial to public health and climate.  
 
Several deficiencies exist in the current accounting of past and future emissions in the 
transportation sector. The first is a lack of clear relationship between vehicle technology change 
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and emission factors in estimating past emissions. Fleet-average emission factors have generally 
been used in constructing historical emission inventories. Such aggregated vehicle emission 
factors ignore the technology components that govern regional differences in emissions, which 
could result in a misrepresentation of emissions, especially in regions where little measurement 
is available. The second is that previous long-term historical black carbon emission inventories 
have not been constrained by observational records. Only until recently were researchers able to 
construct a long-term concentration trend of black carbon from the mid-1960s to early 2000s in 
the U.S. [Kirchstetter et al., 2017]. However, previous emissions [Bond et al. 2007] do not agree 
with the large decreasing concentration trend observed in most regions of the United States. The 
third is a lack of a systematic approach in forecasting the emissions and impacts of the 
transportation sector. In addition to technologies, emissions from transportation are affected by 
many other factors, including economic development, mode choices, infrastructures, urban 
spatial forms, etc. Few studies have integrated these factors to provide a comprehensive 
assessment of the impacts of difference choices under future uncertainties.  
 
The goal of this research is to refine emission estimates from the transportation sector. I present 
here an improved representation of historical technologies to estimate past emissions and an 
integrated framework to forecast future emissions and impacts. Some of the questions this 
research strives to answer are: How does technology influence the change of emissions? What 
factors should be considered in predicting future emissions and impacts? What impacts could 
mitigation policies have under future uncertainties?  
 
In the remainder of this chapter, I introduce the pollutants of interest to this study and their 
general properties, sources, and environmental impacts in section 1.1. Section 1.2 reviews the 
general methodology and metrics used to evaluate health and climate impacts of air pollutants. 
Section 1.3 discusses the important roles of the transportation sector and the factors that govern 
transportation emissions. Section 1.4 reviews the current state of knowledge in emission 
inventories, especially those for the transportation sector. Finally, I define the scope of this work 




In chapter 2, I describe the inventory tools used in this research: the Speciated Pollutant 
Emission Wizard (SPEW) [Bond et al., 2004] and SPEW-Trend [Yan et al., 2011]. In chapter 3, I 
discuss the development of an updated technology-based historical emission inventory of black 
carbon and primary organic carbon. In chapter 4, I present the emission projections of future 
freight truck and rail transportation in the United States using an integrated framework. The 
health and climate impacts of future freight transportation are presented in chapter 5. Finally, 
chapter 6 summarizes the major findings and contributions of this work and makes some 
recommendations for future work.  
 
1.1 Anthropogenic pollutants: general properties, sources and impacts 
This study mainly focuses on combustion-related pollutants, including particulate matter (PM), 
two major components of PM—black carbon (BC) and organic carbon (OC), carbon dioxide 
(CO2), nitrogen oxides (NOx), carbon monoxide (CO), and hydrocarbons (HC). This section 
describes the general properties, atmospheric roles, major sources and impacts of these pollutants.  
 
1.1.1 Particulate pollutants  
Particulate matter (PM) or aerosol refers to a complex mixture of small particles and liquid 
droplets that are suspended in the air [Seinfeld and Pandis, 2006]. The aerodynamic diameter or 
size of airborne particles is generally considered to range from a few nanometers to tens of 
micrometers [Seinfeld and Pandis, 2006]. Particles less than 2.5 μm in diameter are referred to as 
PM2.5 or “fine” particles, while particles smaller than 10 μm are termed PM10 or “coarse” 
particles. The distinction between fine and coarse particles is important since the two particle 
modes have distinctive atmospheric lifetimes, compositions, optical properties, and 
environmental impacts. PM can also be classified into primary and secondary particles based on 
its sources or origins. Primary particles are emitted directly from sources, while secondary 
particles are formed in the atmosphere through gas-to-particle conversion or aqueous reactions. 
 
PM has a wide range of chemical components, including organics, metal, acid, mineral elements. 
[Pope III and Dockery, 2006]. Carbonaceous particles, including black carbon (BC) and organic 
carbon (OC), have important effects on the climate. BC or “soot” is a product of incomplete 
combustion of carbon-based fuel. Unlike most other aerosols which scatter light, BC is strongly 
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absorbing, and thereby has a warming effect [Bond et al. 2013]. Organic aerosol usually refers to 
the fraction of aerosol that is not black. OC is the carbon mass within organic aerosol; the latter 
includes hydrogen and usually oxygen bounded to the carbon. OC mostly scatters light except 
for “brown carbon”, a complex mixture of organic compounds which absorbs light much more 
weakly than BC and has a strong wavelength dependence [Kirchstetter et al., 2004; Saleh et al., 
2014].  
 
PM has both natural and anthropogenic sources. Natural sources include wild fires, volcano 
activities, sea sprays, etc. Anthropogenic sources of PM are mostly from combustion of fossil 
fuel and biofuel. Table 1-1 shows the relative magnitude of global anthropogenic and natural 
emissions of BC, OC, PM2.5, NOx, and CO in 2005 from the United Nations Environment 
Programme assessment [UNEP, 2011]. The amount of PM2.5 from natural sources is comparable 
to that from anthropogenic sources, but the latter contains more BC and much less OC. Particles 
of natural origins are mainly wind-blown mineral dust, sea salt and wildfire particles, which are 
generally less toxic than anthropogenic particles and located in remote areas, contributing little to 
adverse health impacts. The climate impact of these particles is mostly cooling because of the 
relatively small fraction of BC. Anthropogenic sources include many different sectors, as shown 
in Table 1-1. Residential and large-scale combustion (industrial and utility boilers) contribute the 
most to PM2.5 emissions, and residential and transportation sectors contribute the most to BC and 
OC emissions. Unlike natural emissions which have great-inter-annual variability and exhibit no 
long-term trend, anthropogenic emissions have increased dramatically since the industrial 
revolution. Such rapid changes in the atmospheric compositions have caused great impacts on 
public health and the climate. Emission control technologies and regulations have successfully 
reduced emissions in developed countries but are offset by the increased emissions in developing 
countries. This work considers only anthropogenic emissions and focuses on how technology 




Table 1-1 Global anthropogenic and natural emissions for the year 2005 (Units: Tg/year; 
adapted from Table 2.1 in UNEP [2011]). 
 Sources BC OC PM2.5 NOx CO 
Anthropogenic 
     
Large-scale combustion 0.1 0.15 8.1 34.1 29.9 
Industrial processes 0.43 0.66 4.5 2.4 74.2 
Residential-commercial combustion 2.7 9.6 17.8 5 195 
Transportation 1.6 1.4 3.4 71.5 266 
Fossil-fuel extraction 0.28 0.06 0.51 1.4 2 
Waste/landfill 0.1 0.75 1.3 0.12 6.2 
Agriculture 0.31 1.2 3.4 0.26 25.5 
Total anthropogenic 5.5 14 39 115 599 
Naturala 3-3.7 33-38 31b 54-60 46-63 
Global total 8.5-9.2 47-52 70 169-175 645-662 
a Includes open burning of biomass other than agricultural residues 
b Estimate from version 3 of the Global Fire Emissions Database (GFED3) 
 
Aerosols have a wide range of impacts on visibility, public health and the climate. The adverse 
human health impacts are mostly associated with fine particles or PM2.5, because they remain in 
the air for relatively long periods of time, can penetrate deeply into the lungs, and are generally 
more toxic than coarse particles [Lim et al., 2012]. Cohort epidemic studies have repeatedly 
shown a causal relationship between long-term exposure to ambient PM2.5 and an increased risk 
of chronic cardiovascular and respiratory diseases and lung cancer which substantially reduce 
life expectancy [Brook et al., 2010; Cooke et al., 2007; Krewski et al., 2009; Pope et al., 2002].  
 
Aerosols affect climate through direct and indirect effects. The “direct effect” refers to the 
change of the radiative balance of the earth-atmosphere system through the scattering and 
absorption of shortwave and longwave radiation by aerosols in the atmosphere [Forster, 2007]. 
While most aerosols primarily scatter sunlight, a few aerosols absorb solar radiation, including 
BC, some organic aerosols, and dust particles. The “indirect effects” refer to the radiative effects 
imposed by aerosols through aerosol-cloud interaction (by affecting cloud properties) [Forster, 
2007]. The indirect effects mainly include the “semi-direct effect” whereby aerosol absorption 
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changes the vertical temperature structure and thereby shifts cloud distributions [Hansen et al., 
1997], the “cloud albedo effect” where aerosols affect the droplet number and size of the cloud 
[Twomey, 1959], and the “cloud lifetime effect” where aerosols affect the liquid content and 
lifetime of the cloud [Ackerman and Toon, 1982]. Absorbing aerosols such as BC deposited on 
snow and ice surfaces can further increase the positive forcing by decreasing albedo [Warren and 
Wiscombe, 1980; Flanner et al., 2007; Jacobson, 2004].  
 
1.1.2 Gaseous pollutants 
Carbon dioxide (CO2) is a trace gas naturally present in atmosphere as part of the earth’s carbon 
cycle. It is the primary source of carbon for life on earth and a major greenhouse gas. 
Anthropogenic activities, primarily the burning of fossil fuel and the change of land use, have 
greatly increased the CO2 concentration in the atmosphere; CO2 concentrations have increased 
by 40% since pre-industrial times [IPCC 2012]. CO2 is a product of complete combustion of 
carbonaceous fuels. It is chemically stable and has an atmospheric lifetime of decades to 
centuries, thus having a long-term effect on the climate. CO2 emissions are generally determined 
by the carbon content of fossil fuel and biofuel that are used in energy sectors [Marland et al., 
2003; Marland and Rotty, 1984]. CO2 emissions are not as dependent on combustion 
technologies as the other air pollutants and its inventory is considered much more constrained.  
 
Nitrogen oxides (NOx) consists of nitrogen dioxide (NO2) and nitric oxide (NO), which can 
interconvert through the NOx cycle. NOx is generated during high-temperature combustion 
[Seinfeld and Pandis, 2006]. Natural sources of NOx include lightning, wildfires and biogenic 
emissions. Anthropogenic emissions are mostly from fossil fuel combustion. The two major 
sources are transportation and large-scale combustion, as shown in Table 1-1. NOx plays several 
key roles in the atmospheric radical chemistry. NOx is a critical precursor to the formation of 
tropospheric ozone, which is a greenhouse gas and a major component of regional photochemical 
smog that poses great health risks. NOx also influences the concentration of hydroxyl radicals 
(OH), thus affecting the atmospheric removal of many trace gases whose primary sink is reaction 
with OH, including hydrochlorofluorocarbons (HCFCs) and methane [Seinfeld and Pandis, 
2006]. HCFCs can deplete stratospheric ozone and methane is a potent greenhouse gas. NOx is 
oxidized by OH in the atmosphere to form nitric acid, a major component of acid precipitation 
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[Seinfeld and Pandis, 2006]. NOx has two opposing effects on climate. First, increase in NOx 
emissions at low-NOx-level regions raise tropospheric ozone concentration, thus exerting a 
warming effect. Second, increasing NOx can enhance tropospheric OH and lower methane 
concentrations, thus exerting a cooling effect [Seinfeld and Pandis, 2006]. The net climate 
impact of NOx depends on the emission level, location and season.  
 
Carbon monoxide (CO) is a reactive trace constituent of the atmosphere. CO is formed by 
incomplete combustion of carbonaceous fuels and by photochemical reactions in the atmosphere. 
CO is emitted from both natural and anthropogenic sources. Natural sources include hydrocarbon 
oxidation, wildfires and biogenic emissions [Schultz et al., 2007]. Anthropogenic emissions 
mainly come from combustion of fossil fuel and biofuel, and oxidation of anthropogenic 
hydrocarbons. Transportation especially gasoline vehicles is the most important source of CO, 
followed by residential combustion, as shown in Table 1-1. CO removes from the atmosphere at 
least 50% of the primary atmospheric oxidant OH [Thompson, 1992], affecting concentrations of 
many other trace gases, including methane. CO could also lead to either an increase or decrease 
in tropospheric ozone level, depending on the local nitrogen oxides (NOx) concentration 
[Brasseur et al., 1998; Crutzen and Zimmermann, 1991; Klonecki and Levy, 1997; Levy et al., 
1997]. Exposure to high levels of CO could cause headache, nausea, unconsciousness, and even 
death. Climate impacts of CO also depends highly on local conditions.  
 
Hydrocarbons (HCs) are organic compounds made of only carbon and hydrogen atoms. HCs are 
sometimes divided into methane and non-methane hydrocarbons (NMHCs). Methane is the 
second most important greenhouse gas after CO2, and has relatively low reactivity and 
consequently high mixing ratios compared to other hydrocarbons. NMHCs are mainly emitted 
from incomplete combustion and fuel evaporation, while methane is mostly emitted from 
agriculture and landfill [Seinfeld and Pandis, 2006]. The major anthropogenic sources for 
NMHCs are vehicles and non-road engines [U.S. EPA 2012a]. HCs play important roles in 
photochemistry. HCs react with NOx in the presence of sunlight to create tropospheric ozone. 
Some NMHCs can lead to stratospheric ozone depletion.  
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1.2 Health and climate impact assessment 
Mitigation policies, plans, and projects are usually evaluated by the potential health and climate 
impacts they affect. This section reviews the general methodology and common metrics used to 
estimate the health and climate impacts of emissions.  
 
1.2.1 Health impact assessment 
Health responses to exposure of pollutants are generally quantified using relative risk (RR), 
which is defined as the probability of health outcomes in the exposed group compared to the 
probability in the unexposed group. Common metrics of health outcomes include premature 
deaths, monetized impacts, and disability-adjusted life years. The relative risk of health risks 
usually increase with the amount of exposure to pollutants. The exposure-response relationships 
between air pollutants and their associated health outcome have been estimated by many 
epidemiological studies [e.g. Krewski et al., 2009; Pope et al., 2002]. Figure 1-1 shows an 
example of the exposure-response relationship between the predicted relative risk of mortalities 
caused by ischemic heart disease and the global exposure ranges of PM2.5 concentration [Burnett 
et al. 2014]. Ambient PM2.5 and ozone are the two most important health risk factors among all 
air pollutants. Per the Global Burden of Disease 2010 comparative risk assessment, ambient 
PM2.5 exposure contributes to 3 million deaths globally, and ambient ozone exposure accounts 
for 0.2 million deaths, only about 7% of the deaths caused by PM2.5 [Lim et al., 2012]. 
 
The health impact from changes in exposure of air pollutants is generally quantified using the 
well-established approach of health impact assessment in [U.S. EPA, 2012b]. The approach can 
be applied to estimate health impacts from past changes in pollution levels [Brauer et al., 2012; 
Levy et al., 2009] or predict future impacts from the implementation of air quality regulations 
[U.S. EPA, 2011]. It generally consists of the following steps [U.S. EPA, 2012b]. First, air 
pollutant emissions are converted to ambient concentrations using air quality models. An 
accurate spatially-resolved emission inventory is an essential input for this step. Second, the 
population exposed to the pollutant concentration is determined. Third, the population-level 
health impacts are calculated by applying exposure-response relationships drawn from the 





Figure 1-1 Predicted values of exposure-response model (solid line) and 95% CIs (dashed line) 
and relative risks (points) and 95% CIs (error bars) for mortalities caused by ischemic heart 
disease resulted from PM2.5 exposures (Figure 1a in Burnett et al. [2014]). 
 
Many tools are available for health impact assessment. The most rigorous tools to simulate 
ambient air quality are the Eulerian chemistry transport models (CTM) such as Community 
Atmosphere Model (CAM) [Collins et al., 2006], Community Multi-Scale Air Quality model 
(CMAQ) [Byun and Ching, 1999], and Weather Research and Forecasting regional model with 
Chemistry (WRF-Chem) [Grell et al., 2005]. However, running CTMs is computationally 
intensive and not typically used for multiple policy scenarios. Some reduced-form models are 
available for rapid model runs to estimate health impacts for different policies in the U.S., such 
as Co-Benefits Risk Assessment (COBRA) [U.S. EPA, 2012b], Air Pollution Emission 
Experiments and Policy analysis (APEEP/AP2) [Muller, 2011; Muller and Mendelsohn, 2009], 
and Estimating Air Pollution Social Impact Using Regression (EASIUR) [Heo et al., 2016].  
COBRA and AP2 estimate the social costs of health impacts using source-receptor matrices 
derived from the Gaussian plume model Climatological Regional Dispersion Model (CRDM) 
[Latimer, 1996]. Steady-state Gaussian plume models predict near-source concentrations but are 
usually not recommended for predictions that involve transport of pollutants beyond 50 km [U.S. 
EPA, 2012b]. EASIUR is a statistical regression model which quantifies the relationship between 




1.2.2 Climate impact assessment 
Radiative forcing (RF) is one of the most widely used metrics to represent how various 
pollutants contribute to climate change. RF is defined as the net change in vertical radiative flux 
at the tropopause due to an imposed perturbation [Forster, 2007], and expressed in watts per 
square meter (W/m2) averaged over a specific period after the perturbation takes place. A 
positive forcing suggests warming effects while a negative forcing indicates cooling. While RF is 
determined with all surface and tropospheric properties fixed at their unperturbed values, the 
effective radiative forcing (ERF) allows adjustment of the troposphere and land surface to 
perturbations while holding the globally averaged surface temperature constant [Myhre et al., 
2013].  
 
The estimated RF and ERF of anthropogenic and natural forcing agents from 1750 to 2011 by 
Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment report (AR5) [IPCC, 2013] 
are demonstrated in Figure 1-2. CO2 is the most important contributor to global climate changes 
through greenhouse effects. Methane is the second most important greenhouse gas with a RF 
estimate of 0.5 W/m2. The industrial era RF of CO2 is well constrained as 1.82 (1.63 to 2.01) 
W/m2 [Myhre et al., 2013]. The forcing estimate of tropospheric ozone is around 0.4 W/m2 over 
the industrial era [Myhre et al., 2013]. For BC, the estimates of RF from direct effects, indirect 
cloud effects and snow/ice albedo effects to be around 0.7 W/m2, 0.2 W/m2, and 0.1 W/m2, 
respectively [Bond et al. 2013]. This gives BC a total forcing of 1.1 W/m2, making it the second 
largest forcing agent after CO2. BC is usually co-emitted with a range of other species such as 
OC, CO, NOx and SO2 during combustion. Sulfate, nitrate, and OC aerosols primarily scatter 
sunlight and the direct RF are estimated to be -0.4, -0.1, and -0.1 W/m2 respectively [Myhre et al., 
2013]. The total forcing of all anthropogenic aerosols in the industrial era is likely to be cooling 
with a best estimate of -0.9 W/m2 from the IPCC AR5 report [Myhre et al., 2013]. The 
uncertainty of RF caused by SLCFs, especially aerosols, is large and dominates the uncertainty 





Figure 1-2 Bar chart for RF (hatched) and ERF (solid) for the period 1750-2011. Uncertainties 
(5 to 95% confidence range) are given for RF (dotted lines) and ERF (solid lines) (Figure 8.15 
from IPCC 2013). 
 
Like health impact assessment, changes in forcing are estimated from changes in emissions using 
CTM such as CAM and WRF-Chem. When investigating climate impacts of potential mitigation 
policies, it is inefficient to run the computationally intensive CTM for multiple policy scenarios. 
Bond et al. [2013] developed a simple approach to estimate the average forcing of a species by a 
certain mechanism with forcing-per-emissions values. The total climate impact of an emission 
source is then determined by summing the forcing over all species and mechanisms. The linear 
forcing-emission relationship can be applied to generate quick forcing estimates for policy-
relevant inquiries with two limitations. First, while the relationship between direct RF and 
emissions is usually linear, nonlinearity exists between indirect RF and emissions because of the 
complex mechanisms involved in cloud-related forcing. Our current understating of aerosol 
indirect forcing is still preliminary and the estimated forcing has large uncertainty, as shown in 
Figure 1-2. Second, the forcing of short-lived species depends on emission sources and locations. 
Some studies have estimated the direct forcing of emissions from different world regions (e.g. 
[Fry et al., 2012; Koch et al., 2007; Reddy and Boucher, 2007; Yu et al., 2013]). A few studies 
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have quantified the direct forcing of regional emissions by economic sectors [Henze et al., 2012; 
Shindell et al., 2008]. However, only global average forcing has been estimated for aerosol 
indirect forcing [Bond et al. 2013].  
 
1.3 The role of the transportation sector 
The transportation sector is a vital component of the world economy, encompassing everything 
that transports people or goods from one place to another. The major transportation modes 
include on-road vehicles, off-road vehicles, rail, waterborne craft, and aircraft. On-road vehicles 
are vehicles that legally operate on public roads and highways, including light-duty vehicles 
(gross vehicle weight rating less than 8,500 lbs) which use mostly gasoline and some diesel, and 
heavy-duty vehicles (gross vehicle weight rating greater than 8,500 lbs) which mostly burn diesel. 
Off-road vehicles are designed to operate away from public roads, mostly for agriculture uses. 
Off-road vehicles are powered by both gasoline and diesel engines. Passenger and freight 
transportation are the two most important components of the transportation sector, although other 
uses such as service vehicles also exist. Passenger transportation represents travel by individuals 
for purposes such as commuting, leisure, business and migration. Freight transportation is 
determined by the production and consumption of commodities. This work focuses on estimating 
historical emissions from the transportation sector, and predicting future emissions and impacts 
from one major component of the transportation sector: freight transportation. 
 
1.3.1 Importance of the transportation sector 
1.3.1.1 Energy use and emissions from the transportation sector 
The transportation sector has been playing an increasingly important role in world energy use 
and emissions in the last few decades. Driven by economic growth and increased mobility, 
energy use from the transportation sector has more than doubled since 1970 [IEA, 2010a; 2010b]. 
Economic development stimulates transportation demand and increased transportation, in return, 
drives development. Demands for the transportation of people and goods are expected to 




Virtually all the energy used in the transportation sector is provided by petroleum-based fuels, 
mainly gasoline and diesel. The transportation sector accounted for around 23% of total energy-
related CO2 emissions in 2010, with around three quarters coming from on-road vehicles [IEA, 
2010a; 2010b]. Diesel engines are significant emitters of air pollutants including PM (especially 
BC) and NOx. Diesel engines have been the leading source of BC since 1985, contributing to 
around 35% of the total energy-related BC emissions in 2000 [Bond et al. 2013]. Gasoline 
vehicles are significant emitters of CO and NOx, which degrade urban air quality and cause 
adverse health effects. Gasoline vehicles emit much lower PM than diesel vehicles, but they 
could still be of concern due to the greater number of light-duty gasoline vehicles, especially in 
the earlier time [McDonald et al., 2013].  
 
Freight transportation has been growing even more rapidly than passenger transport. From 1970-
2010 freight activity in the U.S. has more than doubled, outpacing the growth rate of population 
by about 50%. Freight transportation is expected to continue to grow in the future due to the 
movement towards a global economy which relies heavily on transportation for trade and 
commerce [AASHTO, 2007]. In 2010, freight transportation consumed about 35% of the total 
energy of the transportation sector in the U.S., 70% of which was attributable to freight trucks 
and rail [BTS, 2014]. Freight trucks and rail contributed about 43% of the NOx and 38% of the 
PM emissions from the transportation sector [U.S. EPA, 2010a]. 
  
1.3.1.2 Impacts of the transportation sector 
The transportation sector emits a large amount of CO2 and short-lived gases and aerosols, which 
have significant impacts on air quality, public health, and global climate.  
 
The transportation sector affects public health in various ways, including air pollution, noise, and 
risks of road traffic injury. Vehicle exhaust emissions contain various pollutants including PM2.5 
and gaseous pollutants NOx, CO, HC which are precursors to ozone. Population exposure to 
transportation pollution includes three general categories: (1) the contribution of transportation 
pollution to urban and rural background air concentration, (2) elevated pollution near roadways 
and city zones, and (3) elevated exposures in commuting [WHO, 2005]. Exposures to vehicle 
emissions have been found to cause several acute and chronic health effects, such as 
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cardiovascular and respiratory disease and cancer [Health Effects Institute, 2010; Laden et al., 
2000; Pope et al., 2002]. Traffic-related PM2.5 is likely to be more toxic than inorganic 
components such as sulfate and nitrate emitted from the power sector [Grahame and Schlesinger, 
2007]. Exposures of people living close to busy roads could be about 25% higher than 
background exposures for PM [Kingham et al., 2000; Roorda-Knape et al., 1998]. Caiazzo et al. 
[2013] concluded that road transportation is the largest contributor to air pollution related 
mortality, causing about 58,000 deaths globally in 2005. 
 
Transportation also plays a crucial role in future climate change. Several studies have quantified 
forcing from individual sectors and regions [Fuglestvedt et al., 2008; Henze et al., 2012; Shindell 
et al., 2008; Unger et al., 2010; Unger et al., 2008]. Fuglestvedt et al. [2008] made the first 
comprehensive attempt to quantify forcing from individual transportation sectors and showed 
that current emissions from transportation will be responsible for around 16% of the total 
integrated anthropogenic forcing over 100 years, with road transportation being the dominant 
contributor. Unger et al. [2008] investigated near-term forcing from different sectors and regions 
and found that reductions of emissions from the transportation sector in Europe and North 
American could offer considerable global climate benefits. Unger et al. [2010] identified on-road 
transportation as the largest contributing economic sector for near-term forcing and the second 
largest, after the power sector, for long-term forcing. Olivié et al. [2012] projected that road 
transport would raise the global mean surface temperature by 0.2K by 2050 and 0.3K by 2100. 
 
Among the transportation sources, diesel engines have been identified as a “BC-rich” source 
category, meaning that diesel exhaust is high in BC and low in co-emission of other aerosols or 
aerosol precursors [Bond et al., 2013]. “BC-rich” sources have a higher probability of warming 
effects, as discussed in section 1.2.2. Several studies have indicated that targeting diesel vehicles 
to be an effective way to achieve immediate climate and health benefits [Kopp and Mauzerall, 




1.3.2 Factors affecting transportation emissions and impacts 
Emissions from the transportation sector and their subsequent impacts are determined by many 
factors, including economic activities, engine technologies, fuel types, system efficiency, 
infrastructures, and urban forms.  
 
Emission and fuel economy regulations have been the main drivers for the development of new 
engine technologies and after-treatment devices. While transportation activity has increased 
significantly due to economic development and population growth, progressively more stringent 
emission standards and increased fuel quality have been stabilizing and decreasing emissions of 
air pollutants in most developed countries in recent decades. In most developing countries, 
however, the lag in the adoption of emission standards and poor-quality fuels are still driving up 
total emissions [Lund et al., 2014; Yan et al., 2014].  
 
While technology advancement reduces energy use and emissions for individual transportation 
mode, a significant difference in fuel efficiency exists among different modes. For example, rail 
is nearly 10 times more efficient in carrying freight than trucks [AAR, 2010]. A truck-to-rail 
modal shift could offer an opportunity to reduce both emissions of air pollutants and CO2 
[Bickford et al., 2014]. Mode choices are made by individual companies but policy could 
incentive modal shifts by pricing fuel (e.g. fuel tax) and placing regulatory restrictions on trucks 
[Brogan et al., 2013]. 
 
Infrastructure is another crucial aspect that affects transportation. Current highway and rail 
infrastructures are facing increasing congestion as transportation demands continue to rise. 
Congestion decreases traffic speed, causes stop-and-go conditions, and thereby resulting in 
increased fuel consumption and emissions, as well as many other economic and social costs 
[Barth and Boriboonsomsin, 2008; Figliozzi, 2011]. Transportation planners recognize that the 
highway system cannot handle anticipated growth in freight and some portion of the traffic must 
be shifted to rail [AASHTO, 2007], requiring additional investment in rail capacity.  
 
The spatial distribution of population and employment also play an important role in 
transportation activities and their impacts. Employment and population distributions in urban 
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areas can be represented by the level of dispersion and polycentricity. Dispersion measures the 
extent to which jobs are diffused or clustered over the metropolitan areas. Polycentricity 
measures the relative share of jobs in subcenters and in the central business district. Trends in 
recent decades have shown an increased decentralization of metropolitan areas in major U.S. 
cities. Such an expansion, usually termed as “urban sprawl”, has been linked with increased 
traffic, energy consumption, air quality problems, and other public health issues [Frumkin, 2002; 
Stone Jr, 2008]. Thus, polycentric or compact development (low dispersion, high polycentricity) 
has been brought up as alternative urban forms. However, compactness could have both positive 
and negative impacts on air quality and public health. Supporters argue that compact 
development could reduce car dependency, reduce vehicle travel, and thereby reduce energy 
consumption and emissions [Frank et al., 2000; Stone et al., 2007]. On the other hand, opponents 
state that concentrated structures could lead to increased traffic congestion and higher exposures 
to air pollutants [Van Der Waals, 2000]. Most of the studies have focused on passenger 
transportation [Ewing et al., 2003; Frank et al., 2000; Stone Jr, 2008], but little study has 
evaluated the relationship between urban forms and freight transportation. 
 
The many interacting factors that affect transportation demands, emissions, and impacts call for a 
systematic approach to forecast the future and to evaluate the effects of changing each individual 
factor. This work connects many of the factors and provides an integrated system that illustrates 
the evolution of emissions from the freight transportation system in the U.S. The goal is to 
provide comprehensive yet understandable information to inform policies that may have multi-
year impacts. 
 
1.4 Current state of knowledge 
This section reviews previous literature and current knowledge gaps in historical emissions of 
BC and OC and future emission projections, with a focus on the transportation sector, especially 
freight transportation. 
 
1.4.1 Historical emissions of BC and OC 
As discussed in Section 1.2.2, carbonaceous aerosols are significant components of 
anthropogenic forcing. A long-term emission inventory of carbonaceous aerosols is a necessary 
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input for climate models to simulate past changes in atmospheric constituents and anthropogenic 
forcing. The modeled forcing can then be compared with historical temperature trend to evaluate 
the climate models.  
 
Several global historical emission inventories of BC and OC have been developed with different 
treatments of technology change. One approach is to use time-varying emission factors, an 
implicit way to account for technology change. Novakov et al. [2003] developed one of the first 
BC emission trends back to the late 19th century. They assumed a linearly decreasing 
“technology factor” to represent diesel BC emissions from 1965 to 1985. Ito and Penner et al. 
[2005] considered only changes in EFs for the diesel transportation sector and assumed EFs for 
other technologies to be constant. Junker and Liousse [2008] applied time-varying emission 
factors to different fuel use categories to generate BC and OC emission trends since 1860. They 
applied scaling factors to baseline emission factors in year 1997 based on proxies such as 
thermal efficiency to represent technology change. Another approach is to model technology 
change explicitly. Streets et al. [2001] and Bond et al. [2004] developed divisions of combustion 
technology and emission controls for each sector and linked specific emission factors to each 
fuel/technology combination. Bond et al. [2007] applied technology transitions to most of the 
technology divisions to generate emission trends for 1850-2000. When technology is explicitly 
represented, emission factors are based on physical principles, and the spatial and temporal 
differences in emission factors can be represented as different technology choices. The inventory 
developed by Bond et al. [2007] was the major source of BC and OC emission input for climate 
models which support the IPCC AR5 report [Lamarque et al., 2010]. However, Bond et al. [2007] 
did not explicitly account for the technology change for on-road vehicles. They used a fleet-
average EF without representing the differences in technology within the vehicle fleet. In 
addition, emissions from traditional industries such as brick kilns were not represented in Bond 
et al. [2007], which could contribute significant emissions in developing countries [Streets et al. 
2006; Klimont et al. 2016]. 
 
Large uncertainties exist in historical emission inventories of BC and OC. The most widely used 
BC and OC emission inventory by Bond et al. [2007] has an uncertainty of about a factor of 2-3 
for present emissions as suggested by comparisons with observations in source regions [Fu et al., 
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2012; Hu et al., 2009; Koch et al., 2009; Park et al., 2003]. Major uncertainties include limited 
measurements of small traditional industry, residential emissions in developing countries, and 
emissions and fractions of high-emitting vehicles due to malfunction [Bond et al., 2013]. The 
uncertainties in emissions in earlier times is even larger due to the scarcity of measurements.  
 
The only way to evaluate past emissions is to compare them with observational records. As BC 
is chemically stable in the atmosphere, BC emissions and concentrations are almost linearly 
related. Historical BC concentration records could be used as constraints for BC emission 
inventory. However, long-term BC measurement trends do not exist and need to be reconstructed 
based on proxy data. Kirchstetter et al. [2008; 2017] used measured coefficient of haze (COH) 
data to reconstruct BC concentration trends in U.S. urban areas during 1960s-2000s. The large 
decreasing trends in BC concentration in several states in the U.S. during 1960s-1980s 
[Kirchstetter et al., 2017] were not reflected in the previous emission inventory [Bond et al. 
2007], as demonstrated in Figure 1-3. Kirchstetter et al. [2008] suggested that the 
underestimation of emission factors from diesel vehicles prior to regulations could have 
contributed to the discrepancy. Sun et al. [in prep] quantified the adjustments that need to be 
applied to current emissions in several sectors including on-road vehicles, off-road engines, 
domestic shipping, and the residential sector.  
 
Figure 1-3 Annual average BC concentration trends in ten U.S. states (left y-axis) [Figure 2 
from Kirchstetter et al., 2017] compared with BC emission trend in the U.S. (right y-axis) [Bond 

































































While large uncertainties exist in historical emission inventories, none of the previous long-term 
inventories have been constrained by measurements. The current discrepancy in BC model-
measurement comparison in the U.S. implies misrepresentation of technology changes in the past. 
Because the technological transitions occurred in the U.S. have yet to happen in many 
developing countries, the implied changes could also affect present and future emissions 
estimates. In addition, the changes in technology will impact emission estimates for other 
combustion-related pollutants. 
  
1.4.2 Future emissions 
Emission projection is the practice of extrapolating knowledge about the past to predict future 
emissions based on expected changes in activity level and technologies. Emission projections are 
important tools to model future air quality and climate and to evaluate potential mitigation 
policies [Levy et al., 2008; Streets et al., 2004]. Future emission changes are uncertain and are 
affected by many factors including economic development, population growth, infrastructures, 
the implementation of emission control technologies, etc. [Cofala et al., 2007; Ohara et al., 2007] 
 
Several global-scale emission projections have been made in the past, and studies have gradually 
improved the representation of technology changes in the projections. Early emission projections 
simply scaled up emissions based on proxies without consideration of technology changes in the 
future [IPCC, 2001]. Streets et al. [2004] projected BC and OC emissions in 2030 and 2050 by 
representing technology changes in the future with a simple S-shaped diffusion pattern, for 
which parameters were based on expert judgement. Rao et al. [2005] projected global BC and 
OC emissions by assuming EFs decrease with the gross domestic product (GDP) in each region. 
The Representative Concentration Pathways (RCPs) reported broad sectoral emission trends 
under different radiative forcing targets in 2100, assuming that the overall EF decreases with per 
capita income after full implementation of current emission control technologies; the emissions 
were then downscaled to individual countries and grid cells [Grübler et al., 2007; Ohara et al., 
2007; van Vuuren et al., 2007]. The Greenhouse Gas and Air Pollution Interactions and 
Synergies (GAINS) model projected global emissions until 2030, using a bottom-up approach 




For emission projections of the transportation sector, the International Energy Agency’s (IEA) 
Mobility Model (MoMo) projects vehicle energy use and CO2 emissions into 2050 under various 
scenarios of vehicle fuel economy and technologies, but the air pollutant emissions were 
estimated using simple fleet average EFs [Fulton et al., 2009; Fulton and Eads, 2004]. When 
EFs are not represented explicitly and the value is based on expert judgment, they may miss the 
continuous influence of economic development and technology changes. Yan et al. [2011] 
developed the SPEW-Trend, a dynamic vehicle fleet model which connects macroeconomic 
drivers and technology changes. SPEW-Trend accounts for technology transitions in each 
vehicle group to represent the heterogeneous emissions characteristics within the vehicle fleet. 
While Yan et al. [2014] projects global emissions for the broad transportation sector under 
different macroeconomic and technological scenarios, they did not evaluate the impacts of many 
other crucial factors such as mode shifts, infrastructures, and urban spatial structure. 
 
1.4.3 Freight transportation 
As a vital component of modern economy, freight transportation is becoming increasingly 
important because of the expansion of trade, e-commerce and globalization. Freight 
transportation also causes many negative impacts such as congestion, noise, air pollution and 
climate change, as discussed in section 1.3.1. California recently announced a multi-billion-
dollar Sustainable Freight Action Plan to improve efficiency and reduce emissions of its freight 
system [Brown, 2016]. Freight transportation differs significantly from passenger transportation, 
and requires a separate framework to model its emissions and to evaluate the impacts of potential 
policy incentives. However, little research has been done to provide such a comprehensive 
framework to model emissions and impacts from freight transportation.  
 
The Freight Analysis Framework (FAF) estimated freight shipments moving across different 
regions in the U.S. by all modes of transportation (including truck, rail, water, air, and pipeline) 
through 2040, but FAF did not investigate the emissions and impacts related to freight activity. 
Moreover, the FAF forecast did not study potential modal shifts and assumed constant modal 
shares in the future. Several studies examined the potential emissions and air quality benefits 
from shifting freight from truck to more energy-efficient rail in the U.S., but they study the 
impacts on only one single corridor [Park et al., 2007; You et al., 2010] or one specific region 
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[Bickford et al., 2014] instead of the entire nation. They also did not investigate how policies 
could achieve a certain amount of modal shift. In addition, there is a lack of consistent and 
comprehensive data for freight shipments within metropolitan areas. Little research has explored 
intra-metropolitan freight movements and its relationship with urban spatial structures. Giuliano 
et al [2015] found that the spatial patterns of intra-metropolitan freight activity in Los Angeles 
and San Francisco could be explained with data on population, employment density and 
transportation system supply. 
 
While previous studies considered several aspects related to freight activity and emissions, they 
did not build a comprehensive framework that connects many of the interacting socioeconomic, 
technological, infrastructure, and spatial factors that affect freight, thereby ignoring policy and 
action levers available for decision makers-under future uncertainties.  
 
1.5 Scope of work  
This dissertation focuses on improving the estimation of past and future emissions using a 
technology-based approach, thereby providing a more accurate basis for evaluating public health 
and climate impacts related to emissions. It contains two major bodies of work: the development 
of global historical emission inventories of BC and OC and the projection of emissions and 
impacts of the U.S. freight truck-rail system. 
 
1.5.1 Historical global BC and OC emissions, 1850-2010 
This work updates a previous historical emission inventory of BC and OC. First, a dynamic 
vehicle fleet model, SPEW-Trend [Yan et al., 2011], was connected to SPEW [Bond et al. 2004; 
2007] to represent the historical technology evolution for the vehicle fleet. Early technologies are 
added to better represent past technology and its transition to present-day conditions. Second, 
updated emission factors and technology representation inferred from atmospheric concentration 
trends are applied to generate updated global emissions. Third, activity data and technology 
transitions are added for brick and cement industry. This work is a continuation of and 
collaboration with other research within Dr. Bond’s group. Figure 1-4 outlines the work required 
to develop the improved global historical emission inventory, including previous work and the 
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Figure 1-4 Division of contributions in the development of historical emissions of BC and OC, 
particularly from on-road vehicles. 
 
1.5.2 U.S. freight emission projections and subsequent impacts, 2010-2050 
This work develops emission projections of PM, BC, OC, CO2, NOx, CO, and HC from the U.S. 
freight truck-rail system during 2010-2050. This work builds upon the SPEW-Trend model [Yan 
et al., 2011] and connects it with models of macroeconomic activity, urban spatial structure, and 
transportation modeling to provide a comprehensive emission forecasting framework. This 
integrated approach allows investigation of emissions under a range of possible future scenarios, 
including business as usual, climate policy, targeting of truck high-emitting conditions, highway 
capacity expansion, and alternative urban spatial structures. In addition, PM2.5-related health 
impacts and climate forcing from freight transportation are evaluated under different future 
scenarios. This is an interdisciplinary project collaborating with three other groups; the division 





Figure 1-5 Division of contributions for freight emission projection and impact assessment. 
 
1.6 Research objectives and innovations 
1.6.1 Objective 1: Produce an updated technology-based emission inventory of black carbon 
and organic carbon from 1850 to 2010 
Motivation: An accurate long-term historical emission inventory is an essential input to support 
the modeling of air quality, health and climate impacts. Large uncertainties exist in the 
development of historical emission inventory, and the only way to evaluate past emissions is to 
compare them with observational records. However, the comparison between previously 
developed BC emission inventory and the concentration trend in the U.S. shows a discrepancy 
during 1960s-1980s. The mismatch implies changes in technology, which will affect the 
emission estimates for other combustion-related pollutants as well as emissions in other world 
regions where similar technology changes occur.  
 
Innovative contribution: This work produces an updated global emission inventory of black and 
organic carbon from 1850 to 2010. A dynamic vehicle fleet model is applied to improve the 
modeling of historical technology transitions for on-road vehicles. Emission characteristics and 
technology splits for on-road vehicles, off-road engines, domestic shipping, and residential 
combustion are updated based on observational constraints and historical measurements. 
Emissions from traditional brick and cement kilns are included. Previous long-term emission 
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inventories of BC and OC did not explicitly represent technology transitions in vehicles and have 
not been constrained by observations.  
 
1.6.2 Objective 2: Assess emissions, health and climate impacts of future freight truck and rail 
transportation in the United States by integrating global, regional and urban models 
Motivation: Freight shipments have been growing rapidly in the U.S. and are expected to 
continue rising in the future due to expansion of local and international trade. Freight trucks and 
rail are significant emitters of CO2 and atmospheric pollutants that cause adverse health effects 
and climate change. Emissions and impacts from freight transportation are affected by many 
factors including economic development, technology, fuel price, infrastructures, and urban 
spatial forms. A comprehensive modeling framework that connects these factors is needed to 
forecast the emissions and impacts of future freight and to evaluate the effects of potential 
mitigation policies.   
 
Innovative contribution: This work develops a seamless modeling framework for forecasting 
emissions and impacts of the freight truck-rail system in the U.S. by connecting macroeconomic 
scenarios with a commodity input-output model, freight flow forecasting models, a dynamic 
vehicle fleet model, and a reduced form health model. The set of connections captures both the 
magnitude and distribution of freight flows and allows comparative impact analysis with 
consistent treatments under multiple future scenarios. Outputs include time series of spatially-
distributed emissions, PM2.5-related health impacts, and climate impacts from freight trucks and 
rail under business as usual scenario, and several mitigation scenarios including climate policy, 
targeting of truck high-emitting conditions, and polycentric or compact urban spatial 
development. Previous work has not provided a comprehensive framework to model freight 
emissions and impacts. 
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CHAPTER 2 INVENTORY TOOLS 
This study estimates historical emissions of BC and OC from all sectors in the world, and 
projects future emissions of various pollutants from the freight transportation sector in the United 
States. Both works use the technology-based bottom-up approach to estimate emissions and the 
SPEW-Trend model to represent technology transitions in the vehicle fleet. The general methods 
of these two inventory tools are summarized here. The detailed modeling approach for each part 
is discussed in latter chapters.  
 
2.1 Bottom-up inventory approach 
The technology-based bottom-up approach combines estimated fuel use data with apportionment 
into combustion technologies to create an estimate of pollutant emissions [Bond et al., 2007; 
Bond et al., 2004]. Time-dependent emissions for an individual country are calculated using the 
equation below [Bond et al., 2007]: 
 , , , , , , , , , , , , , , ,( ) ( ) ( )j k k l m j k l m n j k l m n o k l m n
l m n




    (2.1) 
where 
j, k, l, m, n, o: represent species, country, sector, fuel type, fuel/technology combination, and age 
respectively; 
E(t): emissions of species j from country k; 
FC: fuel consumption (kg/year); 
EF: emission factor specific to each fuel/technology 
DR: degradation rate, which describes the increase of emission factors with age. DR equals 1 for 
other sectors than on-road vehicles and defined here as the ratio of emission factor at a certain 
vehicle age to that of a new vehicle.  
X: fraction of fuel by a specific technology in one sector, called a “split”; ∑𝑋 = 1 for each fuel 
and sector. 
 
The emission factor for each specific technology is assumed to be constant. Emission changes 
brought by cleaner combustion are represented by changes in technology splits. For sectors other 
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than on-road vehicles, the following S-shaped transformed-normal distribution function is used 
to account for technology diffusion through time [Bond et al., 2007; Grubler et al., 1999]: 
 
2 2
0( ( ) /2 )
0( ) ( )
t t s
f fX t X X e X
 
     (2.2) 
where X0 and Xf are the initial and final values of the technology fractions, respectively; t0 is the 
time at which the transition begins, and s is a characteristic transformation time. All data and 
emission calculations are managed by the Speciated Pollutant Emission Wizard (SPEW) [Bond 
et al., 2004].  
 
2.2 SPEW-Trend vehicle fleet model 
Both on-road and off-road mobile sources are subject to increasingly stringent emission 
standards. The benefits of new regulations are not felt immediately upon implementation, but 
gradually realized as old vehicles retire from the fleet. We use an object-oriented model, SPEW-
Trend, to represent technology transitions in the vehicle fleet [Yan et al., 2011]. Some key 
features of the SPEW-Trend model are summarized here.  
 
In SPEW-Trend, vehicles are divided into light-duty gasoline vehicles (LDGV), light-duty diesel 
vehicles (LDDV), and heavy-duty diesel vehicles (HDDV). SPEW-Trend accounts for the 
change of vehicle technologies over time. Vehicles are represented as vintaged technologies built 
to certain pollutant emission standards such as the Tier and Euro series. New technology is 
placed into service when needed to satisfy increased activity (fuel consumption). Vehicle 
emission rate increases with age [Ubanwa et al., 2003] while vehicle driving distance decreases 
with age [Zachariadis et al., 2001]. Old vehicles are removed from the fleet per retirement rates 
that are based on regional income and vehicle age. Measurements have shown that high-emitting 
vehicles contribute to a large fraction of emissions for CO, HC, and PM [Ban-Weiss et al., 2009; 
Zhang et al., 1995]. This finding is valid regardless of whether the emissions come from 
individual vehicles that always operate at a high-emitting state (“superemitters”), or whether the 
observed high-emission conditions occur sporadically in many vehicles. These polluting 
conditions, which we call “technology slip”, may be associated with poor engine maintenance or, 
for stricter emission standards, failure of emission control systems. The rate normal vehicles 
transit to high-emitting states is assumed to be related to vehicle age. Because of the significant 
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changes in vehicle PM emissions after 1993 when federal emission standard was introduced, the 
high-emitting vehicles are divided into two groups (before-1994 and post-1994) [Yan et al., 
2011]. Parameters for retirement rates and high-emitting transition rates are based on 
observations and are described in detail in Yan et al. [2011].  
 
This work uses the SPEW-Trend model developed by Yan et al. [2011] with updates as described 
later. For emission projections in the U.S. freight sector, parameters in SPEW-Trend are revised 
based on the data of heavy-duty trucks and rail in the U.S. For historical emissions of BC and 
OC, several historical technology groups, before year 1990, are added so that SPEW-Trend can 
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CHAPTER 3 HISTORICAL EMISSIONS OF BLACK AND ORGANIC CARBON 
3.1 Overview 
This chapter discusses the development of an updated anthropogenic emission inventory of BC 
and OC during 1850-2010. Bond et al. [2007] (hereafter written as Bond 2007) developed a 
technology-based global BC and OC emission inventory during 1850-2000 that has been widely 
used in climate models [IPCC, 2013]. However, BC emissions by Bond 2007 do not agree with 
the large decreasing concentration trend occurred in many regions of the United States during the 
1960s-1990s [Kirchstetter et al., 2008; Kirchstetter et al., 2017], as shown in Figure 1-3. This 
work improves the previous emission inventory with a few major updates. First, a dynamic fleet 
model SPEW-Trend [Yan et al., 2011] was updated and applied to represent historical 
technology evolution for on-road vehicles. Second, updated emission factors and technology 
representation inferred from comparison with atmospheric concentration trends are applied. Sun 
et al. [in prep] identified the required adjustments of BC emissions for several sectors to 
reconcile the model-measurement mismatch, including unregulated on-road vehicles, naturally-
aspired off-road engines, domestic shipping, and residential combustion. This work provides 
measurement support for the inferred BC emission factors for unregulated vehicles. The updated 
emission factors are then applied to the other world regions with the same technologies. Third, 
activity data and technology transitions for brick and cement manufacturing are included for the 
updated inventory. Methods of collecting activity data, developing technology splits and 
emissions factors are presented in Section 3.2. Results of the updated emission inventory are 
discussed in Section 3.3. Section 3.4 summarizes the major findings. 
 
3.2 Methodology 
This work follows the technology-based inventory approach by Bond et al. [2004; 2007], which 
combines estimated fuel use data with apportionment into combustion technologies, to create an 
estimate of pollutant emissions. Fuel use data are divided into different sectors: transportation, 
industry, power generation, residential and commercial (the latter two are hereafter lumped into 
"residential"). The changes in sectoral emissions brought by cleaner combustion are represented 




Most of the technology splits were developed by Bond et al. [2004; 2007]. This work adds 
technology splits for brick and cement production, applies a vehicle fleet model SPEW-Trend 
[Yan et al. 2011] to represent vehicle technology transitions, and updates technology splits and 
emission factors for several sectors according to atmospheric concentration trends [Sun et al. in 
prep]. The emission constraining processing using atmospheric concentration by Sun et al. [in 
prep] is summarized in Appendix A. The approach to estimate emissions using SPEW and 
SPEW-Trend is illustrated in Figure 3-1. Detailed information about SPEW and SPEW-Trend is 
given in Chapter 2 and in previous studies [Bond et al., 2007; Bond et al., 2004; Yan et al., 2011]. 
The uncertainties in emissions were determined using the same approach as described in Bond et 
al. [2004], coupling uncertainties in activity, emission factors, and technology splits.  
 
Figure 3-1 Schematic of the calculation flow for calculating historical emissions. SPEW-Trend 
is used to generate degradation rates and technology splits for on-road vehicles; technology 
diffusion functions are used to represent technology transitions in other sectors. 
 
3.2.1 Activity data 
Fossil-fuel use data after 1950 were obtained from United Nations (U.N.) Statistics division 
[1995] and International Energy Agency (IEA) [2010a; 2010b]. Fossil-fuel data prior to 1950 
came from a few sources, including League of Nations and Andres et al. [1999], as discussed in 
Bond et al. [2007]. Biofuel data by country and fuel types during 1850-2000 were adopted from 
Fernandes et al. [2007] and extrapolated to year 2010 according to growth rates in IEA [2010a; 
2010b]. Because IEA does not differentiate biofuel by fuel types, the divisions among fuels for 
each country were assumed to stay constant during 2000-2010. Fuel consumption during 1960-
2010 in the U.S. was updated with state-level data from the State Energy Data System by Energy 
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Information Administration [2015]. Wood fuel use in California and New Jersey were updated 
per Sun et al. [in prep]. 
 
Production data for the brick, cement, iron and steel industry were collected. U.N. Industrial 
Commodity Database [2007] provides brick and cement production data after 1970. Brick 
production was updated with country-specific sources for Bangladesh [Baum, 2010], China 
[Zhang, 1997], Pakistan [FAO, 1993; Baum, 2010], India [FAO, 1993; Baum, 2010], Indonesia 
[Baum, 2010], and Vietnam [Co et al., 2009]. Brick production was scaled back to 1850 based 
on either national gross domestic product (GDP) or population when GDP was not available. 
Cement production prior to 1970 was adopted from U.S. Geological Survey [1935-1969], U.S. 
Bureau of Mines [1924-1931], League of Nations [1926-1935], and Moore [2010]. Fuel 
consumption in brick and cement kilns was calculated and removed from total industrial fuel 
usage to avoid double counting, as discussed in Appendix B. Pig iron and steel production data 
were collected from United Nations [2007], World Steel Association [2016], Mitchell [1998a; 
1998b; 1998c], Temin [1964], and Bodsworth [2001].  
 
3.2.2 Technology splits  
Technology splits affect average emissions from a sector when combustion efficiency and 
emission factors vary greatly among different technologies. This section discusses the updated 
technology splits for industry, transportation and residential sector. 
 
3.2.2.1 Industrial fuel divisions 
I developed technology splits for the production of brick and cement. Fuel for these applications 
was formerly included in the industrial sector; they are separated in this work because 
combustion and emission factors may differ from those of boilers that are commonly used in 
industry. 
 
Brick-making has been around for over a thousand years. Modern large-scale and capital-
intensive brick kilns have replaced the small brickworks in developed countries since the 1940s 
[Heierli and Maithel, 2008]. However, in many developing countries, responsible for over 95% 
of the world’s brick production, the brick industry is still dominated by inefficient and highly 
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polluting traditional kilns [Baum, 2010]. I grouped brick kilns into three categories based on the 
firing technology: intermittent kilns, early continuous kilns, and modern continuous (tunnel) 
kilns. Intermittent kilns the least efficient, with the kilns heated and cooled each time a load of 
bricks is fired, thereby all the heat within the bricks and kiln structure is lost. Intermittent kilns 
include the clamp, scove, scotch and down-draft kilns [International Labour Organization (ILO), 
1984]. Continuous kilns are more efficient, with either the green bricks continuously passing 
through the kiln or the firing zone moving through the bricks [ILO, 1984]. Continuous kilns 
include bull’s trench kilns, Hoffmann kilns, zig-zag kilns, vertical shaft brick kilns, and tunnel 
kilns [ILO, 1984]. Modern tunnel kilns are the most energy efficient and usually highly capital 
intensive. They account for only a small fraction in the developing world [Ray, 1989]. I 
designated a separate technology group for tunnel kilns. The other continuous kilns were 
grouped into the early continuous kilns except for the Bull’s trench kilns, which was grouped 
with intermittent kilns as it emits much more than other continuous kilns. I assumed a constant 
share of kiln types for developing countries [Baum, 2010; Gomes, 2003], with values given in 
Appendix B (Table B1). 
 
Cement was first made in batch-process static kilns with low efficiency and limited productivity. 
Continuous vertical shaft kilns appeared around 1885, and were replaced by modern rotary kilns 
since the 1890s [Van Oss, 2005]. However, small, cheaply constructed vertical shaft kilns 
regained their popularity in China and other developing countries since 1970 [Jon, 1976]. The 
parameters for the transformed-normal equations for brick and cement industry are summarized 
in Table B1. 
 
3.2.2.2 On-road vehicles 
Bond et al. [2007] applied the transformed-normal function to represent technology change for 
on-road vehicles. However, as regulations target only new vehicles, and the benefit of new 
regulations are not completely realized until old vehicles retire from the fleet, the fleet-averaged 
emission factor does not explicitly represent vehicle technology change. I apply a dynamic 
vehicle fleet model, SPEW-Trend [Yan et al. 2011], to model technology transitions in the 




Yan et al. [2011] divided vehicles into those without regulations, those with rudimentary 
regulations, and those built to the U.S. or European PM emission standards. The rudimentary 
regulation period spanned from the 1970s to the 1990s in the U.S. and Europe, during which 
several technology advancements in vehicles occurred and several emission standards on 
gaseous pollutants were established. European standards were considerably behind the U.S. 
standards in terms of stringency until the 1990s. Therefore, I added technology splits based on 
U.S. emission standards during the rudimentary regulation period to better represent past 
technology changes for on-road vehicles.  
 
Most countries follow either the U.S. or European Union emission standards. Equivalent U.S. or 
European standards in other countries were determined according to the emission standards and 
technology trends [CONCAWE, 1994; Faiz et al., 1996]. Like Yan et al. [2011], I used the 
dominant country in a region to provide the standard implementation time for regions where a 
single country has the highest population, and the average of implementation time for the other 
regions. The implementation time of historical standards up to Euro I and Tier I for all 17 regions 
is presented in Table 3-1.  
 
Table 3-1 Implementation time for equivalent U.S./European standards in world regions. 
Regions 































US 1974 1979 1985 1988 1991 - 1970 1975 1981 1994 - 
Canada - - - 1988 1991 - 1975 - 1988 1994 - 
Central America - - - - 2003 
 
1993 2001 2003 2011 - 
South America - - - 1993 - 1997 1992 1994 - - 2000 
Southern Africa - - - 1994 - - - - - - 2005 
Rest of Africa - - - - - - - - - - - 
OECD Europe - - 1988 - - 1992 1975 1985 - - 1992 
Eastern Europe - - 1991 - - 1995 1978 1988 
 
- 1995 
Former USSR 1981 1984 - - - 1999 - 1986 - - 1999 
Middle East - - - - - 2002 - - - - 2002 
South Asia 1992 - - - - 2000 1992 1996 - - 2000 
East Asia - - - 2001 - 2004 2000 - - - 2005 
Southeast Asia - - - - - 2004 1995 - - - 2003 
Oceania 1976 - - - 1995 - 1976 1986 - - 1996 
Japan - - 1988 1994 1997 - 1973 1976 - - 1986 
45 
 
3.2.2.3 Off-road engines 
Off-road engines are significant emitters of air pollutants that cover a wide range of applications 
in agriculture and industry. Emission regulations for off-road engines were not established until 
1996 in the U.S., lagging considerably behind those for on-road vehicles. However, the 
comparison between emission and measurement trend indicates a large reduction in BC 
emissions from off-road engines from the 1960s to the 1990s [Sun et al. in prep]. The technology 
transition from naturally-aspired engines [Lloyd and Cackette, 2001; Bennink, 2015] to more 
advanced engines (e.g. turbocharged engines) was hypothesized to contribute to the emission 
reduction. Sun et al. [2017] inferred average BC emission factors for off-road engines in the U.S 
during 1970-1990 based on observations. They assumed that naturally-aspired engines in the U.S. 
started transitioning to more advanced engines in 1970 and were completely phased out by 1990. 
The technology splits between naturally-aspired engines and advanced engines during 1975-1985 
were estimated to match the fleet-average emission factors. I applied the same technology 
transition rate to other world regions, varying the transition starting year in each region based on 
how much their first HDDV emission standard lagged that of the U.S.  
 
3.2.2.4 Residential sector 
Sun et al. [in prep] used observations of seasonally varying concentrations to infer average BC 
emission factor in the residential sector. The inferred emission factor decreased greatly from the 
1970s to the 1990s, indicating changes in technology that were not represented in Bond et al. 
[2007]. Based on this information, combined with a review of the emission literature, Sun et al. 
[in prep] increased emission factors for pre-1980 coal heating stoves, pre-1970 middle distillate 
boilers, and pre-1975 heavy fuel oil burners, and decreased the emission factor for EPA-certified 
(post-1988) wood heating stoves. Sun et al. [in prep] also developed technology splits and 
transition rates for each group, which were adopted in this study. Little information is available 
for residential technology transition in other regions. Heating stoves are mostly used in 
developed countries while cooking stoves are more common in developing countries [Bond et al. 
2004]. I applied the U.S. technology transition rate and time for coal heating stoves to other 
developed regions. Only a few countries in Europe (e.g. Denmark, Germany) established 
emission regulations on wood heating stoves [World Health Organization, 2015]. Based on the 
implementation time of those regulations, I assumed Europe begins to transition to certified 
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wood heating stoves in 2005. For oil boilers, I applied the U.S. technology transition rates to all 
regions. I assumed all developed countries start the transition to cleaner oil boilers at the same 
time as in the U.S., and the transition in Africa, Asia and Latin America lag behind that of the 
U.S. by 30, 20, and 20 years, respectively. 
 
3.2.3 Emission factors 
Most of the BC and OC emission factors were adopted from Bond et al. [2004; 2007]. This work 
included a few updates, as discussed below.  
 
First, I added emission factors for the production of bricks [Weyant et al. 2014] and cement [U.S. 
EPA 1996].  
 
Second, I developed new-engine emission factors for the additional historical vehicle 
technologies based on dynamometer studies [Bishop et al., 2015; CRC, 2007; May et al., 2014; 
Yanowitz et al., 2000; U.S. EPA, 2008], AP-42 [U.S. EPA 1996], and EEA [2013]. Degradation 
rates were developed based on tampering and mal-maintenance studies by U.S. EPA [2012]. I 
adopted the emission factors for vehicle groups after Tier I and Euro I standards from previous 
studies [Liu et al. 2015; Yan et al. 2011]. The new-engine and maximum emission factors are 
presented in Table 3-2 for each vehicle technology group.  
 
Third, I updated emission factors for residential solid-fuel combustion using only in-field 
measurement [e.g. Roden et al. 2009; Johnson et al. 2008].  
 
Finally, I adopted the updated emission factors inferred from observational constraints by Sun et 
al. [2017] for unregulated vehicles, naturally-aspired off-road engines, domestic shipping, early 
residential coal stoves, early residential oil burners, and regulated wood heating stoves. I also 
identified measurement support for the inferred emission factors of unregulated heavy-duty 
diesel vehicles. Sun et al. [2017] suggested that the EFBC for unregulated HDDVs before 1974 to 
be 4.4 g/kg [Sun et al. in prep], much higher than the 2 g/kg used in Bond et al. [2004] and Yan 
et al. [2011]. Few direct measurements of PM and BC for unregulated (pre-1974) heavy duty 
diesel vehicles (HDDVs) are available except for some smoke opacity measurements taken in the 
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1960s. Opacity and the mass concentration of particulate matter are related through the Beer-
Lambert Law. Several studies measured the smoke opacity of unregulated HDDVs to be around 
20% using the U.S. public Health Service smokemeter [Springer et al., 1974; Stahman et al., 
1968; Williams et al., 1973], which could be converted to an EFPM of 5-10 g/kg using the method 
discussed in Bond et al. [2007]. Subramanian et al. [2009] reported the average EFPM for 
unregulated heavy-duty trucks and buses in Thailand to be 4-10 g/kg. I chose an EFPM of 7.5 
g/kg. Assuming a BC fraction of 0.6, the EFBC matches the inferred value. For unregulated light-
duty gasoline vehicles (LDGVs), I chose an EFPM of 0.3 g/kg—the upper bound of available 
measurement data [Rogge et al. 1993; Williams et al. 1989; Westerdahl et al. 2009]. 
 
The updated emission factors for BC and OC used in this this study are summarized in Table 3-3, 
and the remainder are as given in Bond et al. [2004] and Bond et al. [2007]. 
 




New engine EF (g/kg-fuel) Maximum EF (g/kg-fuel) 
PM BC OC PM BC OC 
Light-duty gasoline 
Non-regulation 1.6 0.3 0.6 1.6 0.3 0.6 
US1970 0.7 0.1 0.4 0.7 0.1 0.4 
US1975 0.3 0.06 0.1 0.3 0.06 0.1 
Tier 0 (1981) 0.2 0.04 0.1 0.2 0.04 0.1 
Tier I (1994) 0.08 0.02 0.03 0.08 0.02 0.03 
Tier II (2004) 0.03 0.005 0.01 0.03 0.005 0.01 
Tier II (2007) 0.03 0.005 0.01 0.03 0.005 0.01 
Euro I (1992) 0.2 0.04 0.1 0.2 0.04 0.1 
Euro II (1996) 0.08 0.02 0.03 0.08 0.02 0.03 
Euro III (2000) 0.03 0.005 0.01 0.03 0.005 0.01 
Euro IV (2005) 0.03 0.005 0.01 0.03 0.005 0.01 
Euro V (2009) 0.01 0.002 0.003 0.01 0.002 0.003 
Highemit Ia 2.5 0.5 1.3 2.5 0.5 1.3 
Highemit IIb 0.3 0.1 0.1 0.3 0.1 0.1 
Light-duty diesel  
Non-regulation 7.5 4.4 1.3 8.2 4.7 1.5 
US1970 4.2 2.4 0.8 4.9 2.8 0.9 
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Table 3-2 (cont.) New engine emission factors and maximum emission factors after 
degradation for on-road vehicles. 
US1975 3.4 1.9 0.6 4 2.2 0.7 
Tier 0 (1981) 2.4 1.4 0.4 2.8 1.6 0.5 
Tier I (1994) 1 0.6 0.2 1.2 0.7 0.2 
Tier II (2004) 0.7 0.4 0.1 0.8 0.5 0.1 
Tier II (2007) 0.7 0.4 0.1 0.8 0.5 0.1 
Euro I (1992) 1.4 0.8 0.3 1.6 0.9 0.4 
Euro II (1996) 1.1 0.7 0.1 1.3 0.8 0.1 
Euro III (2000) 0.7 0.5 0.07 0.8 0.6 0.1 
Euro IV (2005) 0.6 0.4 0.05 0.7 0.5 0.1 
Euro V (2009) 0.03 0.004 0.01 0.04 0.005 0.01 
Highemit Ia 8.3 4.7 1.5 8.3 4.7 1.5 
Highemit IIb 2.9 1.6 0.5 2.9 1.6 0.5 
Heavy-duty diesel 
No regulation 7.5 4.4 1.3 8.8 5 1.6 
US 1974 4.2 2.4 0.8 8.7 4.9 1.6 
US 1979 3.4 1.9 0.6 7 3.9 1.2 
US 1985 2 1.1 0.4 4.1 2.3 0.8 
US 1988 1.3 0.7 0.2 2.7 1.4 0.4 
US 1991 1.3 0.7 0.2 2.7 1.4 0.4 
US 1994 0.8 0.4 0.1 1.6 0.8 0.2 
US 1996 0.6 0.4 0.1 1.6 1.1 0.3 
US 1998 0.7 0.4 0.1 1.9 1.1 0.3 
US 2004 0.6 0.3 0.1 1.6 0.8 0.3 
US 2007 0.04 0.02 0.01 0.1 0.1 0 
US 2010 0.04 0.02 0.007 0.1 0.1 0 
Euro I 1.4 0.8 0.3 5.6 3.2 1.2 
Euro II 0.7 0.4 0.1 2.8 1.6 0.4 
Euro III 0.6 0.3 0.1 2.4 1.2 0.4 
Euro IV 0.6 0.3 0.1 1.5 0.8 0.3 
Euro V 0.04 0.02 0.007 0.1 0.1 0.02 
Highemit Ia 8.3 4.7 1.5 8.3 4.7 1.5 
Highemit IIb 2.9 1.6 0.5 2.9 1.6 0.5 
a refers to high-emitting conditions occurred in vehicles built before 1994 









Bond EF Updated EF 
PM BC OC PM BC OC 
Animal wastesb Domestic use 3.7 0.5 1.8 8 1.8 5.9 
Woodc Traditional cookstove 3.9 0.7 2 8.4 1.3 4.8 
Woodd Improved cookstove 2.3 0.4 1.2 3.8 1.2 2.1 
Woode 
Heating stove: post 
regulation 
15 1.4 8.8 7 0.6 4.1 
Hard coalf Traditional cookstove 7.7 3.5 2.8 12 4.1 5.9 
Hard coale Heating stove: early 12 5.4 5.1 18 8.1 7.7 
Residual oile Residential boilers: early 1.1 0.04 0.01 3.5 0.1 0.05 
Middle 
distillatee 
Off-road: naturally aspired 
engines 
4.7 2.7 1.3 12 7.0 2.2 
Residual oile Domestic shipping 5 0.45 0.9 6.6 1.2 1.2 
Brick 
productionf 
Intermittent brick kilns - - - 0.89 0.25 0.15 
Early continuous brick kilns - - - 0.2 0.04 0.02 
Modern tunnel kilns - - - 0.18 0.005 0.005 
Cement 
productiong 
Shaft cement kilns - - - 32 0.077 0.15 
Rotary cement kilns - - - 16 0.038 0.008 
a Units of emission factors for combustion are in g/kg-fuel, and units for brick and cement 
production are in g/kg-products. 
b Bhattacharya et al. [2000]; Smith et al. [2000]; Venkataraman and Rao [2001]; Parashar et al. 
[2005]; Venkataraman et al. [2005]. 
c Johnson et al. [2008] and Roden et al. [2009]. 
d Johnson et al. [2008] and Roden et al. [2009]. 
e Sun et al. [in prep] 
f Weyant et al. [2014] 
g U.S. EPA [1996] 
 
3.3 Results 
3.3.1 Updated BC emissions in the U.S. 
The first two rows of Figure 3-2 shows the temporal trends of BC concentrations, the a priori 
emissions, and the updated emissions from this study in California and New Jersey. The updated 
emission trends match much better with the BC concentrations trends than the a priori emissions. 
Emissions from 1960-1975 almost doubled in both states after the updates, mostly caused by the 
increase in the emission factors of primitive technologies in on-road and off-road vehicles. In 
1970, the increase in emissions from on-road and off-road vehicles contributed to 67% and 23% 
of the total emission increase in California, and 38% and 50% of the total emission increase in 
New Jersey, respectively. The remaining 10% emission increase resulted from changes in 
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shipping and residential combustion. The updated emissions became lower than the a priori 
emissions after 1990, because of the lower emission factors for off-road vehicles and wood 
heating stoves under regulations. 
 
The updated U.S. BC emissions show a large continuous decreasing trend since 1960, as 
demonstrated in the last row of Figure 3-2, which matches well with the decreasing trend of BC 
concentrations in the ten U.S. states (Figure 1-3) [Kirchstetter et al., 2017]. Transportation 
overtook residential sector as the biggest BC emitter in the U.S. since 1965, contributing more 
than half of the total BC emissions. 
 
Figure 3-2 Temporal trends of BC concentrations [Kirchstetter et al., 2017], the a priori 
emissions (EIA fuel with old technologies and EFs), and the updated emissions in California, 
New Jersey, and the United States. “Transport: others” include aviation, shipping and rail. 
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3.3.2 Global BC and OC emission trends 
Global BC and OC emissions by fuel, sector, and region are shown in Figure 3-3. Previous total 
BC and OC emissions by Bond et al. [2007] are also presented. Global BC emissions increase 
almost linearly from 1270 Gg in 1850 until reaching a peak of 5650 Gg in 1985. Then BC 
emissions start to slowly decrease till 2000, and finally increase again reaching 5580 Gg in 2010. 
Global OC emissions increase almost linearly from 1850-2010 totaling 4950 Gg in 1850 and 
11860 Gg in 2010. 
 
Figure 3-3 Temporal trends of global CO, BC and OC emissions by fuel, sector, and region; 
total emissions by Bond et al. [2007] are shown as black lines for comparison. “Other” fuel 
include aviation gasoline, natural gas, waste. 
 
Global BC emissions have been dominated by residential combustion since 1850. Emissions 
from transportation started to grow rapidly after 1950. Transportation accounted for around 30% 
of BC emissions after 1970, most of which come from on-road and off-road diesel engines. Brick 
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and cement production contributed 10% of the BC emissions in China in 2010, much greater 
than it global shares 5%. OC emissions are dominated by residential biofuel combustion 
throughout the entire period. Transportation contributes less than 10% of the global OC 
emissions. 
 
North America and Europe were the dominant emitters of BC and OC until around the 1950s. 
Afterwards emissions in the developed countries started to decrease, while emissions in 
developing countries quickly caught up. China took the lead as the largest global emitter of BC, 
and OC in 1975, and 1980, respectively, contributing around 33% and 22% of the global BC, and 
OC emissions in 2010, respectively.  
 
Figure 3-4 shows BC emissions from the two largest emitting sources—residential and on-road 
vehicles—for selected countries and regions. Since the mid-20th century, residential emissions 
from developed countries decrease rapidly, because of the shift from using wood and coal to 
cleaner energy such as natural gas and electricity. Residential emissions from developing 
countries increase greatly, mainly driven by population growth. Vehicle emissions started to 
decrease since the 1970s in the United States and Europe because of the implementation of 
emission regulations. In China and India, vehicle emission regulations were adopted in the 1990s, 
lagging developed countries by almost two decades. Growth of vehicle emissions in China 
slowed after 2000 when the effects of emission regulations started to offset the growth in vehicle 
numbers. Vehicle emissions in Africa, however, have been continuously increasing because of a 
lack of emission regulations. BC emissions from on-road vehicles in Africa have surpassed those 
from China by 2010.   
 
Figure 3-4 Regional temporal trends of CO and BC emissions from the residential sector and on-
road vehicles. Emissions are shown for North America, Europe, China, India, and Africa.  
53 
 
Global emissions were gridded as described in Bond et al. [2004]. The spatially distributed BC 
and OC emissions in 1950, 1970, and 2000 are presented in Figure 3-5. These maps show that 
world emission centers shifted from North America and Europe to Asia during the latter half of 
the 20th century. 
 
Figure 3-5 Spatially distributed emissions of black and primary organic carbon from fossil-fuel 
and biofuel combustion in 1950, 1970, and 2000 (units: ng/m2/s). 
 
3.3.3 Comparison with other studies 
Global anthropogenic BC and OC emissions are shown in Figure 3-6, with central values 
depicted as black lines, along with 68% confidence intervals shown as shaded areas. 
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Comparisons with other studies [Bond et al. 2007; Klimont et al., 2016; Junker and Liousse, 
2008; Wang et al. 2014] are also shown, and reasons for differences are discussed below. 
 
Figure 3-6 Comparison of annual global anthropogenic BC, and OC emissions between this 
study and previous studies. The central estimates by this study are shown as black lines, and the 
95% confidence intervals are shown as shaded areas. BC and OC emissions are compared with 
Bond et al. [2007] (1850-2000), GAINS (1990-2010), Junker and Liousse [2006] (1860-1997), 
and PKU-BC (1960-2007).  
 
This study updated BC and OC emissions by Bond 2007 mainly in the residential and 
transportation sector. Total BC and OC emissions are about 20-45% higher than those of Bond et 
al. [2007]. Most of the increase in OC emissions comes from the change of emission factors 
from wood burning in the residential sector. Sectoral comparisons for BC emissions are shown in 
Figure 3-7. The updated emission factors in residential wood and coal stoves result in about 30% 
increase in residential BC emissions over those of Bond 2007. The updated BC emissions from 
on-road vehicles are about 40-60% higher than those by Bond 2007 until 1990, when the updated 
emissions reached a peak and started to gradually decline, different from the continuously 
increasing trend by Bond 2007. The new vehicle BC emission trend is mainly caused by the 
regional differences in the adoption time of emission regulations. The updated emissions for 
other transportation, mainly off-road engines and shipping, are higher before 1975 because of the 
new representation of naturally-aspired off-road engine technology, and lower after the 1990s 
because of the consideration of emission regulations. Emission changes are small for the 
industrial and power sector. This work updates technology splits and emission factors for the 




Figure 3-7 Comparison of sectoral BC emissions between this study and Bond et al. [2007]; 
other transportation includes off-road engines, shipping, rail, and aviation. 
 
BC emissions by Junker and Liousse [2008] are lower than those by Bond 2007 and this study 
before 1960s, probably due to a combination of lower estimates of biofuel use and lower 
emission factors for biofuel and coal in the residential sector. The rapid increase in their 
emissions from 1950 to 1985 are mostly caused by much higher emission factors for power 
generation and industrial boilers.  
 
PKU-BC emissions [Wang et al. 2014] are less than 20% different from those of this study but 
have a steeper growth rate. Their emissions are lower than those of this study before 1990 and 
higher afterwards. The difference is mainly caused by different assumptions in the transportation 
and industrial sector. Vehicle emission factors in PKU-BC were predicted using national gross 
domestic product per capita (GDPc), temperature (gasoline vehicles only), and the year each 
country’s GDPc reached 3000 USD. Their estimate of emissions from gasoline vehicles is more 
than twice that of this study during 1960-2007, indicating they used an EFBC of about 0.5-0.7 
g/kg for gasoline vehicles in the 1960s and 1970s [Wang et al., 2012], much higher than reported 
measurements in literature. Their estimate of emissions from diesel vehicles are about 20% lower 
during 1980-2000, and 20% higher in the 1960s and after year 2000. As their regression model 
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was mostly based on measurements taken in developed countries after 1980, it might not cover 
vehicles built before regulations were introduced in either developed or developing countries.  
BC emissions by GAINS from 1990-2010 [Klimont et al., 2016] are about 6-23% higher than 
those of this study, mostly due to their inclusion of emissions from kerosene lamps and gas 
flaring. Excluding these two sources, the difference between GAINS and this study is less than 
10%. While gas flaring and kerosene lamps are important BC sources [Lam et al., 2012; Weyant 
et al., 2016], understanding of historical transitions in fuel consumption and technology 
allocations [Elvidge et al., 2009; Lam et al., 2014] is still preliminary and remains for future 
work.  
 
A detailed comparison of sectoral BC emissions in year 2000 with those by Bond et al. [2013], 
GAINS, and Wang et al. [2014] is presented in Table 3-4. Emissions from on-road diesel 
vehicles in this study are higher mostly due to the assumptions about emission factors and the 
fraction of high-emitting vehicles. The biggest differences exist in the residential sector because 
of the large uncertainties in fuel use, use allocations, and emission factors. Estimates from this 
study are higher than GAINS by 6% for biomass cooking, and lower by about 50% for biomass 
heating and all uses of coal. Compared to Wang et al. [2014], this study is 13% higher in 
biomass use and 40% lower in coal use. Global estimates of diesel generators by SPEW and 
GAINS are almost the same despite the simplified assumptions in SPEW [Bond et al., 2004], but 
regional estimates may differ. Estimates of industrial coal combustion from this study are 2.5 
times those of GAINS but about 80% those of Wang et al. [2014], mostly owing to the difference 





Table 3-4 Comparison of central estimates of global anthropogenic (excluding agricultural open 
burning) black carbon emissions in the year 2000 (Gg yr-1). 
Source Bond 2013 GAINS Wang 2014 This study 
Diesel engines 1320 1410 1210 1600 
     Diesel engines - on-road 840 980 970 1140 
     Diesel engines - off-road 480 430 240 460 
Residential use 1980 3890 2640 2590 
     Biomass cooking                                                        1290 1710 1780 1810 
     Biomass heating 260 390 
 
200 
     Residential coal 330 910 840 500 
     Diesel generators - 50c - 50 
     Other residential use a 100 830 16 30 
Industrial coalb 740 320 1000 820 
Other sources 490 650 670 470 
     On-road gasoline vehicles 110 - 200 74 
     Shipping 100 - 110 80 
     All other sourcesc 280 560 360 316 
Global total 4870 6270 5520 5480 
aGAINS includes kerosene lamps (690 Gg BC). 
bIncludes brick and cement production. 
cIncludes power plants, non-coal industry, aviation; for GAINS also include gas flaring (210 Gg 
BC in 2010), shipping, and gasoline vehicles  
 
3.3.4 Uncertainties 
Most of the previous emission inventories lie within the large uncertainties estimated by this 
study, as shown in Figure 3-6. Uncertainties exist in the estimates of activity data, technology 
splits, and emission factors. Some uncertainties reflect current limited knowledge about the 
emitting sources.  
 
The residential sector is the most important source for BC and OC. However, residential fuel use 
is not monitored when fuels, especially biofuels, are gathered or informally traded, and usage 
estimates are rather uncertain. In addition, residential emissions are highly heterogeneous, but 
limited in-use measurements have been made. This study increases the BC emission factor for 
early coal heating stoves by 50%, which may indicate a higher emission factor for coal cooking 




On-road vehicles are important sources for BC. However, there is very limited information about 
emissions from unregulated vehicles. The BC concentration trend in the U.S. suggests the 
emission factors for unregulated gasoline vehicles could be higher than indicated by existing 
measurements. Measurements in developing countries where these unregulated vehicles still 
exist in large numbers are necessary to understand more about the emissions of these vehicles. 
The fraction and emissions of high-emitting vehicles are also highly uncertain. Yan et al. [2014] 
estimated a 25% uncertainty in the representation of high-emitters in SPEW-Trend.  
 
Off-road engines are significant emitters of BC but information about their activity level and 
emission factors is lacking. The divisions of fuel use among naturally-aspired engines, regular 
uncontrolled off-road engines, and external industrial boilers are based on limited information 
and could introduce large uncertainties in the emission estimates.  
 
3.4 Summary 
This work uses a technology-based bottom-up framework to develop global emission inventories 
for BC and OC during 1850-2010. Major updates to the technology base and emission 
representations include: (1) A vehicle fleet model is applied to account for regional differences in 
technology transitions for on-road vehicles. (2) Activity in small traditional brick and cement 
industries is now explicitly represented. These emissions mostly occur in developing countries. 
They never dominate the emissions in the U.S. or Europe, even in the past. (3) The study draws 
on an examination of BC concentration trends in the United States [Sun et al., in prep], which 
identified early-technology emissions that were poorly represented. Findings from this treatment 
of emission estimates are: 
• Updated global BC and OC emissions are about 15-30% and 15-45%, respectively, 
higher than those of Bond et al. [2007] during 1850-2000. 
• Global BC emissions presented here peak around 1985, instead of the continuous 
increase through year 2000 given by Bond et al. [2007], because of the new treatment of 
vehicle technology.  
• Brick and cement production contribute about 10% of the BC emissions in China and 5% 
of global emissions in 2010. They contribute 1-2% of BC emissions in the U.S. and 
Europe throughout the history. 
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• The change of emission factors for residential solid-fuel increases global BC emissions 
by 20%-30% during 1850-1970, and 10%-15% after 1970.  
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CHAPTER 4 EMISSION PROJECTIONS FOR FREIGHT TRUCK AND RAIL 
TRANSPORTATION IN THE UNITED STATES 
4.1 Overview 
This chapter discusses an integrated approach to project emissions from freight truck and rail 
transportation in the U.S. during 2010-2050. A set of models is connected to represent different 
future pathways of freight emissions. In the integrated analysis, scenarios of freight activity are 
first projected by linking global and regional economic models with freight transportation 
models. Then freight activity is translated into fuel consumption, and finally into emissions using 
the dynamic fleet model SPEW-Trend. The general modeling approach is presented in Section 
4.2. Freight activity is separated into two major types: inter-regional and intra-regional 
transportation. Because the two types of freight transportation are modeled by different tools, I 
present the methods and results for inter-regional freight in Section 4.3, and those for intra-
regional freight in Section 4.4. Section 4.5 summarizes the major findings. 
 
4.2 Modeling approach 
The general modeling approach to project freight emissions is summarized in Figure 4-1. 120 
domestic Freight Analysis Zones (FAZs), introduced by the Freight Analysis Framework (FAF), 
were used as analysis regions for freight shipments [FHWA, 2011]. Freight shipments within the 
continental U.S., including those outbound to or incoming from international destinations, were 
represented. Freight shipments were separated into two major types: inter-regional or long-haul 
freight shipments between FAZs, and urban or short-haul freight shipments within FAZs. Two 
major shipment modes, long-haul trucks and rail, were considered for inter-regional transport. 
Other shipping modes such as water freight and intermodal freight were excluded because of a 
lack of freight shipment data required to predict modal allocation and their relatively small 





Figure 4-1 Schematic method for projecting emissions from freight truck and rail transportation 
using integrated models; models used in each step are listed in the shaded boxes.  
 
This integrated work is a result of collaboration with researchers from different fields. Three 
groups have contributed significantly to the components of the analysis and their contributions 
are as described below:  
• Global Economic Forecast (Steven J. Smith and Kathryn Daenzer): This group provided 
global macroeconomic scenarios that represent plausible future pathways. The economic 




• Regional Economic Forecast and Urban Spatial Structure (Sungwon Lee and Bumsoo 
Lee): This group downscaled global economic forecasts to FAZ levels and addresses the 
urban spatial form of metropolitan areas within FAZs. 
• Freight Mode and Logistics (Taesung Hwang and Yanfeng Ouyang): This group modeled 
the freight movement between FAZs and within FAZs.  
 
My contribution in this work is two-fold. First, I integrated the analysis done by each group, 
including evaluating assumptions used across all groups and performing reality checks, and 
integrating model outputs to produce scenarios of freight activity that could be linked to 
emissions. Second, I used the integrated output to model technology transitions in the vehicle 
fleet and the resulting emissions from freight transportation.  
 
4.3 Emission projections for inter-regional freight truck and rail transportation 
As shown in Figure 4-1, the following models are linked to project emissions from the inter-
regional freight activity: a general equilibrium model [Fisher-Vanden et al., 2012] that projects 
the overall economy, a multi-regional input-output model [Cascetta, 2009] that determines 
regional economy, a four-step freight demand forecasting framework [Cohen et al., 2008] that 
estimates freight shipment flows, and a dynamic vehicle fleet model SPEW-Trend that calculates 
emissions. The three groups acknowledged above are responsible for the modeling in the first 
three steps, respectively. My tasks were to integrate the analysis done by each group to produce 
scenarios of the inter-regional freight activity, and then translate the activity into emissions. In 
this section, I will first give a description of the models and outputs linked to project the freight 
activity in section 4.3.1. I will then discuss the detailed steps involved in generating the emission 
projections in section 4.3.2, and finally I will present the results in section 4.3.3.  
  
4.3.1 Description of the integrated models and outputs 
General equilibrium model to project future economic scenarios 
Scenario data from Phoenix—a multi-regional, multi-sectoral computable general equilibrium 
model—were used to project economic activity [Fisher-Vanden et al., 2012]. The data include 
commodity production by sector, population, and gross domestic product (GDP). Four 
macroeconomic scenarios were used to represent different trends in freight demand. The B1 
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scenario has a high GDP growth rate in which U.S. GDP per capita doubles between 2005 and 
2050 and no climate policy is applied. The policy scenario, P1 has the same GDP growth rate as 
B1 but employs a climate policy in the form of carbon tax to emulate a 450 ppm stabilization 
scenario. The policy begins in 2010 with a price of $30/tonne CO2, gradually increasing to 
$130/tonne CO2 by 2050. The carbon tax is applied equally in all sectors and all regions of the 
world, a common assumption for long-term economic modelling. B2 has a GDP growth rate that 
is 21% lower than that of B1, which reflects the low end of growth projection. P2 is the same 
low GDP case as B2 with the same carbon tax applied in P1.  
 
Input-output model to determine regional commodity production and attraction  
The monetary values of commodity production and attraction for each FAZ from 2010 to 2050 
were projected using a pseudo multi-regional input-output model [Cascetta, 2009]. The 
commodity production of a FAZ is equivalent to the total output of finished commodities in the 
region, including production to supply for its own needs and net exports. The commodity 
attraction of a FAZ is the total commodities consumed within the region, which is provided by 
domestic production and net imports. Forty-three kinds of commodities in the original FAF 
dataset were categorized into 10 types based on physical or economic similarity [Hwang and 
Ouyang, 2014a].  
 
The input-output model required inputs of FAZ-level economic data such as household and 
government consumptions, private investment, and net exports. These FAZ-level economic data 
were estimated by downscaling national economic data projected by the Phoenix model using 
proxies such as population and employment. Future FAZ-level population were aggregated from 
the county level population projections by U.S. EPA [Bierwagen et al., 2009]. Future FAZ-level 
employment in 14 industrial sectors were projected under the four economic growth scenarios 
using a modified shift-share model [Hewings, 1976]. The projected monetary values of 
commodity were used to estimate the growth rates of commodity production and attraction in 





Freight transportation demand model to generate shipment flows 
Freight truck and rail activities were projected using a traditional four-step forecasting approach, 
including trip generation, trip distribution, modal split, and traffic assignment [Cohen et al., 
2008].  
 
The trip generation step determined the freight shipments produced in (flowing out of) and 
attracted to (flowing into) each FAZ. Freight shipment records by commodity type from FAF in 
2007 were used as the base-year data for future trip generation [FHWA, 2011]. The growth rates 
for future production and attraction were derived from the projected commodity monetary values 
adjusted by price change. Future production and attraction in tonnage for each FAZ were 
estimated by applying the commodity growth rates to the base-year shipment data. The effects of 
Panama Canal expansion are not treated in this study. A Panama Canal expansion could provide 
greater access to the East Coast, potentially shifting imported commodities from the West Coast 
[U. S. DOT, 2013].  
 
The trip distribution step determined freight shipment flows between all pairs of origin and 
destination FAZs for each commodity. Present-day flows from FAF were used as a baseline 
condition to set future freight flows between FAZ pairs that matched the projected production 
and attraction at each FAZ. This was accomplished using RAS—a simple but efficient matrix 
balancing algorithm [Fratar, 1954; Wilson, 2000].  
 
The modal split step apportioned freight demand between trucks and rail, using a previously 
developed macroscopic binomial logit market share model [Hwang and Ouyang, 2014a]. The 
model is based on the relative utility of each mode between each pair of origin and destination 
FAZs. The market share of each mode for each commodity type is a function of three 
explanatory variables: crude oil price, commodity value, and average truck shipment distance. 
The demand for truck and rail for each pair of FAZs was forecasted using future commodity 
values and crude oil prices obtained from the Phoenix model output [Fisher-Vanden et al., 2012]. 
For scenarios with a carbon tax, the carbon price was added to the crude oil price in determining 




The traffic assignment step determined the freight traffic volume and travel time on each 
network link, from which assigned freight shipment tonne-kilometers (t-km) and speed can be 
estimated. The basic premise is that as traffic flow through each network link increases, the 
transportation cost (i.e., link travel time) per unit flow also increases due to congestion. The user 
equilibrium principle was adopted where all carriers know the complete network congestion 
information and individually choose the routes with the shortest travel times, while collectively 
contributing to the congestion in the network [Sheffi, 1985; Wardrop, 1952]. This principle 
results in distribution of shipment flows along a variety of routes, all of which have identical 
travel times, between each given FAZ pair. For truck shipments, only major interstate corridors 
were considered, which are the primary routes used for long-distance on-road freight 
transportation. The traditional link performance function from the U.S. Bureau of Public Roads 
was modified to include the effect of non-freight traffic in the model [Bai et al., 2012; Sheffi, 
1985]. The convex combinations algorithm, a conventional network assignment approach, were 
applied to solve for the truck shipment routing equilibrium [Frank and Wolfe, 1956; Sheffi, 1985]. 
For rail shipments, only the Class I rail network was considered, which accounts for 95% of the 
total freight rail fuel usage in North America [AAR, 1970-2010]. The network assignment of rail 
requires special treatment, as trains that run in opposite directions often share the same track 
infrastructure and cause different congestion patterns [Krueger, 1999]. A modified network 
assignment model and an adjusted convex combinations algorithm were used to represent the 
distinct characteristics of rail network operations [Hwang and Ouyang, 2014b]. When 
determining routing, future passenger transport, highway and railway capacity were assumed to 
stay constant over time. Although a more realistic treatment of the future would consider 
expansion, this analysis allows an estimate of increased network loading due to freight activity 
alone. 
 
4.3.2 Integrate models to project future inter-regional freight activity  
While three sets of models were linked to generate projections of freight activity—an 
intermediate product that will be translated into fuel use emissions, the assumptions used across 




In the modal split model, the relationship between the market share of truck and rail and the 
explanatory variables (oil price, commodity price and truck distance) was developed based on 
historical data [Hwang and Ouyang, 2014a]. However, the oil price in the policy scenarios 
($185/barrel) is extrapolated far beyond the empirical data ($20-70/barrel). This extrapolation 
introduces uncertainty in the response of modal shift to oil price. A sensitivity analysis was 
performed to evaluate the effects of the coefficient of oil price on the market share of truck and 
rail.  
 
In the truck traffic assignment model, the assumed average truck payload affects the output of 
truck speed on each link. Truck speed affects fuel intensity [Capps et al., 2008] and the final fuel 
consumption. Details about the calculation of fuel use will be discussed in the next task. Truck 
payload of long-haul trucks varies from 11 to 20 tonne [FHWA, 2014]. A sensitivity analysis was 
performed with truck payload varying from 12-18 tonne for the baseline year 2007. The modeled 
fuel consumption was closest to the recorded fuel consumption under an average payload of 16 
tonne, which was selected as the model input.  
 
4.3.3 Estimate fuel consumption for inter-regional freight 
Freight activity (in tonne-kilometers) needs to be translated into fuel consumption to determine 
emissions. Although this study provides only future projections, a historical fuel trend was also 
developed from 1970 to 2007 because it was instrumental in setting the technological 
composition of the initial fleet. Long-haul trucks and rail use almost exclusively middle-distillate 
diesel fuel [Davis et al., 2012]. Historical fuel use data came from the National Highway 
Statistics [FHWA, 1970-2010] for trucks and from Association of American Railroads [AAR, 
1970-2010] for rail, commonly used for transportation analysis. Fuel consumption over the study 
period (2010-2050) was estimated by applying fuel intensity in gram per t-km to projected 
freight activity [U.S. EPA and U.S. DOT, 2011]. Total freight activity was obtained by summing 
the individual link activity for both trucks and rail. The scenarios given here did not consider 
alternative fuels or potential electrification of the freight rail and truck system, but were intended 




Heavy duty combination trucks have the largest capacity and account for around 90% of long-
haul transportation [U.S. DOC, 2004]. Fuel consumption from national statistics in 2007 [FHWA, 
1970-2010], divided by modeled tonne-kilometers in that year, gave an average fuel intensity of 
28.6 g/t-km. This value is within the range of typical measured fuel intensities for long-haul 
trucks (14.2-39.8 g/ktm) [National Research Council, 2010], so the network-loading model 
produces total travel distance consistent with observed consumption. I adjusted the average fuel 
intensity with speed specific truck data to represent the fuel intensity on each link [Capps et al., 
2008]. Using speed-specific fuel intensity allows me to account for the effects of congestion on 
emissions. Technology improvements in engine efficiency, aerodynamics, and tire rolling 
resistance are expected to reduce future truck fuel consumption [National Research Council, 
2010; Vyas et al., 2013]. Federal fuel efficiency standards require the fuel intensity of heavy-
duty trucks to decrease by 8%-12% from 2010 to 2017, depending on weight classes [U.S. EPA 
and U.S. DOT, 2011]. Several studies predict a 25%-50% reduction in truck fuel intensity 
between 2010 and 2050 [Fulton et al., 2009; ICF International, 2009; National Research 
Council, 2010; Vyas et al., 2013]. I assumed that the fuel intensity for long-haul trucks at each 
speed decreases linearly from 2007 to achieve a 30% reduction by 2050. 
 
Long-haul freight rail transport is dominated by Class I railroads. The average fuel intensity of 
Class I railroads was 5.3g/t-km in 2007, which is about 20% of that of trucks [AAR, 1970-2010]. 
Future technology improvements and system optimization are expected to reduce rail fuel 
intensity [Tolliver et al., 2013]. Several studies predict a fuel intensity reduction of 20%-50% by 
2050 [ICF International, 2009; Vimmerstedt et al., 2013; Vyas et al., 2013]. I assumed a 25% 
linear reduction in the fuel intensity of rail fleet from 2007 to 2050. Limited data were available 
to describe the relationships between rail speed and traffic volume, and rail speed and fuel 
intensity [Lai and Barkan, 2009], so I assumed no difference in fuel intensity among links 
throughout the rail network. 
 
4.3.4 Develop SPEW-Trend model inputs for freight trucks and rail 
SPEW-Trend [Yan et al., 2011] is a vehicle fleet model that models the dynamic technology 
changes in the vehicle fleet. Detailed description about the SPEW-Trend model can be found in 
Chapter 2. This section discusses the development of SPEW-Trend inputs, including retirement 
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rates, emission factors and degradation rates that represent the emissions characteristics of 
freight trucks and rail in the U.S.  
 
A logistic function was applied to represent the retirement of trucks and locomotives [Yan et al., 
2011]. Survival rates for long-haul trucks were obtained from the Transportation Energy Data 
Book [Davis et al., 2012], about 85% of the trucks are removed from the fleet at age 30. Survival 
rates for locomotives were developed based on the Class 1 locomotive fleet age distribution 
during 1990-2010 [AAR, 1970-2010]. Locomotives have a longer lifetime than trucks, with about 
10% of the locomotives remaining in the fleet after 40 years. The parameters for truck and rail 
retirement rates are presented in Table 4-1. 
 
Table 4-1 Survival rates and high-emitting condition transition rates used in SPEW-Trend for 




















s age - - 
αret 
shape factor related to the 
onset of significant retirement 
4 5.5 

















αsup shape factor 5.5 - 
L50,sup 
vehicle life at which the rate 
becomes half of the maximum 
7 - 
gain maximum rate of transition 0.019 
 
a Retirement rate can be calculated from survival rate by Re( ) 1 ( 1) / ( )s Su s Su s   . 
b The transition rate is the fraction of normal vehicles that turn to high-emitting conditions at a 
certain age. 
 
Yan et al. [2011; 2013] developed EFs and degradation rates of PM, NOx, CO, and THC for 
heavy-duty vehicles, including heavy-duty trucks and buses. Here I present the updates of EFs 
and degradation rates for heavy-duty trucks in Table 4-2. Yan et al. [2011] used the reduction 
factor approach to estimate heavy duty vehicle EFs after 1998, which assumes the emission 
reduction equals the reduction introduced by the emission standard [Ntziachristos and Samaras, 
2001]. However, the actual emission reduction under standards prior to 1998 shows a poor 
correlation with the reduction in emission standards for gaseous pollutants. NOx emission, in 
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particular, was nearly constant from 1988 to 1998 while the emission standard level dropped by 
50% during that period [McDonald et al., 2012]. Therefore, I updated the EFs under post-1998 
standards with additional dynamometer tests and some remote sensing studies. 
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Table 4-2 Emission factors (Unit: g/kg-fuel) and degradation rates for heavy-duty diesel trucks. 
Emission 
standard 



























NONE 40.3d 1.0  40.3 18.4 d 1.5 n,o 27.8 6.3 d 1.5 9.5 4.2 d 1.6 6.9 
Opacity 36.1e 1.0 36.1 15.6 e 1.6 n,o  24.9 4.7 e 1.6 7.5 2.9 e 1.9 5.6 
US 1988 34.6 e 1.0 34.6 17.8 e 1.5 n,o 27.1 2.0 e 1.5 3.1 1.3 e 1.9 2.4 
US 1991 34.2 e 1.0 34.2 8.0 e 2.5 n,o 19.9 1.6 e 2.5 4.0 1.1 e 1.9 2.0 


































41 j - - 67.0 e - - 
11.3 
e 
- - 8.3 e - - 
HighEmi
tIIb 
27.5 k - - 19.6 e - - 1.3 e - - 2.9 e - - 
a refers to high-emitting conditions occurred in vehicles built before 1994 
b refers to high-emitting conditions occurred in vehicles built under US HDDT 1994 and later 
standards. 
c Emission factor for new vehicle/engine. 
d U.S. EPA [1996]. 
e Yanowitz et al. [2000]; highest 3% of the truck fleet as the emission factor for high-emitting 
conditions. 
f Burgard et al. [2006]. 
g Coordinating Research Council [2007]. 
h Bishop et al. [2009] . 
I Bishop et al. [2013]. The value is based on measurements of SCR equipped trucks at site Peralta. 
j Based on the NOx EF under no regulation. 
k Average of 1994, 1998 and 2004 emission standard.  
l DRmax and EFmax is the maximum degradation rate and the maximum emission factor in the 
lifetime of a vehicle, respectively. EF0 is the emission factor of new vehicle/engine. DRmax = 
EFmax/EF0. 
m Maximum emission factor. 
n Bishop et al. [2001]. 
o Bishop et al. [2013]. 
p Reduction factor approach 
q May et al. [2014] 




The degradation rate pattern was revised to represent that of heavy-duty trucks: the EF of trucks 
is constant for the first year, then starts to increase linearly until reaching a maximum level, and 
finally stabilizes thereafter; trucks manufactured before 1991 reach the maximum emission level 
at age 13, while newer trucks deteriorate faster and reach the maximum emission level at age 5 
[U.S. EPA, 2012; Ubanwa et al., 2003]. Degradation rates of carbon monoxide (CO) for vehicles 
prior to 2004 seem to have been overestimated by the U.S. EPA [U.S. EPA, 2012] when 
compared with measurements from various studies [Bishop et al., 2001; Burgard et al., 2006; 
Pierson et al., 1996; Yanowitz et al., 2000]. Therefore, I inferred the degradation rates of CO 
prior to 2004 from remote sensing studies [Bishop et al., 2001; Bishop et al., 2013]. Degradation 
rates of total hydrocarbon (THC) were assumed to be the same as CO due to lack of 
measurement data.  
 
The function for normal emitters transiting to high-emitting conditions was adopted from Yan et 
al. [2011] and the parameters were updated so that the fraction of high-emitting vehicles match 
with observations in the present-day (5%-7%) [Ban-Weiss et al., 2009; Bond et al., 2004; 
Dallmann et al., 2012]. The function and parameters are presented in Table 4-1. I determined the 
EFs of CO, THC, and PM under high-emitting conditions by averaging the highest 3% of the 
truck dynamometer tests [Yan et al., 2011; Yanowitz et al., 2000]. NOx is special compared to the 
other pollutants because it is formed at high temperatures, rather than being a product of 
incomplete production. Poorly-functioning engines, with less complete combustion and slightly 
lower combustion temperatures, may emit less NOx than well-functioning engines. 
Measurements have shown that the NOx emission distribution is less skewed than that of other 
pollutants, suggesting a smaller difference in EFs between high-emitting conditions and normal 
conditions [Dallmann et al., 2012; Zhang et al., 1995]. Therefore, a different approach was used 
to estimate NOx EFs under high-emitting conditions. I used the NOx EF for unregulated vehicles 
to represent high-emitting vehicles built before 1994 (HighEmit I). Because NOx catalysts have 
been widely introduced to meet the 2007/2010 standard, I assumed that the high-emitting 
conditions for vehicles would return to the level without catalysts. I assumed the EF for high-
emitting vehicles built after 1994 (HighEmit II) to be the average of the EFs under 1994, 1998 




Due to a lack of measurement data, I used average in-use EFs for locomotives. Deterioration of 
emissions is included only implicitly and no technology slip was included. I assumed that the 
EFs of pollutants are 10 percent below the applicable standard values, following U.S. EPA 
recommendations [U.S. EPA, 2009]. The exception to this rule was for CO, for which the 
emission factor at pre-control levels was already much lower than the standard [Fritz and Cataldi, 
1991]. Because engine improvements or controls to reduce PM and HC emissions also reduce 
CO emissions, I assumed that each standard applied to reduce PM EF would also reduce the CO 
EF by 10% from the previous standard. Emission factors for freight rail transport are 
summarized in Table 4-3. The projected emissions were distributed per the truck and rail fuel 
consumption on each highway and railway link. 
 






Average in-use emission factor (g/kg-fuel) 
NOx CO THC PM 
Uncontrolled - - 80.5a 8.2 a 3.1 a 2.1 a 
TIER 0 1973 - 2001 2000 55.7 b 8.2 c 3.1 2.1  
TIER 1 2002 - 2004 2000 43.4 b 8.2 c 3.1 2.1  
TIER 2 2005-2011 2000 32.2 b 6.8 c 1.8 b 1.2 b 
TIER 3 2012-2014 2012 32.2 b 6.1 c 1.8 b 0.6 b 
TIER 4 2015 or later 2015 7.6 b 5.5 c 0.8 b 0.2 b 
a U.S. EPA, 1998 
b EF is assumed to be 10% below the standard 
c a 10% decrease in CO EF was assumed whenever PM EF decreases 
 
4.3.5 Evaluate the effects of mitigation policies using a scenario approach 
A scenario approach [Nakicenovic and Swart, Jul 2000] was used to evaluate the effects of three 
policy decisions. Future economic trajectories are uncertain, changing the baseline upon which 
policies operate, so each policy decision was applied to each growth scenario (B1 and B2). 
Policies that yield relatively uniform reductions in each scenario may be considered “robust” 
[Huber, 1972].  
 
Carbon tax, applied in P1 and P2, was treated as a mitigation policy. The other two mitigation 
measures include eliminating technology slip and expanding highway capacity. As high-emitting 
conditions contribute a large amount of emissions [Ban-Weiss et al., 2009; Zhang et al., 1995], 
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the effects of eliminating technology slip through maintaining durability of the engine and 
emission control system were explored. While the future highway capacity was assumed to stay 
constant over time when determining routing, the effects of increased highway congestion on 
emissions were explored by expanding selected highway link capacities by 50% (an arbitrary 
value chosen for illustration).  
 
4.3.6 Results from inter-regional freight emission projection 
Freight activity and fuel use projection 
U.S. interregional freight activity (t-km) during 2007-2050 under the four scenarios is presented 
in Figure 4-2(a). Projections by FAF (2007-2040) are also included as comparison [FHWA, 
2011]. The Phoenix model does not capture the national recession that began in 2008, so it 
overestimates the magnitude of freight activity in 2010. However, the trend from 2010 to 2050 is 
more relevant than the absolute values. During 2010-2050, freight activity increases by around 
140% and 100% in high-growth scenarios (B1 and P1) and low-growth (B2 and P2) scenarios, 
respectively. The projected freight activity growth rate in the low-growth and high-growth 
scenarios is 6% and 28% higher than that in FAF, respectively.  
 
Comparison of B1 with P1, and B2 with P2, shows that the differences in total freight activity 
caused by a carbon tax are less than 5%. The carbon tax increases oil price, causing 15% of 
freight shipment by tonnes to shift from truck to the more energy-efficient rail. The carbon tax 
also decreases national demand for coal and petroleum products due to their higher prices. 
Changes in the truck share of shipments by each commodity type under the effects of carbon tax 
are shown in Figure 4-3. As FAF projections assume constant modal share by commodity 
without accounting for energy price [FHWA, 2011], the projected rail activity in FAF is 
significantly lower than that in our study. Figure 4-2(b) shows that truck activity decreases in all 
four scenarios, especially in policy scenarios P1 and P2, while it increases in the FAF projection.  
 
Fuel consumption trends in interregional freight activity are presented in Figure 4-2(c). While 
freight activity more than doubles from 2010 to 2050 in all scenarios, fuel consumption increases 
by 20%-70% in B1, P1, and B2, and slightly decreases in P2. The difference between the trends 
is caused by fuel efficiency improvements and the decrease in truck share, as shown in Figure 
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4-2(b) and Figure 4-2(d), because trucks are five to six times more energy intensive than rail. 
Fuel consumption in the low-growth scenarios (B2 and P2) is around 21% lower than their 
corresponding high-growth scenarios (B1 and P1) in year 2050. Lower GDP contributes to 16% 
of the difference, and the remaining 5% results from higher truck fuel efficiency under lower 
congestion. 
 
Figure 4-2 Trends in inter-regional freight transportation from 2007 to 2050: a) freight activities 
(t-km), FAF (Freight Analysis Framework); to convert from t-km to ton-mile, multiply by 0.685, 
b) fraction of t-km by truck, c) fuel consumption, d) fraction of fuel consumed by trucks, e) PM 
emissions, and f) NOx emissions. B1 and B2 are high-growth and low-growth economic 
scenarios, respectively; P1 and P2 are the same scenarios with climate policy (a carbon tax) 




Figure 4-3 Changes in truck share of shipping when carbon tax is applied to economic scenarios. 
Values shown are the difference between percentage of tons shipped by truck in the baseline 
scenario and in the climate-policy scenario. 
 
Emission projections 
PM and NOx emission projections from the U.S. interregional freight transport sector between 
2007 and 2050 are shown in Figure 4-2(e) and Figure 4-2(f). Emission estimates of long-haul rail 
transport for the baseline year 2007 in our study compare well with an existing inventory [Bergin 
et al., 2012]; NOx and PM emission estimates differ by about 22% and 2%, respectively. The 
long-haul truck emissions estimated here are around 70% of the total on-road heavy duty diesel 
emissions estimated by U.S. EPA in 2008 [U.S. EPA, 2010], which matches well with the 
relative ratio of the fuel use [BTS, 2014]. Despite increasing fuel consumption in the first three 
scenarios, emissions of all pollutants under the four scenarios are predicted to decrease by 60%-
70% during 2010-2030. During 2030-2050, emissions decrease much more slowly and even 
slightly increase in the B1 scenario.  
 
The emission trends can be explained by the implementation of stringent emission standards and 
the evolving fleet composition. Figure 4-4 demonstrates the emission trend for PM by vehicle 
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group in the scenario B1. Before 2030, emission reductions are achieved by the removal of older 
and dirtier vehicles from the fleet. By 2030, trucks manufactured before the 2010 standard have 
almost all retired, leaving only trucks manufactured under the 2010 standard, and trucks under 
high-emitting conditions. When the reduction of fleet-average EFs through the implementation 
of standards cannot offset the growth in fuel consumption, emissions start to increase again. In 
the low-growth scenarios, relatively fewer new trucks are added to the fleet each year due to a 
weaker economy, so the fraction of older vehicles is slightly higher and more technology slip 
occurs. Locomotives have a longer lifetime than trucks, and the fleet turnover time for rail is 
relatively longer. No technology slip is modeled in the rail fleet, and rail emissions decrease until 
2050. Trucks contribute more than 70% of the total PM emission, so the overall emission trend is 
dominated by changes in the truck fleet. Further emission controls beyond current standards, not 
assumed here, would reduce emissions in future years.  
 
Figure 4-4 Fuel use (left) and PM emissions (right) by vehicles built to different emission 
standards in the B1 scenario: (a) long-haul trucks, (b) freight rail. 'HDStandard 1974' represents 
U.S. federal emission standards for heavy-duty trucks in 1974, and the following standards are 




Figure 4-5 shows the spatial distribution of PM emissions in the B1 scenario over a simplified 
highway and railway network in 2050. Some of the most congested corridors occur in Texas, 
California, and Florida. The emission distribution by freight flows provides more accurate 
information on exposure risks, compared with emissions distributed by population. This 
improvement is a natural benefit of modeling emissions based on physical factors.  
 
Figure 4-5 Spatial distribution of PM emissions from inter-regional freight trucks and rail on 
major highway and railway links in 2050, B1 scenario (unit: Gg/year/cell, 0.25 × 0.25 degree). 
 
Infrastructure loading 
As freight shipments grow, increased traffic occurs on both highway and railway networks. 
Figure 4-6 shows the total link length classified by the factor of increase in traffic from 2010 to 
2050 for high-growth scenarios. In B1, truck traffic increases by one to three times in 80% of the 
total link distance. As the carbon tax in P1 shifts traffic from truck to rail, there is less increase in 
truck traffic, and even a slight decrease in 43% of the total links. Rail traffic increases much 
more than truck traffic. In B1, rail traffic grows by two to five times in 80% of the total link 
distance. In P1, where rail shipping is preferred, the traffic increases by more than ten times in 13% 
of the links. Therefore, both highway and rail infrastructure will require major investments to 
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meet freight demand. A carbon tax would cause a natural shift to rail, the more efficient shipping 
mode, but this shift could occur only with significant attention to infrastructure. 
 
Congestion decreases traffic speed, increasing fuel consumption and emissions. The increased 
highway congestion from 2010 to 2050 results in increased fuel consumption of 17%, 11%, 11%, 
and 5% in B1, P1, B2, and P2 scenarios, respectively. Under low-growth and policy scenarios, 
truck demand is lower, requiring less alleviation of congestion. For rail, the relationship between 
traffic volume and speed is not as well understood as for trucks [Lai and Barkan, 2009] and I am 
not able to model the effects of rail congestion. However, the increased rail congestion, 
especially in policy scenarios, implies that future improvements in rail capacity will be required 
to realize the emission benefits of a carbon tax. 
 
 
Figure 4-6 Link lengths classified by the factor of increase in traffic from 2010 to 2050 in the B1 
(business as usual) and P1 (carbon tax policy) scenarios. Absolute values are given on the left 
axis, and percentage of the total link length on the right axis. 
 
Scenario analysis 
Three mitigation policies are investigated here: carbon tax, eliminating technology slip and 
expanding highway capacity. Figure 4-7 summarizes the relative emission reductions in the B1 





Figure 4-7 Percentage of emission reduction from baseline scenarios achieved by different 
mitigation policies in 2050. B1 is a high-growth economic scenario, and B2 is a low-growth 
scenario. Climate policy corresponds to scenarios P1 and P2 in Figure 4-2. 
 
Carbon tax increases oil prices and shifts freight shipments from truck to rail, causing around 30% 
reduction in CO2 emissions. Air pollutant emission reductions are slightly smaller than those of 
CO2, because fuel-based EFs of freight rail are relatively higher than those of trucks. Carbon tax 
achieves approximately the same relative percentage reductions under both high-growth and 
low-growth scenarios. The effect of oil price on truck share is determined from historical data 
[Hwang et al. 2014a]. However, the oil price in the policy scenarios ($185 per barrel) is 
extrapolated far beyond the empirical data ($20-70 per barrel). This extrapolation cannot be 
avoided, but I acknowledge an uncertainty in the response of modal shift to oil price. A 
sensitivity analysis shows that a 10% increase in the coefficient relating utility to oil price in the 
modal choice model causes a 1% decrease in the share of truck demand in tonnes, which results 
in about 6% reduction in total emissions. It suggests that if modal choice is more sensitive to oil 
price, larger emission reductions could be achieved through carbon tax, and vice versa.  
Truck technology slip can be eliminated either through repair, in the case of individual vehicles, 
or increased durability standards, implemented through on-board diagnostics and driver feedback. 
Eliminating technology slip reduces emissions of PM, CO, THC, and NOx by around 65%, 25%, 
14%, and 21%, respectively in both B1 and B2. As most of the fleet becomes subject to stringent 
emission controls, poorly-performing technology becomes a relatively greater contributor. The 
effect of eliminating technology slip depends on the relative magnitude of EFs between normal-
emitting and high-emitting conditions (a factor of 70 for PM, and 9 for NOx; see Table 4-2). 
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Removing high emissions of traditional air pollutants, however, does not change fuel 
consumption or CO2 emissions. A previous study estimated around 25% uncertainty in the 
representation of superemitters in SPEWTrend [Yan et al. 2014]. 
 
Finally, the effect of reduced congestion on emissions is illustrated by a simplified approach of 
expanding highway links. Issues brought by the expansion such as rebound effects of induced 
travel are not considered here. When 10% of the most congested highway links in B1 are 
expanded by 2050, the average truck speed increases by around 4%, reducing truck fuel use by 
9%, and reducing pollutant and CO2 emissions from interregional freight transport by 5-8%. The 
relationship between fuel use reduction and the amount of roadway expanded is presented in 
Figure 4-8.  
 
Figure 4-8 Reduction in the amount of fuel consumed, in the year 2050, by the truck fleet when 
fractions of the most congested highway links are expanded by 50% to reduce congestion. B1 
and B2 are high-growth and low-growth economic scenarios, respectively; P1 and P2 are the 
same scenarios with climate policy applied.  
 
4.4 Emission projections for intra-regional freight truck transportation 
Within each FAZ, intra-regional freight is transported between individual suppliers or customers 
and the terminals. The general modeling approach for projecting emissions from intra-regional 
freight is presented in Figure 4-1. The same general equilibrium and shift-share models as used 
for inter-regional freight were used to project commodity production and consumption for each 
FAZ. Coupled with these models was a spatial dynamic model that projected future urban spatial 
form (i.e. employment distribution) [Elhorst, 2001], the ring-sweep algorithm that modeled 
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freight shipment flows within each FAZ [Newell and Daganzo, 1986], and the vehicle fleet 
model SPEW-Trend that determined truck technology and emissions [Yan et al., 2011]. The 
same SPEW-Trend model inputs for inter-regional freight were applied to intra-regional freight 
trucks. In this section, I will first give a description of the two linked models that are unique to 
intra-regional freight: the spatial dynamic model and ring-sweep model. Then I will discuss the 
detailed steps involved in generating intra-regional emission projections, and finally I will 
present the results.  
 
4.4.1 Description of the integrated models and outputs 
Dynamic spatial model to project census-tract-level employment distribution 
In the metropolitan FAZs, identified as those with more than half a million people (73 FAZs), a 
dynamic spatial model of density gradient was applied to project census-tract-level employment 
distributions [Elhorst, 2001], which determines the freight shipment flows within FAZs.  
 
To explore the effects of urban spatial forms on freight delivery, three urban development 
scenarios were constructed for the 73 metropolitan FAZs under the B1 (high GDP growth with 
no policy) scenario: trend, polycentric, and compact [Lee et al. in prep]. I term the continuation 
of current trend in employment density distribution a “trend scenario” in keeping with the 
terminology used in other urban-planning studies (e.g. [Ewing et al. 2007]). The current trend 
shows a continuous decentralization of jobs during 1990-2000 in most metropolitan areas.  Two 
alternative scenarios with more concentrated employment growth around existing job centers 
were built by modifying relevant parameters of the density gradient functions. The polycentric 
scenario continues current dispersion while increasing the employment concentration near the 
subcenters. In the compact scenario, faster employment densification occurs near both the central 
business districts and subcenters. Detailed methods and model parameters for the employment 
projections are discussed in Lee et al. [in prep]. 
 
For the remaining rural areas (47 FAZs), only FAZ-level employment projections were available 
from the shift-share model. Census-tract-level employment distributions were not developed 
because rural areas have completely different development patterns compared to metropolitan 
areas and the dynamic spatial model does not apply for them. 
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Ring-sweep algorithm to generate urban freight activity 
In the 73 metropolitan FAZs, urban freight delivery activity was modeled as a large-scale planar 
vehicle routing problem and computed by a ring-sweep algorithm which aims to minimize the 
asymptotic total vehicle delivery distance needed to satisfy a large number of spatially 
distributed freight demand [Hwang, 2014; Newell and Daganzo, 1986]. The model treats a subset 
of census tracts as a freight delivery region, and estimates (i) total line-haul distance from freight 
(truck- and railroad-based) terminals to the freight delivery regions and (ii) total local travel 
distance in-between consecutive delivery points within each region. The model eventually 
computes the total delivery distance (in tonne-kilometers) in each FAZ, which is the sum of the 
above-mentioned total line-haul distance and total local travel distance, based on the 
employment number by industry type in each census-tract as well as their spatial distribution in 
the FAZ. More details about the ring-sweep algorithm are discussed in Hwang [2014] and 
summarized in Appendix D. 
 
4.4.2 Project future intra-regional freight activity 
The estimated urban freight activity by ring-sweep algorithm needs to be evaluated for reality 
checks. However, little data about isolated traffic statistics (in kilometers or tonne-kilometers) 
for metropolitan freight trucks is available to validate the model results. I used the truck mileage 
and fuel data of California obtained from the EMFAC2014 model [ARB, 2016] to constrain the 
ring-sweep modeled results for the baseline year 2007. 
 
EMFAC2014 estimates county-level mileage and fuel use data for different vehicle categories in 
California based on input data of vehicle population, mileage accrual rates, and truck origin-
destination surveys [ARB, 2015]. Based on DMV registration information of truck categories, 
EMFAC2014 estimates that about 86% of the heavy-heavy-duty diesel trucks (GVWR>33,000 
lbs) and 82% of the medium-heavy-duty diesel trucks (GVWR 14,001-33,000 lbs) in California 
were used for freight transportation in 2007. As no detailed truck categories are available for 
light-heavy-duty trucks (GVWR 10,001-14,000 lbs), I assumed that 80% of light-heavy-duty 
diesel trucks are used for freight. The mileages and fuel consumption of heavy-heavy-duty 
freight trucks by EMFAC is comparable (less than 5% difference) to those of inter-regional 
trucks predicted by the four-step freight transportation model in our previous study [Liu et al., 
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2015]. To compare the results between EMFAC and our study, I assumed that inter-regional 
freight is handled by heavy-heavy-duty trucks and intra-regional freight is delivered by light and 
medium heavy-duty trucks (GVWR>10,001 lbs).  
 
For the four metropolitan FAZs in California (Los Angeles, San Francisco, Sacramento, and San 
Diego), the intra-regional freight truck mileages by EMFAC are two times those estimated by the 
ring-sweep algorithm. It indicates that real-world short-haul trucks may carry less payload, have 
more empty hauls, and are less efficiently distributed than the optimal distributions assumed in 
the ring-sweep algorithm. Lacking better information, I applied an adjustment factor of two to all 
urban truck activity predicted by the ring-sweep algorithm, reasoning that the relative changes in 
freight truck activity caused by different urban spatial structures are still instructive.  
 
Census-level employment under the three urban scenarios were developed only in the B1 
scenario. As carbon tax changes the distribution of shipments between truck and rail, it affects 
the freight demand of short-haul trucks within FAZs. The effect of carbon tax on intra-regional 
truck freight activity (tonne-kilometers) was assumed to be the same as its effect on the total 
number of commodities shipped by short-haul trucks.  
 
4.4.3 Estimate fuel consumption for intra-regional freight 
Fuel consumption for urban freight was estimated by summing short-haul truck activity in each 
FAZ. Urban freight delivery was assumed to be handled by heavy-duty single-unit diesel trucks. 
The average fuel intensity of 57g/t-km or 200 g/km from urban freight trucks in EMFAC2014 
was used to determine the fuel consumption for urban delivery in the baseline year 2007. This 
fuel intensity value is about the average of the typical fuel intensities for single-unit trucks (39-
72 g/k-tm) [National Research Council, 2010]. Speed information for urban freight flows was 
not available from the ring-sweep algorithm. The fuel intensity of short-haul trucks was assumed 
to follow the same trend as that of long-haul trucks in the B1 scenario [Liu et al., 2015], which 





Historical fuel records from 1970-2007 were needed as initial conditions to infer the 
technological composition of the initial fleet. I obtained historical diesel fuel data for single-unit 
trucks (2-axles and at least 6 tires or a gross vehicle weight rating exceeding 10,000 lbs)—which 
are almost equivalent to the light and medium heavy-duty trucks in EMFAC—from National 
Highway Statistics [FHWA, 1970-2010] and the Transportation Energy Data Book [Davis et al., 
2012]. 80% of the diesel light and medium heavy-duty trucks were assumed to be used for 
freight per the data in California.  
 
Fuel consumption for freight delivery in rural areas was estimated by subtracting diesel use by 
urban delivery from the total diesel by intra-regional delivery. The same fuel intensity of urban 
delivery trucks was applied to rural delivery trucks. Rural freight activity (in tonne-kilometers) 
was assumed to grow at the same rate as the rural freight demand (in tonnes) during 2007-2050.  
 
4.4.4 Results from intra-regional freight emission projection 
Intra-regional freight activity increases by 146%, 108%, 100%, and 83% during 2010-2050 
under the current trend, polycentric, compact scenario in urban areas, and in rural areas, 
respectively, as shown in Figure 4-9. Fuel consumption increases in a similar trend but at a 
slower rate due to the improved fuel efficiency. Despite the increase in fuel consumption, 
pollutant emissions from intra-regional delivery decline rapidly from 2010-2030, and then 
slightly increase from 2030-2050, similar to the emission trend from inter-regional freight 
transport [Liu et al. 2016]. The emission reductions from 2010-2030 are mainly achieved from 
the retirement of older vehicles built under less stringent standards from the fleet. When older 
vehicles are almost all removed by 2030, emissions start to increase again, driven by the growing 
freight activity.  
 
More concentrated urban forms in the polycentric and compact scenarios reduce freight shipment 
distances, resulting in about 20% reduction in fuel consumption and emissions in 2050 compared 
to the current trend scenario. Few studies have studied the impacts of urban spatial form on 
freight transport, but several studies have reported reduced passenger transport activity under 
increasing increased polycentricity and centrality in urban forms. Lee and Lee [2014] estimated a 
10% increase in polycentricity and a 10% decrease in centrality contribute to 0.7% and 0.9% 
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decrease in CO2 emissions from household travel, respectively. Bento et al. [2005] reported that 
a 10% increase in population centrality reduces annual vehicle miles traveled of households by 
about 1.5%. 
 
Figure 4-9 Trends in intra-regional freight delivery from 2010 to 2050: (a) freight activity (t-km, 
to convert from t-km to ton-mile multiply by 0.685), and fuel consumption (Mtonne), (b) 
Primary PM2.5 emissions (Gg), and (c) NOx emissions (Gg). Urban_trend, Urban_polycentric, 
Urban_compact represents urban freight delivery in the current trend, polycentric, and compact 
scenario, respectively. Rural represents freight delivery in the rural FAZs. 
 
Table 4-4 summarizes PM2.5 and NOx emissions from both inter-regional and intra-regional 
freight transportation under the B1 (high-growth) no-policy scenario and various mitigation 
scenarios. While freight activity (in tonne-kilometers) from inter-regional trucks, inter-regional 
rail, and intra-regional trucks increase by 90%, 160%, 120% from 2010 to 2050 under the no-
policy scenario, PM2.5 emissions are predicted to decrease by 60%, 79%, and 55%, respectively 




Table 4-4 Primary PM2.5 and NOx emissions from freight truck and rail transportation in 2010 
and 2050 under different scenarios (high GDP growth). 
Year/Scenario 
Inter-regional  Inter-regional  Urban  Rural  Total 
emissions trucks rail trucks trucks 
Primary PM2.5 emissions (Gg) 
2010 
    
 
No policy 90 26 10 9.4 140 
2050 
    
 
No policy 36 5.5 5.1 3.6 50 
Polycentric 36 5.5 4.2 3.6 49 
Compact 36 5.5 4 3.6 49 
Carbon tax 24 6.5 5.1 3.6 39 
No slip 9.4 5.5 1.4 1.0 17 
NOx emissions (Gg) 
2010 
    
 
No policy 2100 740 240 220 3300 
2050 
    
 
No policy 930 260 130 94 1400 
Polycentric 930 260 110 94 1400 
Compact 930 260 100 94 1400 
Carbon tax 590 300 130 94 1110 
No slip 680 260 99 69 1100 
 
4.5 Summary 
This chapter discusses the development of an integrated framework to estimate current and 
future emissions from freight truck and rail transportation in the U.S. I connect models of 
macroeconomic activity, freight demand by commodity, transportation networks, and emission 
technology to represent different pathways of future freight emissions. This integrated approach 
allows the investigation of freight handling decisions under a range of potential future scenarios, 
covering uncertainties in economic development, climate policies, vehicle technologies, 
infrastructures, and urban spatial form.  
 
Freight activities are projected to more than double under all scenarios from 2010-2050, and fuel 
consumption and CO2 emissions continue to increase in all scenarios except for the P2 (low GDP 
and carbon tax) scenario. However, emissions of air pollutants are projected to decrease by 60%-
70% even when no mitigation policies are applied, as older vehicles built to less-stringent 




The effects of a range of policies on freight transportation and its emissions are studied. 
Compared to the no-policy scenario, controlling high-emitting conditions in the truck fleet 
reduces air pollutants by 20% to 65% in 2050, which indicates the importance of durability in 
vehicle engines and emission control systems, especially as stringent standards penetrate most 
the fleet. Pollutant emissions can be reduced not just by altering the engines used in trucks and 
locomotives, but also by altering transportation modes, which is in turn affected by the highway 
and railway infrastructure, fuel price, and type of commodities shipped. Climate policy, in the 
form of carbon tax that increases apparent fuel prices, causes a shift from truck to rail, resulting 
in a 30% reduction in fuel consumption and a 10%-28% reduction in pollutant emissions by 
2050, if rail capacity is sufficient. Controlling highway congestion reduces emissions slightly by 
decreasing fuel consumption. Infrastructure investment is required to meet future transport 
demand and to enable actions (such as carbon tax) that reduce emissions. Polycentric and 
compact urban structures reduce emissions from urban delivery by about 20%. While emissions 
from urban freight delivery make up only about 10% of total emissions, they could have greater 
health impacts due to the high population concentration in urban areas. The health and climate 
benefits resulting from the mitigation policies will be discussed in Chapter 5.  
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CHAPTER 5 HEALTH AND CLIMATE IMPACTS OF FUTURE FREIGHT TRUCK 
AND RAIL TRANSPORTATION IN THE UNITED STATES 
5.1 Overview 
This chapter discusses the health and climate impacts of future freight truck and rail 
transportation in the United States. Emission projections from the baseline and mitigation 
scenarios are used to estimate climate and health impacts using common metrics to communicate 
with policy-makers. Existing models and published methods are used for these analyses. Health 
impacts are estimated with a well-established health impact assessment framework: A reduced-
form air quality model is used to estimate average outdoor PM2.5 concentrations, which are then 
applied to integrated concentration-response functions from epidemiological literature to 
estimate spatially and temporally specific attributable mortality rates. Radiative forcing from 
both short- and long-lived climate forcers is determined using forcing-per-emission values from 
literature. Analysis methods are presented in Section 5.2. Results are presented in Section 5.3, 
including PM2.5 concentrations, their resulting health impacts, as well as climate impacts. Section 
5.4 summarizes major findings. 
 
5.2 Modeling approach 
5.2.1 Emission scenarios 
The health and climate impacts from both inter-regional and intra-regional freight transportation 
are determined for the B1 no-policy scenario and three mitigation scenarios, including carbon tax, 
eliminating truck technology slip, and alternative (polycentric or compact) urban spatial forms, 
as shown in Table 5-1.  
Table 5-1 Scenarios of inter-regional and intra-regional freight transportation for health and 
climate impact analysis. 
 
Economic Technology Urban Spatial 
Forms Scenarioa Parameters 
No policy 
 
B1 Baseline Trend 
Mitigation   
   Carbon tax P1 Baseline Trend 
   Alternative urban form B1 Baseline Polycentric/Compact 




a B1 is the scenario with high GDP growth rate; P1 is the scenario with high GDP and carbon tax. 
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Spatially distributed emissions are needed as input for air quality models to estimate 
concentrations. Emissions from inter-regional freight transport were gridded at a resolution of 
0.25 degree, using truck and rail tonne-kilometers on highway and railway links as spatial 
surrogates, as presented in Figure 3-5. The ring-sweep algorithm used for intra-regional freight 
delivery does not generate detailed truck routes, so emissions within the metropolitan FAZs were 
distributed per employment in each census tract. Emissions within rural FAZs were first 
distributed to freight demand in each FAZ, and then further distributed per population in each 
county, obtained from the Integrated Climate and Land Use Change Scenario [U.S. EPA, 2009]. 
 
5.2.2 Health impact assessment 
Emissions of PM2.5, NOx, VOC, NH3, and SOx from freight transportation were translated into 
PM2.5 concentrations using the Intervention Model for Air Pollution (InMAP) model [Tessum et 
al., 2017]. InMAP is a newly developed reduced-form model which estimates the annual changes 
in primary and secondary PM2.5 concentrations. InMAP leverages pre-processed annual average 
physical and chemical information derived from a WRF-Chem model run [Tessum et al., 2015], 
and assumes a linear relationship in the changes of PM2.5 concentrations to the changes in 
precursor emissions, thus reducing the computational costs by orders of magnitude compared to 
chemistry transport models. InMAP uses a variable resolution grid that employs higher spatial 
resolution in urban areas and lower resolution in rural and remote areas, with the grid cell edge 
lengths ranging between 1 and 48 km. The high spatial resolution in urban areas could 
potentially provide improved human health exposure estimates.  
 
Health impacts were estimated based on PM2.5 concentrations (both primary and secondary). All 
PM2.5 species were assumed to have the same toxicity and contribute equally to mortalities, 
following the general practice by U.S. EPA [U.S. EPA, 2010]. While there is growing evidence 
that PM2.5 composition may affect its toxicity, current knowledge does not yet allow detailed 
quantification of such differences [Kelly and Fussell, 2012]. This study did not consider any 
independent damages associated with NOx, VOC, NH3, SOx, or ozone exposures.  
 
A typical health impact function that assumes a log-linear relationship between relative risk and 
air concentration change was used to estimate the changes in mortality. Mortalities for each 
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     (5.1) 
where M is the total annual mortalities for each scenario, n is the total number of grid cells.  is a 
relative risk (RR) coefficient obtained from epidemiology studies. I used the value reported by 
Krewski et al. [2009], where RR equals 1.06 for a 10 µg/m3 increase in PM2.5 concentrations, a 
value widely used in other models and studies [U.S. EPA, 2012; Muller and Mendelsohn, 2009; 
Heo et al., 2016]. Tessum et al. [2014] used a RR of 1.078 per 10 µg/m3 in the InMAP model, a 
value reported by Krewski et al. [2009] that includes ecologic covariates. Another commonly 
used RR value is 1.16 per 10 µg/m3 [Laden et al. 2016]. This study chose a RR of 1.06 for the 
convenience of comparison with other models. P is population, and I is the county-specific 
background all-cause mortality rate in the U.S. County-level population projection data through 
2050 were obtained from U.S. EPA [2009]. U.S. Census Bureau [2010] provides census-tract-
level population data in 2010. Census-tract-level population was scaled from 2010 to 2050 per 
the employment growth rates in the three urban development scenarios. The 2014 all-cause 
background mortality data [U.S. CDC, 2016] were used and the mortality rates were held 
constant in the future. This conservative approach of constant mortality rates reduces overall 
complexity. It also allows the changes in mortalities to reflect only the changes in PM2.5 
concentrations, which aligns with the goal of comparing the impacts of different mitigation 
policies relative to that of the baseline.  
 
Additionally, health impacts are estimated using three other reduced-form models for 
comparison, including COBRA [U.S. EPA, 2012], APEEP/AP2 [Muller, 2011; Muller and 
Mendelsohn, 2009], and EASIUR [Heo et al., 2016]. These reduced-form models have county-





5.2.3 Climate impact analysis 
The climate impact of freight emissions is determined by summing the short- and long- term RF 
over all species and mechanisms. The RF for each species through a certain mechanism is 
determined using forcing-per-emission values obtained from literature. Long-term RF from CO2 
was estimated using the Absolute Global Warming Potential of CO2 (0.087 (mW m
-2) (Tg yr-1)-1) 
over a 100-year horizon [Myhre et al., 2013]. Short-term RF from BC, OC, and sulfate, as well 
as indirect effects of CO and NOx through their effects on the tropospheric ozone and methane 
budgets were included. As emitting locations affect the forcing of short-lived species, I averaged 
all regional direct forcing-per-emission values in North America or the U.S. For indirect forcing, 
I assumed the indirect BC RF is about 0.55 times the direct BC RF [Bond et al., 2013], the 
indirect OC RF is about 1.1 times the direct OC RF [Bond et al., 2013, and the indirect sulfate 
aerosol effect is about 1.2 times the direct sulfate RF [Kvalevag and Myhre, 2007; Shindell et al., 
2012]. Table 5-2 summarizes the forcing-per-emission values for each pollutant. 
 
Table 5-2 Forcing-per-emission estimates for air pollutants. 
Species Forcing per emission (mW m-2) (Tg yr-1)-1  
Short-lived forcing 
BCa 35 
BC indirectb 19 
OMc -4.0 









b   -2.1 








a [Henze et al., 2012; Koch et al., 2007; Reddy and Boucher, 2007; Yu et al., 2013] 
b [Bond et al., 2013] 
c [Henze et al., 2012; Koch et al., 2007; Yu et al., 2013]  
d [Henze et al., 2012; Koch et al., 2007; Yu et al., 2013] 
e [Kvalevag and Myhre, 2007; Shindell et al., 2012] 
f Fry et al., 2012 




5.3.1 PM2.5 concentrations 
The spatial distributions of total PM2.5 concentration resulting from both inter-regional and intra-
regional freight transportation under the no-policy scenario generated by InMAP are shown in 
Figure 5-1. PM2.5 concentrations are highest in the Midwest and West Coast. Total area-weighted 
annual average PM2.5 concentration from ground freight decreases from 0.28 g/m
3 to 0.11g/m3 
during 2010-2050, and total population-weighted PM2.5 concentration decreases from 0.37g/m
3 
to 0.17g/m3. Urban freight delivery contributes to only 6% of the total area-weighted PM2.5 
concentration but about 30% of the total population-weighted concentration due to the high 
population density in urban areas.  
 
The comparison between spatial distributions of PM2.5 concentrations from urban freight 
transportation generated by InMAP and COBRA are presented in Figure 5-2. PM2.5 
concentrations are highest in metropolitan areas such as Houston, Los Angeles, and New York. 
The overall spatial patterns are similar between the two models, with InMAP estimations higher 
than COBRA estimates in most regions. The differences in spatial resolution between the two 
models could be discerned where counties are large (e.g. Southern California). 
 
 
Figure 5-1 Spatial distribution of PM2.5 concentrations resulting from ground freight 





Figure 5-2 Spatial distribution of PM2.5 concentrations resulting from urban intra-regional 
freight transportation in year 2010 and 2050 under the current trend scenario. 
 
5.3.2 PM2.5-related health impacts 
5.3.2.1 Total PM2.5-related health impacts  
Figure 5-3 presents the total mortalities from PM2.5 concentrations estimated by InMAP and 
COBRA. InMAP predicts that the total mortalities from ground freight transportation decrease 
from 5,500 to 3,055 during 2010-2050 (44% decrease) under the baseline scenarios, despite a 
40% increase in population. Mortalities from inter-regional and intra-regional freight decrease by 
about 2,060 and 385, respectively.  
 
Although emissions from urban freight delivery are only about 10% of total emissions, emission 
reductions from urban delivery could have larger health impacts due to their proximity to densely 
populated areas. Emissions from freight delivery within urban areas under the polycentric and 
compact scenarios are reduced by 19% and 23% in 2050; according to InMAP, the associated 
mortalities are reduced by 11% and 13%, respectively. Therefore, the benefit of reduced 
emissions under the more concentrated urban spatial forms slightly outweighs the increased 




Carbon tax causes a modal shift from truck to rail, reducing mortalities from inter-regional 
freight by 25%, for a total of 540 avoided deaths. Eliminating truck technology slip reduces 
mortality from inter-regional and intra-regional freight by 42% and 32%, respectively, for a total 
of 1100 avoided deaths.  
 
The total mortalities estimated by InMAP and COBRA are quite similar, as shown in Figure 5-3. 
The difference in mortalities for inter-regional freight between the two models is less than 3%. 
Impact estimates by InMAP are higher by about 40-52% for urban freight, with the compact 
development being the highest. Because urban freight contributes to only total mortalities, the 
differences in inter-regional freight dominate the differences between the two models. 
 
No previous studies have estimated health impacts specifically attributable to freight 
transportation in the U.S. Fann et al. [2013] reported 17,000 premature deaths attributable to 
PM2.5 exposures from the total U.S. mobile source sector (on-road and non-road) and 130,000 
deaths from air pollution from all sectors in 2016. U.S. EPA [2011] estimated 160,000 premature 
deaths attributable to PM2.5 exposure in the U.S. in 2010. This study estimates that freight truck 
and rail result in 5,500 deaths in 2010, which is about 30% of the total mortalities from the 
mobile sector reported by Fann et al. [2013]. Freight truck and rail account for 25% of the total 
energy consumption in the mobile sector [Bureau of Transportation Statistics, 2014], our 
estimate of mortalities from freight truck and rail transport is close to that by Fann et al. [2013]. 




Figure 5-3 Comparison of total PM2.5-related mortalities from ground freight transportation by 
InMAP and COBRA in 2010 and 2050 under different scenarios. 
  
5.3.2.2 Health impacts by species and freight category 
Table 5-3 presents the marginal health impact—the avoided mortalities per ktonne of annual 
emissions reduced—for each chemical species and freight category in 2010 and 2050. The 
marginal health impact of primary PM2.5 emissions is greater than that of precursor gases by 
about an order of magnitude because primary PM2.5 reaches the population directly without 
undergoing any additional chemical reactions, while precursor gases must be transformed into 
PM2.5, a process depended on many factors including meteorological conditions and atmospheric 
composition [Ansari and Pandis, 1998]. Among the secondary inorganic precursors, NH3 has the 
largest marginal impacts. The relative benefit of reducing 1 ktonne of NH3 is about 13 times 
higher than that of NOx in urban areas. While freight trucks and rail are not significant emitters 
of NH3, the results suggest that reductions of NOx at the expense of emitting NH3 (such as 
selective catalytic reduction) should be carefully evaluated.  
 
Emissions from urban freight delivery, especially under the compact scenario, have the largest 
marginal impacts for all pollutants because emissions occur in densely populated areas. The 
marginal impact of primary PM2.5 emitted from urban transportation is 7-8 times higher than that 
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emitted from rural transportation Differences between urban and rural emissions are much 
smaller for precursor gases, however, because the transformation from gases to aerosols 
generally occur over certain transport distances from the source, thereby reducing the impacts on 
the population close to the source. As inter-regional transportation covers both urban and rural 
areas, the marginal impacts of it fall between those of urban and rural transportation. Emissions 
from inter-regional trucks cause more damage than rail because more of the truck emissions 
occur in urban areas, 37% for trucks compared to 26% for rail. The relative increase in the 
marginal impact of all pollutants from 2010-2050 (30% - 50%) corresponds to the growth in 
population (37%) because of the assumption of a constant baseline mortality rate. 
 
Table 5-3 Marginal health impacts (mortalities per ktonne emissions) for U.S. ground freight 
transportation under different scenarios in year 2010 and 2050. Mortalities are all-cause 
mortalities resulted from primary or secondary PM2.5 concentrations. 
Types of freight delivery Scenarios 
Mortalities per ktonne emissions per year 
PM2.5  NOx VOC NH3 SOx 
2010 
Urban short-haul trucks Current trend 46 2.1 1.9 28 3.7 
Rural short-haul trucks - 5.6 0.90 0.44 4.0 2.1 
Inter-regional long-haul trucks B1 9.5 1.1 0.62 6.4 2.6 
Inter-regional long-haul rail B1 6.5 0.92 0.45 4.4 2.0 
2050 
Urban short-haul trucks Current trend 63 2.8 2.8 39 5.3 
Urban short-haul trucks Polycentric 70 3.0 3.0 44 5.5 
Urban short-haul trucks Compact 73 3.1 3.1 46 5.5 
Rural short-haul trucks - 7.9 1.1 0.59 5.5 2.7 
Inter-regional long-haul trucks B1 14 1.3 0.86 8.8 3.5 
Inter-regional long-haul rail B1 8.7 1.0 0.58 5.7 2.5 
Inter-regional long-haul trucks P1 15 1.3 0.90 9.4 3.6 




5.3.2.3 Comparison with other models and studies 
The marginal health impacts (PM2.5-related mortalities per ktonne of emissions) for each species 
and freight type estimated by InMAP are compared with those by COBRA, EASIUR, and AP2 
in Figure 5-4. To make the comparison consistent, the 2005 baseline mortality data for adults 
over 30 were applied to determine impacts for all models. These results were also compared with 
two other studies that estimated PM2.5-related marginal health impacts for pollutants from mobile 
sources in the U.S. Fann et al. [2012] applied the Comprehensive Air Quality Model with 
Extensions (CAMx) to estimate PM2.5-related benefits for 17 sectors across the U.S. Dedoussi 
and Barrett [2014] (D&B 2014 in Figure 5-4) used the global tropospheric chemistry-transport 
adjoint model GEOS-Chem to determine PM2.5-related impacts in six economic sectors.  
 
Primary PM2.5 and NOx emissions contribute to more than 90% of the total PM2.5-related health 
impacts. In terms of the marginal impact of primary PM2.5, InMAP has the largest estimate for 
urban freight (43 deaths/ktonne) and the lowest estimate for rural freight (5 deaths/ktonne). The 
national-average impacts by other studies fall between InMAP’s estimates for urban and rural 
freight. InMAP also has the largest estimate for urban freight in terms of the marginal impact of 
NOx. The differences in the impacts of primary PM2.5 and NOx among the models generally lie 
within a factor of two. Some of the differences can probably be attributed to the difference in 
spatial resolution. The higher spatial resolution in InMAP enables it to better represent the 
difference in exposures between urban and rural areas. In a county-by-county comparison 
between InMAP and COBRA, the Pearson correlation coefficients are high for primary PM2.5 
(0.8-0.9), NOx (0.7-0.8), VOC (0.8-0.9), and SOx (0.7-0.8) but much lower for NH3 (0.3-0.5). 
The impact estimates for gases are generally more uncertain than primary particles because of 
the seasonal and diurnal variations in the formation of secondary particles [Tessum et al., 2017].  
As PM2.5-related health impacts are mainly contributed by primary PM2.5 and NOx, the difference 






Figure 5-4 Comparison of marginal health impacts of inorganic air pollutants from U.S. inter-
regional and urban freight among different models and studies in 2010; health impacts are 
estimated from exposure to primary and secondary PM2.5 concentrations.
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5.3.3 Climate impacts 
Figure 5-5 shows short-term and long-term forcing incurred by freight truck and rail 
transportation under various scenarios with high GDP growth (B1). Both are integrated over 100 
years for comparability, although short-term forcing occurs within the first year after emission. I 
present short- and long-lived forcing in the same integrated units (TW-yr) so they can be 
compared. I also show the more familiar CO2-equivalent values for long-lived forcing. Forcing 
by both short-lived and long-lived emissions is positive. Short-lived forcing is dominated by 
positive forcing from BC, which contributes to about 70% of the total positive forcing from BC, 
NOx, CO, and VOC combined. Long-lived forcing is dominated by positive forcing from CO2, 
which is about an order of magnitude larger than the negative forcing from NOx.  In 2010, short-
lived forcing is about one third the value of long-lived forcing, but this forcing declines greatly 
by 2030 because air pollutants are greatly reduced by incoming emission standards. In contrast, 
the growth in fuel consumption drives an increase in CO2 emissions and long-lived forcing, 
which overwhelms the difference in short-lived forcing. Short-lived forcers transition from 
contributing about 20% of the integrated forcing in 2010 to less than 5% in 2050 in the U.S.  
 
Compact urban spatial development, carbon tax, and eliminating truck technology slip reduce 
integrated forcing by 0.6, 7.2, and 0.4 TW-yr in 2050, respectively. These values correspond to 
14, 161 and 8 Mtonnes CO2-equivalent, respectively. Compact urban development reduces fuel 
consumption and emissions only in urban freight, a fraction of the total freight. Carbon tax 
causes a truck-to-rail modal shift and reduces emissions of traditional pollutants and CO2 
emissions for both inter-regional and intra-regional freight shipments, causing the largest forcing 
reduction among the policies. As eliminating technology slip reduces only traditional pollutants, 
it causes the largest reduction in short-lived forcing but almost no reduction in long-lived 




Figure 5-5 Trajectories of integrated short-lived and long-lived forcing from intra-regional and 
inter-regional freight, integrated over 100 years; forcing from emissions in year 2010, 2030, and 
2050 are shown for different policy measures. 
 
5.4 Summary 
This chapter discusses the health and climate impacts associated with emissions from freight 
truck and rail transportation under a range of potential future scenarios. As air pollutant 
emissions from freight decrease by 60%-70% during 2010-2050, PM2.5-related mortalities are 
reduced by about 40% under the BAU scenario. Total integrated forcing from the freight 
increases by about 70% from 2010-2050 under the BAU scenarios. Climate impacts of freight 
are dominated by long-lived forcing from CO2 emissions, especially after air pollutants are 
significantly reduced through emission regulations by 2030.  
 
Emissions from intra-regional freight delivery in urban areas account for only 10% of the total 
sectoral emissions, but 25% of mortalities because its emissions occur in densely populated 
areas. Polycentric and compact urban form reduces urban freight shipment distance but increase 
exposure. Overall the compact urban form causes slightly less health damages than the BAU 
case of urban sprawling, reducing mortalities from urban freight delivery by about 10%, for 90 




At a price of $130/tonne-CO2 in 2050, carbon tax shifts freight transport from truck to rail, 
reducing CO2 emissions by 30% and pollutant emissions by 10%-30%. Benefits include 650 
avoided deaths and a 160 Mtonne CO2-equivalent reduction in climate forcing. 
 
Eliminating high-emitting conditions for trucks reduces pollutant emissions by about 70%, 
resulting in 1100 avoided deaths in 2050, largest among all policy measures examined. However, 
this measure has little impact on long-lived forcing since it does not change the fuel use.  
 
Overall, air pollutant emissions and health impacts from the freight truck-rail system will be 
greatly reduced from 2010 to 2030, but climate forcing will continue to increase if petroleum 
remains the dominant fuel source. Maintaining the durability of trucks offers the largest health 
benefits, while carbon tax results in the greatest climate benefits. This study investigates future 
scenarios without alternative fuels or electrification; low-carbon fuels would be required for 
further reduction in long-lived forcing beyond the 30% estimated here. 
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 
 
6.1 Summary of findings 
This work improves the accounting of past and future anthropogenic emissions, mainly in the 
transportation sector. This chapter summarizes my major findings in section 6.1.1 and offers 
recommendations for future work in section 6.1.2. 
  
6.1.1 Historical BC and OC emissions 
This work updates a previous historical emission inventory of black carbon and primary organic 
carbon [Bond et al. 2007]. The mismatch between BC concentration trend [Kirchstetter et al., 
2017] and BC emissions by Bond et al. [2007] in the United States indicates potential 
misrepresentations of past emission characteristics in the transportation and residential sectors. I 
collaborate with Tianye Sun, who identifies the needed adjustments in emissions from specific 
sectors, while my work improves the historical technology transition and seeks measurement 
support for these adjustments. The updated emission characteristics and technologies are applied 
to other world regions to generate an updated global emission inventory of BC and OC. 
 
My major contribution includes: (1) connecting SPEW-Trend with SPEW and adding historical 
vehicle technology groups to explicitly represent past technology transitions for on-road vehicles; 
(2) providing measurement support for inferred emission factors from atmospheric 
concentrations; (3) developing technology transitions inferred from observations for other world 
regions; (4) developing activity and technology splits for brick and cement industry. 
 
The major findings are: 
 
(1) Global BC emissions increase almost linearly from 1270 Gg in 1850 until reaching a peak of 
5650 Gg in 1985. Then BC emissions start to slowly decrease till 2000, and finally increase 
again reaching 5580 Gg in 2010. Global OC emissions increase almost linearly from 1850-2010 
totaling 4950 Gg in 1850 and 11860 Gg in 2010. The updated global BC and OC emissions are 





(2) Global BC emissions from on-road vehicles increase rapidly from 240 Gg in 1960 until they 
reach a peak at 1200 Gg in 1985; then emissions stay relatively constant until 2000, after which 
they start to slowly decrease. This is different than the continuous increasing trend during 1960-
2000 by Bond 2007, because of the new treatment of vehicle technology. 
 
(3) Brick and cement production contribute about 10% of the BC emissions in China and 5% of 
global emissions in 2010. They contribute 1-2% of emissions in the U.S. and Europe throughout 
the history. 
 
(4) The change of emission factors for residential solid-fuel increases global BC emissions by 
20%-30% during 1850-1970, and 10%-15% after 1970. 
 
6.1.2 Future emissions and impacts of freight transportation 
This work develops the first integrated framework to forecast emissions, health and climate 
impacts of the freight truck-rail transportation system in the United States. Freight activity is 
modeled as two groups: inter-regional and intra-regional freight. Four macroeconomic scenarios 
(B1, P1, B2, and P2) featuring different economic growth rates and climate policies were linked 
with a commodity input-output model, inter-regional and intra-regional freight forecasting 
models, and a dynamic fleet model to predict emissions under future uncertainties. Emissions are 
then translated into health and climate impacts using common metrics to communicate with 
policy-makers. This integrated approach connects many systems that influence future freight 
impacts, which facilitates the assessment of future freight handling choices under a range of 
scenarios, including uncertainties in economic development, climate policy, vehicle technology, 
infrastructure, and urban spatial form.  
 
This is an interdisciplinary project with contributions from several research groups as discussed 
in Chapter 3. My major contribution includes: (1) integrating the analysis done by separate 
groups to produce scenarios of freight activity that could be linked to emissions; (2) developing 
parameters for the dynamic fleet model SPEW-Trend that are relevant to freight trucks and rail 
in the U.S.; (3) integrating the output of freight models with other existing models to estimate 
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health and climate impacts; (4) using this system of linked models to evaluate future emissions 
and impacts under different mitigation scenarios.   
 
The main findings are: 
 
(1) While inter-regional freight activity more than doubles from 2010-2050 in all scenarios, fuel 
consumption and CO2 emissions increase by 20-70% in B1, P1, and B2, and slightly decrease in 
P2, because of the increase in fuel efficiency and decrease in truck share. Emissions of all 
pollutants decrease by more than 50% by 2030, because older and dirtier vehicles built under 
less-stringent standards gradually retire from the fleet. Emissions of intra-regional freight are 
about 20% those of inter-regional freight and follow the similar decreasing trend from 2010-
2050.  
 
(2) As emissions from freight truck and rail transportation decrease from 2010-2050, mortalities 
related to PM2.5 exposures are reduced by about 40% under the B1 and BAU urban form 
(baseline) scenario. Total integrated forcing increases by about 70% under baseline. The climate 
impacts of freight are dominated by long-lived forcing from CO2 emissions, especially after air 
pollutants are significantly reduced by 2030. 
 
(3) Carbon tax increases fuel prices and causes a modal shift from trucks to the more energy-
efficient rail. At a price of $130/tonne-CO2 in 2050, carbon tax reduces fuel use by 30% and 
pollutant emissions by 10%-30% in 2050, if rail capacity is sufficient. The reduced emissions in 
2050 result in 20% reduction in mortalities, for 650 avoided deaths, and 30% reduction in 
climate forcing, equivalent to 160 Mtonne CO2. The effect of carbon tax on emissions is robust 
regardless of economic growth levels. However, future infrastructure investment is required to 
accommodate the shift from truck to rail. 
 
(4) Eliminating high-emitting conditions in the truck fleet reduces primary PM2.5 emissions by 
65% and other air pollutants by about 20-30% in 2050. Although these estimates are highly 
uncertain, they indicate the importance of maintaining durability in vehicle engines and emission 
control systems. Because of the large reduction in PM2.5 emissions, eliminating high-emitting 
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conditions results in 35% reduction in mortalities in 2050, for 1100 avoided deaths, the largest 
among all policy measures examined. However, this measure has little impact on the long-lived 
forcing since it does not change fuel use and CO2 emissions. 
 
 (5) Emissions from intra-regional freight delivery in urban areas account for only 10% of the 
total sectoral emissions but 25% of mortalities, because these emissions occur in densely 
populated areas. Polycentric and compact urban spatial forms reduce urban freight activity and 
emissions by about 20%, but the compact forms also increase exposure. The net health impact of 
compact urban form compared to urban sprawling is slightly positive, causing about 10% 
reduction in mortalities from urban freight delivery in 2050, for 90 avoided deaths.  
 
6.2 Recommendations for future work 
I present some recommendations to improve the integrated modeling of the freight transportation 
system in Section 6.2.1. The goal is to make the model more responsive to system choices and to 
include more future scenarios. Section 6.2.2 discusses some recommendations in improving the 
historical emission inventories of BC and OC.  
 
6.2.1 Global emission inventory 
 
(1) Measure vehicle emission factors in developing countries, especially in regions with no 
emission regulations 
 
Most of the vehicle measurements have been taken in the United States and Europe. Some 
measurements were done in developing countries in the last few years [Westerdahl et al., 2009; 
Zheng et al., 2015] but the number is still very limited. The comparison between BC 
concentration trend [Kirchstetter et al., 2017] and BC emissions in the U.S. suggests potential 
high BC emission factors for unregulated diesel and gasoline vehicles. However, no direct 
measurements are available for unregulated diesel vehicles. I inferred EFBC for unregulated 
heavy-duty diesel vehicles from opacity measurements in the late 1960s and early 1970s with 
great uncertainty. EFBC for unregulated gasoline vehicles is also quite uncertain with only a few 
measurements available. Dynamometer studies or real-world measurements in areas where no 
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current emission regulations exist (such as many African countries) could provide valuable 
information regarding the emission factors of non-regulated vehicles.  
 
(2) Collect activity data and measure emission factors for off-road engines 
 
Off-road diesel engines are significant BC emission sources and the emission regulations for 
them lag those for on-road engines by decades. As emissions from on-road vehicles are being 
controlled in most regions, off-road engines may become an even more significant source in the 
future. However, little research has been done on this sector. Their activity data are largely 
unconstrained and measurements of their emission factors are scarce.  
 
Off-road engines include many applications in agriculture and industry, and the separation of 
their fuel use from external boilers is not available in most countries. This study assumes 75% of 
the industrial diesel is used in off-road applications but the actual usage can vary greatly among 
regions. A collection of data on population, sales, and annual usage of off-road engines and 
boilers could provide information to improve the fuel allocation. In addition, as off-road engines 
vary greatly in types and sizes, more emission measurements should be taken to cover the wide 
range of engine types and sizes. 
 
(3) Disaggregate residential use of kerosene in the past 
 
Kerosene used for lighting has been found to emit much greater amount of BC than that used for 
cooking and heating [Lam et al., 2012]. Klimont et al. [2016] included kerosene lighting in a 
recent emission inventory from 1990 to 2010, and estimated that kerosene lighting emitted 690 
Gg BC in 2010, 17% of total residential emissions. The end use allocations of kerosene in 
historical years can be challenging because relevant information can be sparse or not available. 
Data on electrification rates, population, and surveys on lighting sources can be helpful in 
estimating kerosene end uses in different world regions.  
 




This work uses BC concentrations estimated from the coefficient of haze (COH) data in the U.S. 
[Kirchstetter et al., 2017] as observational constraints for historical emissions. Archived records 
of COH data are also available in some European countries (Kirchstetter, personal 
communication) and can provide additional constraints on emissions.  
 
6.2.2 Freight modeling 
(1) Incorporate congestion in modal shift model 
 
The modal shift model used in this study considers the effects of oil price, commodity value and 
shipping distance on the relative utility of each mode. However, the increased travel time and 
decreased utility caused by congestion is not included. As this study shows that both truck and 
rail traffic will increase greatly in the future, congestion can be an important factor in modal 
choice if infrastructure is limited. To incorporate congestion in modal shift, outputs from the 
network loading model needs to be fed back into the modal shift model, which will require 
significant investment in a procedure to facilitate iteration between the two models.   
 
(2) Develop socioeconomic scenarios with alternative fuel and power sources 
 
This study illustrates future emissions without alternative fuels or electrification in the freight 
system. Currently diesel makes up more than 90% of the energy source for heavy-duty freight 
trucks and locomotives [Davis et al., 2012]. However, alternative fuel and power sources such as 
liquefied natural gas, biodiesel, and electricity are gaining increasing attention because of 
concerns for fuel prices and the environment [International Energy Agency, 2014]. However, the 
high energy-intensity and long shipping-distance of long-haul trucks and locomotives pose great 
challenges to alternative fuels or electrification. Substantial infrastructure investment and a 
mature market supply are necessary for alternative fuels to be widely used but it does not rule out 
the potential.  
 
To illustrate future scenarios with alternative fuels or electrification, the production of these fuels 
and their distribution among sectors, need to be simulated with macroeconomic models within 
which specific policies are imposed. Additional emission factors are also needed for alternative 
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fuels. U.S. EPA [2002] reported that using biofuel in on-road vehicles lowers HC, CO, and PM 
emissions by about 70%, 50%, and 50%, respectively, while increases NOx emissions by 10%.  
 
(3) Collect real-world intra-regional freight data and improve the modeling of intra-regional 
freight flows 
 
This study divides freight shipments into inter-regional (long-haul) and intra-regional (short-haul) 
transportation. While FAF provides commodity flow data and origin-destination information for 
inter-regional shipments [FHWA, 2011], little data is available for intra-regional truck traffic 
flow. Intra-regional freight is associated with the supply and demand of local population. While 
the amount of intra-regional freight activity is much less than inter-regional activity, it occurs 
much closer to population and employment center and poses greater marginal health damages as 
indicated in this study. In this study, a theoretical algorithm is applied to determine the total ton-
miles for each region without considering congestion or network distribution. Real-world truck 
traffic data and commodity flow data can provide the basis for improved modeling of intra-
regional freight flows.  
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APPENDIX A CONSTRAINING BLACK CARBON EMISSIONS WITH 
OBSERVATIONS IN THE UNITED STATES 
 
The emission constraining work presented here is done by my collaborator Tianye Sun and 
provided to support the emission inventory developed in Chapter 3. Figure A-1 presents the 
general approach to constrain BC emissions during 1960-2000 in the United States. Firstly, the a 
priori U.S. BC emission inventory for 1960 to 2000 was developed using SPEWTrend and 
SPEW with the updated EIA activity data, as described in Chapter 3. Secondly, atmospheric 
transport was represented using transport matrices, which quantified the relationship between 
concentrations in specific receptor regions and emissions in specific source regions. The 
transport matrices were developed for the period of 2000-2006 from simulations of the 
Community Atmospheric Model (CAM) version 4.0 with the emission inventory by Bond et al. 
[2007]. These transport matrices were adjusted using meteorology data such as the fidelity of 
planetary boundary layer to account for the fluctuations of meteorology during that period. Then 
the transport matrices were applied to the a priori emissions to generate predicted concentrations 
(BCpred) for California and New Jersey. These two states were chosen because the coefficient of 
haze (COH) measurement data were available from 1963-2000. Finally, the predicted BC 
concentrations were compared with the observed BC concentrations derived from COH data 
(BCobs) [Kirchstetter et al. 2013] to quantify the discrepancy factor (DF), which is the ratio of 
observed concentrations over predicted concentrations (DF = BCobs / BCpred). 
 
Emission sources that are responsible for the discrepancy are identified by investigating and 
comparing the historical trends in discrepancy factors, fuel use, and technology transitions in the 
two states. The emission factors of the identified fuel and technology that could yield the DF 
were then quantified, and emission measurements for those sources were re-evaluated 
considering the needed adjustments in emission factors. Each time when emissions were adjusted, 
concentrations were predicted and compared with the observations until a good match was 
produced or no more sectoral emission adjustments could be made for a better match. This 




Figure A-1 Schematic process for constraining BC emission inventory with concentration 
observations. Red arrows describe the iteration process of constraining emission (Figure 1 from 
Sun et al. [in prep]). 
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APPENDIX B BRICK AND CEMENT INDUSTRY 
Fuels used in brick production mainly include biomass, coal, natural gas, and other fuel such as 
fuel oil, solid and liquid wastes. The choice of fuel mainly depends on local availability, price, 
and more recently, pollution regulation [Zhang, 1997]. We obtained fuel apportionment data for 
some large brick-making countries including China, India, Pakistan, Bangladesh, and Vietnam in 
year 2000 [Baum, 2010; Co et al., 2009; World Bank, 2011; Zhang, 1997]. We assumed that 
developing countries use only coal and wood, while developed countries use coal and natural gas. 
The general historical transition time from wood to coal or from coal to natural gas was inferred 
from the relative CO2 contribution from coal and natural gas in the CDIAC database [Maryland 
et al., 2006]. The transition parameters for fraction of bricks fired using coal are summarized in 
Table B-1. The average fuel intensity of brick kilns is around 0.18 kg-wood/kg-brick, 0.092 kg-
coal/kg-brick, and 2.6 kg-natural gas/kg-brick [Heierli and Maithel, 2008; ILO, 1984]. 
 
Cement kilns are primarily fired with coal, natural gas and fuel oil [IEA, 2006]. We neglected the 
use of waste fuel, which comprise about 10% of the total fuel used in cement industry in United 
States in the 1990s [IEA, 2006]. In Asia where most of the small polluting shaft kilns exist, fuel 
used in cement industry is almost exclusively coal [IEA, 2006]. In the Middle East, little coal is 
used in cement industry. For the other regions, we first determined the current fuel splits [IEA 
2006]. The historical transition among coal, natural gas, and fuel oil were inferred from the 
relative CO2 contribution from these fuels in the CDIAC database [Maryland et al., 2006]. The 
transition parameters for fraction of coal used in cement industry are summarized in Table B-1.  
 
The energy intensity of cement production in the U.S. and OECD Europe has decreased 
dramatically since the 1950s as shown in Figure B-1[European Cement Association, 1997; VDZ, 
2002]. The energy intensity trend in the U.S. was used to represent the trend in most of the world, 




Table B-1 Diffusion curve parameters for the brick and cement industry. 








n rate (s) 
Fraction of bricks produced in intermittent kilns 
North America, OECD Europe, 
Former USSR, Oceania 
all 0 0 - - 
      
Latin America, Middle East all 0.45 0.45 - - 
East Asia all 0.05 0.05 - - 
South/southeast Asia all 0.7 0.7 - - 
Africa all 1 1 - - 
Fraction of bricks produced in modern tunnel kilns 
North America, Europe, 
Former USSR, Oceania, Japan 
all 0 0.95 1950 13 
Asia, Africa all 0 0.05 1980 13 
Fraction of brick fuel that is coal 
North America, OECD Europe, 1850-1949 0 1 1880 22 
Former USSR, Oceania 1950-2000 1 0.05 1950 15 
Eastern Europe 1850-1949 0 1 1900 16 
 1950-2000 1 0.4 1950 15 
Latin America, Africa all 0 0.5 1920 25 
East Asia all 0 0.95 1930 20 
South Asia all 0 0.4 1930 23 
Southeast Asia all 0 0.35 1945 20 
Fraction of cement produced in rotary kilns 
North America, Europe, 
Oceania, 
Former USSR, Japan, Middle  
East, Latin America 
all 0 1 1890 12 
East Asia 1850-1959 0 1 1890 12 
 1960-2000 1 0.2 1960 11 
South Asia, Southeast Asia, 
Africa 
1850-1969 0 1 1890 12 
 1970-2000 1 0.88 1970 12 
Fraction of cement fuel that is coal 
North America, Europe 1850-1969 1 0.38 1910 18 
 1970-2000 0.38 0.94 1970 10 
Former USSR all 0.8 0.1 1946 17 
Oceania all 1 0.6 1910 18 
Latin America all 1 0.32 1910 20 





Figure B-1 Specific fuel energy consumption in cement production in USA and OECD Europe; 
Trend II is applied to Europe, Oceania, Japan from 1950 to 2000; Trend I is applied to Europe, 
Oceania, Japan before 1950 and the rest of the world during the whole period. 
 
B.1 References 
Baum, E. (2010), Black carbon from brick kilns, Presentation for CleanAir Task Force. 
Co, H. X., N. T. Dung, H. A. Le, D. D. An, K. van Chinh, and N. T. K. Oanh (2009), Integrated 
management strategies for brick kiln emission reduction in Vietnam: A case study - 66(- 1), - 
124. 
European Cement Association (1997), Alternative fuels in cement manufacture: technical and 
environmental review 
Heierli, U., and S. Maithel (2008), Brick by brick : the herculean task of cleaning up the asian 
brick industry, edited, Swiss Agency for Development and Cooperation ( SDC ), Natural 
Resources and Environment Division, Berne. 
International Energy Agency (IEA) (2006), Energy Efficiency and CO2 Emissions from the 
Global Cement IndustryRep., International Energy Agency, Paris. 
International Labor Organization (ILO) (1984), Small-Scale Brickmaking, International Labor 
Organization– WEP. 
Maryland, G., T. A. Boden, and R. J. Andres (2006), Global, regional, and national Fossil-Fuel 
CO2 Emissions, http://cdiac.ornl.gov/trends/emis/overview_2008.html, edited, Oak Ridge Natl. 
Lab, Oak Ridge, Tenn. 
VDZ, E. V. (2002), Environmental Data of the German Cement Industry 2001, Düsseldorf. 
127 
 
World Bank (2011), Introducing Energy-efficient Clean Technologies in the Brick Sector of 
Bangladesh, edited, Washington, DC  
Zhang, Z. (1997), Energy efficiency and environmental pollution of brickmaking in China, 
Energy, 22(1), 33-42, doi:http://dx.doi.org/10.1016/S0360-5442(96)00078-3. 
Zhang, Z. H. (1997), Energy efficiency and environmental pollution of brickmaking in China, 




APPENDIX C INPUT-OUTPUT MODEL TO GENERATE REGIONAL COMMODITY 
PRODUCTION AND ATTRACTION 
The work presented here is done by my collaborator Sungwon Lee and provided to support the 
freight modeling framework discussed in Chapter 4. The monetary values of commodity 
production and attraction for each FAZ from 2010 to 2050 were projected using a pseudo multi-
regional input-output model [Cascetta, 2009]. The commodity production of a FAZ is equivalent 
to the total output of finished commodities in the region, including production to supply for its 
own needs and net exports. The commodity attraction of a FAZ is the total commodities 
consumed within the region, which is provided by domestic production and net imports. 
 
The input-output model is a quantitative economic modeling technique that accounts for inter-
industry monetary transactions in an economy and a multi-regional input-output model is a 
version that can handle economic transactions in and between multiple regions [Cascetta, 2009; 
De Jong et al., 2004]. In an input-output model framework, intermediate inter-industry 
transactions are represented by two accounting tables (matrixes): the “Use Table” which 
documents the purchase of commodities by industries; and the “Make Table” which documents 
the production of commodities by industries [Miller and Blair, 2009; Streitwieser, 2011]. The 
same approach as in Strategic Model for Integrated Logistic Evaluation was applied, which 
directly applies the Use/Make table to determine commodity production and attraction [Tavasszy 
and Ruijgrok, 1998; Tavasszy et al., 1998]. This approach has been frequently used in national 
and international freight transport models [De Jong et al., 2004; Tavasszy, 2006]. Specifically, 
the coefficients derived from the two matrixes were used to estimate commodity productions and 
attractions. The coefficient of the Use Table (B) or the direct input coefficient denotes the value 
of each commodity purchased to produce one dollar value of an industry’s output. The 
coefficient of the Make Table (D) or the market share coefficient represents the fraction of each 
commodity output that is produced by one industry. The commodities and industries were 
categorized into 10 types based on physical or economic similarity, as shown in Figure 4-3. 
Commodity productions and attractions for each industry were estimated using the equations 
below:  
 e C I G E      (C.1) 
 
1( )Production q 1 BD e     (C.2) 
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 Attraction q E    (C.3) 
where q is total commodity output, B is direct input coefficient, D is market share coefficient, e 
is final demand, C is personal consumption expenditure, I is gross private domestic investment, 
G is government purchases, E is net exports.  
 
Current and future values of B, D, C, I, G, and E are needed to determine the commodity 
production and attraction. The direct input (B) and market share (D) coefficients for the national 
economy in year 2005 were obtained from Bureau of Economic Analysis [Bureau of Economic 
Analysis, 2005]. The B and D coefficients were updated every five years between 2010 and 2050 
to match the combined coefficients (DB) from the Phoenix model output, using the RAS 
algorithm [Bishop et al., 1975; Csiszár, 1975; Deming and Stephan, 1940; Miller and Blair, 
2009]. These national coefficients were applied to each FAZ under the assumption that the 
structure of inter-industry commodity flows is the same as that of the national economy. The 
base-year FAZ structures were assumed to stay consistent in future years (i.e., zones are neither 
created nor eliminated). FAZ level final demand (e) was estimated by downscaling national 
economic projection data from various sources. National household consumptions (C) came from 
the Phoenix model output and were distributed based on the relative population size of each FAZ. 
Private investment (I), government consumptions (G), and net exports (E) were allocated based 
on the employment size of each FAZ. The future employment for each FAZ was projected by 
applying a multi-step shift-share model [Hewings, 1976]. The forecasted monetary values of 
commodity were then used to estimate the growth rates of commodity production and attraction 
in each FAZ for future years.  
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APPENDIX D RING-SWEEP ALGORITHM TO GENERATE INTRA-REGIONAL 
FREIGHT ACTIVITY WITHIN METROPOLITAN FAZS 
The work presented here is done by my collaborator Taesung Huang and provided to support the 
intra-regional freight modeling discussed in Chapter 4. Within each FAZ, freight is transported 
between individual suppliers or customers and terminals. The freight delivery problem to/from 
many freight demand/supply points within each FAZ can be formulated as a large-scale Vehicle 
Routing Problem in a 2-D metric space. The ring-sweep algorithm [Newell and Daganzo 1986] 
based on the Continuum Approximation optimization scheme was adopted to estimate the 
network delivery efficiency.  
 
Figure D-1(a) from [Ouyang 2007] illustrates the basic concept of the ring-sweep algorithm. The 
square represents a freight delivery region with randomly distributed customers and a truck 
terminal is located at the bottom left-hand corner. The model aims at seeking a reasonable 
delivery strategy that minimizes the total vehicle delivery distance needed to satisfy all freight 
demand from the large number of spatially distributed customers. It has been shown in the 
literature that the given region should be partitioned into many delivery zones (i.e., the small 
rectangle elongated toward the terminal) such that one vehicle can serve freight demand in one 
delivery zone. The vehicle needs to make a round trip between the terminal and the nearside 
edge of its delivery zone (i.e., the line-haul movement) and then make a tour within the zone to 
deliver freight to each demand point (i.e., the local travel). Sum of the line-haul distance and the 
local travel distance across all the properly partitioned freight zones were shown to form a near-
optimum solution to the total delivery problem [Ouyang 2007]. Formulas for computing such 






Figure D-1. Ring-sweep algorithm and its application; (a) Possible zoning and delivery plan 
example (adapted from Ouyang, 2007), (b) Application to intra-regional freight delivery. 
 
Figure D-1(b) illustrates how the arbitrarily shaped freight delivery region (i.e., FAZ) is 
composed of a set of mutually disjointed census tracts. The centroid of each census tract is 
marked by a black dot, and the terminal is represented by a black circle. In reality, each freight 
delivery or demand point is likely to be composed of a number of customers depending on the 
industries involved; due to lack of data the delivery points in a region were assumed to be 
homogeneously, and thus the same amount of freight shall be delivered from a single source to 
each delivery point. There can be multiple freight terminals in the FAZ, and freight demand (i.e., 
based on employment number) in each census tract is concentrated at the centroid of the census 
tract and will be served by the nearest terminal via delivery vehicles (in case there are multiple 
terminals). I further assumed that freight is delivered by identical short-haul trucks with a 
constant speed, and that distance along the local roadway network can be approximated by the 
Euclidean distance.  
 
In this study, the original ring-sweep algorithm was modified to be suitable for the current freight 
distribution and collection modeling at the intra-regional level. Since a fleet of trucks need to 
each make a round trip from the terminal daily to satisfy the freight demand across the region, 
the entire FAZ is partitioned into a number of disjointed freight delivery zones such that the 
freight demand in one delivery zone is covered by one truck shipment; two examples of such 
zones (marked by blue lines) are shown in Figure D-1(b). The truck movements are illustrated by 
red lines including both the line-haul and the local travels. The model described above focuses 
on “distribution” of freight demand using freight “attraction” data in a “destination” FAZ. It shall 
be obvious that the “collection” of items by a fleet of vehicles also can be addressed in a similar 
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fashion using freight “production” data in each “origin” FAZ. For more detail of the modified 
methodology, please see Hwang [2014]. 
 
In this study, intra-regional freight deliveries from truck and railroad terminals were considered 
separately. Both distribution and collection of freight for different industry types were included. 
Truck terminals were assumed to be located near the junctions of major highways, and railroad 
terminals were assumed to be located near the junctions of major railroad links. Distances from 
each truck and railroad terminal to each census tract centroid were obtained from GIS data. I 
assumed heavy-duty single-unit trucks are used for urban freight delivery service with an 
average speed of 30 mph and their capacity was assumed to be 4 tons [FHWA 2007; Davis et al., 
2012]. The future truck and rail freight production and attraction data for each FAZ were 
obtained from the inter-regional freight demand model [Liu et al. 2015]. 
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