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Una de las grandes ventajas de los lenguajes funcionales puros es que permiten ser razonados ecuacio-
nalmente, de esta forma, se facilita su depuracio´n, verificacio´n de la correccio´n, reduccio´n, etc. Pero
esta pureza impide los efectos computacionales necesarios para que este tipo de programas tengan in-
teraccio´n alguna, es por esto que las funciones mona´dicas, que se encargan de encapsular estos efectos
y as´ı conservar la pureza, representan una estructura importante dentro de los lenguajes funcionales
tales como Haskell. Sin embargo, debido a que las mo´nadas poseen una estructura imperativa, no se
ha podido establecer una manera de poder razonar ecuacionalmente sobre e´stas, el lograrlo supondr´ıa
un avance significativo en lo que a verificacio´n de programas se refiere. Por tanto, se presentan los
conceptos ba´sicos que permitan comprender co´mo se razona sobre los programas y se muestra mediante
un ejemplo la posibilidad de razonar ecuacionalmente sobre funciones mona´dicas.
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1 Introduccio´n
Los lenguajes funcionales son llamados puros cuan-
do cumplen con la propiedad de transparencia re-
ferencial:
“Una misma expresio´n denota siempre
el mismo valor, sea cual sea el punto del
programa en que aparezca”[2].
Gracias a esta pureza se permite realizar ma-
nipulaciones algebraicas sobre los programas y la
sustitucio´n de iguales por iguales. Este proceso es
conocido como razonamiento ecuacional y es desa-
rrollado tal y como se hace en matema´tica, de esta
manera es posible verificar ma´s fa´cilmente la co-
rreccio´n de los programas, transformar programas
en otros equivalentes ma´s eficientes y realizar su
debida depuracio´n.
No obstante, esta pureza limita la interaccio´n
con el usuario, con datos externos y con otros pro-
gramas debido a que excluye los side-effects (efectos
de co´mputo o efectos secundarios) tales como mo-
dificacio´n de variables, modificacio´n de algu´n argu-
mento, lanzamiento de excepciones, lectura y escri-
tura de datos desde archivos o consola, indetermi-
nismo (posibilidad de retornar mu´ltiples valores en
paralelo), entre otros. Por consiguiente, se tendr´ıan
programas que se puede probar que responden exac-
tamente a lo especificado (son correctos) pero no
podr´ıan ser ejecutados.
As´ı pues, a principios de los 90’s Moggi[4] y
Walder[8], muestran co´mo las mo´nadas dan solu-
cio´n a e´ste problema encapsulando los side-effects
logrando as´ı conservar un ambiente de pureza mien-
tras se computan este tipo de efectos.
Sin embargo, las funciones mona´dicas tienen
una estructura imperativa y de esta manera, el ra-
zonamiento ecuacional que anteriormente se efec-
tuaba de manera sencilla y natural, se dificulta so-
bre los programas que contienen este tipo de fun-
ciones. De all´ı surge la necesidad de plantear un
enfoque aceptado para razonar ecuacionalmente so-
bre programas con funciones mona´dicas y de esta
manera “recuperar”las bondades que brinda la pro-
gramacio´n funcional.
Au´n as´ı, en la actualidad se conocen pocos tra-
bajos que combinen el razonamiento ecuacional y
programas que empleen efectos computacionales[6].
Es por esto que en el presente art´ıculo se realiza una
introduccio´n al tema donde se descompone cada
uno de los aspectos involucrados tales como, el razo-
namiento ecuacional, el razonamiento sobre progra-
mas, las funciones mona´dicas y finalmente se em-
palman estos componentes con la implementacio´n
en Haskell y ana´lisis de resultados del problema de
Monty Hall. Debido a que el foco principal es el ra-
zonamiento ecuacional, la seccio´n inicial sera´ esta´,
la cual dara´ pie para seguir con el desarrollo del
tema.




En ciencias de la computacio´n existen diferentes
me´todos formales para razonar sobre programas,
uno de los ma´s poderosos y sencillos es el razona-
miento ecuacional, el cual se basa en la sustitucio´n
de te´rminos equivalentes tal co´mo se plantea en
a´lgebra ba´sica, es decir, dadas unas propiedades,
demostrar determinada igualdad. Por ejemplo:
Propiedades:
xy = yx
x+ (y + z) = (x+ y) + z
x(y + z) = xy + xz
(x+ y)z = xz + yz
Demostrar:
(x+ a)(x+ b) = x2 + (a+ b)x+ ab
Prueba:
(x+ a)(x+ b)
= [[ distributiva a la izquierda ]]
(x+ a)x+ (x+ a)b
= [[ distributiva a la derecha ]]
xx+ ax+ xb+ ab
= [[ elevando ]]
x2 + ax+ xb+ ab
= [[ conmutatividad]]
x2 + ax+ bx+ ab
= [[ distributiva a la derecha ]]
x2 + (a+ b)x+ ab
Ahora bien, debido a que los programas que se
implementan sobre lenguajes funcionales puros son
en s´ı mismos funciones, es posible efectuar prue-
bas matema´ticas sobre estos programas para su
verificacio´n formal. Esta relacio´n fue expuesta por
De Millo, Lipton y Perlis[9] en 1979, es su trabajo
se presentan analog´ıas entre los componentes de
una demostracio´n matema´tica y su equivalente en
programacio´n. Esta idea ha sido desarrollada por
diferentes autores a trave´s del tiempo[1], plasmando
una idea concreta de las respectivas equivalencias.
Una de las analog´ıas ma´s claras es la denominada




Verificacio´n Chequeo de tipos
Eliminacio´n-cut Computacio´n
Es as´ı como el razonamiento empleado anterior-
mente puede ser mapeado sobre programas funcio-
nales puros. Para observar claramente la similitud
que se presenta entre las demostraciones matema´ti-
cas y el razonamiento sobre programas, tomemos
un programa realizado en Haskell[5]. La siguiente
funcio´n toma una lista y la invierte:
reverse :: [a ]→ [a ]
reverse [ ] = [ ]
reverse (x : xs) = reverse xs ++ [x ]
Demostrar:
reverse [x ] = [x ] |
Prueba:
reverse [x ]
= [[ notacio´n ]]
reverse (x : [ ])
= [[ aplicando reverse ]]
reverse [ ] ++ [x ]
= [[ aplicando reverse ]]
[ ] ++ [x ]
= [[ aplicando ++ ]]
[x ]
De igual forma es posible demostrar propieda-
des de los programas razonando inductivamente,
por ejemplo, basados en la misma definicio´n de
reverse:
Demostrar:
reverse (reverse xs) = xs
Prueba:
Caso base:
reverse (reverse [ ])
= [[ aplicando reverse al interior ]]
reverse [ ]
= [[ aplicando reverse ]]
[ ]
Para el paso inductivo asumimos que
reverse (reverse xs) = xs, por tanto demostra-
remos que reverse (reverse (x : xs)) = x : xs.
Paso inductivo:
reverse (reverse (x : xs))
= [[ aplicando reverse al interior ]]
reverse (reverse xs ++ [x ])
= [[ distribtividad ]]
reverse [x ] ++ reverse (reverse xs)
= [[ lista singular ]]
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[x ] ++ reverse (reverse xs)
= [[ hipo´tesis inductiva ]]
[x ] ++ xs
= [[ aplicando ++ ]]
x : xs
3 Funciones mona´dicas en Haskell
Co´mo se menciono´ anteriormente, las mo´nadas
fueron introducidas por Moggi para estructurar
las especificaciones de notaciones y posteriormente
Walder mostro´ su adaptacio´n a los lenguajes de
programacio´n, en particular, los funcionales.
Una mo´nada en Haskell es representada como
un objeto de tipo M a resultante de encapsular un
co´mputo de tipo a mediante un constructor gene´ri-
co M. Las mo´nadas son entonces constructores de
tipos que, dada una entrada, la convierten en un
nuevo tipo. Adema´s del constructor, la mo´nada
cuenta con dos funciones principales, el (>>=) y
el return[2]. La primera funcio´n mejor conocida co-
mo bind es la encargada de modelar la composicio´n
secuencial de computaciones y la segunda funcio´n
modela la identidad. Adicionalmente en Haskell, la
clase Monad esta´ compuesta de otras dos funciones
por defecto que resultan u´tiles desde un punto de
vista computacional. Luego la clase esta´ definida
as´ı:
class Monad m where
return :: a → m a
(>>=) :: m a → (a → m b)→ m b
(>>) :: m a → m b → m b
fail :: String → m a
-- Mı´nimo a completar: return, bind
mx >>my = mx >>= λ → my
fail s = error s
Sin embargo, para que el constructor de datos y
las dos funciones principales (bind y return) consti-
tuyan una mo´nada, se deben satisfacer las siguien-
tes leyes:
-- Identidad a la izquierda
return x >>= f = f x
-- Identidad a la derecha
mx >>= return = mx
-- Asociatividad
(mx >>= f )>>= g = mx >>= (λx → f x >>= g)
Por tanto, una vez definido el constructor y las
funciones bind y return que cumplan las propie-
dades anteriores, se ha definido una mo´nada. Ca-
be aclarar que al realizar una instancia de la clase
Monad en Haskell, el compilador no comprueba el
cumplimiento de tales propiedades, sera´ entonces
deber del programador crear correctamente las ins-
tancias deseadas.
3.1 Notacio´n do
Esta notacio´n proporciona una forma simple de ex-
presar co´mputos mona´dicos de la siguiente manera:
do {e } = e
do {e; es } = e >> do {es }
do {x ← e; es } = e >>= λx → do {es }
do {let decls; es } = let decls in do {es }
Esta notacio´n tambie´n puede escribirse en va-
rias l´ıneas respetando las reglas del sangrado de
Haskell. De esta manera se obtiene una notacio´n
ma´s clara que la notacio´n regular. Para ejemplifi-
car, podemos observar las leyes mona´dicas bajo esta
notacio´n:
-- Identidad a la izquierda
do {y ← return x ; f y } = do {f x }
-- Identidad a la derecha
do {x ← mx ; return x } = do {mx }
-- Asociatividad
do {x ← mx ; y ← f x ; g y } =
do {y ← do {x ← mx ; f x }; g y }
4 Razonando sobre funciones
mona´dicas
Ahora bien, sabemos que aunque las mo´nadas son
funciones con una estructura imperativa y se en-
cargan de computar y encapsular los denominados
sidde-effecs, e´stas en ningu´n momento deterioran
la pureza de los programas que las emplean. Es por
esta razo´n que surge la pregunta ¿sera´ posible razo-
nar ecuacionalmente sobre este tipo de funciones?.
Se debe tener en cuenta que en computacio´n no
se ha podido determinar la posibilidad de razonar
ecuacionalmente sobre programas con efectos de
co´mputo, por lo que el poder responder afirmativa-
mente al cuestionamiento formulado anteriormente
supondra´ un avance importante en el ana´lisis ma-
tema´tico sobre este tipo de programas y por ende
su debida depuracio´n y verificacio´n de la correccio´n.
Con todo esto, los trabajos que se han realizado
enfocados en responder a e´sta pregunta son escasos,
sin embargo, se resalta la aproximacio´n axioma´tica
realizada por Gibbons y Hinze [6] ya que preserva
la abstraccio´n mo´nadica. Basados en dicho trabajo,
se realiza el siguiente ana´lisis e implementacio´n que
da cuenta de lo cerca que se esta´ al razonamiento
ecuacional sobre funciones mona´dicas.
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4.1 Mo´nada Probabil´ıstica
Dada la siguiente definicio´n de la mo´nada proba-
bil´ıstica y sus respectivas leyes, se emplea en el
problema de Monty Hall verificando que las pro-
piedades obtenidas bajo un riguroso ana´lisis (razo-
nando ecuacionalmete) coincidan con los resultado
pra´cticos. E´sta mo´nada es definida como sigue:
class Monad m ⇒ MonadProb m where
choice :: Prob → m a → m a → m a
Donde el tipo Prob hace referencia a las pro-
babilidades y la funcio´n choice se comporta como
mx con una probabilidad de p y como my con
una probabilidad de 1 − p = p. A partir de ahora
choice p mx my se escribira´ mx / p . my. Esta
funcio´n debe cumplir las siguentes leyes:
mx / 0 . my = my
mx / 1 . my = mx
mx / p . my = mx
mx / p . mx = mx
mx / p . (my / q .mz) = (mx / r .my) / q . mz
⇐ p = rs ∧ s = pq
Continuamente, empleando esta mo´nada, se
pueden definir funciones que generen distribucio-
nes, por ejemplo:
uniform :: MonadProb m ⇒ [a ]→ m a
uniform [x ] = return x
uniform (x : xs) =
(return x ) / 1 / length (x : xs) . (uniform xs)
4.2 El problema de Monty Hall
El problema de Monty Hall es un juego de probabili-
dad basado en la serie de televisio´n Estadounidense
Let’s Make a Deal. El problema se desarrolla de la
siguiente manera.
Se esta´ en un juego donde hay 3 puertas, el ju-
gador sabe que detra´s de una de ellas se encuentra
un carro y en las otras dos encontrara´ cabras, pero
desconoce que´ es lo que oculta cada puerta exacta-
mente. Se le da la oportunidad de elegir una puerta,
cuando lo hace, el presentador o director del juego
(quien sabe que hay detra´s de cada puerta) abre
una de las puertas que tiene una cabra y posterior-
mente le pregunta al jugado si (conociendo una de
las puertas que contienen una cabra) desea cambiar
la puerta que eligio´ inicialmente o permanece en su
decisio´n. ¿Que´ deber´ıa hacer el jugador?
Este problema es modelado en Haskell de la si-
guiente manera:
-- Se tienen 3 puertas
data Door = A | B | C deriving (Eq ,Show)
doors :: [Door ]
doors = [A,B ,C ]
-- Oculta el carro detra´s de una puerta
hide :: MonadProb m ⇒ m Door
hide = uniform doors
-- El jugador selecciona una puerta
pick :: MonadProb m ⇒ m Door
pick = uniform doors
-- Se revela una de las puertas con cabra
tease :: MonadProb m ⇒
Door → Door → m Door
tease h p = uniform $ doors \\ [h, p ]
La funcio´n (\\) hace referencia al complemento
relativo entre dos listas. Luego se modelan las op-
ciones de cambiar de decisio´n o permanecer en ella
as´ı:
-- Cambia la eleccio´n inicial
switch :: MonadProb m ⇒
Door → Door → m Door
switch p t = return $ head (doors \/ [p, t ])
-- Permanece en la eleccio´n inicial
stick :: MonadProb m ⇒
Door → Door → m Door
stick p t = return p
Finalmente se plantea el juego en su totalidad,
teniendo en cuenta que cp es el producto cartesiano
entre dos listas.
play :: MonadProb m ⇒
(Door → Door → m Door)→ m Bool
play strategy = do
(h, p)← uniform (cp doors doors)
t ← tease h p
s ← strategy p t
return (s ≡ h)
Bajo estas definiciones y siguiendo una rigurosa
demostracio´n, se obtiene que:
play switch = uniform [True,True,False ]
play stick = uniform [False,False,True ]
Es decir, se puede afirmar que la estrategia de
cambiar la puerta seleccionada inicialmente es el
doble de favorable que permanecer en la eleccio´n
inicial. Es pues este el resultado anal´ıtico del juego,
pero ¿coincidira´ este resultado con las simulacio-
nes?
Para dar respuesta a esa pregunta, se imple-
mento´ dicho modelo en Haskell y se realizaron 100




True 65 % 30 %
False 35 % 70 %
Ahora bien, segu´n el razonamiento sobre el pro-
grama, si el jugador cambiaba de puerta, tendr´ıa
aproximadamente un 67 % de probabilidades de ga-
nar contra un 33 % que tendr´ıa de perder. As´ı pues,
si observamos los resultados obtenidos con las si-
mulaciones el jugador tendr´ıa un 65 % de probabili-
dades de ganar contra un 35 % de perder, el margen
de diferencia que se tiene es de un 2 % lo cual es
un valor aceptable. De manera ana´loga, en caso de
que el jugador prefiriera permanecer en su decisio´n
inicial, anal´ıticamente, tendr´ıa aproximadamente
un 33 % de probabilidades de ganar contra un 67 %
de probabilidades de perder, estos valores son se-
mejantes a las proporciones dadas por la simulacio´n
do´nde el jugador ten´ıa un 30 % de probabilidades
de ganar contra un 70 % que ten´ıa de perder.
De lo anterior se puede deducir que los resul-
tados obtenidos a trave´s de las demostraciones no
difieren de los datos obtenidos experimentalmente.
Este ser´ıa entonces, un claro ejemplo de las venta-
jas de poder razonar sobre programas que contienen
funciones mona´dicas.
5 Conclusiones
Esta investigacio´n fue basada, como ya se ha men-
cionado, en el trabajo realizado por Gibbons y
Hinze[6] debido a que presenta el razonamiento
sobre efectos de co´mputo de una manera sencilla,
clara y concisa. As´ı pues se ha podido eviden-
ciar la gran utilidad que representan las funciones
mo´nadicas en los lenguajes de porgramacio´n fun-
cionales puros, espec´ıficamente en Haskell ya que
conservan la transparencia referencial y a su vez
permiten que los programas tengan “efectos secun-
darios”. Adema´s, se crea de manera simplificada
el enlace entre lo que es el razonamiento ecuacio-
nal matema´tico y el razonamiento sobre programas
funcionales.
Por u´ltimo, la conclusio´n ma´s relevante hasta
este punto es la ejemplificada con el problema de
Monty Hall, puesto que se pudo evidenciar que exis-
te la posibilidad de acceder al razonamiento ecua-
cional sobre programas con funciones mona´dicas,
siendo el trabajo sobre el cual se baso´ esta investi-
gacio´n una aproximacio´n importante.
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