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SOME WEIGHTED ESTIMATES FOR THE ∂-
EQUATION AND A FINITE RANK THEOREM FOR
TOEPLITZ OPERATORS IN THE FOCK SPACE.
GRIGORI ROZENBLUM AND NIKOLAY SHIROKOV
Abstract. We consider the ∂− equation in C1 in classes of func-
tions with Gaussian decay at infinity. We prove that if the right-
hand side of the equation is majorated by exp(−q|z|2), with some
positive q, together with derivatives up to some order, and is
orthogonal, as a distribution, to all analytical polynomials, then
there exists a solution with decays, together with derivatives, as
exp(−q′|z|2), for any q′ < q/e. This result carries over to the
∂-equation in classes of distributions, again, with Gaussian decay
at infinity, in some precisely defined sense. The properties of the
solution are used further on to prove the finite rank theorem for
Toeplitz operators with distributional symbols in the Fock space:
the symbol of such operator must be a combination of finitely many
δ-distributions and their derivatives. The latter result generalizes
the recent theorem on finite rank Toeplitz operators with symbols-
functions.
1. introduction
1.1. One of important results in complex analysis is the theorem by L.
Ho¨rmander ([13], Theor. 4.4.2) on solvability and estimates for the ∂
equation in weighted classes. This theorem, in application to the case
of functions on C1, states the following.
Theorem 1.1. Let W = W(z) be a subharmonic function on C1.
Then, for any function h(z), square integrable with weight exp(−W(z)),
there exists a solution u(z) of the equation ∂u = h such that∫
C
|u(z)|2e−W(z)(1 + |z|2)−2dλ(z) ≤ C
∫
C
|h(z)|2e−W(z)dλ(z),
with some constant C, depending only on W, where λ is the Lebesgue
measure on C.
Usually, this theorem is applied in the case when the function W
grows at infinity, so the weight e−W(z) decays, rather fast, at infinity.
Thus the given function h and the solution u may grow at infinity, with
the restriction put on u just slightly weaker than the ones for h.
1
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We are interested in the opposite situation, when the weight e−W(z)
grows at infinity, so that the function W(z) is not subharmonic. In
other words, we look for solutions of the ∂-equation in some classes of
functions decaying at infinity, provided that the given function h on
the right-hand side decays at infinity as well. It is clear that, unlike
the Ho¨rmander case, such solution may exist only if the obvious nec-
essary condition is fulfilled: the given function h must be orthogonal
to all analytical polynomials. The question is whether this necessary
condition is a sufficient one.
The extreme case of the above setting is when the weight e−W(z) is
taken to be +∞ outside some bounded set Ω ⊂ C. More formally,
this means that, given a function h with compact support in Ω, we
are looking for the solution u of the ∂ equation ∂u = h such that u
is compactly supported as well. The corresponding result seems to
be a folklore one, it can be found, for example, in [12], Lemma on
P.44, and in many other sources. A proof of this result, given in [1],
see Lemma 3.2 there, covers also its extension to distributions with
compact support, i.e., in E ′(C1).
Lemma 1.2. Suppose that f ∈ E ′(C1). Then the following two proper-
ties are equivalent:
(a) there exists a distribution g ∈ E ′(C1) such that ∂g = f , moreover,
the support of g is contained in the complement of the unbounded com-
ponent of the complement of the support of f ;
(b) f vanishes on all analytical polynomials of z variable, i.e. 〈f , zk〉 = 0
for all k ∈ Z+.
In the present paper we look for an extension of this result to the
case when the compact support condition is replaced by the Gaussian
decay one. Certain classes of distributions are introduced, formaliz-
ing the notion of the Gaussian decay, intermediate between compactly
supported and Schwartz spaces, and for these classes a proper analogy
of Lemma 1.2 is proved, with the same necessary condition (b) which
thus turns out to be sufficient.
Further on, we show that this procedure, solving the ∂-equation,
while controllably weakening the decay quality of the distributions in
question, improves their local regularity, so, by means of iterating this
procedure, after a finite number of steps, we arrive at a function with
Gaussian type decay.
1.2. When studying the above problem, we had in mind a specific
application arising from the theory of Toeplitz operators in the Fock
space.
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Such operators were introduced by F.A. Berezin in [4], in the frame-
work of his general quantization program, and were being extensively
studied from different points of view further on, see, especially, [8]
and the recent books [24] and [25]. These operators are often called
’Berezin-Toeplitz’ and present a special case of Toeplitz operators in
Bergman type spaces.
Generally, let B ⊂ L2(Ω), with respect to some measure, be a
Bergman type space consisting of solutions of some elliptic equation
or system in a domain Ω in a real or complex Euclidean space. For
B, the most common examples are the space of analytical functions
in a bounded domain in Cd (say, disk, ball, polydisk) – the classical
Bergman space, as well as the space of entire analytical functions in
Cd, square integrable with the Gaussian weight, – the Bargmann-Fock
space, similar spaces of harmonic functions etc. Denote byP : L2(Ω)→
B the orthogonal projection onto B. For a function F defined on Ω,
the Toeplitz operator T = T(F ) = T(F ;B) is the operator in B acting
as B ∋ u 7→ PFu ∈ B. Here, F is called the symbol of the Toeplitz
operator. This definition is unambiguous for the case of a bounded
function F . However, the formula defining the action of the operator
can be assigned an exact meaning also for certain unbounded functions
F , for measures and even for some distributions. A detailed descrip-
tion of such Toeplitz operators can be found in [1], [21]; we give more
explanations below.
The properties of Toeplitz operators in Bergman type spaces attract
a considerable interest now, due to an expanding range of applications
in Analysis and Mathematical Physics. One of questions that has been
under discussion recently is the one on finite rank operators.
The finite rank problem consists in the following. Suppose that for
some symbol F , the operator T(F ) has finite rank. What can be said
about F in this case? For F being a function, the natural answer to
expect is that if T(F ) has finite rank then F must be zero. For more
general F , some nontrivial, but nevertheless, quite degenerate answers
are possible.
Presently, this question has been under an active study. One can
find a detailed historical overview in [21], [23], and [5]. In particular,
in [5] a finite rank theorem has been proved for operators in the Fock
space on C1 with symbols-functions with a mild, almost sharp, growth
restrictions imposed. However, the reasoning in [5] does not apply to
symbols-distributions. The only presently known approach to deal with
this latter case, developed for compactly supported symbols in [1], is
based upon the result on the solvability of the ∂ equation, namely on
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Lemma 1.2. Following this approach, with the compactness of support
condition dropped, we thus need, as an important ingredient, to solve
the ∂ equation in some classes of distributions with Gaussian decay.
1.3. We start with introducing the spaces of distributions and give a
detailed description of Toeplitz operators with distributional symbols.
Then we discuss the finite rank property and its relation to some infinite
matrices.
Our approach for the extension of the finite rank theorem from func-
tions to distributions is based upon a smoothness reduction: if the finite
rank property holds for a certain symbol-distribution, then it holds for
another symbol-distribution, less singular than the initial one. It is
for this reduction that we need some lengthy analysis of the properties
of solutions of the ∂-equation in classes of functions and distributions
with Gaussian decay at infinity. In Section 4 we establish these es-
timates for functions, and in Section 5 we carry over these estimates
to distributions. In Section 6, we present the proof of the finite rank
theorem for the general case.
It is known for compactly supported symbols, see, e.g., [21], that the
finite rank property, once established for a Bergman type space of ana-
lytical functions, can be extended to some other Bergman type spaces.
There are some specifics of that procedure when the compactness of
support condition is dropped. We will deal with this topic, as well as
more applications of the finite rank result, on some other occasion.
The authors express their gratitude to the Mittag-Leffler Institute
where they were given an excellent possibility to work on the paper.
2. Toeplitz operators in the Fock space. Classes of
symbols-distributions
2.1. Operators with bounded symbols. We start this section by
recalling some basic facts concerning the Fock space and operators
there.
We identify the plane R2 with the complex plane C and denote by
ν the normalized Gaussian measure, dν = ω(z)dλ, where dλ is the
two-dimensional Lebesgue measure, ω(z) = π−1e−|z|
2
. (We choose this
version of the weight, rather than the alternative one (2π)−1e−|z|
2/2
in order to be in conformity, say, with [2] and [25].) In the space
H = L2(C, dν) we consider the subspace B, the Fock space, which
consists of entire analytical functions. By (·, ·) we will denote the scalar
product in these spaces. The orthogonal projection P : H → B is
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known to be an integral operator with smooth kernel,
(Pu)(z) =
∫
C
κ(z, w)u(w)dν(w) = (u, κ(·, z)),
where κ(z, w) = ezw = κ(w, z). In particular, if u ∈ B, we have Pu = u,
or
(2.1)
u(z) =
∫
C
κ(z, w)u(w)dν(w) = (u, κz(·)); κz(·) = κ(., z) = κ(z, ·);
equation (2.1) is called the reproducing property and κ(z, w) is called
the reproducing kernel.
For a function F defined on C, the Toeplitz operator with symbol F
acts as an integral one,
(T(F )u)(z) = (PFu)(z) =
∫
C
κ(z, w)F (w)u(w)dν(w),
being defined on such functions u ∈ B for which κz(·)Fu ∈ H for almost
all z and T(F )u ∈ B. If F ∈ L∞, this operator is, obviously, defined for
all functions in B and bounded in B, as a product of bounded operators.
The operator’s sesquilinear form is
tF (u, v) = (T(F )u, v) =
∫
C
F (w)u(w)v(w)dν(w).
2.2. Operators with unbounded symbols and symbols-distribu-
tions. Our aim now is to define the Toeplitz operator for a larger class
of symbols. There are several discussions of this topic in the literature,
see, e.g., [2], [14], [15], [21], [22] and references therein. These papers,
however, consider the case of F being a function (or, as in [22], a mea-
sure) with certain growth limitations, or a distribution with compact
support. We will gradually extend the set of admissible symbols, to
reach, finally, a certain class of non-compactly supported distributions.
If we drop the boundedness condition for F , the Toeplitz operator
is not necessarily bounded, being defined on the set of functions u ∈ B
satisfying T(F )u ∈ B. As in [2], we introduce classes Dc, c ≤ 1 by
(2.2) Dc = {F : C→ C, |F (z)| ≤ bec|z|2}
for some b. We also define D1,− as the space of functions F satisfying
|F (z)| = O(e|z|2−a|z|) for any a > 0.
Generally, it is hard to describe explicitly the domain of the Toeplitz
operator with an unbounded symbol. If F ∈ Dc, c < 1/2, the domain
of T(F ) contains at least all functions u ∈ B∩D1/2−c and, in particular,
is dense in B. Under a less restrictive condition, F ∈ D1,−, the Toeplitz
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operator is still densely defined and, in particular, its domain contains
all analytical polynomials, as well as all reproducing kernels κz, z ∈ C
and their finite linear combinations. In the finite rank problem, which
we mainly discuss in this paper, it is sufficient to consider the action
of the operator on these dense subsets. Reasonable extensions of the
operator T(F ) beyond (2.2) are discussed in [14], [15], and in [2].
In the analysis of the finite rank problem, it is convenient to consider
the sesquilinear form t = tF ,
(2.3) tF (u, v) = (F, u¯v) =
∫
C
F (w)u(w)v(w)ω(w)dλ(w).
If F ∈ Dc, c < 1, this form is defined at least on all functions u, v ∈
B ∩Dc′, with c′ < (1 − c)/2. This set is, again, dense in B. If F is a
real function with constant sign, the sesquilinear form, thus defined, is
closable and it corresponds to a self-adjoint operator. In the general
case, there is no natural way to associate a closed operator with the
sesquilinear form (2.3). Nevertheless, for F ∈ D1,−, the sesquilinear
form (2.3) is consistent with the action of the operator T(F ) at least on
the functions u, v being the reproducing kernels or u(w) = κz(w), v =
κz′(w), or analytical polynomials u(w) = p(w), v(w) = q(w), w ∈ C :
(T(F )κz, κz′) = t(κz, κz′),
and (T(F )p, q) = t(p, q).
We pass to the case of symbols-distributions. For F ∈ E ′(C), i.e.,
with F being a distribution with compact support, Toeplitz operators
in B were, probably, first considered in [1]. Having two functions u, v ∈
B, we can define the sesquilinear form generalizing (2.3):
(2.4) tF (u, v) = (T(F )u, v) = 〈F, ωuv〉 = 〈ωF, uv〉,
where 〈·, ·〉 denotes the standard action of the distribution on the func-
tion. This action is well defined since the product uv belongs to E(C).
One should keep in mind that in our notations, the parentheses (·, ·)
have the weight factor ω(z) incorporated in the measure, while the an-
gle brackets 〈·, ·〉 correspond to the Lebesgue measure induced paring.
From a different point of view, the projection P, possessing a smooth
kernel, can be extended to a continuous operator P˜ : E ′(C)→ E(C) by
setting
(P˜F )(z) = 〈F, ω(·)κz(·)〉.
Thus, the Toeplitz operator T(F ) in B is represented as
(2.5) T(F )u = P˜uF,
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where uF ∈ E ′(C) is understood as the product of the function u ∈ B
and the distribution F ∈ E ′.
Since all distributions with compact support have finite order, we
have for the sesquilinear form (2.4):
(2.6) |tF (u, v)| ≤ C‖uv‖Cl(K) ≤ C ′‖u‖Cl(K)‖v‖Cl(K)
for a certain compact K ⊂ C and some integer l. For analytical func-
tions u, v, the C l- norms on the right-hand side in (2.6) are bounded
by their B-norms. Therefore, the sesquilinear form t is bounded in the
Hilbert space B and thus the Toeplitz operator (2.5) is bounded as well.
This circumstance was essentially used in [1], [21]. If the condition of
compact support is dropped, this is not, generally, true, and we need
to restrict ourselves to a special class of distributions, defined below,
with a control of their behavior at infinity.
We define the class of functions with Gaussian growth, Dq = Dq(C),
as consisting of such functions ψ(z) ∈ E(C) that for any multi-index
α = (α1, α2), the derivative D
(α)ψ = Dα11 D
α2
2 ψ satisfies
(2.7) |D(α)ψ(z)| = o(exp(q|z|2))
as |z| → ∞
The system of constants C(α) = supz∈C{|D(α)ψ(z)| exp(−q|z|2)} de-
fines a locally convex topology in Dq in the usual way.
Definition 2.1. The space of distributions D ′q is defined as the dual
space to Dq.
Since the space of smooth functions Dq satisfies the inclusions S ⊂
Dq ⊂ E , where S is the Schwartz space of rapidly decaying functions,
we have, E ′ ⊂ D ′q ⊂ S ′.
Along with Dq, we consider a scale of Banach spaces of functions with
finite smoothness, Λq,l consisting of C
l - smooth functions subject to
estimate (2.7) for all α : |α| ≤ l, as well as the dual Banach spaces Λ′q,l,
with natural norms; Dq =
⋂
l Λq,l, D
′
q =
⋃
l Λ
′
q,l. It is important to keep
in mind that for ψ being a function, the condition ψ ∈ Λ′q,l imposes
rather heavy decay conditions on ψ. The spaces Λq,l are separable,
with D(C), the space of functions with compact support, dense in Λq,l.
The latter property implies, in particular, that Λq,l is dense in Λq′,l for
q < q′. In the standard way, D ′q turns out to be the inductive limit
of the spaces Λ′q,l, so, similar to E ′ and S ′, any distribution in D ′q
has finite order, i.e., for some l it can be extended by continuity to a
continuous linear functional on Λq,l.
Further on, we will need to consider simultaneously the distribution
F , that serves as a symbol of the Toeplitz operator, and the distribution
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F = ωF that enters in the expression for the sesquilinear form. We
always denote them by the same letter, however they are distinguished
by the font: the latter distribution is boldfaced.
So, suppose that a symbol F ∈ D ′ satisfies the condition F = ωF ∈
D ′q for some q > 0. We define the Toeplitz sesquilinear form, similar to
(2.4), as
(2.8) tF (u, v) = 〈ωF, uv¯〉.
If u, v ∈ B ∩Dc, c < 12 , then the product uv¯ belongs to Dq, q < 2c,
and, therefore, the sesquilinear form tF (u, v) is well defined by (2.8).
ωF ∈ Λ′q,l, with the estimate
|tF (u, v)| ≤ C‖ωuv¯‖Λq,l ≤ C
∑
|α|≤l
|D(α)u(z)|
∑
|α|≤l
|D(α)v(z)|e−(1−2c)|z|2 .
2.3. Boundedness. It is well known that the functional of taking
the value of the function at a given point is a continuous functional in
Bergman spaces. This property can be expressed by saying that the
delta-distribution belongs to the dual of the Bergman space, under the
natural L2 - induced duality. The same property, with the same easy
proof using the Cauchy formula, holds for any distribution with com-
pact support. In the present paper we consider the case of distributions
without the condition of compact support imposed.
Proposition 2.2. Let F be a distribution in the class Λ′q,l for some
q > 1, F = Fω−1. Then the Toeplitz operator T(F ) is bounded in B :
for all u, v ∈ B,
(2.9) |tF (u, v)| = |〈F, uv¯〉| ≤ C(F)‖u‖B‖v‖B.
Proof. By the definition of the class Λ′q,l and the norm in Λq,l,
(2.10) 〈F, uv¯〉 ≤ C‖uv¯‖Λq,l ≤ C‖u‖Λq/2,l‖v‖Λq/2,l.
Therefore, the estimate (2.9) will follow from (2.10) as soon as we prove
the inequality
‖u‖2Λq/2,l ≤ C‖u‖2B.
For l = 0, this inequality is a particular case of Corollary 2.8 in [25].
The case of a positive l is reduced to this one by using the inequal-
ity |u(α)(z)| ≤ Cα
∫
|z−ζ|≤1 |u(ζ)|dλ(ζ), which follows from the Cauchy
formula. 
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3. Finite rank operators and forms
3.1. Definitions. We start by recalling that an everywhere defined
operator T in the Hilbert space K is called finite rank if for some
elements fj , gj ∈ K, j = 1, . . . , N
(3.1) Tu =
N∑
j=1
(u, gj)fj
for all u ∈ K. As usual, it is much more convenient to use the sesquilin-
ear form in the study of the properties of operators. In the language
of sesquilinear forms, equivalently,
(3.2) (Tu, v) =
N∑
j=1
(fj, v)(u, gj)
for all u, v ∈ K. The smallest number N in such representations is
called the rank of the operator. For uniformity, we say that the zero
operator and only it has rank 0, i.e., the sum on the right in (3.1),
(3.2) is empty. By (3.1), (3.2), a finite rank operator is automatically
bounded.
We will consider a more general case, when the relation of the type
(3.2) holds not for all u, v ∈ K but only for u, v in a certain linear
subset K0 ⊂ K. If, still, fj, gj ∈ K and K0 is dense in K, these two
definitions are equivalent, by continuity. We, however, are interested
in the situation where the representation (3.2) holds with fj , gj 6∈ K.
We denote by B◦ the space of entire analytical functions, belonging
to D1,−, B◦ = A ∩D1,−. For f ∈ B◦ and v of exponential growth, the
expression (f, v) is still correctly defined, although f is not necessarily
in B :
(f, v) =
∫
C
f(w)ω(w)v(w)dλ(w), (v, f) = (f, v),
and this definition is consistent with the definition of the scalar product
in the space B. In particular, (f, v) is defined for v being an analytical
polynomial or the reproducing kernel. By continuity, the reproducing
relation (2.1) extends to all f ∈ B◦ :
(f, κz) = f(z).
Note also that the latter equation admits differentiation in z, since the
derivative of κz is, again, of exponential growth: ∂
α
z¯ κz(w) = i
αwακz(w).
Now we can give a definition of more general finite rank operators
and forms.
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Definition 3.1. Let F be a function in D1,− or a distribution such
that F = ωF ∈ D ′q for some q > 0. We say that the sesquilinear form
t = tF , defined in (2.3), resp. (2.8), has finite rank on reproducing
kernels if, with some functions fj , gj ∈ B◦, j = 1, . . . , N
(3.3) t(u, v) =
N∑
j=1
(u, gj)(fj , v),
for all u, v being reproducing kernels, i,e., u = κz, v = κz′. In other
words,
t(κz, κz′) =
N∑
j=1
(κz, gj)(fj , κz′)
For fj , gj ∈ B, this definition is consistent with (3.2). However, for
fj, gj outside B, the functionals on the right hand side in (3.3) are not
continuous with respect to u, v in the space B, therefore, a sesquilinear
form t is not necessarily a priori bounded in B. Such boundedness will
only follow post factum from the finite rank theorems of this paper.
In a similar way, we say that the sesquilinear form has finite rank on
polynomials, if for some functions fj, gj ∈ B◦
t(wk, wk
′
) =
N∑
j=1
(wk, gj)(fj, w
k′)
for all k, k′ ∈ Z+.
It is easy to see that these two properties are equivalent. In one
direction it follows form the relation w¯k = ∂kzκ(z, w)z=0, in the other
direction, it follows from the Taylor expansion for κ(z, w). Further on,
we will systematically use this equivalence.
The starting point of our analysis is the finite rank theorem estab-
lished in [5] (see Theorem 3.1 there):
Theorem 3.2. Suppose that the symbol F is a function in D1,−. If
the sesquilinear form tF has finite rank on reproducing kernels, then
F = 0.
3.2. Infinite matrices. The bounded case. The finite rank prop-
erty of the sesquilinear forms is closely related with the properties of
infinite matrices. With a distribution F we associate two types of
such matrices. For an infinite system of points zj ∈ C, we consider
the matrix K = K(F ) with elements kk,k′ = tF (κzk , κz′k). Another
infinite matrix, P = P(F ), associated with F , is defined by setting
pk,k′ = t(w
k, wk
′
) = 〈ωF,wk, w¯k′〉. If the sesquilinear form tF has finite
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rank on polynomials and on reproducing kernels (with all possible col-
lections of points zj), then the rank ofP(F ), equals sup{zj} rank(K(F )),
with sup taken over all collections of points zj ∈ C.
Under proper conditions imposed on the symbol, the converse state-
ment is correct as well.
Proposition 3.3. Let the sesquilinear form tF (u, v) defined in (2.8),
with a distribution F ∈ E ′(R) be bounded in B :
|〈F, ωuv¯〉| ≤ C‖u‖B‖v‖B, u, v ∈ B.
Suppose that the infinite matrices P(F ), K(F ) have finite rank, not
greater than N . Then the operator T(F ) has finite rank not greater
than N in the sense of (3.2).
Proof. The proof will be given for polynomials; for reproducing ker-
nels, it follows from the equivalence explained earlier. We start by
showing that the range of the operator T = T(F ) has finite dimen-
sion, dimRanT ≤ N . To do this, we suppose that, in the opposite,
dimRanT > N . This means that there exist at least N + 1 functions
uj ∈ B, j = 1, . . . , N + 1, such that the functions Tuj are linearly
independent. Since polynomials are dense in the space B, for any j
there exists a sequence of polynomials pj,n, n = 1, 2, . . . , such that pj,n
converges to uj in B as n→∞. By continuity, this implies that for n
large enough, the system of functions qj,n = Tpj,n, j = 1, . . . , N + 1, is
linearly independent. We fix such, sufficiently large, n and will omit it
in notations further on, writing pj = pj,n, qj = qj,n. The Gram matrix
G of N + 1 linearly independent functions qj , i.e., the matrix with ele-
ments gjk = (qj, qk), has maximal rank, rank(G) = N + 1. Therefore,
repeating the polynomial approximation procedure, approximating the
functions qj by polynomials rk, we obtain that the matrix H with ele-
ments (qj , rk), j, k = 1, . . . , N +1 has rank N +1 for some polynomials
rk, k = 1, . . . , N + 1. Finally, we recall that (qj , rk) = (Tpj, rk), i.e.,
it is the value of the sesquilinear form of the operator T computed on
polynomials pj , rk . Therefore, H is a (N + 1)× (N + 1) sub-matrix of
the matrix obtained by linear operations with columns and rows from
the matrix P(F ). Such operations cannot increase the rank of the
matrix, so rank(H) ≤ N , which contradicts the previously obtained
equality rank(H) = N + 1. This contradiction shows that, in fact,
dimRanT ≤ N .
Now, to prove that the operator T has finite rank, i.e., that the
representation (3.1) holds, we take as the system fj a linearly indepen-
dent orthonormal system of functions in the range of T. Thus, for any
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u ∈ B, we have
Tu =
N∑
j=1
(Tu, fj)fj =
N∑
j=1
(u, gj)fj, gj = T
∗fj.

3.3. Scaling. Now we dispose of the condition of the boundedness of
the operator T, which was quite instrumental in the above proof of
Proposition 3.3.
In the course of this study we will be using the scaling operator St (cf.
[2], where this operator was used for the analysis of Toeplitz operators
with symbols-functions.)
For a function ψ on C1, we set Stψ(z) = tψ(tz), t > 0. For a
distribution F we define the distribution WtF by setting
(3.4) 〈WtF, ψ〉 = 〈F, St−1ψ〉,
and Ft = e
(1−t2)|z|2Wt(ω(z)−1F).
Proposition 3.4. For F ∈ Λ′q,l, q > 0, the equality holds
(3.5) tFt(u, v) = t
−1tF (St−1u, St−1 v¯).
Proof. We set F = ωF , thus WtF = ω(z)Ft. By the definition of the
sesquilinear form tF and the transformation Wt, we have, for u, v ∈
B ∩D 1
2
:
tFt(u, v) = 〈Ft, ωuv¯〉 = 〈WtF, uv¯〉 =
〈F, St−1(uv¯)〉 = t−1〈F, St−1uSt−1 v¯)〉.

Proposition 3.5. Let F ∈ Λ′q,l, q > 0. Then
(3.6) WtF ∈ Λ′q′,l
for any q′ < t2q.
Proof. A direct calculation shows that for ψ ∈ Λq,l, the function St−1ψ
belongs to Λt2q,l, with the corresponding norm estimate. Therefore,
(3.6) follows immediately from the definition (3.4) of the transformation
Wt and Propositions , 3.4. 
Proposition 3.6. Suppose that F ∈ Λ′q,l with q > 0. Then, for suffi-
ciently large t, the form tFt is bounded in B:
|tFt(u, v)| = |〈WtF, uv¯〉| ≤ C‖u‖B‖v‖B.
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Proof. By choosing a sufficiently large t, we can make the number t2q
larger than 2, and then the boundedness, due to the relation (3.5),
follows from Proposition 2.2. 
Proposition 3.7. Suppose that for a distribution F ∈ Dc, the infinite
matrices P(F ),K(F ) have finite rank. Then for t > 1, the infinite
matrices P(Ft),K(Ft) have the same finite rank.
Proof. By (3.5), the scaling leads to a simple transformation of the
elements of P : p(Ft)k,k′ = t
−k−k′p(F )k,k′. So, each horizontal row
and each column is multiplied by a constant. Such operations can-
not change the rank. As for the matrix K, the elements of K(Ft)
are again the reproducing kernels, just calculated at different points:
tFt(κz, κz′) = tF (κtz, κtz′), and, again, the rank does not grow. 
Combining propositions 3.3, 3.6, and 3.7, we arrive at the result on
the finite rank forms.
Proposition 3.8. Suppose that F = ωF be a distribution in Λ′q,l with
some q > 0, such that the infinite matrices P(F ), K(F ) have finite
rank, not greater than N . Then for sufficiently large t, the Toeplitz
operator T(Ft) is bounded and has finite rank not greater than N .
4. The ∂ equation for functions in D ′q
The rest of the paper is devoted to proving the version of Theorem
3.2 for F being a distribution with F = ωF ∈ D ′q, q > 0. Note that this
condition allows a rather rapid growth of F at infinity. The proof of
this theorem, given in Section 3 there, being applied to distributions,
goes through smoothly, up to the point where the decay of the two-
dimensional Fourier transform of ωF is used. For distributions, this
decay property does not hold, and the proof breaks down.
The only presently existing proof of the finite rank theorem for dis-
tributions, see [1], uses the reduction of a given finite rank Toeplitz op-
erator to some other Toeplitz operator, also finite rank, but now with
symbol-function. The critical feature here is an elementary property of
the ∂-equation in the class of compactly supported distributions, see
Lemma 3.2 in [1] or Lemma 1.2 and the discussion in the Introduction.
The aim of this section and the next one is to establish a similar
property for distributions, not necessarily having compact support but
decaying at infinity in the sense of Section 2. We are going to prove
the following statement.
Theorem 4.1. Let h be a distribution in D ′q, with some q > 0. Then
the following two properties are equivalent:
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(a) for any q′ ∈ (0, q.e), there exists a distribution g ∈ D ′q′,, such that
∂g = h;
(b) the equality
〈h, zk〉 = 0
holds for all k ∈ Z+.
The implication (b)⇒(a) is obvious. The proof of the inverse im-
plication will consist of several steps. First, we establish the property
in question for functions. In Section 5 the result will be extended to
distributions.
Let h(z) be a function in Λ′q,l. Recall that this means that for any
ψ ∈ Λq,l, the inequality holds
(4.1) 〈h, ψ〉 =
∫
C
h(z)ϕ(z)dλ(z) ≤ C(h)‖ψ‖Λq,l.
Theorem 4.2. Suppose that a function h satisfies (4.1) for some q >
0, l ≥ 0 and is orthogonal, as a distribution, to all analytic polynomials,
〈h, zk〉 = 0, k = 0, 1, . . . . Then, for any q1 ∈ (0, q/e), there exists a
function u ∈ Λ′q1,l such that ∂u = h, moreover,
‖u‖Λ′q1,l ≤ C‖h‖Λ′q,l,
or, equivalently,
(4.2) |〈u, ψ〉| ≤ C‖h‖Λ′q,l‖ψ‖Λq1,l
for all ψ ∈ Λq1,l.
Proof. We set
(4.3) u(z) = −1
π
∫
C
h(ζ)
ζ − z dλ(ζ)
and will prove (4.2) for q1 < q/e.
The integral in (4.3), obviously, converges, and, since (−πz)−1 is
the fundamental solution for ∂, the function u satisfies the equation
∂u = h. What, actually, we need to establish, is inequality (4.2), in
other words, that the function u satisfies the decay conditions required
by u ∈ Λ′q1,l. We will be proving inequality (4.2) with q1 < q/e for
ψ ∈ C∞0 (C); with the constant in (4.2) not depending on ψ; since
C∞0 (C) is dense in Λq1,l, this estimate extends to the whole of Λq1,l by
continuity.
For a γ > 0, depending on z, to be determined later, we introduce
the functions θγ , ςγ ∈ C∞(R1+) in the following way: the function θγ(t),
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whith values between 0 and 1, equals 0 for t ≤ γ, equals 1 for t ≥ γ+1,
and the function ςγ(t) = 1− θγ(t).
For ψ ∈ C∞0 (C), we can write
〈u, ψ〉 = −1
π
∫
C
∫
C
(θγ(z)(ζ) + ςγ(z)(ζ))h(ζ)ψ(z)
ζ − z dλ(z)dλ(ζ) =
−1
π
∫
C
h(ζ)
(∫
C
θγ(z)(ζ)ψ(z)
ζ − z dλ(z)
)
dλ(ζ)
−1
π
∫
C
ψ(z)
(∫
C
ςγ(z)(ζ)h(ζ)
ζ − z dλ(ζ)
)
dλ(z) = −1
π
I1 − 1
π
I2,
where γ = γ(z) is chosen as |z|√
e
.
We start with studying I1. Here, the integration is performed over
the region |z| ≤ |ζ |√e. We introduce the function
H(ζ) =
∫
C
θγ(z)(ζ)ψ(z)
ζ − z dλ(z).
One can understand I1 as the action of the distribution h on the func-
tion H . So, in order to estimate I1, we need estimates for the norm of
the function H in Λq,l.
Passing to absolute values, we obtain
(4.4) |H(ζ)| ≤ max
|z|≤|ζ|√e
|ψ(z)|
∫
|z|≤|ζ|√e
dλ(ζ)
|ζ − z| ≤ C|ζ | max|z|≤|ζ|√e |ψ(z)|.
We need also similar estimates for derivatives of H(ζ), up to order l.
We show here such estimate for ∂H/∂ζ1, other derivatives are estimated
in a similar way.
We write
H(ζ) = H1(ζ)−H2(ζ) =
=
∫
C
ψ(z)
ζ − zdλ(z)−
∫
C
(1− θγ(z)(ζ))ψ(z)
ζ − z dλ(z).
For the derivative of H1, we have
∂
∂ζ1
H1 =
∫
C
∂
∂z1
ψ(z)
ζ − z dλ(z),
since the derivative and the convolution commute.
In H2, the integrand does not have singularities, so we can differen-
tiate under the integral sign:
∂H2
∂ζ1
=
∫
C
∂θγ(z)(ζ)
∂ζ1
ψ(z)
ζ − z dλ(z) +
∫
C
(1− θγ(z)(ζ)) ∂
∂ζ1
ψ(z)
ζ − z dλ(z).
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After partial integration in the second integral, using ∂
∂ζ1
(ζ − z)−1 =
− ∂
∂z1
(ζ − z)−1, we obtain
∂H2
∂ζ1
=
∫
C
∂θγ(z)(ζ)
∂ζ1
ψ(z)
ζ − z dλ(z)+∫
C
(1− θγ(z)(ζ))∂ψ(z)
∂z1
dλ(z)
ζ − z +
∫
C
(∂/∂ζ1 + ∂/∂z1)θγ(z)(ζ)ψ(z)
ζ − z dλ(z).
Collecting the expressions for the derivatives, we arrive at
∂H
∂ζ1
=
∫
C
θγ(z)(ζ)
∂ψ(z)
∂z1
dλ(z)
ζ − z +
∫
C
(∂/∂ζ1 + ∂/∂z1)θγ(z)(ζ)ψ(z)
ζ − z dλ(z).
the first integral is estimated via the bound of the derivative of ψ(z) and
the second one via the bound for ψ(z), as in (4.4). We can repeat this
reasoning for higher derivatives of H(ζ), which leads to the estimate
|DαH(ζ)| ≤ C max
|z|≤C|ζ|√e,|β|≤|α|
|Dβψ(z)|
∫
|z|≤|ζ|√e
|ζ − z|−1dλ(z) ≤
C|ζ | max
|z|≤C|ζ|√e
max
|β|≤|α|
|Dβψ(z)|.
Now we can estimate the norm of H(ζ) in the class Λq,l:
e−q|ζ|
2
max
|α|≤l
|DαH(ζ)| ≤ Ce−q|ζ||ζ |max
|α|≤l
max
|z|≤√e|ζ|
|Dαψ(z)| ≤
Ce−q1(|ζ|
√
e)2 max
|α|≤l
max
|z|≤√e|ζ|
|Dαψ(z)|,
with q1 < q/e. So, the function H belongs to Λq,l, ‖H‖Λq,l ≤ C‖ψ‖Λq1,l,
and, by our assumptions about h,
|I1| = |〈h, H〉| ≤ C‖ψ‖q1,N .
We pass to estimating I2. Here we will need the orthogonality con-
dition.
For a given n, we set rn =
√
ne
2q
. Let ϑn, n = 1, . . . , be a partition
of the unit,
∑
ϑn = 1, such that ϑ1 ∈ C∞0 [0, r2), ϑn ∈ C∞0 (rn−1, rn+2),
for n ≥ 2.
So, we have
I2 =
∫
C
∞∑
n=1
ϑn(|z|)ψ(z)
∫
C
ςγ(z)(ζ)h(ζ)
dλ(ζ)
ζ − z dλ(z) =
∞∑
n=1
∫
C
ϑn(z)ψ(z)Θ(z)dλ(z),
WEIGHTED ESTIMATES AND FINITE RANK THEOREM 17
where
Θ(z) =
∫
C
ςγ(z)(ζ)h(ζ)
dλ(ζ)
ζ − z .
We replace the fraction 1
ζ−z in this integral by its expansion:
I2 =
∞∑
n=1
∫
C
ϑn(z)ψ(z)×(4.5)∫
C
(
−1
z
− ζ
z2
− · · · − ζ
mn
zmn+1
− ζ
mn+1
zmn+2
1
ζ − z
)
h(ζ)ςγ(z)(ζ)dλ(ζ)dλ(z),
where we set mn = n for n ≤ 3 and mn = n − 2 otherwise. Now we
use the orthogonality conditions, which give
−
∫
ζkh(ζ)ςγ(z)(ζ)dλ(ζ) =
∫
C
ζkh(ζ)θγ(z)(ζ)dλ(ζ).
Therefore, the term I2 equals
∞∑
n=1
∫
C
ϑn(z)ψ(z)
(∫
|ζ|> |z|√
e
(
1
z
+
ζ
z2
+ · · ·+ ζ
mn
zmn+1
)
h(ζ)θγ(z)(ζ)dλ(ζ)
)
dλ(z)
(4.6)
−
∞∑
n=1
∫
C
ϑn(z)ψ(z)
(∫
|ζ|< |z|√
e
+1
ζmn+1
zmn+2
h(ζ)
ζ − z ςγ(z)(ζ)λ(ζ)
)
dλ(z) = I ′2 − I ′′2 .
We consider the terms in I ′2 with n ≥ 4 in detail; small values of n
are treated similarly, with minor changes. In the first line in (4.6), we
have, for k ≤ n− 2, the terms of the form
(4.7)
∫
C
ϑn(z)ψ(z)z
−k−1
(∫
|ζ|> |z|√
e
θγ(z)(ζ)ζ
kh(ζ)dλ(ζ)
)
dλ(z).
We denote by vk(z) the inner integral in (4.7). It can be represented
as
(4.8) vk(z) = 〈h(ζ), θγ(z)(ζ)ζk〉.
An elementary calculus shows that, for |ζ | > |z|/√e,
max
|ζ|> |z|√
e
e−q|ζ|
2|ζ |k ≤ Ce− qe |z|2 |z|
k
ek/2
,
therefore,
(4.9) |θγ(z)(ζ)ζk| ≤ Ceq|ζ|2e−
q
e
|z|2 |z|k
ek/2
.
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Similarly, for derivatives of the expression (4.8), we have estimates of
the same kind,
(4.10) |Dα(θγ(z)(ζ)ζk)| ≤ Cαeq|ζ|2e−
q
e
|z|2 |z|k
ek/2
.
So, by (4.9), (4.10), the right-hand side in these inequalities gives an
estimate for the norm of the function θγ(z)(ζ)ζ
k in the space Λq,l There-
fore, since h ∈ Λ′q,l, for the function vk(z) defined in (4.8) we have, by
(4.1),
(4.11) |vk(z)| = |〈h(ζ), θγ(z)(ζ)ζk〉| ≤ Ce−
q
e
|z|2 |z|k
ek/2
.
For the corresponding term in (4.7), we obtain from (4.11):∣∣∣∣∫
C
ϑn(z)ψ(z)z
−k−1vk(z)dλ(z)
∣∣∣∣ ≤ C ∫
C
ϑn(z)|ψ(z)||z|−k−1 |z|
k
e
k
2
dλ(z),
and, after the summation,∣∣∣∣∣
∫
C
n−2∑
k=0
ϑn(z)ψ(z)z
−k−1vk(z)dλ(z)
∣∣∣∣∣ ≤
C
n−2∑
k=0
∫
C
ϑn(z)|ψ(z)||z|−k−1e−
q
e
|z|2|z|ke− k2 dλ(z) ≤
C
∫
rn−1≤|z|≤rn+2
|ψ(z)|e− qe |z|2dλ(z),
we have majoration by
|I ′2| ≤ C
∞∑
n=1
(
max
t∈(rn−1,rn+2)
max
|z|<t,α+β≤N
|Dα,βψ(z)|e−q1t2
)∫
C
e(q1−
q
e
)|z|2dλ(z).
(4.12)
Estimate (4.12) takes care of the term I ′2 in (4.6). Now we study the
remainder, I ′′2 . Again, we consider the terms with n ≥ 4 (the case of
small n is even simpler). So, we study the integral
∑∫
C
ϑn(z)ψ(z)
(∫
|ζ|≤ |z|√
e
+1
ςγ(z)(ζ)
ζn−1
zn
h(ζ)
ζ − z dλ(ζ)
)
dλ(z) =(4.13)
∑∫
C
ϑn(z)ψ(z)z
−n
(∫
|ζ|≤ |z|√
e
+1
ςγ(z)(ζ)
ζn−1
ζ − zh(ζ)dλ(ζ)
)
dλ(z).
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For the inner integral in (4.13), we have the representation in the form
of the action of h, considered as distribution, on the given functions:∣∣∣∣∣
∫
|ζ|≤ |z|√
e
+1
ςγ(z)(ζ)
ζn−1
ζ − zh(ζ)dλ(ζ)
∣∣∣∣∣ = |〈h(z), ςγ(z)(ζ) ζn−1ζ − z 〉| ≤(4.14)
C‖h‖Λ′q,l max|ζ|≥|z|/√e maxα1+α2≤l{|D
α1,α2(ςγ(z)(ζ)
ζn−1
ζ − z )|e
−q|ζ|2}.
The absolute value of the denominator ζ − z in (4.14) is bounded below
by (1− e−1/2)|z|, so the derivatives in (4.14) can be upper bounded by
C|z|n−1e(n−1)/2, just like this was done in (4.10), (4.11):∣∣∣∣z−n ∫
C
ςγ(z)(ζ)
ζn−1
ζ − zh(ζ)dλ(ζ)
∣∣∣∣ ≤ C‖h‖Λ′q,l|z|−n |z|n−1en2 .
We substitute this estimate into (4.13), to obtain∣∣∣∣∫
C
ϑn(z)ψ(z)z
−n
∫
C
ςγ(z)(ζ)
ζn−1
ζ − zh(ζ)dλ(ζ)dλ(z)
∣∣∣∣(4.15)
≤ C‖h‖Λ′q,l
∫
ϑn(z)|ψ(z)|e−n/2dλ(z)
≤ C‖h‖Λ′q,l
∫
|z|∈(rn−1,rn+2)
|ψ(z)|e−n/2dλ(z).
Now we note that for |z| ∈ [rn−1, rn+2],
|z|2 = r2n +O(1) =
e
2q
n+O(1),
and, therefore, n
2
= q
e
|z|2 + O(1). So, we can replace e−n/2 by e− qe |z|2
in the last integral in (4.15) and, since the intervals (rn−1, rn+2) form a
covering of the real line with multiplicity less than 5, we can sum the
inequalities of the form (4.15) and arrive at
(4.16)
|I ′2| ≤ C‖h‖Λ′q,l
∫
|ψ(z)|e− qe |z|2dλ(z) ≤ C‖h‖Λ′q,l sup
t
max
|z|≤t
{|ψ(z)|e−q1t2},
and this concludes the proof of Theorem 4.2. Note, that we needed
the bounds involving derivatives of ψ only when estimating the term
I1, while the orthogonality condition was used only when estimating
I2. 
5. ∂ -estimates for distributions
The aim of this section is to carry over the estimates of Sect.4 to
distributions in Λ′q,l, thus finishing the proof of Theorem 4.1.
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Let ρ(z) be a function in C∞0 , ρ(z) = ρ(|z|), ρ(z) = 0 for |z| > 1
and
∫
ρ(z)dλ(z) = 1. For δ > 0, we denote by ρδ(z) the function
δ−2ρ(δ−1z). For any distribution in h ∈ D ′(C), (including functions),
we set hδ = h ∗ ρδ. Of course, hδ ∈ C∞, and it is well known that
hδ → h in the sense of distributions in classes D ′, E ′,S ′. Our first aim
is to establish similar convergence results in our classes Λq,l and Λ
′
q,l.
Lemma 5.1. Let ψ be a function in Λq,l, q > 0. Then, for any q
′ >
q, ψδ → ψ in Λq′,l−1, moreover, this convergence in uniform in the
following sense: there exists a function τ(δ), τ(δ) → 0 as δ →∞, not
depending on ψ, such that
‖ψδ − ψ‖Λq′,l−1 ≤ τ(δ)‖ψ‖Λq,l.
Proof. We consider the case l = 1. The general case follows by applying
the same reasoning to derivatives of ψδ, since the derivative commutes
with the mollification: Dα(ψδ) = (D
αψ)δ.
Consider the function
ψδ(z) =
∫
ψ(z − ζ)ρδ(ζ)dλ(ζ) =
∫
ψ(z − δζ)ρ(ζ)dλ(ζ).
We subtract the quantity ψ(z) =
∫
ψ(z)ρ(ζ)dλ(ζ). So,
(5.1)
|ψδ(z)−ψ(z)| = |
∫
(ψ(z−δζ)−ψ(z))τ(ζ)dλ(ζ)| ≤ max
|ζ|≤1
|ψ(z−δζ)−ψ(z)|.
We can estimate the difference on the right-hand side in (5.1) via the
derivative,
|ψ(z − δζ)− ψ(z)| ≤ δ max
|z−ξ|≤δ
(|D1ψ(ξ)|2 + |D2ψ(ξ)|2) 12 .
By the definition of the class Λq,1, we obtain now
|ψ(z − δζ)− ψ(z)| ≤ ‖ψ‖Λq,1 max|z−ζ|≤δ e
q|ζ|2 ≤ Cδ‖ψ‖Λq,1eq
′|ζ|2,
and this inequality is exactly the statement of the lemma, with τ(δ) =
Cδ. 
Now we carry over this convergence result to distribution.
Lemma 5.2. Suppose that h ∈ Λ′q′,l is a distribution, with certain
q′ > 0. Then for any q ∈ (0, q′), the distributions hδ = h ∗ ρδ converge
to h in Λ′q,l+1, uniformly in the sense that for a certain function τ(δ),
τ(δ)→ 0 as δ → 0,
(5.2) ‖h− hδ‖Λ′q,l+1 ≤ τ(δ)‖h‖Λ′q′,l.
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Proof. By the standard definition of the norm in the dual Banach space,
the required inequality (5.2) is equivalent to
|〈(h− hd), ψ〉| ≤ τ(δ)‖h‖Λ′
q′,l
‖ψ‖Λq,l+1,
for all ψ ∈ Λq,l−1. Again, we consider the leading case l = 1. We have
〈(h− hd), ψ〉 = 〈h, ψ〉 − 〈hd, ψ〉 = 〈h, ψ〉 − 〈h, ψδ〉 = 〈h, (ψ − ψδ)〉.
Therefore, by our assumptions on h,
|〈(h− hd), ψ〉| ≤ ‖h‖Λ′
q′,l
‖ψ − ψd‖Λq′,l+1.
Now, By Lemma 5.1, we can estimate the last expression, arriving at
(5.2). 
We are now able to conclude the proof of Theorem 4.1. Let h be
a distribution satisfying the conditions of the Theorem. Consider the
mollified distributions hδ = h ∗ ρδ. Since hδ is orthogonal to polyno-
mials, by Theorem 4.2, for any δ > 0 there exist a solution uδ of the
equation ∂uδ = hδ. So, the difference uδ − uδ′ solves the equation
(5.3) ∂(uδ − uδ′) = (hδ − hδ′).
The right-hand side in (5.3) converges to zero in the norm of Λ′q,l as
δ, δ′ → 0, by Lemma 5.2. Therefore, by (4.2), uδ − uδ′ converges to
zero in the norm of Λ′q′,l+1. This latter property implies that the family
uδ converges to some distribution u in the norm of Λ
′
q′,l+1, and this
distribution satisfies the equation ∂u = h, which is proved by passing
to the limit:
〈h, ψ〉 = lim
δ→0
〈hδ, ψ〉 = lim
δ→0
〈∂uδ, ψ〉 = − lim
δ→0
〈uδ, ∂ψ〉 =
− lim
δ→0
〈u, ∂ψδ〉 = − lim
δ→0
〈u, (∂ψ)δ〉 = −〈u, ∂ψ〉 = 〈∂u, ψ〉.

6. Proof of the main theorem
6.1. Transformations of finite rank forms. Having now the re-
sults on the ∂ equations, in order to establish the finite rank theorem
for distributional symbols, we need some elementary facts about the
behavior of the finite rank property under certain transformations of
the symbol.
Proposition 6.1. Let F ∈ Λ′q,l for some q > 1, l ≥ 0, F = ωF , and
p(z¯) be an anti-analytical polynomial. Suppose that the infinite matrices
P(F ), K(F ) have finite rank ≤ N . Then the distribution G = p(z¯)F
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belongs to Λ′q′,l for any q
′ < q, and the infinite matrices P(G), K(G),
with G = ω−1G = p(z¯)F , have finite rank, not greater than the N .
Proof. The first statement follows from the fact that if a function
ψ(z) belongs to Λq′,l then p(z¯)ψ(z) ∈ Λq,l as soon as q′ < q, and
‖p(z¯)ψ(z)‖Λq,l ≤ C(p)‖ψ‖Λq′,l. Therefore,
|〈p(z¯)F, ψ〉| = |〈F, p(z¯)ψ〉| ≤ ‖F‖Λ′q,l‖p(z¯)ψ‖Λq,l ≤ C‖F‖Λ′q,l‖ψ‖Λq′,l.
As for the finite rank property, we consider it on polynomials zk, zk
′
:
tG(z
k, zk
′
) = 〈ωp(z¯)F, zkz¯k′〉 = 〈F, p(z¯)zkz¯k′〉 =
tF (z
k, p(z¯)z¯k
′
) =
N∑
j=1
(fj , p(z¯)v)(u, gj) =
N∑
j=1
(p(z¯)fj, v)(u, gj).
This means that the rank of tG is not greater than the rank of tF . 
Proposition 6.2. Let F ∈ Λ′q for some q > 1, and F = ∂G, with
G ∈ Λ′q′ , q′ > 1. Set F = ω−1F, G = ω−1G. Suppose that the
sesquilinear form tF has finite rank on reproducing kernels (or, what is
the same, on polynomials). Then the same is correct for the sesquilinear
form tG, moreover the rank of tG is not greater than the rank of tF .
Proof. We have,
tF (z
k, zk
′
) = 〈F, zkzk′〉 = 〈∂G, zkzk′〉 = −〈G, ∂(zkzk′)〉 = −k′〈G, zkzk′−1〉.
So, the infinite matrix tG(z
k, zk
′−1), k′ ≥ 1 is obtained from the matrix
tF (z
k, zk
′
), by means of the multiplication of the columns by the num-
bers (−k′)−1. Such operation cannot increase the rank of the matrix.
By Proposition 3.3, this implies that the rank of the sesquilinear form
tG is not greater than rank(tF ). 
6.2. Reduction to functions. In this subsection we prove that the
procedure of solving the ∂ equation, described in Sections 4, 5, leads
ultimately to a distribution which actually is a function.
We will use the superscript ⊥ to denote the subspace consisting of
distributions orthogonal to analytical polynomials; say, D ′⊥q consists of
distributions h ∈ D ′q for which 〈h, zk〉 = 0, k = 0, . . . .
For a distribution h ∈ Λ′⊥q,l, q > 1 , h = ω−1h, we denote by ∂
−1
h
the solution g the ∂ equation ∂g = h established by Theorem 4.1 i.e.,
belonging to Λ′q1,l+1, q1 < q/e (this solution is, obviously, unique.)
Definition 6.3. Let h be a distribution in D ′q. We say that the dis-
tribution h is K−integrable if there exists a collection of distributions
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hk ∈ Λ′qk,l, k = 0, 1, . . . , K, qk > 0, h0 = h, q0 = q, and a collection of
anti-analytical polynomials pk(z¯), such that
∂hk+1 = pkhk.
It stands to reason that the condition that a distribution h is K-
integrable implies that each of distributions pkhk belongs to D
′⊥
q′k
, for
any q′k < qk.
Proposition 6.4. Suppose that a distribution h ∈ Λ′⊥q,l is K-integrable,
for certain sufficiently large K (depending on l, q). Then the distribu-
tion hK is, in fact, a function and the action of this distribution on
functions in ΛqN ,l is in the natural way,
〈hK , u〉 =
∫
hK(z)u(z)dλ(z).
The proof of Proposition 6.4 is based upon the analysis of solutions
for the ∂− equation.
Definition 6.5. Let r = l + τ be a positive noninteger, l = [r] be the
entire part of r, 0 < τ < 1. We denote by Λq,r the space of functions
ψ ∈ Λq,l such that
e−q|z|
2
sup
|z1|,|z2|<|z|,z1 6=z2,|z1−z2|< 12
sup
|α|≤l
|ψ(α)(z1)− ψ(α)(z1)
|z1 − z2|τ = o(1), |z| → ∞.
Further on, by Ho¨rmander solution ∂
−1
f of the ∂-equation ∂v =
f will be denoted an arbitrary solution of this equation provided by
Theorem 4.4.2 in [13], reproduced in the Introduction, with W(z) =
q|z|2 .
The following lemma deals with local Ho¨lder estimates of Ho¨rmander
solutions.
Lemma 6.6. Let f ∈ Λq,0 for some q > 0, v be a Ho¨rmander solution,
∂v = f . Then for any γ, 0 < γ < 1,
(i): for any points z1, z2, |z1 − z2| < 12 , one has
|v(z1)− v(z2)| ≤ C(α, f)|z2 − z1|γ( max|ζ−z1|≤1 |f(ζ)|+ max|ζ−z1|<1 |v(ζ)|);
(ii) if f ∈ Λr,q, then v ∈ Λr+τ,q′, for any q′ > q and τ ∈ (0, 1).
Proof. Part (i). We fix z1 and set
(6.1) w(z) = −1
π
∫
|ζ−z1|≤2
f(ζ)
ζ − z1dλ(ζ).
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Then, for |z − z1| < 2, we have
∂w(z) = f(z).
On the other hand, for all z,
∂v(z) = f(z).
Thus, the difference ϕ = v − w satisfies for |z − z1| < 2 the equation
∂(v−w) = 0, therefore the function ϕ = v−w is analytical for |z−z1| <
2. By the Cauchy theorem,
(6.2) ϕ(z) =
1
2πi
∫
|ζ−z|=1
v(ζ)− w(ζ)
ζ − z dζ.
By evaluating the integrals in (6.1) and in (6.2), we obtain estimates
for the functions w and ϕ:
|w(z)| ≤ 2 max
|ζ−z1|≤1
|f(ζ)|, |z − z1| < 1;
(6.3) |w(z2)− w(z1)| ≤ Cγ|z2 − z1|γ max|ζ−z1|≤1 |f(ζ)|, |z − z1| < 1;
(6.4) |ϕ(ζ)| ≤ 2 max
|ζ−z1|≤1
|f(ζ)|+ max
|ζ−z1|≤1
|v(ζ)|.
Now (6.2),(6.4) imply
(6.5) |ϕ(z2)− ϕ(z1)| ≤ C|z1 − z2|( max|ζ−z1|≤1 |f(ζ)|+ max|ζ−z1|≤1 |v(ζ)|),
for |z1 − z2| ≤ 12 . Taken together, (6.3) and (6.5) prove part (i) of the
lemma.
Now we pass to part (ii). We write (6.3) as
(6.6) v(z) = w(z) +
1
2πi
∫
|ζ−z|=1
v(ζ)− w(ζ)
ζ − z dζ.
It is known that if a given function f belongs to C l then w also belongs
to C l and, moreover,
(6.7) Dαw(ζ) = −1
π
∫
|ζ−z|≤1
Dαf(ζ)
ζ − z dλ(ζ), |α| ≤ l.
Therefore,
(6.8) |Dαw(z1)| ≤ 2 max|ζ−z1|≤1 |D
αf(ζ)|, |α| ≤ l.
By estimating the integral for ϕ(z), we obtain
(6.9) |Dαϕ(z)| ≤ Cα( max|ζ−z1|≤1 |v(ζ)|+ max|ζ−z1|≤1 |f(ζ)|)
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From (6.6)-(6.9) we obtain the statement of the second part of Lemma

We can give now the proof of Proposition 6.4.
Proof. For h ∈ Λ′⊥q,l we established the existence of h1 ∈ Λ′q1,l+1 such
that ∂h1 = h for any q1 < q/e. After the multiplication by the polyno-
mial p1(z¯), we obtain the distribution p1h1 ∈ Λ′⊥q1,l+1, solve the equation
∂h2 = p1h1, h2 ∈ Λq2,l+2 and repeat this construction sufficiently many
(M = 2l + 2) times. We are going to show that, in fact, the distribu-
tion hM is a function in Λq′,l for some q
′ > 2, provided h ∈ Λ′q,l for
sufficiently large q.
So we suppose that q > 2eM and h ∈ Λ′⊥l,q . Then hM , by Theorem
4.1, belongs to Λq′,l+M ′ for any q
′ < e−Mq, so, by assumptions on q, q′
can be chosen greater than 2.
To prove that hM is a function, we fix an arbitrary R > 2 and choose
a sequence of radii, RM > RM−1 > · · · > R1 > R0 = R. With these
radii we associate cut-off functions θk ∈ C∞0 (BRk+1), k = 0, 1, . . . ,M ,
so that θk = 1 on BRk , where BR stands for the disk, centered at zero,
with radius R.
We define the following distributions:
v1 = (θ1h) ∗G; . . .(6.10)
vk = (θkpkvk−1) ∗G; . . .
vM = θM ((θMpMvM−1) ∗G),
where G(z) = − 1
π
z−1, i.e., the fundamental solution for ∂. The con-
volutions in (6.10) are understood in the sense of convolution of dis-
tributions and are well defined since one of the terms is compactly
supported, thanks to the cut-off factors. The distribution vM is, in
fact, a continuous function. We give a standard explanation of this
fact. The starting term in the sequence of distributions, θ1h, being a
distribution of finite order with compact support, belongs to a Sobolev
space Hs with some (negative) s, s > −l. The convolution with G is a
solution of the ∂ equation, and by ellipticity of the first order operator
∂, we obtain that θ2v1 belongs to the Sobolev space H
s+1, together
with p2θ2v1. On the next step we, again using the ellipticity of ∂,
obtain that p3θ3v2 belongs to H
s+2, and so on, until we arrive to a dis-
tribution belonging to the Sobolev space of order larger than 1, where
elements are continuous functions.
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Now we compare the distributions vk and hk. We have equations
∂h1 = h0,
∂v1 = θ1h0.
Subtracting, we obtain
∂(h1 − v1) = h0(1− θ1).
The factor 1−θ1 vanishes in the disk B0 = {|z| < R} so the support of
the distribution h0(1−θ1) is disjoint with this disk. This means that for
any function u ∈ C∞0 (B0), 〈∂(h1 − v1), u〉 = 0, therefore h1 − v1 = φ1
must be an analytical function in B0 (more exactly, in the sense of
distributions in D ′(B0), χ(z)(h1−v1) = χ(z)φ1, for any χ ∈ C∞0 (B0)).
On the next step, after the multiplication by the polynomial p1(z¯), we
have
∂h2 = p1(z¯)h1,
∂v2 = p1(z¯)θ2v1.
We subtract to obtain
(6.11) ∂(h2 − v2) = p1(z¯)(h1 − θ2v2).
The right-hand side of (6.11) coincides inB0 with p1(z¯)φ1(z). Therefore
the solution h2 − v2 of the equation (6.11) must coincide in B0 with a
function of the form
h2 − v2 = p11(z¯)φ1(z) + φ2(z),
where p11(z¯) is a polynomial, a primitive function for p1, and φ2(z) is a
function analytical in B0. We repeat this reasoningM times, obtaining
a representation of hk − vk in B0 on each step. Finally, we arrive at
the representation
hM(z)− vM(z) =
M∑
k=1
qk(z¯)φk(z),
in B0 with some anti-analytical polynomials qk(z¯) and analytical func-
tions φk(z). It follows from (6.2) that
hM (z) = vM (z) +
M∑
k=1
qk(z¯)φk(z),
in B0, and since both terms on the right belong to C1(B0) the right-
hand side, hM(z) also belongs to C1(B0). By arbitrariness of R, it
follows that hM (z) coincides with the a C
1- function everywhere. 
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To prove the required estimate for the, now, function hM (z), we the
following lemma.
Lemma 6.7. Let h ∈ Λ′⊥q,l, f ∈ Λq′,l, q′ < qe . Let g ∈ Λ′q′,l be the
solution of the equation ∂g = h, obtained in Theorem 4.1 and f1 =
∂
−1
f be the Ho¨rmander solution of the equation ∂f1 = f . Then
(6.12) 〈g, f〉 = 〈h, f1〉.
Proof. Both parts of (6.12) are correctly defined. For the right-hand
side, it follows from the inclusions g ∈ Λ′q′,l and f ∈ Λq′,l. For the
right-hand side, by Proposition 6.6, f1 ∈ Λq′′,l+α for q′′ < q′ < q/e.
Now we have
〈h, f1〉 = 〈∂g, f1〉 = 〈g, ∂f1〉 = 〈g, f〉.

We continue the proof of Proposition 6.4. Now for a given h = h0 ∈
Λ′q,l, f ∈ Λq′,l, q′ < qe−M−2 we construct two sequences. Further on,
hk is the solution of the equation ∂hk = pk−1(z¯)hk−1, k = 1, . . . ,M +2
belonging to Λ′qk,l, qk < qe
−k; fk is the Ho¨rmander solution of the
equation ∂fk = pk(z¯)fk−1. Then, applying Lemma 6.7 M +1 times, we
obtain
〈hM+2, f〉 = 〈h, fM+2〉.
We fix ǫ > 0 and use Lemma 6.6 with α = 1− 1
2N+3
, M = 2N + 2, to
obtain
‖fM‖qM+ǫ,N ≤ ‖f‖qM ,0.
Therefore, for q′ < qe−M , we have
(6.13) |〈hM+2, f〉| = |〈h, fM+2〉| ≤ ‖fM+2‖q,N ≤ C‖f‖q′−ǫ,0.
Since hM+2 is a continuously differentiable function, the inequality
(6.13) means that
(6.14)
∫
C
hM+2(z)f(z)dλ(z) ≤ C‖f‖q′−ǫ,0.
for any f ∈ Λq′−ǫ,0, this means, for any function f with the prescribed
growth rate. Let Ω = {z : |hM+2(z)| > 0}. By the smoothness of
hM+2, λ(∂Ω) = 0. We choose f(z) in the following way. In Ω we take
|f(z)| = e(q′−2ǫ)|z|2 and set f(z) = 0 outside Ω. The argument of f(z) in
Ω is chosen so that |hM+2(z)||f(z)| = hM+2(z)f(z). With such choice
of f , (6.14) gives ∫
|hM+2(z)|e(q′−2ǫ′)|z|2dλ(z) ≤ Cǫ.
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This inequality implies the statement of the proposition.
6.3. The main theorem. Finally, we establish our main result about
finite rank operators.
Theorem 6.8. Let F be a distribution in Λ′q, q > 0; F = e
|z|2F.
Suppose that the matrices K(F ),P(F ) have finite rank. Then F is a
finite linear combination of δ-distributions at no more than N points
and their derivatives:
F =
N0∑
j=1
Ljδzj ,
where N0 ≤ N , Lj are differential operators.
Proof. Let l be the order of the distribution F: the distribution can be
extended to the one in Λ′q,l for some l. We start by applying the scaling
transformation St with sufficiently large t: by Proposition 3.6, this
large t can be chosen in such way that the corresponding Toeplitz form
is bounded in the Fock space. Even more, t should be taken so large
that the transformed distribution Ft belongs to Λ
′
Q,l with Q > 2e
2l.
The property of having finite rank for the matrix, and the value of
such rank, are invariant under scaling, by Proposition 3.7. So we can,
from the very beginning, suppose that the initial symbol F possesses
the above properties, and we will write q instead of Q further on.
Now, since the sesquilinear form tF is bounded, the corresponding
Toeplitz operator T(F ) is bounded, and, by Proposition 3.3, has finite
rank N in the sense of (3.2).
Further on, the reasoning follows the proof of Theorem 3.1 in [1].
We consider the infinite matrix P(F ). By our assumptions, this
matrix has rank N . This means that the columns of this matrix are
linearly dependent, so one can find coefficients γj, j = 0, j = 0, . . . , N−
1, such that for the polynomial p1(z) =
∑N−1
j=0 γjz
j , the equality
tF (z
k, p1(z)) ≡ 〈F, zkp1(z)〉 = 〈p1(z)F, zk〉 = 0
holds for all k ∈ Z+. In our notations, this means that the distribution
p1(z)F belongs to the space Λ
⊥
q−ǫ,l, with any ǫ > 0. Therefore, we can
apply to this distribution Theorem 4, which establishes the existence
of a distribution F1 ∈ Λ′q/e−ǫ,l solving the equation ∂F1 = p1(z)F. By
Proposition 6.2, the sesquilinear form tF1, F1 = ω(z)
−1F1 has finite
rank, not larger than N , and it is still bounded in the Fock space B.
We can repeat the reasoning above with the distribution F1. The
infinite matrix 〈F1, zkz¯k′〉 has rank not larger than N , therefore there
exists a polynomial p2(z¯) such that 〈p2(z¯)F1, zk〉 = 0, k ∈ Z+. The
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distribution p2(z¯)F1 thus satisfies the conditions of Theorem 4.1, and
therefore there exists F2 ∈ Λ′qe−2−ǫ,l such that ∂F2 = p2(z¯)F1.
After some finite number of such steps, we arrive at a distribution
FM = ωFM , which, in fact, is a function, for which the Toeplitz op-
erator has finite rank. By Theorem 3.1 in [5], this function must be
zero. Therefore, the distribution ∂FM = pM−1(z¯)FM−1 equals zero.
This can be only if the support of FM−1 is contained in the set of
zeros of the polynomial pM−1(z¯), therefore, FM−1 is a finite sum of δ-
distributions and their derivatives. The same holds for the distribution
∂FM = pM−1(z¯)FM−1, and thus the support of FM−2 consists of a finite
set of points, and, as before, FM−2 is a finite sum of δ-distributions and
their derivatives. After M such steps, we return to the initial distribu-
tion F, which, again is a finite combination of δ-distributions and their
derivatives. Finally, to show that there are no more than N points one
can repeat the interpolation argument from [1]. 
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