Despite numerous research work in reinforcement learning (RL) and the recent successes obtained by combining it with deep learning, deep reinforcement learning (DRL) is still facing many challenges. Some of them, like the ability to abstract actions or the difficulty to explore the environment with sparse rewards, can be addressed by the use of intrinsic motivation. In this article, we provide a survey on the role of intrinsic motivation in DRL. We categorize the different kinds of intrinsic motivations and detail their interests and limitations. Our investigation shows that the combination of DRL and intrinsic motivation enables to learn more complicated and more generalisable behaviours than standard DRL. We provide an in-depth analysis describing learning modules through an unifying scheme composed of information theory, compression theory and reinforcement learning. We then explain how these modules could serve as building blocks over a complete developmental architecture, highlighting the numerous outlooks of the domain.
Introduction
In reinforcement learning (RL), an agent learns by trialsand-errors to maximize the expected rewards gathered as a result of its actions performed in the environment [Sutton and Barto, 1998 ]. Traditionally, to learn a task, an agent maximizes a reward defined according to the task to perform: it may be a score when the agent learns to solve a game or a distance function when the agent learns to reach a goal. The reward is then considered as extrinsic (or is a feedback) because the reward function is provided expertly and specifically for the task. With an extrinsic reward, many spectacular results have been obtained on Atari game [Bellemare et al., 2015] with the Deep Q-network (DQN) [Mnih et al., 2015] or on the game of Go with AlphaGo Zero [Silver et al., 2017] through the integration of deep learning to RL, leading to the name of deep reinforcement learning (DRL). However, these approaches turn out to be most of the time unsuccessful when the rewards are too sparse in the environment, as the agent is then unable to learn the desired behavior for the task [François-Lavet et al., 2018] . Moreover, the behaviors learned by the agent are hardly reusable, both within the same task and across many different tasks [François-Lavet et al., 2018] . It is difficult for an agent to generalize its skills so as to learn to take highlevel (or abstract) decisions in the environment. For example, such abstract decision could be go to the door using action primitives (or low-level actions) consisting in moving in the four cardinal directions; or even to move forward controlling different joints of a humanoid robot like in the robotic simulator MuJoCo [Todorov et al., 2012] . Such abstract decisions are often called options [Sutton et al., 1999] . Options have to be learned, but there are potentially an infinite number of options in real-world-like simulator and some are more complex than others. For example, a robot should learn to grasp an object before learning to put it into a box; it should also learn to reach the kitchen door before learning to reach the sink from the bedroom. In fact this is an exploration problem in the space of options rather than states (as described above); therefore if the agent do not consider the order of tasks, its learning will take longer than if he took the order into consideration. This issue is currently studied by curriculum learning [Bengio et al., 2009] . In addition, it appears that classical DRL algorithms as well as these unresolved issues could strongly benefit from a good state representation [Raffin et al., 2019] (see §4). Unlike RL, developmental learning [Piaget and Cook, 1952; Cangelosi and Schlesinger, 2018; Oudeyer and Smith, 2016] is based on the trend that babies, or more broadly organisms, have to spontaneously explore their environment [Gopnik et al., 1999; Georgeon et al., 2011] and acquire new skills . This is commonly called intrinsic motivation, which can be derived from an intrinsic reward. This kind of motivation allows to gain autonomously new knowledge and skills , which then make the learning process of new tasks easier [Baldassarre and Mirolli, 2013] . This paradigm offers a greater learning flexibility, through the use of a more general reward function, allowing to tackle the issues raised above when only an extrinsic reward is used. Typically, we will see that intrinsic motivation improves the agent's ability to explore its environment, to incrementally learn skills (options) independently of its main task, to choose an adequate skill to improve and even to create a representation of its state with meaningful properties. For several years now, intrinsic motivation is increasingly used in RL, fostered by important results and the emergence of deep learning. In this article, we propose a study of the use of intrinsic motivation in the framework of deep reinforcement learning. More particularly, we address the following questions:
• How to characterize intrinsic motivation?
• How to integrate intrinsic motivation into the framework of RL ?
• What role does intrinsic motivation play towards the above mentioned challenges?
• What are the actual limitations of the use of intrinsic motivation in RL, and the associated challenges?
An other contribution of this article is to provide an unified view of the state-of-the-art based on information theory and compression theory. Moreover, we propose an indepth analysis of intrinsic motivation in DRL linking these methods and developmental learning. Specifically, we propose a general developmental architecture unifying all the approaches and highlighting the numerous perspectives in this domain. Our study is not meant to be exhaustive. It is rather a review of current ongoing research directions, their limitations and potential perspectives. The overall literature on intrinsic motivation is huge and our review only considers its application to deep reinforcement learning. We highlight how intrinsic motivation can improve over state of the art DRL algorithms, scaling to large state and action dimension spaces. In addition to that, our review does not cover works on emotional intrinsic motivations, as a recent state of the art is available [Moerland et al., 2018] and some social intrinsic motivations which are specific to multi-agent RL [Perolat et al., 2017; Hughes et al., 2018] . This survey paper is organized as follows. As a first step, we introduce the basic concepts used in the rest of the paper, namely markov decision processes, goalparameterized RL, the bases of information theory, intrinsic motivation and empowerment (Section 2). In Section 3, we highlight the main current challenges of RL and identify their common source. This brings us to explain how to combine intrinsic motivation and RL. Then we detail the work integrating RL and intrinsic motivation by first studying articles relying on knowledge acquisition (Section 4) and second those based on skills construction (Section 5). Thereafter, we emphasize actual challenges of these models (Section 6). Finally, we take a step back and analyze common aspects to those methods and propose their integration in a developmental learning framework (Section 7).
Definitions and Background
In this section, we will review the background of reinforcement learning and its recent extension through goalparameterized RL. We will then give the fundamentals of information theory and explain the concept of intrinsic motivation. We will then be able to give the theoretical definition of an important intrinsic motivation which is the empowerment.
Markov decision process
The goal of a markov decision process (MDP) is to maximize the expectation of cumulative rewards received through a sequence of interactions. It is defined by:
• S the set of possible states;
• A the set of possible actions;
• P the transition function P : S × A × S → R:
• R the reward function R : S × S × A → R;
• γ ∈ [0, 1] the discount factor.
• ρ 0 : S → R the initial distribution of states.
An agent starts in a state s 0 given by ρ 0 . At each time step t, the agent is in a state s t and performs an action a t ; then it waits for the feedback from the environment consisting in the new state s t+1 sampled from the transition function P , and a reward r t given by the reward function R. The agent repeats this interaction loop until the end of an episode. The goal of an MDP is to maximize the long-term reward defined by:
A reinforcement learning algorithm aims to associate actions a to states s through a policy π. The goal of the agent is then to find the optimal policy π * maximizing the reward:
In order to find the action maximizing the long-term reward in a state s, it is common to maximize the expected discounted gain following a policy π from a state, noted V π (s), or from a state-action tuple, noted Q π (s, a) (cf. equation 3). It enables to measure the impact of the stateaction tuple in obtaining the cumulative reward [Sutton and Barto, 1998 ].
Q π (s, a) = E at∼π(st) ∞ t=0 γ t R(s t , a t )| s0=s,a0=a .
To compute these values, it is possible to use the Bellman equation [Sutton and Barto, 1998 ]:
Q π (s t , a t ) = R(s t , a t ) + γQ π (P (s t , a t ), a t+1 )
Q and/or π are often approximated with neural networks when the state space is continuous or very large .
Goal-parameterized RL
Usually, RL is used to solve only one task and is not suited to learn multiple tasks. Typically, an agent is unable to generalize across different variants of a task, for instance if an agent learns to grasp a circular object, it will not be able to grasp a square object. One way to generalize DRL to multi-goal learning, or even to every available goal in the state space, is to use the universal value function approximator (UVFA) [Schaul et al., 2015] . It should be noted that each state can serve as a target goal. Let's consider an agent moving in a closed maze where every position in the maze can be a goal. Assuming that there exists a vector space where a goal has a representation, UVFA integrates, by concatenating, the state goal representation with the observation of the agent. The found policy is then conditioned on the goal: π(s) becomes π(s, g) where g is a goal. It involves that if the goal space is well-constructed (as a state space for example), the agent can generalize its policy across the goal space. The same idea can be retrieved with contextual policy search [Fabisch and Metzen, 2014] . When the goal space is exactly a continuous state space, it is difficult to determine whether a goal is reached or not, since two continuous values are never exactly equals. Hindsight experience replay (HER) [Andrychowicz et al., 2017] tackles this issue by providing a way to learn on multiple objectives with only one interaction. With their method, the agent can use an interaction done to accomplish one goal to learn on an other goal, by modifying the associated reward. Let's roll out an example, an agent does an action in the environment, resulting in an interaction (s, s , r g , a, g) where r g is the reward associated to the goal g. The agent can learn on this interaction, but can also use this interaction to learn other goals; to do so, it can change the goal into a new goal and recompute the reward, resulting in a new interaction (s, s , r g , a, g ). The only constraint for doing this is that reward function R(s, a, s , g ) has to be available. Typically, if an agent has a state as a goal and the reward function is 1 if it is into that state and 0 otherwise. At every interaction, it can change its true goal state for its current state and learn with a positive reward. Several strategies can be used to sample the new goals g [Bai et al., 2019; Ren et al., 2019; Andrychowicz et al., 2017] . Even though complex strategies can improve the policy diversity and exploration through a curriculum, it is out of our scope since it is not an intrinsic motivation.
Information theory
The Shannon entropy quantifies the mean necessary information to determine the value of a random variable. Let X be a random variable with a law of density p(X) satisfying the normalization and positivity requirements, we define its entropy by:
In other words, it allows to quantify the disorder of a random variable. The entropy is maximal when X follows an uniform distribution, and minimal when p(X) is equal to zero everywhere except in one value, which is typically the case with a Dirac distribution. From this, we can also define the conditional entropy on a random variable S. It is similar to the classical entropy and quantifies the mean necessary information to find X knowing the value of an other random variable S:
The mutual information allows to quantify the information contained in a random variable X about an other random variable Y . It can also be viewed as the decrease of disorder brought by a random variable Y on a random variable X. The mutual information is defined by:
We can notice that the mutual information between two independent variables is zero (since H(X|Y ) = H(X)).
Similarly to the conditional entropy, the conditional mutual information allows to quantify the information contained in a random variable about an other random variable, knowing the value of a third one. It can be written in various ways:
We can see with equations (8) and (9) that the mutual information is symmetric and that it characterizes the decrease in entropy on X brought by Y (or inversely). Equation (10) defines the conditional mutual information as the difference between distribution P (Y, X|S) and the same distribution if Y and X were independent variables (the case where H(Y |X, S) = H(Y |S)). For further information on these notions, the interested reader should refer to [Tishby et al., 2000; Ito, 2016; Cover and Thomas, 2012] .
Intrinsic motivation
The idea of instrinsic motivation is to push an agent to get a specific behavior without any direct intervention from the environment. Simply stated, it is about doing something for its inherent satisfaction rather than to get a reward assigned by the environment [Ryan and Deci, 2000] . This kind of motivation refers to developmental learning, which is inspired from the trend of babies to explore their environment [Gopnik et al., 1999] . Historically, the intrinsic motivation comes from the trend of organisms to play and explore their environment without any of them to be rewarded [White, 1959; Ryan and Deci, 2000] . More rigorously, Oudeyer and Kaplan (2008) explain that an activity is intrinsically motivating for an autonomous entity if its interest depends primarily on the collation or comparison of information from different stimuli and independently of their semantics. The main point is that the agent must not have any a priori on the semantic of the observations he receives. We notice that the term of comparison of information refers directly to information theory defined previously. At the opposite, an extrinsic reward results of an unknown environment static function which does not depend on previous experiments of the agent. Berlyne (1965) and Oudeyer and Kaplan (2008) propose multiple kinds of motivations which can be characterized as intrinsic:
• novelty and complexity as being something that the agent does not know;
• surprise and incongruity can attract the agent because it calls into question its previous knowledge;
• ambiguity and in-distinction refer to the agent's misunderstanding of its observations.
Typically, a student doing his mathematical homework because he thinks it is interesting is intrinsically motivated whereas his classmate doing it to get a good grade is extrinsically motivated. In the same way playing with toys to have fun is an intrinsic motivation whereas participating at a TV game show to earn money is an extrinsic motivation. The concept of intrinsic/extrinsic refers to the why of the action, this should not be confused with internality/externality which refers to the location of the reward [Oudeyer and Kaplan, 2008] . Table 1 shows the difference between reinforcement learning and the use of intrinsic motivation. Reinforcement learning is an active process since the agent learns from its interactions with the environment, unlike classification or regression which are supervised methods. Unsupervised learning is, for its part, a passive learning process which is not using predefined labels, or in other words, learns without a feedback. Finally, the substitution of the feedback by an intrinsic reward allows to break free from an expert supervision ; however, the difference remains between intrinsic motivation and unsupervised learning in the sense 
Empowerment
The empowerment has been developed to answer the following question: is there a local utility function which makes possible the survival of an organism [Klyubin et al., 2005; Salge et al., 2014b] ? This hypothetical function should be local in the sense that it does not modify the organism behavior on the very long term (death itself does not impact this function) and induced behaviors have to help species survival. Typically, this function can explain animal's will to dominate its pack, and more generally, the human's wish to acquire a social status, to earn more money or to be stronger, the need to maintain a high blood sugar level or the fear to be hurt [Klyubin et al., 2005; Salge et al., 2014a] . Each of these motivations widens the possibilities of action of the agent, and thereby its influence: a rich person will be able to do more things than a poor one. These motivations are local, in the sense that the reward is almost immediate. Klyubin et al. (2005) named this ability to control the environment the empowerment of an agent. The empowerment is usually defined with information theory. Klyubin et al. (2005) interpret the interaction loop as the sending of information into the environment: an action is a signal being sent while the observation is a received signal. The more informative the action about the next observations, the more the empowerment. Empowerment is measured as the capacity of a channel linking the actions and observations of the agent. Let a n t = (a t , a t+1 , ..., a t+n ) be the actions executed by the agent from time t to t + n, and s t+n the state of the environment at the time step t + n. The empowerment of state s t , noted Σ(s t ), is then defined as:
I(a n t ; s t+n |s t ) = max p(a n t )
H(a n t |s t ) − H(a n t |s t+n , s t ).
Maximizing the empowerment is the same as looking for the state in which the agent has the most control on the environment. Typically, the second term of equation 11 allows the agent to be sure of where he is going, whereas the first term emphasizes the diversity of reachable states. To get a large overview on the different ways to compute the empowerment, the reader can refer to Salge et al. (2014b) . Hereafter in this article, we will focus on the application of the empowerment in the context of RL, that is why we will not detail work using empowerment out of RL context (see e.g. , Guckelsberger et al. (2016 ), Capdepuy et al. (2007 , Salge et al. (2014b) ).
Intrinsic motivation embedded into RL
In this section, we first detail the main challenges of reinforcement learning that can be addressed with intrinsic motivation. We then introduce the global framework integrating RL and intrinsic rewards.
RL problematic
We identified four challenges in DRL where intrinsic motivation provides a suitable solution. In this section, we explain the importance of these challenges and the current limitations of DRL.
Sparse rewards. Classic RL algorithms operate in environments where the rewards are dense, i.e. the agent receives a reward after almost every completed action. In this kind of environment, naive exploration policies such as -greedy [Sutton and Barto, 1998 ] or the addition of a gaussian noise on the action [Lillicrap et al., 2015] are effective. More elaborated methods can also be used to promote exploration, such as Boltzmann exploration [Cesa-Bianchi et al., 2017; Mnih et al., 2015] , an exploration in the parameter-space [Plappert et al., 2017; Rückstiess et al., 2010; Fortunato et al., 2017] or bayesian RL [Ghavamzadeh et al., 2015] . In environments with sparse rewards, the agent receives a reward signal only after he executed a large sequence of specific actions. The game Montezuma's revenge [Bellemare et al., 2015] is a benchmark illustrating a typical sparse reward function. In this game, an agent has to move between different rooms while picking up objects (it can be keys to open doors, torches, ...). The agent receives a reward only when it finds objects or when it reaches the exit of the room. Such environments with sparse rewards are almost impossible to solve with the above mentioned exploration policies since the agent does not have local indications on the way to improve its policy. Thus the agent never finds rewards and cannot learn a good policy with respect to the task [Mnih et al., 2015] . Rather than working on an exploration policy, it is common to shape an intermediary dense reward function which adds to the reward associated to the task in order to make the learning process easier for the agent [Su et al., 2015] . However, the building of a reward function often reveals several unexpected errors [Ng et al., 1999; and most of the time requires expert knowledge. For example, it may be difficult to shape a local reward for navigation tasks. Indeed, you would have to be able to compute the shortest path between the agent and its goal, which is the same as solving the navigation problem. On the other side, the automation of the shaping of the local reward (without calling on an expert) requires too high computational resources [Chiang et al., 2019] .
Building a good state representation. What is a good state representation? Böhmer et al. (2015) argue that, in standard RL, this representation must be markovian, able to represent the true value of the policy, generalize well and low-dimensional. Using an adapted feature space to learn a task can considerably accelerate the learning process [Raffin et al., 2019; de Bruin et al., 2018] and may even help to learn a forward model. The best way to do this may be to construct a minimal feature space with independent features, e.g. one feature for each object [Lesort et al., 2018] . In order to better understand the importance of a relevant state representation in RL, let's consider a simple navigation task where the agent has to reach a target area. If the agent accesses pixels input in a top view, it will have to extract its own position and the target position through complex non-linear transformations to understand which directions it has to take. At the opposite, if it has already access to its position, it will only have to check if its vertical and horizontal positions are greater, equals or smaller than those of the target. In standard RL, this problem is exacerbated, firstly because the only available learning process is the back-propagation of the reward signal, and secondly by the presence of noise in the raw state. It results that if the reward is sparse, the agent will not learn anything from its interactions even though interaction by themselves are rich in information. Furthermore, the state representation fully depends on the task and cannot be generalized to other tasks. Several work concerns the learning of a relevant state representation. Auxiliary losses can complement the reward with supervised learning losses, it relies on information such as immediate reward or other predefined functions [Shelhamer et al., 2016; Jaderberg et al., 2016] . The agent may also use some prior knowledge on transitions [Jonschkowski and Brock, 2015; Jonschkowski et al., 2017] or learn inverse models . There is a large literature on the best way to quickly build this kind of state space, we invite the interested reader to look at [Lesort et al., 2018] for a general review. However, it is still difficult to get an entire disentangled representation of controllable objects since it requires interactions with the environment which do not always depend on the task.
Temporal abstraction of actions. Temporal abstraction of actions consists in using high-level actions, also called options, which can have different execution time [Sutton et al., 1999] . Each option is associated with an intra-option policy which defines the action (low-level actions or other options) to realize in each state when the option is executed. The length of an option, which is the number of executed actions when an option is chosen, is often fixed.
An inter-option policy can be in charge of choosing the options to accomplish. Abstract actions are a key element to accelerate the learning process since the number of decisions to take is significantly reduced if options are used. It also makes easier the credit assignment problem [Sutton and Barto, 1998 ]. This problem refers to the fact that rewards can occur with a temporal delay and will only very weakly affect all temporally distant states that have preceded it, although these states may be important to obtain that reward. Indeed, the agent must propagate the reward along the entire sequence of actions (through equation 4) to reinforce the first involved state-action tuple. This process can be very slow when the action sequence is large. This problem also concerns determining which action is decisive for getting the reward. For example, let's assume that a robot is trying to reach a cake on a table which is far from the robot. If the robot has an option get to the table and follows it, the robot will then only have to take the cake to be rewarded. Then it will be easy to associate the acquisition of the cake (the reward) to the option get to the table. In contrast, if the robot has to learn to handle each of its joints (low-level or primitives actions), it will be difficult to determine which action is responsible of the acquisition of the cake, among all executed actions. Furthermore, using options can make exploration easier when the rewards are sparse. To illustrate this, let's assume that the agent has access to the option get the key in Montezuma's revenge. The problem becomes trivial since only one exploration action can lead to the reward, yet it would require without options an entire sequence of specific low-level actions. This problem arises from the minimal number of actions needed to get a reward.
Regarding the intra-option policy, it can be manually defined [Sutton et al., 1999] , but it requires some extra expert knowledge. It can also be learnt with the reward function [Bacon et al., 2017; Riemer et al., 2018] , but then, options are not reusable for other tasks and are helpless for the exploration problem.
Building a curriculum. Curriculum learning commonly takes place in the framework of multi-task reinforcement learning [Wilson et al., 2007; Li et al., 2009] where one agent tries to solve several tasks. This is about defining a schedule in the learning process. It comes from the observation that learning is much easier when examples or tasks are organized in a meaningful order [Bengio et al., 2009] . Typically, a curriculum could organize tasks in such a way that they are increasingly complex and fit into each other. For example, an helpful curriculum may be to first learn to a robot how to grasp a cube and only then how to move the cube; this way, the robot can take advantage of its ability to grasp a cube to move it. Without any prior knowledge, a robot would probably never succeed in grasping and moving a cube since it requires a large sequence of actions (if the robot handles its joints). Standard methods rely on pre-specified tasks sequences as a curriculum [Karpathy and Van De Panne, 2012] , or expert score which acts as a baseline score [Sharma and Ravindran, 2017] . Some other methods require strong assumptions [Florensa et al., 2017b] , rely on task decomposition [Wu et al., 2018] or availability of source tasks [Svetlik et al., 2017; . It appears that most of the time, in standard methods, curriculum learning requires an expert in one way or another.
Summary. In summary, several issues in RL are entirely or partially unsolved:
Exploration: The agent never reaches a reward signal in case of sparse rewards.
State representation: The agent does not manage to learn a representation of its observations with independent features or meaningful distance metrics.
Building option: The agent is unable to learn abstract high-level decisions independently of the task.
Learning a curriculum:
The agent hardly defines a curriculum without expert knowledge.
All these problems have a common source: reinforcement learning originally tries to solve everything with the extrinsic reward which is a poor source of information. We will see in the following (Sections 4 and 5) how these issues are currently tackled by intrinsic motivation.
A new model of RL with intrinsic rewards
Reinforcement learning is derived from behaviorism [Skinner, 1938] and uses extrinsic rewards [Sutton and Barto, 1998 ]. However Singh et al. (2010) and Barto et al. (2004) reformulated the RL framework to incorporate intrinsic motivation. Rather than considering the MDP environment as the environment in which the agent must realize its task, they suggest that the MDP environment can be formed of two parts: the external part corresponds to the task environment of the agent; the internal part is internal to the agent and computes the MDP states and the total signal reward though previous interactions. Consequently, we can consider an intrinsic reward as a reward received from the MDP environment. The MDP state is no more the external state but an internal state of the agent; it then contradicts what was previously thought as being a limitation of RL [Georgeon et al., 2015] . Figure 1 summarizes the new framework: the critic is the internal part which computes the intrinsic reward and deals with the credit assignment. The state includes sensations and potentially the historic of agent's interactions. The decision can be a high-level decision translated into low-level actions. According to Singh et al. (2010) , evolution provides, a general intrinsic reward function which maximizes a fitness function. We think that such intrinsic motivation can be a meta-skill facilitating the learning of other behaviors. Curiosity, for instance, does not immediately produce selective advantages but enables the acquisition of skills providing by them-selves some selective advantages. More widely, the use of intrinsic motivation enables to obtain intelligent behaviors which can serve goals more efficiently than with only standard reinforcement [Lehman and Stanley, 2008 ] (see Section 4). In practice, there are multiple ways to integrate an intrinsic reward in a RL framework. The main approach is to compute the agent's reward r as a weighted sum of an intrinsic reward r int and the extrinsic reward r ext : r = αr int + βr ext [Burda et al., 2018; Gregor et al., 2016; Vezhnevets et al., 2017; Huang et al., 2019] . In this version, we can think of the intrinsic reward as an intrinsic bonus. When the extrinsic value function is important to compute the intrinsic reward or when the hyper-parameters have to be different, the sum can be made on the value function level, i.e. V (s) = αV int (s) + βV ext (s) [Kim et al., 2019b] . Another possibility is to consider the option framework. Let us notice that since the reward function with intrinsic rewards evolves over time, the agent generally cannot find an optimal stationary policy.
Classification of intrinsic motivation in RL
Oudeyer and Kaplan (2008) already proposed a classification of the different intrinsic motivations where the two major models are either knowledge-based or competencebased. The first one consists in a comparison between agent's predictions and reality, and the second one refers to the performance on self-generated goals. We propose a slightly different classification to encompass the skill abstraction and highlight skill acquisition. Our classification emphasizes two major kinds of intrinsic motivation in RL and is summed up in the Table 2 .
Knowledge acquisition : With this motivation, the agent strives to find new knowledge about its environment. This knowledge can concern what it can/cannot control, the functioning of the world, discovering new areas or understanding the sense of proximity. It is very close to the knowledge-based classification of Oudeyer and Kaplan (2008) . We will see that: 1-it can improve exploration in sparse rewards environments, e.g. by computing an intrinsic reward based on the novelty of the states or the information gain; 2-it can push the agent to maximize its empowerment by rewarding the agent if it is heading towards areas where it controls its environment; 3-it can help the agent to learn a relevant state representation.
Skill learning : We define skill learning as the agent's ability to construct task-independent and reusable skills in an efficient way. There are two core components taking advantage of this motivation: one is about the ability of an agent to learn a representation of diverse skills, the other one is about wisely choosing the skills to learn with a curriculum.
In the next two sections, we review the state-of-the-art by following the classification proposed in the Table 2 .
Knowledge acquisition
In this part, we survey the work related to knowledge acquisition according to the three challenges addressed by this approach. The more significant is undoubtedly the exploration problem since it is the one which concentrates a large part of the literature. Although the amount of work is more timorous, we will see that state representation can also take advantage of an active search for knowledge and that maximizing empowerment is generally sufficient to produce interesting behaviors. We focus our study on recent work and recommend to the interested reader to look at [Schmidhuber, 2010] for an overview on older methods on knowledge acquisition in RL.
Exploration
This subsection describes the three main methods tackling the exploration problem. The first uses error prediction, the second evaluates state novelty and the third is based on information gain. In each case, the intrinsic motivation completes an exploration policy.
Prediction error. The idea is here to lead the agent towards areas where the prediction of the state following a state-action tuple is difficult. We can formalize this intrinsic reward by the prediction error on the next state, computed as the distance between predicted and real next state:
where g is a generic function (e.g. identity or a learnt one) encoding the state space into a feature space andF is a model of the environmental dynamics.In the following, we consider thatF is a neural network that learns a forward model predicting the next encoding state given the current encoding state and action. We will see that learning a relevant function g is here the main challenge. Dynamic Auto-Encoder (Dynamic-AE) [Stadie et al., 2015] computes the distance between predicted and real state in a state space compressed with an auto-encoder [Hinton and Salakhutdinov, 2006] . g is then the encoding part of the auto-encoder. This distance serves as an intrinsic reward. However this approach is unable to handle local stochasticity of the environment [Burda et al., 2019] . For example, it turns out that adding random noise in a 3D environment attracts the agent; it will passively watch the noise since it will be unable to predict the next observation, which can never happen. This problem is also called the white-noise problem [Pathak et al., 2017; Schmidhuber, 2010] . A potential solution would be to make sure that transitions can be learnt, i.e. that transitions are not too stochastic, but this problem is difficult to solve in practice [Lopes et al., 2012] . The intrinsic curiosity module (ICM) [Pathak et al., 2017] learns environment dynamics in a feature space. It first builds a state representation by learning an inverse model, that uses current and next states to predict the action done between them. Thus the function g constrains the representation to things that can be controlled by the agent. Secondly, ICM predicts in the feature space computed by g the next state given the action and the current state (forward modelF ). The prediction error does not incorporate the white-noise that does not depend on actions, so it will not be represented in the feature state space. ICM notably allows the agent to explore its environment in the games VizDoom et Super Mario Bros. In Super Mario Bros, the agent crosses 30% of the first level without extrinsic reward. However one major drawback is the incapacity of the agent to keep what depends on his long-term control, for example, it may perceive the consequences of its action several steps later. Still considering the prediction error as an intrinsic bonus, Burda et al. (2019) propose a summary of the different ways of defining the feature space g. They show, on one side, that using random features can be competitive with ICM method but it could hardly be generalized to environment changes, and on the other side, that using the raw state space (e.g. pixels) is ineffective. AR4E [Oh and Cavallaro, 2019] reuses the ICM module, but encodes the action in a large state space before concatenating it into the current state. This trick seems to improve ICM, but it lacks an analysis explaining the obtained results. EMI [Kim et al., 2019a] entirely transfers the complexity of learning a forward model into the learning of a space and action representation. Then the forward model is constrained to be a simple linear model in the representation space with an additional module which computes the intrinsic non linear error of the dynamics (for example a screen change). The different spaces are computed by maximizing I([s, a]; s ) and I([s, s ]; a) with the variational divergence lower bound of the mutual information [Nowozin et al., 2016] . In other words, g is constructed in order to make a simple linear model efficient as a dynamic model. The intrinsic reward is then the norm of the error of the forward model. EMI outperforms previous work on Atari with a quick timescale and proves to be able to construct an embedding space related to positions. But it does not tackle the white noise problem.
State novelty. There is a large literature on the measure of the state's novelty as intrinsic motivation. At the beginning, the intuition was to add an intrinsic bonus when the agent goes into a state in which it usually never goes [Brafman and Tennenholtz, 2002; Kearns and Singh, 2002] . These methods are said to be count-based. As the agent visits a state, the intrinsic reward associated with this state decrease. It can be formalized with:
where N (s t ) is the number of times that the state has been visited. Although this method is efficient in a tabular environment (with a discrete state space), it is hardly applicable when states are numerous or continuous since an agent never really returns in the same state. A first solution proposed by Tang et al. (2017) , called TRPO-AE-hash, is to hash the state space using SimHash [Charikar, 2002] when it is too large. However these results are only slightly better than those obtained with a classic exploration policy. Other attempts of adaptation to a very large state space have been proposed, like DDQN-PC [Bellemare et al., 2016] , A3C+ [Bellemare et al., 2016] or DQN-PixelCNN [Ostrovski et al., 2017] , which rely on density models [Van den Oord et al., 2016; Bellemare et al., 2014] . Density models allow to compute the pseudo-count [Bellemare et al., 2016] , which is an adaptation of the counting enabling its generalization from a state towards neighbourhood states. The intrinsic reward is then:
whereN (s t ) is the pseudo-count defined as:
with ρ(s) the density model which outputs a probability of observing s, and ρ (s) the probability to observe s after one more pass on s.
Although the algorithms based on density models work on environments with sparse rewards, density models add an important complexity layer [Ostrovski et al., 2017] . In order to decrease this computational complexity, φ-EB avoids modelling the density on the raw state space, but on a feature space induced by the computation of V (s). The results are quiet impressive on Montezuma's revenge considering the cutback in the computational cost. The latent space can also be computed with a variational auto-encoder [Vezzani et al., 2019] . More indirectly, DQN+SR [Machado et al., 2018] uses the norm of the successor representation [Kulkarni et al., 2016b] as intrinsic reward. To justify this choice, the authors explain that this bonus is correlated to the counting. Cleverly, DORA the explorer [Fox et al., 2018] uses an other MDP which contains no rewards. The value of a state in this MDP is biased optimistically, in such a way that it decreases as the agent updates it. The computed value is used as an approximation of the count. The approach is natural in a continuous space, but it lacks some experiments comparing it with existing approaches . Finally, RND [Burda et al., 2018] assesses state novelty by distilling a random neural network (with fix weights) into an other neural network. For every states, the random network produces random features which are continuous. The second network learns to reproduce the output of the random network for each state. The prediction error is the reward. This amounts to reward state novelty since the error will be high when the second network has still not visited many times the concerned state, and the error will be low after it learned a lot on it. However the agent does not manage to learn long-term exploration. For example, in Montezuma's revenge, the agent uses its keys to open first the doors it sees, but it does not manage to access to the two last doors. In addition, RND has the highest score on Montezuma's revenge, but with a significantly larger number of steps (see Table 3 ). Lastly, random features can be insufficient to represent the wealth of an environment.
Novelty as discrepancy towards other states. An other way to evaluate the state novelty is to estimate it as the distance between a state and states usually covered. With D as a distance function and B as a distribution of states among a moving buffer, we can describe this kind of rewards as :
Informed exploration [Oh et al., 2015 ] uses a forward model to predict which action will bring the agent in the most different states compared to its d last visited states. THE Authors use a gaussian kernel. However they do not use this distance as an intrinsic reward but as a way to choose the action instead of -greedy strategy. It would be interesting to evaluate it as an intrinsic reward. EX 2 [Fu et al., 2017] learns a discriminator to differentiate states from each other: when the discriminator does not manage to differentiate the current state from those in the buffer, it means the agent has not enough visited this state and it will be rewarded, and inversely if it is able to make the differentiation. CB [Kim et al., 2019b] mixes up prediction error and state novelty. It gets inspiration from the deep variational information bottleneck [Alemi et al., 2016] : it computes a latent state space by maximizing the mutual information between the state value and this latent space, with a latent distribution as entropic as possible. The intrinsic reward for a state is then the KL-divergence between a fixed diagonal Gaussian prior and posterior of the distribution of latent variables. It results that, as long as the agent does not find any reward, it will look for rare states which have a distribution in the latent space different from the prior. When the agent finds the reward, the latent distribution will be different from the prior and the intrinsic reward will guide the agent towards interesting areas. While this approach seems interesting to avoid distractors and provides good results on Gravitar and Solaris, it requires an extinsic reward to avoid stochasticity. A similar KL-divergence intrinsic reward can be found in VSIMR [Klissarov et al., ] , but with a standard variational auto-encoder (VAE) acting as an auto-encoder. The episodic curiosity module (ECO) [Savinov et al., 2018] deepens this idea by taking inspiration from episodic memory. The proposed model contains a comparison module (trained with a siamese architecture [Zagoruyko and Komodakis, 2015] ) able to give a bonus if the agent is far from the states contained in a buffer. Therefore, it computes the probability that the number of necessary actions to go to a selected state (in a buffer) from the current state is below a threshold. By storing sparse states into a buffer, the agent sets reference points in the environment and tries to get away from them, like a partitioning of the environment. The probability that the agent is away of every buffers is used as an intrinsic reward. This model has been applied on 3D environments like DMLab [Beattie et al., 2016] or VizDoom [Kempka et al., 2016] and enables an agent to explore the overall environment. However, to compute the intrinsic reward, the agent has to compare its current observation to each memorized state. Scaling up this method may then be difficult when the state space is rich since it will require more states to efficiently partition the state space. On the other side, this method does not suffer from the white-noise problem (cf. §4.1). State marginal matching (SMM) is a method closed to pseudo-count, but computes the KL-divergence between state distribution induced by the policy and a target distribution. In fact, when the target distribution is the uniform one, the agent strives to maximize the state entropy. This objective is also combined with the discriminative policy objective explained in section 5.1, which induces a distribution of trajectories. Their results are interesting on navigation tasks, but they are not compared to usual exploration benchmarks.
Among methods based on the computation of state novelty, Stanton and Clune (2018) distinguish inter-episodes novelty, used by A3C+ [Bellemare et al., 2016] , and intraepisodes novelty, which we can find in ECO [Savinov et al., 2018] and informed exploration [Oh et al., 2015] . Typically, intra-episodes novelty will reset the state count at the beginning of each episode. It could be a way to overcome RND [Burda et al., 2018] issue to handle long-term exploration.
Information gain. The information gain is a reward based on the reduction of uncertainty on environment's dynamics [Oudeyer and Kaplan, 2009; Little and Sommer, 2013] , which can also be assimilated to learning progress [Oudeyer and Kaplan, 2009; Schmidhuber, 1991; Frank et al., 2014] or bayesian surprise [Itti and Baldi, 2006; Schmidhuber, 2008] . This allows, on one side, to push the agent towards areas it does not know, and on the other side to prevent attraction towards stochastic areas. Indeed, if the area is deterministic, environment's transitions are predictable and the uncertainty about dynamics can decrease. At the opposite, if transitions are stochastic, the agent turns out to be unable to predict transitions and does not reduce uncertainty. If θ is the parameter set of a dynamic parametric model and U refers to uncertainty, this can be defined as:
Exploration strategy VIME [Houthooft et al., 2016] formalizes learning progress in a bayesian way. The interest of bayesian approaches is to be able to measure the uncertainty on the learned model [Blundell et al., 2015] . Thus, the agent approximates these dynamics with a bayesian neural network [Graves, 2011] , and computes the reward as the uncertainty reduction on weights. In other words, the agent tries to do actions which are informative on dynamics.
In a similar way, Achiam and Sastry (2017) replace the bayesian model by a classic neural network followed by a factorized gaussian probability distribution. Two rewards are evaluated: the first one (NLL) uses as intrinsic bonus the cross entropy of the prediction, and the second one (AKL) the improvement of the prediction between the time t and after k improvements at t + k. Although these methods are simpler than VIME, their benefit in terms of performance is mitigated. More creatively, train several (generally 5) forward models in a feature space and estimate their mean predictions. The more the models are trained on a state-action tuple, the more they will converge to the expectation of value of the features of the next state. The intrinsic reward is then the variance of the ensemble of predictions. The benefits are that the variance is high when forward models are not learned, but low when the noise comes from the environment since all the models will converge to the mean value. It appears that this method performs similarly to state of the art approaches [Burda et al., 2019] and handles the white-noise effect. However the main intrinsic issue is computational since it requires multiple forward models to train. A similar idea can be found with MAX [Shyam et al., 2018] , but using the Jensen-Shannon Divergence between distributions of stochastic forward models instead of the variance across outputs of models.
Conclusion. To conclude, the exploration problem is probably the largest use case for intrinsic motivation. We provide a synthesis of our analysis in Table 3 . A complementary benchmark can be found in [Taïga et al., 2019] . There are multiple distinct heads: most count-based approaches are adapted for fully-observable MDPs, like Montezuma's revenge; error prediction is relatively simple but relies on a good state representation; information gain methods are particularly adequate to prevent the whitenoise problem. In fact, before choosing the right exploration method, it is important to consider the tradeoff between computational cost and efficiency. On simple environments, simple methods can perform well. So far, the more complex tested environment is Montezuma's environment, however it might be necessary to consider larger/infinite environments like Minecraft [Johnson et al., 2016] to wisely advice and compare these methods. Indeed, it would be important to know how count-based methods [Ostrovski et al., 2017] or EC [Savinov et al., 2018] scale to these kind of environments. Furthermore, to our knowledge, few works tried to adapt these exploration processes to a multi-agent scenario, which is known to have an exponentially larger state space [Oliehoek, 2012] . Among them, Iqbal and Sha (2019) introduce different ways to guide the exploration process, but only consider very simple tabular environments.
Empowerment
As presented in Section 2.5, an agent maximizing the empowerment tries to have the most control on the environment. Thus in RL, to maximize the empowerment, the agent is rewarded if it is heading towards areas where it controls its environment. The intrinsic reward function is then defined as:
where ω(a|s) is the distribution choosing actions a n t . Ideally, ω(a|s) is the distribution maximizing equation 18 in accordance with equation 11. The problem is that p(a|s, s ) is hard to obtain because it requires p(s |a, s) which is intractable. Mohamed and Rezende (2015) propose to compute the empowerment by approximating the equation 18. To do this, they compute a lower bound of mutual information, used in many other work on empowerment:
I(a; s |s) ≥ H(a|s) + E p(s |a,s)ω(a|s) log q ξ (a|s, s ).
(19) The idea is to learn an approximator q ξ of the probability distribution p(a|s, s ) in a supervised way with maximum likelihood method by using data that the agent receives from the environment. This approach allows to generalize the computation of the empowerment in order to process continuous observations. In this work, experiments show that the maximization of the empowerment is particularly useful in dynamic environments, i.e. environments where the agent's state can change even if the executed action is stationary (e.g. the agent does not move). The classic example provided in Mohamed and Rezende (2015) is the prey-predator environment: the prey is the learner and tries to avoid to be caught as its death will cause a loss of control on the next states. Implicitly, the prey avoids to die by maximizing its empowerment. In contrast to a dynamic environment, a static environment has a static optimal policy (the agent stops moving when its finds the best state) making empowerment as an intrinsic reward less interesting according to a task. However, experiments proposed in Mohamed and Rezende (2015) use planning methods to estimate empowerment instead of interactions with the environment to collect data, which implies the use 1 High-dimensional 2 Low-dimensional 3 Neural network of a forward model. et al., 2016] tries to maximize empowerment with interactions with the environment using ω(a|s) = π(a|s). The intrinsic reward then becomes :
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where h is the observation history (including current observation and action). The experiments on diverse environments show that learned trajectories lead to diverse areas and that a pretraining using empowerment helps to learn a task. However, learned tasks are still relatively simple.
Mega-reward formalizes differently empowerment; instead of directly using mutual information, it cuts out the pixel space into a matrix which defines the probability of control of the corresponded part of the image. The intrinsic reward is then a matrix sum. They also show that the matrix can act as a mask to hide uncontrollable features, what other intrinsic explorations methods [Burda et al., 2018] can benefit from to reduce the white-noise problem in a long-term way (as opposite to ICM method which detects short-term controllable features). However the method is inherently linked to pixel state environments. Chuck et al. (2019) provide a specific architecture relying on multiple assumptions such as the fact that an object can not spontaneously change its direction or its proximity to objects its interacts with. The agent formulates hypothesis on the controllability of objects, which it tries to verify through a specific policy rewarded with an intrinsic verification process. Checked hypothesis can then be used directly as skills. Empowerment may also be interesting in multi-agents RL. Multi-agents RL is similar to mono-agent RL except that several agents learn simultaneously to solve a task and have to coordinate with each other. Jaques et al. (2019) show that in a non-cooperative game, as social dilemma , an empowerment-based intrinsic reward could stabilize the learning process. In fact, it compensates the decrease of individual reward caused by a policy maximizing the long-term reward of all the agents.
Conclusion. Empowerment is an interesting method to avoid an extrinsic reward and keep various complex behaviors. The main difficulty using empowerment in RL is its computation. Several approaches use an environment model to compute the reward based on empowerment [Mohamed and Rezende, 2015; de Abril and Kanai, 2018] . However the very essence of RL is that the agent does not know a priori environment dynamics or the reward function. Existing work in this context remains relatively limited and is not sufficient to demonstrate the potential of empowerment to help the learning process. It is interesting to note that empowerment can push an agent to learn behaviors even in a priori static environments. Indeed, let's Method Stochasticity Efficiency Score Timesteps Prediction error No features [Burda et al., 2019] No HD 1 forward model ∼ 160 200M VAE Dynamic-AE [Stadie et al., 2015] No Forward model / AE 0 5M Random features [Burda et al., 2019] No Forward model ∼ 250 200M VAE features [Burda et al., 2019] No Forward model / VAE ∼ 450 200M ICM features [Burda et al., 2019] Yes Inverse model ∼ 160 200M [Kim et al., 2019a] Forward model 161 40M AR4E [Oh and Cavallaro, 2019] Yes Inverse model n/a n/a HD forward model EMI [Kim et al., 2019a] No [Oh et al., 2015] No Forward model n/a n/a EX 2 [Fu et al., 2017] Yes Discriminator n/a n/a CB [Kim et al., 2019b] No IB ∼ 1700 n/a VSIMR [Klissarov et al., ] No VAE n/a n/a ECO [Savinov et al., 2018] Yes Siamese architecture n/a n/a Several Comparisons SMM Almost no VAE n/a n/a Discriminator Information gain VIME [Houthooft et al., 2016] Yes Bayesian forward model n/a n/a AKL [Achiam and Sastry, 2017] Yes Stochastic forward model n/a n/a Ensembles [Pathak et al., 2019] Yes 5 LD forward models n/a n/a Table 3 : Comparison between exploration strategies with intrinsic motivation. Stochasticity indicates whether the model handles the white-noise problem (a deeper analysis is provided in §6.1). Efficiency refers to highly expensive models added to standard RL algorithm. Score is the mean score on Montezuma's revenge and the number of timesteps executed to achieve this score. We also integrate results of some methods tested in other papers than the original one. Our table does not pretend to be an exhaustive comparison of methods but tries to give an intuition on their relative advantages. We invite the reader to have a look to the original articles for a more thorough study.
assume that the agent does not choose primitive actions directly, but options instead. If it has not learned options, it will be unable to distinguish them, thus it is as if the agent had no control on the environment. On the contrary, if its options are perfectly distinguishable in the state space, the agent has control on its environment. In fact, the issue is not about choosing the states maximizing empowerment, but about defining options which increase overall empowerment. We will come back to this point in Section 5.1.
Learning a relevant state representation
Learning a relevant state representation is the ability of the agent to project its raw state onto a feature space with meaningful properties (cf. §3.1). Random policies as well as task-specific policies only access a subset of the state space, which can prevent the construction of a disjoint state representation. Indeed the distribution and sequence of states reached by the agent strongly depends on the overall policy of the agent. Intrinsic motivation brings here high interests as it enables to construct a policy generating the right distribution of interactions. Generally, two successive states must be close in the built feature space. Taking into account states independently is not sufficient to produce an efficient representation. Moreover it is desirable to separate the different objects to which the agent can pay attention since it facilitates the learning process. We will study in these subsection how intrinsic motivation gives a valuable alternative to standard methods, by providing interactions in the environment that take into account the necessary temporality of the observations [Caselles-Dupré et al., 2019; de Bruin et al., 2018] and their causal link. An other interest is the fact that no supervision is needed.
State space as a measure. Florensa et al. (2019) consider a goal-parameterized problem where the goal space is the state space. They propose a specific reward to learn a state representation for which the L2 distance between two states is proportional to the minimal number of actions needed to go from one state to the other. To do so, the intrinsic reward function is composed of two parts: the first part imposes that the agent reaches the goal with a binary reward, the second part constrains the distance between two consecutive steps to be around 0. However, they assume that a goal is provided in the state space and they lack more elaborated experiments showing the relevance of their approach. Ghosh et al. (2019) make use of intrinsic motivation in an other way. They assume that a goal-conditioned policy trained with intrinsic motivation is available (where the goal space is the state space). Then they use trajectories of this policy to learn a state space representation where the L2 distance between two goal states corresponds to the expected KL-divergence of policies from an uniform distribution of states. Interestingly, they manage to heavily differentiate subsets of the state space which are separated by a bottleneck.
One feature for one object of interaction. Thomas et al. (2017) try to learn independent factors of variation in the embedding space. The goal is presented as a variation of one feature in the embedded space, which is learnt simultaneously with the policy. For example, such feature can be the light of a room, and a policy relative to this factor of variation can be the fact of switching it off or on. The reward is thus the maximization of the chosen variation factors in comparison with other variation factors. The agent manages to assimilate a factor of variation only to a deterministic static object but it is not clear how the agent can generalize across moving objects. This approach has been further extended to also represent factors of variation of uncontrollable features (an unalterable barrier for example) [Sawada, 2018] . To conclude, although most of the work does not consider the learning of state representation as a task in itself [de Bruin et al., 2018] , it allows to construct a state space with meaningful properties. We strongly believe that an active learning process is required to understand properties of the world. Interesting events exhibiting these properties are rare with random actions whereas it can be common with specific goals. Typically, it is easier for an agent to distinguish two different objects if the agent tries to move them independently. It will take a lot longer if he just waits for one movement to accidentally happen. As an other example, he can only understand the concept of distance by moving towards objects.
Skill learning
In our everyday life, nobody has to think about having to move his arms' muscles to grasp an object. A command to take the object is just issued. This an be done because an acquired skill can be effortlessly reused. At the opposite, while we learnt to grasp objects, we did not try to learn to move our ears because it is almost impossible. Intrinsic motivation provides a useful tool to learn learnable skills (or options) without the need of hand-engineering tasks. In this section, we will first review how an agent can learn a representation of various skills by using intrinsic rewards to learn intra-option policies. Second, we will present methods concerning how to choose which skills to train on, i.e. how to use intrinsic motivation to learn inter-option policies.
Skill abstraction
Skill abstraction is the ability of an agent to learn a representation of diverse skills in an unsupervised way. Skills or goals generated by the agent are options (cf. §3.1).
In comparison with multi-objective RL [Liu et al., 2015] , skills are here generated in an unsupervised way. In this work, the agent generally learns on two timescales: on the one hand it generates options and learns associated intraoptions policies using an intrinsic reward; on the other hand if a global objective (or task) exists, it will learn to use its skills to realise this global objective using the extrinsic reward associated to the task. One way to learn intra-options policies is to use UVFA (c.f §2.2). It's also possible to use HER ( §2.2) since the reward function R(s, a, s , g ) can be computed without additional interactions when we only use an intrinsic reward.
Key aspects are first to learn interesting skills which can be transferred between several tasks. These skills can be even more transferable if they are uncorrelated from the learned task [Heess et al., 2016] . Second, temporal abstraction of executed actions through acquired skills makes the learning process easier. Let's take, as an example, MuJoCo [Todorov et al., 2012] , which is a usually used environment in works related to skills. In this environment, the joints of the robot can be controlled by an agent to achieve, for example, locomotion tasks. The idea of some work is to generate skills like move forward or move backward with an intrinsic reward. These skills can then be used for a navigation task.
In the following, we will present several works incorporating an expert reward in a hierarchical algorithm, demonstrating the potential of the approach. Then we will study two main research directions on self-generation of goals. The first one uses the state space to generate goals and compute the intrinsic reward; the second one uses information theory to generate skills based on a diversity heuristic.
Between expert rewards and intrinsic rewards. Seminal work shows the interest of decomposing hierarchically actions. Among them, Kulkarni et al. (2016a) present the hierarchical-DQN in which the goal representation is expertly defined with tuples (entity, relation, entity2). An entity can be an object on the screen or an agent, and the relation notably refers to a distance. Therefore, the goal can be for the agent to reach an object. This reward is one if the goal is reached, zero otherwise. They show that it can help the learning process particularly when rewards are sparse like in Montezuma's revenge. However, by avoiding learning skill representation, this obfuscates the main problem: it is difficult to choose which features are interesting enough to be considered as goals in a large state space.
Other works demonstrate the potential of the approach using auxiliary objectives specific to the task [Riedmiller et al., 2018] Formally, when the last state of the option is considered, these approaches compute the intrinsic reward with:
where D is a distance function, g t is the goal chosen by an inter-option policy, and f a representation function which can be identity. When the direction is taken as intrinsic reward, it can be described with:
where s f is the agent's state at the end of the option. [Nachum et al., 2019] tries to bound sub-optimality of the goal representation, giving theoretical guarantees. The agent turns out to be able to learn everywhere by selecting important features for the task.
Mutual information between goals and trajectories. The second approach does not need a distance function but rather consists in maximizing mutual information between a goal and its associated trajectory. With τ the trajectory during the option, s i the initial state, f a function selecting a part of the trajectory, g t a goal provided by an inter-option policy or sampled uniformly, we can compute the intrinsic reward as:
Informally, it is about learning skill according to the ability of the agent do discern them from the trajectory (i.e. covered states) of the option's policy. The agent goes towards areas for which it can guess the option it has chosen. In other words, it enforces the building of diverse policies. SNN4HRL [Florensa et al., 2017a] learn skills by maximizing equation 23. Each goal is uniformly generated, so maximizing this equation is like minimizing H(g|f (τ )) (cf. equation 8). But this is equivalent to maximizing the intrinsic reward log q(g|f (τ )) (cf. equation 19). In order to compute the probability q, the state space is discretized into partitions, making it possible to count the number of visits of each partition for the current objective g. With this count, the agent can compute the probability q with a simple normalization. f (τ ) assigns states from the trajectory to their partition. Then, once the agent has learned the skills, it is integrated in a hierarchical structure in which a manager, or inter-option policy, chooses the goals to accomplish. Let us notice that the goal space is here discrete. VALOR [Achiam et al., 2018] and DIAYN [Eysenbach et al., 2018] reflect the same idea, but differ from previous work firstly by using a neural network rather than a discretization to compute log q(g|f (τ )) and secondly in choosing f as a part of the trajectory of the skill in the environment. The agent manage to learn a locomotion task in a state space of more than 100 dimensions. Furthermore, they show the interest of this method as a pre-training for hierarchical reinforcement learning and as initialization for learning a task. DIAYN chooses f (τ ) as a state of the trajectory and computes the intrinsic reward at every iteration of the trajectory. VALOR distinguishes itself by considering f (τ ) as an aggregate of all states in the trajectory and by assigning the reward at the end of the trajectory. With VALOR, the agent manages to learn up to 10 different skills and up to 100 by gradually increasing the number of goals with a curriculum [Achiam et al., 2018] . VIC [Gregor et al., 2016] already did some experiments with the same approach, but on simpler environments and without exhibiting the same diversity of skills. Similar work to VALOR can be found in [Binas et al., 2019 ], but it was tested on a simpler environment.
Three main limits of these approaches can be identified. Firstly, it is hard to see how these methods could be applied on environments that are different from MuJoCo, which seems adequate to these methods since the agent often falls in the same state (on the floor) when the goal is uninteresting. Secondly, the agent is unable to learn to generate goals without unlearning its skills. This way, the goal distribution generated by the agent has to stay uniform [Gregor et al., 2016; . Thirdly, none of these approaches tries to use a continuous embedding of trajectories.
DISCERN [Warde-Farley et al., 2018] tackles the last issue and considers the goal space as a state space. Then it does an approximation of log q(g|c) by trying to classify the final state of the trajectory as the right goal among other goals selected from the same distribution as the real one. This is like learning to find the closest goal to the final state from a set of goals. SeCTAR [Co-Reyes et al., 2018] extends differently this approach: the agent learns to encode trajectories into a latent space, and to decode in the same way than a VAE. In addition, the trajectories generated by the latent-conditioned policy and those of the decoder learn to be consistent with each other. The advantage of this approach is that it can take advantage of the decoder to use it as a forward model at the option level. Doing so, it manages to get interesting results on simple environments using a planning method. The major limitation is the use of recurrent neural networks, which are known to be computationally expensive, of two different policies (one is exclusively used to explore and the other to change the trajectories distribution of the encoder-decoder) and the fact that the learning process is not carried out endto-end. Their decoder is particularly computationally ineffective for planning since it predicts the entire trajectory of the closed-loop option. DADS [Sharma et al., 2019] maximizes a similar objective and uses model predictive control [Garcia et al., 1989] (MPC) to plan on the behavior level.
To maximize the objective, they rather compute the reward as log(q(s t+1 |g, s) which facilitates the use of a continuous goal space, but they rely on a stochastic parameterized distribution as predictive model and, as a result, it is not clear how well they perform without the access to the (x, y) coordinates.
Hausman et al. (2018) propose a way to learn theses policies with an extension of the Retrace algorithm for off-policy learning, in the setting of multitask learning. They manage to learn several trajectories for one task by learning a distributions p(g|t) where t is the task. Although, after training on several tasks, learning a new distribution p(g|t ) is enough to solve a new task t , that is not a bottom-up approach, this is not studied in a hierarchical application and pre-training tasks have to be related to the new task to find an optimal policy. It should be mentioned that some articles try to maximize a similar diversity goal with a predictive model and distance function . However this is throwing away some advantages of this approach, which consists into avoiding a distance function and handling stochastic skills.
We have stated at §4.2 that the empowerment of an agent improves as skills are being distinguished. Work presented here implicitly increases the empowerment of an agent, from the option policy point of view. Indeed, it maintains a high entropy on goals and associates a direction in the state space to a goal. Therefore, if a is an option, H(a|s) is maximal since the probability distribution is uniform, and H(a|s, s ) decreases as the agent learns to differentiate between options.
Conclusion. To summarize, there are two main groups of work about self-generation of goals. The first ensemble considers its objectives as states, the advantage is then to have a continuous space enabling interpolation. The disadvantage is that it requires to find the right comparison metric and the right way to compress the state space. Otherwise, the agent is not able to let the inter-option policy produces high-dimensional actions and is unable to discern similar states from different states. The second ensemble takes advantage of information theory to partition trajectories. The option space has a limited size but intra-option policies suffer from catastrophic forgetting and skills are more stochastic. Table 4 summarizes the classification of methods which learn a goal embedding.
Curriculum learning
So far we have seen that option learning improves both exploration when learned in a bottom-up way, and the credit assignment; that the use of motivations may help to build state feature space with specific and helpful properties; and that intrinsic motivation may guide the agent towards novel states. However, these methods are not incompatible with each other. Goal-parameterized policies could benefit from both properties of the state space and exploration process at the inter-option policy level. Here, we emphasize some works at the intersection between these intrinsic motivation, particularly, the point is to usually explore the parameterized goal space in order to quickly learn a set of skills. The objective is here to learn to choose an objective which is neither too hard nor too easy to facilitate the learning of an agent. Specifically, this kind of work tries to learn an efficient curriculum among the tasks of an agent, the counterpart is that this work generally assumes more prior knowledge.
To be efficient, the curriculum must avoid forgetting what an agent has previously learned and avoid trying to learn unlearnable tasks or fully learned tasks.
Modelling the problem of choosing a task. A common way to choose a task to learn is to use the learning progress, which rewards the agent only if it is making progress. It is generally defined as the first order derivative of the performance:
where o T is a task and T is the number of time a task has been chosen.
Teacher-Student [Matiisen et al., 2017 ] models the problem of choosing a task as a non-stationary multi-armed bandit which aims to improve the learning progress of a task-specialized policy. The agent chooses an external task among a set of tasks and tries to solve it with a taskspecific reward. The authors propose to evaluate the learning progress with the coefficient of the slope of the reward progress computed with a simple linear regression through recent interactions. However, tasks are just a different setting of the same carefully designed objective. For example, the agent has to reach a similar target in a larger and larger labyrinth rather than going towards a target to pick up an object to use it somewhere else. It makes the policy easily generalisable. CURIOUS [Colas et al.
, 2019] models the problem likewise, adds diverse hand-made tasks (for example, reaching a cube, pushing it into an other) and integrates hindsight experience replay. The learning progress is computed as the difference of rewards earned between two evaluation step, where an evaluation step consists in the mean reward obtained from the previous l episodes of the task. Even if the agent manages to learn across different tasks, it can take advantage of hindsight experience replay as long as tasks rewards overlap, or are even close to each other. IMGEP [Forestier et al., 2017] also describes a RL framework with a hand-made goal space where the agent selects the goal with a similar learning progress measure. M-GRAIL [Santucci et al., 2019] treats interrelated tasks by modelling the problem as markovian and adding information on already solved goals into the high-level state. There are several issues: the agent learns a different policy per task, relies on low-level reward prediction and generalization to more diverse tasks is not clear. Among all these works, it appears that computing the learning progress is difficult and requires an evaluation step. Although not used with an RL agent, propose multiple other methods to compute the learning progress for learning to choose a task by leveraging the distribution model of a stochastic neural network. In particular, they introduce the variational complexity gain, which can be measured as the difference between two consecutive KL-divergence between a fixed prior and the posterior over the parameters of the model (the task learner). In the same way, Linke et al. (2019) introduce the weight change with an adaptive learning rate. CLIC [Fournier et al., 2019] extends and improves over CURIOUS by no longer considering some predefined tasks but using an other intrinsic reward to manipulate objects. This reward is computed as the distance, for only one specific feature or object, between the current state and the final state of the agent. However, this work is based on the assumption that the state space is disentangled, i.e. each feature corresponds to the state of one object.
Adversarial training. In the paradigm of adversarial training, two modules face each other: the first one, the generator, tries to fool the second, the discriminator, which must avoid to be mistaken. As they progress, the generator proposes more and more convincing data whereas the generator is getting more and more harder to fool. Goal-GAN learns to generate more and more complex continuous goals with a Generative Adversarial Networks (GAN) [Goodfellow et al., 2014] in order to make the policy progressively learn to go everywhere. The generator of the GAN learns to produce goals which are at intermediate difficulty and the discriminator learns to distinguish these goals from others. Intermediate difficulty is characterized as a goal that an agent succeeds from time to time. In this article, the intrinsic reward relies on an hand-engineered indicator function which attributes the binary reward if the agent is close to a goal. Also the parameterized goal space is assumed to be known, for example, they present the goal space as the (x, y) coordinates whereas the state space is larger. Venkattaramanujam et al. (2019) extend GoalGAN and try to learn an embedding space where the L2 distance between two states is proportional to the number of action needed to go from one state to the other (similarly to work in section 4.3). To do so, they train a predictor of state distance on states separated by random actions. Sukhbaatar et al. (2018) apply adversarial method to learn a goal space which is a compressed state space. During a pre-training step, an agent (generator) tries to go into the state that an other agent (discriminator) went into, whereas the discriminator learns to go into areas the generator cannot reach. In other words, the generator tries to product trajectories that the discriminator can not differentiate from its own. Thus, the reward of the generator is one if a distance function between the discriminator's final state and its own final state is under a predefined threshold; the reward is reversed for the discriminator. Due to the used architecture, the generators implicitly learn to compress the goal state. This goal space can be used to solve an afterwards task in a hierarchical way. In addition, their mechanism can be used to improve exploration. However, this method is still limited by the need of an expert for designing the reward function.
Conclusion. To conclude, exploration can also be determinant in a goal space. We identified two methods for doing that, which we summarize in table 5: the first one models the problem of choosing a task as a multi-armed bandit or as a MDP, the second one uses adversarial training to generate adequate tasks. It has been shown that it could significantly accelerate the skill acquisition. However most of this work relies on strong assumptions to measure the accomplishment of the option. We believe that further work will have to relax these assumptions. An interesting inspiration could be taken from Powerplay [Schmidhuber, 2013] . This is a theoretical and global framework beyond such assumptions which is continually searching for new tasks, however it still lacks a concrete application.
Limitations and challenges
In this section, we review the limitations of the different methods previously discussed. This review enables us to have a thorough analysis on the role of these methods in 
Limitations and challenges of the methods
Much work is limited by challenges out of the scope of RL, such as the performance of density models [Bellemare et al., 2016; Ostrovski et al., 2017] or predictive models [Nachum et al., 2018; Nair et al., 2018] , or the difficulty to approximate mutual information between two continuous random variables [Gregor et al., 2016] . These limitations are beyond the scope of this article and we focus here only on challenges related to RL. Despite the heterogeneity of work on intrinsic motivation in RL and the specific limitations of each method, we select and present in this section five major issues and challenges related to these approaches.
Environment stochasticity. A lot of work in section 4.1 (related to exploration problem) create their reward with prediction error instead of the improvement of prediction error (see §7.2 for a thorough analysis). This discrepancy explains the difficulty of several works to handle the whitenoise effect [Burda et al., 2019] or, more generally, to handle the stochasticity of the environment. Some articles from the state of the art handle this issue (see table 3 ), but each of them has drawbacks:
ICM [Pathak et al., 2017] can not differentiate local stochasticity from long-term control.
Count-based methods [Ostrovski et al., 2017; Tang et al., 2017; Burda et al., 2018] can only handle regular stochasticity. To illustrate the concept of regular stochasticity, let's assume that one (state,action) tuple can lead to two very different states with 50% chance each. The algorithm can count for both states the passage number, then the algorithm would take twice as long to avoid to be too much attracted. However if the state is a new randomly generated one every time, it is not clear how these methods could resist the temptation of going into this area.
State comparison [Savinov et al., 2018; Fu et al., 2017] relies on a large number of comparison between states. It is unclear how it could scale to a larger number of states. Kim et al. (2019b) can avoid distractors at the condition that the agent finds extrinsic rewards.
Information gain [Houthooft et al., 2016; Achiam and Sastry, 2017] seems particularly adequate since the agent only considers the progress in the learning of dynamics, and the speed of progress is related to the degree of stochasticity. However it is difficult to apply in practice as evidenced by its score. Similarly, related exploration methods (c.f §5.2) in the goal space uses a similar motivation, denoted as learning progress. We saw that it was particularly efficient but hard to compute.
Additionally, Burda et al. (2019) highlight that, even if an environment is not truly random, the agent can get stuck in some parts of the environment. To illustrate this, the authors placed a television in their 3D environment and added a specific action to randomly change the picture of the displayed picture. It turns out that their agent (ICM and prediction with random features) kept looking at the picture. It would be interesting to test a broader class of algorithms in order to test their abilities to handle such a difficult stochastic setting.
In fact, there is a lack of distinction between stochasticity in the environment and uncertainty relative to environment dynamics, although the agent must act differently according to these two types. We will discuss it again in Section 7.4.
Long-term exploration. To our knowledge, none of the existing approaches handles long-term information search. The most challenging used benchmarks in the current state of the art are DMLab and Montezuma's revenge, yet very sparse reward games such as Pitfall! are not currently addressed and should be investigated. In Pitfall!, the first reward is reached only after multiple rooms where it requires specific action sequences to go through each room. State of the art on intrinsic motivation methods [Ostrovski et al., 2017] achieve 0 mean reward in this game. At the opposite, imitation RL methods [Aytar et al., 2018; Hester et al., 2018] are insensitive to such a specific reward, and thus, exceed intrinsic motivation methods with a mean reward of 37232 on Montezuma's revenge and 54912 on Pitfall!. Even though these methods use expert knowledge, this performance gap exhibits their resilience to long-term rewards. Compared with intrinsic reward methods, which do no exceed a 10000 score on Montezuma's revenge and hardly achieve a score on Pitfall! [Ostrovski et al., 2017] , it shows that intrinsic motivation is still far to solve the overall problem of exploration. Furthermore, we want to emphasize that the challenge is enhanced when the intrinsic reward itself is sparse [Burda et al., 2018] . In Montezuma's revenge, it is about avoiding to use a key too quickly in order to be able to use it later. In every day life, it can be about avoiding to spend money too quickly. In fact, it looks like an exploration issue in the exploration process. Intrinsic reward can guide the exploration at the condition that the agent finds this intrinsic reward. Ecoffet et al. (2019) explain that such sparse intrinsic reward can result of a distant intrinsic reward coupled with catastrophic forgetting and action's stochasticity. This challenge could be solved with an approach using planning methods . Hierarchical skills learning could be a solution, transforming the long-term reward into a short-term reward with a multi-level skill hierarchy [Riemer et al., 2018] . This double intuition has already been developed by Co-Reyes et al. (2018) but could be further deepened.
Binding skills learning and exploration. For two reasons, we claim that skill learning can be an important source of improvement for the exploration issue. We already have investigated the direct interest of skill learning to explore ( §3.1) and found that it can reduce the noise of standard exploration methods resulting in a faster access to the sparse reward. In addition to that, we saw that skill learning makes the credit assignment more effective and faster. This is extremely important since an intrinsic reward can be a fast moving non stationary reward. If the long-term attenuation parameter γ is high, such a reward function could propagate along different states very slowly since the state sequence between the state we want to value and the rewarded state is very large. It results that the policy is improved very slowly. This is why pseudo-count methods use a mixed Monte Carlo update [Ostrovski et al., 2017] , which consists in using a soft interpolation between Monte Carlo and TD method to update values. However their method only partially solves the problem on the cost of a higher variance. In a different way, if the fast moving non stationary intrinsic reward changes an abstract policy option, it can propagate to every states much faster without any additional cost. To illustrate this, let's assume that options of length 20 are available, and that the target state (with the highest intrinsic reward) is 1000 states away from the initial state. In a tabular setting, it would take at least 1000 updates with a γ of 0.998, whereas it would take only, at least, 50 updates to the option policy with a γ of 0.98.
Building a practical state representation. There are several properties that a state representation should verify. As humans, we are aware of distance between states, we can easily segment objects, perceive their position and abstract them, understand objects affordance (i.e. potential high-level actions made possible by the properties of the item) [Thill et al., 2013] . We are also aware of our spatial position in the world on several timescales. In addition we easily integrate our hidden state such as past actions or past observations to make decisions. Our state representation is rich, and enables us to get goal-directed behaviors or object-directed exploration. Such abstractions is the foundation of our cognition, but they are still missing in intrinsic motivation approaches. This limitation is particularly salient throughout our survey. We have already seen that building a good feature space is important for discovering goals, in order to compose with a reduced goal space [Nair et al., 2018] or to get object-oriented behaviours [Kulkarni et al., 2016a] . It is particularly highlighted in the work of and Sharma et al. (2019) where an access to the (x, y) coordinate strongly improves the quality of behaviors. It is also crucial in works related to knowledge acquisition to get a significant prediction error. For example, ICM [Pathak et al., 2017] proposes an interesting state representation restricted on what can be controlled by the agent. But it is not clear whether the module learns an insufficient part of features determining the action or if it learns the whole set of features determined by the action. Moreover as noted by , the agent does not keep features on its long-term (not immediate) control. EMI [Kim et al., 2019a] manages to construct an embedding space where a simple linear forward model is adequate but without a specific structure.
There is a large literature on learning representations [Lesort et al., 2018] , yet, there is currently few work which benefits from the recent advances in this area. While, on the other side, some work takes advantage of intrinsic motivation to learn representation spaces (see Section 4.3), we strongly believe that option policies or exploratory policies can take advantage of such representation space; For example, [Kulkarni et al., 2016a] takes advantage of a predefined object-centered representation to achieve good scores on benchmark as Montezuma's revenge. As an other example, tries to learn a disentangle state space, whereas this is a prior knowledge in CLIC [Fournier et al., 2019] . It seems that a lot of work could take advantage of each other. It results that state representation and intrinsic motivation may be more intertwined than previously believed and raise new questions: what mechanisms underpin the relationship between these two domains ? Given that it is a chickenand-egg problem, which one is first learned ?
Decorrelating the goal learning process from the task. The advantage of decorrelating the learning of objectives from the learning of the task is to favor exploration and transfer learning. This is usually called bottom-up learning because skills are learned before the task. Typically, it can be for an agent to learn to walk before learning to reach an object; then it can reuse this walking behavior to fulfill other tasks. If this learning process has made significant progress, it is still difficult to learn simultaneously tasks and skills without enduring catastrophic forgetting [McCloskey and Cohen, 1989; . Indeed, when the agent sequentially learns tasks, it forgets the first task while learning the next one. Some work already tackles the catastrophic forgetting problem [Kirkpatrick et al., 2017; but it has not, to our knowledge, been evaluated with intrinsic motivation and on a large number of tasks. More broadly, these aspects are relative to continual learning [Parisi et al., 2019] , i.e. the agent's ability to continuously train throughout its lifespan.
Review of tasks
We identified four fundamentally different types of tasks on which intrinsic motivation methods are tested. In this subsection we emphasize their particularities and the solving algorithm proposed in the literature.
Locomotion. Locomotion tasks are mostly related to MuJoCo environments such as ant or humanoid where the goal of the task is to move an agent [Duan et al., 2016] . Most related work consider exploration and skill acquisition methods. Exploration methods only solve easy locomotion tasks, e.g. Half-Cheetah having a 20-dim observation space and 6-dim action space [Houthooft et al., 2016; Kim et al., 2019a; Fu et al., 2017] . On the other side, skill acquisition methods manage to learn to move forward (by crawling or walking) on harder morphologies, e.g. Ant having a 125-dim observation space and a 8-dim action space [Achiam et al., 2018; . Interestingly, a diversity heuristic without extrinsic reward suffices to the learning process. It suggests that diversity heuristic could be enough to handle proprioceptive incoming data. However, currently, too much useless skills are learnt [Achiam et al., 2018] .
Manipulation. Manipulation tasks can be about moving, pushing, reaching objects for a movable robotic arm. Few exploration methods have been tested and they only manage to touch and move some objects. It is particularly interesting as a skill acquisition [Hausman et al., 2018; Nair et al., 2018] but this is not actually a major focus since it lacks objectoriented objective (as argued in §6.1). It is a standard task for curriculum learning algorithms [Colas et al., 2019; Santucci et al., 2019] since, for example, an agent has to learn to reach an item before moving it, but these methods rely on a hand-made goal space.
Navigation. Navigation tasks concern moving an agent in a maze. This is the broadly tested task and includes every kind of methods we presented. It can consist in moving a MuJoCo ant or swimmer in order to pick up food or to reach a target area. In the same way, Atari games generally consist into moving an agent into a rich environment, but with simpler discrete action space. Similarly to manipulation tasks, it requires target-oriented behaviors and to bring forward skills as states rather than diversity heuristic (despite a lot of progress in this way made by Sharma et al. (2019) ). Exploration methods are particularly efficient in discovering new areas and make sense, but are brute force and could be considerably improved as discussed in sections 6.1 and 6.1.
First-person view navigation. First-view maze environments (Vizdoom, DMLab) are particularly challenging since the agent only receives a partial first-person visual view of its state and must learn its true state (e.g. its position). There are few work addressing these environments, mostly for exploration [Pathak et al., 2017; Savinov et al., 2018; Fu et al., 2017] , but they manage to efficiently explore the environment [Savinov et al., 2018] . It lacks an application of count-based methods showing whether partial observability is a drag for the method. Nevertheless, standard RL methods could take advantage of breaking down the partial observability into a long-term one at the higher hierarchy's level, and into a short-term one at a lower hierarchy's level. It could make the training of a recurrent neural network easier by shortening the gap between a notable event and the moment we need to retrieve it in memory to get a reward. For example, in a 3D maze where the agent tries to reach an exit, a long-term memory could memorize large areas the agent went into whereas the short-term memory could focus on short time coherent behaviors.
Analysis
In this section, we will study common factors between the presented work about intrinsec motivation in RL so as to highlight research perspectives.
Mutual information as a common tool
A redundancy seems to appear throughout the whole study, whether it is on knowledge acquisition or skills learning. Mutual information seems to be central to expand agent's abilities.
Direct use of mutual information. We have first seen that empowerment is entirely defined with mutual information (cf. §4.2). Similarly, a whole section of work in §5.1 is based on mutual information between the path resulting from the goal and the goal itself. VIME [Houthooft et al., 2016] and AKL [Achiam and Sastry, 2017] maximize information gain, i.e. the information contained in the next state about the environment model I(s t+1 ; Θ|, a t ) where Θ are the parameters of the forward model. At last, EMI and CB [Kim et al., 2019a; Kim et al., 2019b ] make use of mutual information to compute the state representation.
Although it is not an intrinsic motivation work, Still and Precup (2012) suggest that the agent has to maximize mutual information between its action and the next states to improve its exploration policy.
Function equivalent to mutual information. Prediction error [Nachum et al., 2019; Nachum et al., 2018; Pathak et al., 2017] is also related to mutual information [de Abril and Kanai, 2018] , since it is very close to information gain methods. In the same way, they try to maximize the information that a forward model contains about its environment but are limited by its inability to encode stochasticity. In addition to that, Nachum et al. (2019) explain that their method learns a state representation maximizing mutual information between the state in question and next states. At last, show that rewards which come from pseudo-count [Bellemare et al., 2016; Ostrovski et al., 2017] are closed to the one from information gain. Finally, as noted by Alemi et al. (2016) , the VAE objective is a specific case of the variational information bottleneck, which fully relies on two mutual information terms. It results that most work using this type of autoencoder is using the same mutual information tool (e.g [Klissarov et al., ; Co-Reyes et al., 2018] ).
Intrinsic motivation as information compression
Schmidhuber (2008) postulates that the organism is guided by the desire to compress information it receives. Therefore, the more we manage to compress received data from the environment, the more the intrinsic reward is high. Nevertheless, he indicates that this is the improvement which is important, and not the compression degree in itself, or an agent could decide to stay inactive in front of the noise or an uniform darkness. As noticed by Schmidhuber (2007) , a breakthrough in the compression progress is called a discovery. Data compression is strongly linked to the observation of regularities in these very same data. For example, what we call a face is, in our environment, an ensemble appearing in a recurrent basis and composed of an oval shape containing two eyes, a nose and a mouth. Likewise, a state of the environment can be described with only some of the more pertinent features. Emphasizing this aspect makes this paradigm close to the minimum description length principle [Grünwald, 2007] which considers learning as finding the shortest description of data. In our case, it implies that intrinsic motivation results in a search for new regularities in the environment. It has been shown that methods on information gain are directly linked to information compression progress [Schmidhuber, 2008; . ECO [Savinov et al., 2018] tries to encode the environment by storing the more diverse states as possible; and predictive models [Burda et al., 2019] encode environment dynamics in a parameterized model (often a neural network). The empowerment is similar, it should be recalled that this is about directing an agent towards areas in which it has control. i.e. in which states are determined by agent actions. It is possible to reformulate the empowerment as the interest of an agent for areas where its actions are a compression of the next states. Indeed, the empowerment is maximal if every path leads to their own states (always the same in the same order) distinct from those of other trajectories whereas it is minimal if all trajectories lead to the same state. Some work on skill abstraction explicitly tries to compress trajectories into a goal space. If they use the state space as goal space, we saw that the challenge was to correctly compress the space into a usable one. This leads to a part of work which rely on the quality of compression of the state space [Vezhnevets et al., 2017; Nachum et al., 2019; Pathak et al., 2017] .
Prior knowledge
Globally, models investigated often have as common point to be composed of two modules:
1. The first one is a module which is computing the intrinsec rewards with an evaluation function between actions and states covered by the agent and an other source of data. Actions and states covered by the agent can be its last trajectory [Eysenbach et al., 2018; Achiam et al., 2018] , its last action [Stadie et al., 2015; Pathak et al., 2017; Burda et al., 2019] , the number of times each states has been wandered [Bellemare et al., 2016; Ostrovski et al., 2017] or the last trajectories [Savinov et al., 2018; Fu et al., 2017; Oh et al., 2015] . The other source of data can be an objective [Eysenbach et al., 2018; Achiam et al., 2018] , or the next states [Pathak et al., 2017; Mohamed and Rezende, 2015] , . . . . This evaluation function is a causality function often implemented with neural networks in order to generalize across large state space.
2. The second module is a policy maximizing the intrinsic reward coming from the evaluation function.
This study on the causality between data is possible because the work uses prior knowledge on the structure of the data, i.e. the structure of the world. We have identified several types of prior knowledge:
• the environment is not entirely stochastic;
• the environment is fully deterministic (see §6.1);
• an observation is composed of several independent features (state representation);
• actions can act as a metric in the state space (state representation);
• there is a hierarchical structure inside available tasks or accessible states (curriculum learning).
In fact there is here a strong analogy with works on state representation [Lesort et al., 2018] , which often incorporates reasonable assumptions to build a usable representation (e.g Jonschkowski and Brock (2015) , Jonschkowski et al. (2017) ). Using this knowledge is not necessarily negative since it is about the structure of the world.
To briefly summarize, a top view shows that one module takes advantage of a very global and task-independent knowledge on the structure of the world, through tools such as information theory, to compress incoming data. A measure of this compression serves as an intrinsic reward to enhance the reinforcement algorithm.
Free-energy principle
Unlike previous methods, the free-energy principle [Friston, 2010; Friston, 2009; Clark, 2013] estimates that a common principle governs the learning of a predictive model and the choice of actions: the agent tries to reduce its surprise. This way, the actions have to be chosen so as to avoid any prediction error. Typically, it can explain some social behaviors in the infant such as imitative behaviors [Nagai, 2019; Triesch, 2013] . Similar idea is exploited through the name of active efficient coding [Zhao et al., 2012; Zhu et al., 2017] : the agent acts in order to get compressed sensory experiences. This framework has been proved to be effective to model eye movements such as vergence eye movements and stereo disparity perception [Zhao et al., 2012] or smooth pursuit eye behaviors [Vikram et al., 2014] . A side effect is that an agent staying motionless in the darkness would minimize its prediction error. A priori, it is difficult to determine how it could be compatible with actual methods. In fact, what lies behind most works we studied in part 4.1 on exploration is an adversarial perspective: a module learns to decrease the evaluation function while a reinforcement algorithm pushes the agent towards difficult areas challenging the first module. It is more ambivalent in §5.1 on skills learning. The goals are learnt by maximizing the information conveyed by the trajectory on the goal, but it is precisely the fact of choosing uniformly goals against this principle which allows the learning (see section 5.1). On the other side, the learning module and reinforced agent maximize the same objective, which is the probability of being in the chosen option knowing states covered by the intra-option policy. Schwartenbeck et al. (2019) differentiate two types of ambiguity: the first one is the uncertainty about the hidden state of the environment, the second one is the uncertainty about the model parameters. In other words, an agent can be certain about the uncertainty of the world. An agent should try to disambiguate this hidden state via active inference, i.e. find observations where accounting for what to do. For example, an agent should check if there is a hole in front of him by knowing if there is a chance there might be one. On the opposite, active learning pushes the agent towards regions where the agent can gain information about the world, for example, the agent will be incited to push a button if it does not know what this button does. To our knowledge, reinforcement learning has still not been applied to such setting.
Towards developmental learning
We have seen in sections 4 and 5 how intrinsic motivation enables to overcome multiple issues. Until now, we mostly focused our analysis relatively to reinforcement learning problems individually. However, we would like a more general guideline making our agent more intelligent and efficient to solve the tasks presented to it. As noticed in Guerin (2011), a safe path to build intelligence is to follow human development, that is what we call a developmental approach. A developmental architecture is based on the agent's embodiment which postulates that an agent must be grounded in its environment through sensorimotor capacities [Ziemke, 2016; Brooks, 1991] . The model we described in §3.2 is in line with this principle. According to Brooks (1991) , everything is grounded in primitive sensor motor patterns of activation. This everything refers to the structure of the world and agent's affordance; this is exactly what our first module ( §7.3) strives to find out by compressing data it receives ( §7.2). In fact, we can notice that all challenges of DRL tackled by intrinsic motivation are the one addressed by developmental learning. More precisely, developmental learning refers to the ability of an agent to develop itself in an open-ended manner [Oudeyer et al., 2007] ; it is especially relative to the autonomous learning of increasingly more complex and abstract skills by interacting with the environment [Guerin, 2011] . There are several key components in such a developmental process: the agent has to form concept representations and abstract reusable skills [Weng et al., 2001] , use it as a basis for new skills [Prince et al., 2005] , explore the environment to find new interesting skills, autonomously self-generate goals in accordance with the level and morphology of the agent. All these key components of a developmental process find a match with the RL's issues we reviewed that intrinsic motivation manages to solve, at least partially. We will now exhibit how a developmental architecture could emerge from this work. Figure 2 exhibits how different works mixing DRL and intrinsic motivation could be integrated in a developmental architecture. We will now detail the five intertwined components. The core of the potential developmental architecture could be based on skill abstraction (section 5.1) since it encourages the agent to hierarchically build skills and represent them from scratch. It provides a goal space which can either come from the state space or have a subjective meaning, and an intra-option policy through an intrinsic reward function. It is particularly complementary with curriculum learning work (section 5.2) that can accelerate the learning process but until now, mostly relies on an hand-defined goal space with only few different tasks. It results that the integration of both could enable an accelerated autonomous creation of skills in an open-ended way. Ideally, both methods should be integrated in a continual learning framework [Parisi and Kanan, 2019] (see also section 6.1). Getting new interesting skills is not obvious depending on the task environment (see §6.2). That is why and mix exploration and skill embedding to improve the quality of skills. We think that the idea should be further explored. Typically, one could use exploration methods to find new goals, which can be to move an object or to reach an area, as illustrated by navigation tasks or manipulation tasks (see §6.2 and §6.2) .
At last, state representation is a critical component for all methods since it is primordial to both explore an abstract space and get abstract goal oriented behaviors. For example, to get object-oriented behaviors (moving toward an object for example), the agent must have notions of object in a way or an other. It can make exploration and skill acquisition a lot easier and meaningful ( §6.1). Piaget (1936) , in his theory on cognitive development, argues that humans progress through four developmental stages. The first one is the sensorimotor stage which lasts from the birth of a baby to his second year. Guerin (2011) points out that the child learns to use knowledge on the world to modify his skills. As an example, once a child understood spatial movements, he can take advantage of this knowledge to shift an object with a stick. This kind of adaptation is mainly unused in current works. Nevertheless, some exploration methods learn, for example, a large predictive model, without using this accumulated knowledge. It emphasizes the current under-exploitation of exploration methods and the lack of guidance from knowledge when the agent chooses skills and trains on it. A detailed study on elements of such knowledge (intuitive physics, causality,...) can be found in Lake et al. (2017) .
Conclusion
To summarize, each part of works we reviewed is related to one aspect of developmental learning. Each aspect rely on an intrinsic reward which measure the agent's ability to abstract new regularities in different part of agent's trajectories. To do that, information theory is a powerful measuring tool. Theoretically linking up these different aspects brings out a developmental architecture, highlighting outlooks of the domain. It is still unclear how general frameworks such as efficient active coding can sum up the behavior of an agent, it looks like an agent may have an interest in both looking for and moving away from surprising events.
Reinforcement learning faces many challenges, like learning when rewards are sparse, building a hierarchy of abstract actions making learning easier, building a state representation with meaningful properties, find a curriculum inside the available tasks or designing an appropriate reward function. We have seen that intrinsic motivation could be used in RL and that its numerous applications could partially solve these issues. Several types of intrinsic motivation exist as meta-skill, each one with its associated literature. Among them, we found two broad categories which are knowledge acquisition and skill acquisition. The first one refers to the agent's ability to get information on its environment, such as accessibility of states, properties of objects, controllability. The second one is the ability to discover and abstract skills in the environment. It enables to handle the credit assignment problem and, when the learning process is bottom-up, facilitates exploration and transfer learning. Empowerment is a powerful and transversal concept which has three different usages, emphasizing its generality. It can be used to substitute the extrinsic reward to get survival mechanism, to detect elements of control, or to acquire skills. We reviewed challenges to be addressed independently for each domain: exploration methods hardly handle stochastic environments and can be stuck when the intrinsic reward itself becomes sparse; building a more significant state representation could open new perspectives in all domains; works trying to learn multi-task skills can suffer from catastrophic forgetting; exploration and curriculum learning could benefit from using a skill abstraction. However our analysis suggests that all these methods could benefit from being integrated in a developmental architecture, since we identified each issue as a small and compatible block of a larger developmental architecture. Our in-depth analysis also suggests that each block can be learned with a reinforcement learning algorithm and a first module which often tries to compress information on the basis of mutual information and computes the reward. This scheme appears as an unifying tool among different approaches.
