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1. Introduction
In this introduction we shall describe the main results and their background with a ‘‘minimum’’ of
definitions.We shall give necessary details and appropriate definitions, as needed, in the next section.
Let Sd := {x = (x1, . . . , xd+1) ∈ Rd+1 : ∑d+1j=1 x2j = 1} denote the unit sphere in Rd+1 endowed
with the usual rotation invariant Lebesgue measure dσ(x). Given κ = (κ1, . . . , κd+1) ∈ Rd+1 with
min1≤j≤d+1 κj > 0, let
Wκ(x) :=
d+1∏
i=1
|xi|2κi (1.1)
denote the Jacobi weight on Sd. Given 1 ≤ p <∞, we denote by Lpκ ≡ Lp(Wκ ; Sd) the usual weighted
Lebesgue space on Sd endowed with the norm
‖f ‖p,κ :=
∫
Sd
|f (x)|pWκ(x)dx
1/p
, 1 ≤ p <∞.
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For p = ∞ we assume that L∞(Wκ ; Sd) is replaced by the space C(Sd) of continuous functions on Sd
equipped with the uniform norm.
LetHd+1n (Wκ) be the space of orthogonal polynomials of degree n with respect to the weightWκ
on Sd, and let projκn : L2(Wκ ; Sd) −→ Hd+1n (Wκ) denote the orthogonal projection. As is well known,
the definition of projκn(f ) can be extended to the case of all tempered distributions f . Closely related
to the orthogonal polynomial expansions with respect to the weight Wκ is the following differential
operator (−Dκ)r of fractional order 2r , (r > 0), defined in terms of distribution:
projκn((−Dκ)r(f )) = (n(n+ 2λκ))r projκn(f ), n = 0, 1, . . .
where λκ = d−12 +
∑d+1
j=1 κj (see Section 2 for details). Given r > 0 and 1 ≤ p ≤ ∞, we define the
weighted Sobolev class BW rp,κ by
BW rp,κ := {f ∈ Lp(Wκ ; Sd) : ‖f ‖W rp,κ := ‖f ‖p,κ + ‖(−Dκ)
r
2 (f )‖p,κ ≤ 1}.
Our main goal in this paper is to find the optimal asymptotic order of the Kolmogorov n-width
dn(BW rp,κ , L
q
κ), the linear n-width δn(BW
r
p,κ , L
q
κ), and the Gelfand n-width d
n(BW rp,κ , L
q
κ) of the Sobolev
class BW rp,κ in the space L
q
κ , 1 ≤ p, q ≤ ∞, r > 0. (The precise definition of these widths will be given
in Section 2.) We shall follow the same approach as that of [3] in our proof. For related results on the
widths, we refer to [1–3,13,15], among many others.
Now our main results can be stated as follows:
Theorem 1.1. Assume that 1 ≤ p, q ≤ ∞, 1q + 1q′ = 1, r > 0 and µ = max1≤i≤d+1 2κi. Then we have
dn(BW rp,κ , L
q
κ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)d
2
,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)d
p
,
δn(BW rp,κ , L
q
κ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ q′ ≤ 2, r > (1+ 2µ)d
p
− dµ,
n−
r
d+ 12− 1q , 1 ≤ q′ ≤ p ≤ 2, r > (1+ 2µ) d
q′
− dµ,
and
dn(BW rp,κ , L
q
κ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)d
2
,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 12− 1q , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)

d− d
q

.
We organize this paper as follows. In Section 2, we describe some necessary material on h-
harmonic analysis on Sd, and state the definitions of the widths. In Section 3, we prove two results on
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localized polynomial kernels on Sd. Section 4 contains a key lemmaon theweights in positive cubature
formulas. In Section 5, we give the proof of Theorem 1.1. The widths of the weighted Sobolev classes
on the unit ball and on the simplex are discussed in Section 6 and Section 7, respectively.
2. Orthogonal polynomial expansions and the widths of weighted Sobolev classes on the sphere
Sd
2.1. Orthogonal polynomial expansions on Sd
Dunkl operators associated to the weight function defined by (1.1) are given by
Djf (x) := ∂jf (x)+ κj f (x)− f (x1, . . . ,−xj, . . . , xd+1)xj , 1 ≤ j ≤ d+ 1.
A spherical h-harmonic P of degree n on Sd is the restriction to the sphere Sd of a homogeneous
polynomial P of degree n such that (D21 + · · ·+D2d+1)P = 0; see [9,18]. We denote byHd+1n (Wκ) the
space of all spherical h-harmonics of degree n on Sd. The Hilbert space theory shows that the spaces
Hd+1n (Wκ) are mutually orthogonal in L2(Wκ ; Sd) and
L2(Wκ ; Sd) =
∞
n=0
Hd+1n (Wκ), Π
d+1
n =
n
k=0
Hd+1k (Wκ).
It is well known that
dimHd+1n (Wκ) =

n+ d
d

−

n− 2+ d
d

∼ nd−1, dimΠd+1n =

n+ d
d

∼ nd.
We denote by projκn the orthogonal projection from L
2(Wκ ; Sd) ontoHd+1n (Wκ). The operator has
the following expression:
projκn f (x) = aκ
∫
Sd
f (y)Pn(Wκ ; x, y)Wκ(y) dy, x ∈ Sd,
where aκ =

Sd Wκ(y)dy
−1, and the kernel Pn(Wκ ; x, y) satisfies the formula
Pn(Wκ ; x, y) = (n+ λκ)Γ (n+ 2λκ)Γ

λκ + 12

λκΓ

n+ λκ + 12

Γ (2λκ)
×
∫
[−1,1]d+1
P
(λk− 12 ,λk− 12 )
n (u(x, y, t))
d+1∏
i=1
(1+ ti)
d+1∏
i=1
cκi(1− t2i )κi−1 dt, (2.1)
where u(x, y, t) = x1y1t1 + · · · + xd+1yd+1td+1, λκ = d−12 + |κ|, |κ| =
∑d+1
i=1 κi, cλ =

β
 1
2 , λ
−1
,
and P (α,β)n denotes the Jacobi polynomial of degree nwith indices (α, β) as defined in [14].
It is important that spherical h-harmonics are eigenfunctions of Laplace–Beltrami operator∆, that
is ∆y(x) = −n(n+ 2λκ)y(x), x ∈ Sd, y ∈ Hd+1n (Wκ),
where λκ = d−12 + |κ|, |κ| =
∑d+1
i=1 κi. Thus, given r > 0, we can define the operator (−Dk)
r
2 by
(−Dκ) r2 (f ) :=
∞−
n=0
(n(n+ 2λκ)) r2 projκn(f )
in a distributional sense.
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2.2. The definition of n-widths
For a given subset K of a normed linear space X , the Kolmogorov n-width dn(K , X) is defined by
dn(K , X) := infXn supf∈K infg∈Xn ‖f − g‖,
with the leftmost infimum being taken over all n-dimension linear subspaces Xn of X , the linear n-
width δn(K , X) is defined by
δn(K , X) := infPn supf∈K ‖f − Pnf ‖,
with the infimum being taken over all linear continuous operators Pn on X with dim (Pn(X)) ≤ n, and
the Gelfand n-width dn(K , X) is defined by
dn(K , X) := infXn sup{‖x‖ : x ∈ K ∩ Xn},
with the infimum being taken over all subspaces Xn ⊂ X of codimension≤ n.
3. Localized polynomial kernels on Sd
Consider the following metric on Sd:
ρ(x, y) := arccos

d+1−
j=1
xjyj

, x, y ∈ Sd. (3.1)
Let B(x, t) = {y ∈ Sd : ρ(x, y) ≤ t}, where x ∈ Sd and t ∈ 0, π2 . We say a weight w on Sd is a
doubling weight if there exists a constant L > 0, called the doubling constant, such that for any x ∈ Sd
and r > 0,∫
B(x,2r)
w(y) dy ≤ L
∫
B(x,r)
w(y) dy.
Since∫
B(x,θ)
Wκ(y)dy ∼ θd
d+1∏
j=1
(|xj| + θ)2κj , for θ ∈

0,
π
2

, (3.2)
where x = (x1, . . . , xd+1) ∈ Sd (see [6]), the weightWκ satisfies the doubling condition with respect
to the metric ρ. Thus, following [10], we define
V (x, y) :=
∫
B(x,ρ(x,y))
Wκ(z) dz, x, y ∈ Sd,
and
Vt(x) :=
∫
B(x,t)
Wκ(z) dz, x ∈ Sd, 0 < t ≤ π2 .
Assume a function η ∈ C∞[0,∞), η(t) ≥ 0, supp η ⊂ [0, 2], η(t) = 1 on [0, 1] and η(t) ∈ [0, 1]
on [1, 2]. Consider the kernel
Ln(x, y) :=
∞−
k=0
η

k
n

Pk(Wκ ; x, y).
The explicit representation (2.1) gives
Ln(x, y) =
∫
[−1,1]d+1
∞−
k=0
η

k
n

(k+ λκ)Γ (k+ 2λκ)Γ

λκ + 12

λκΓ

k+ λκ + 12

Γ (2λκ)
· P (λk− 12 ,λk− 12 )k (u(x, y, t))
d+1∏
i=1
(1+ ti)
d+1∏
i=1
cκi(1− t2i )κi−1 dt, (3.3)
where u(x, y, t) = x1y1t1+· · ·+xd+1yd+1td+1, λκ = d−12 +|κ|, |κ| =
∑d+1
i=1 κi, and cλ =

β
 1
2 , λ
−1
.
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The following theorem on pointwise estimate for Ln(x, y) is one of our main results in this section.
Theorem 3.1. Let η be as above. Then for any ℓ > 0 there exists a constant c > 0 depending only on
ℓ, d, κ and η such that
|Ln(x, y)| ≤ c · (1+ nρ(x, yx))
−ℓ
V (x, yx)+ V 1
n
(x)+ V 1
n
(y)
, x, y ∈ Sd, (3.4)
where yx = (sign(x1)|y1|, . . . , sign(xd+1)|yd+1|).
To show Theorem 3.1, we need the following two lemmas.
Lemma 3.2 ([7]). Assume δj > 0, aj ≠ 0 and ξj ∈ C∞[−1, 1] for all j = 1, 2, . . . ,m. Let |a| :=∑m
j=1 |aj| ≤ 1. If α ≥ β, α ≥ δ − 12 :=
∑m
j=1 δj − 12 and |x| + |a| ≤ 1, then
∫
[−1,1]m
P (α,β)n

m−
j=1
ajtj + x

m∏
j=1
ξj(tj)(1− t2j )δj−1 dt

≤ cnα−2δ
m∏
j=1
(|aj| + n−1√1− |a| − |x| + n−2)−δj
(1+ n√1− |a| − |x|)α+ 12−δ
.
Lemma 3.3. For x, y ∈ Sd and n ∈ N, let
H(x, y) :=
d+1∏
j=1
(|xjyj| + n−1ρ(x, yx)+ n−2)−κj .
Then
H(x, y) ≤ cn−d(1+ nρ(x, yx))|κ|+d 1V (x, yx)+ V 1
n
(x)+ V 1
n
(y)
.
Lemma 3.3 is an immediate consequence of Lemma 4.3 of [5].
Proof of Theorem 3.1. Let
Kn(t) :=
∞−
k=0
η

k
n

Γ

λκ + 12

λκΓ (2λκ)
(k+ λκ)Γ (k+ 2λκ)
Γ

k+ λκ + 12
 Pλκ− 12 ,λκ− 12 k (t), (3.5)
where λκ = d−12 + |κ|. Following the idea in the proof of Lemma 3.3 of [1], we define a sequence{an,j(·)}∞j=0 of C∞-functions on [0,∞) by
an,0(u) = (u+ λκ)η
u
n

,
an,j+1(u) = an,j(u)2u+ 2λκ + j −
an,j(u+ 1)
2u+ 2λκ + j+ 2 , j ≥ 0.
On one hand, since supp η′ ⊂ [1, 2], by definition it’s easily seen that for j ≥ 1
supp an,j(·) ⊂ [n− j, 2n] (3.6) ddu
m
an,j(u)
 ≤ Cm,jn−(m+2j−1), m = 0, 1, . . . . (3.7)
206 H. Huang, K. Wang / Journal of Complexity 27 (2011) 201–220
On the other hand, however, since for any integer j ≥ 0, (see [14, p. 71, (4.5.3)]),
k−
m=0
(2m+ α + β + j+ 1)Γ (m+ α + β + j+ 1)
Γ (m+ β + 1) P
(α+j,β)
m (t)
= Γ (k+ α + β + j+ 2)
Γ (k+ β + 1) P
(α+j+1,β)
k (t),
it follows by summation by parts finite times that
Kn(t) = Cκ
∞−
k=0
an,j(k)
Γ (k+ 2λκ + j)
Γ

k+ λκ + 12
P (λκ− 12+j,λκ− 12 )k (t). (3.8)
Note that by (3.3), (3.5), we obtain
Ln(x, y) = Cκ
∞−
k=0
an,j(k)
Γ (k+ 2λκ + j)
Γ

k+ λκ + 12

·
∫
[−1,1]d+1
P
(λκ− 12+j,λκ− 12 )
k

d+1−
j=1
xjyjtj

d+1∏
j=1
(1+ tj)(1− t2j )κj−1dt.
Then using Lemma 3.2, we have
∫
[−1,1]d+1
P
(λκ− 12+j,λκ− 12 )
n

d+1−
j=1
xjyjtj

d+1∏
j=1
(1+ tj)(1− t2j )κj−1 dt

≤ cnλκ− 12+j−2|κ|
d+1∏
j=1

|xjyj| + 1n

1−
d+1∑
i=1
|xiyi| + 1n2
−κj

1+ n

1−
d+1∑
i=1
|xiyi|
λκ− 12+j+ 12−|κ|
∼ nλκ− 12+j−2|κ|
d+1∏
j=1

|xjyj| + 1nρ(x, yx)+ 1n2
−κj
(1+ nρ(x, yx))λκ+j−|κ|
≤ cnλκ− 12+j−2|κ|−d(1+ nρ(x, yx))2|κ|+d−λκ−j 1V (x, yx)+ V 1
n
(x)+ V 1
n
(y)
= cnj−1− d2−|κ|(1+ nρ(x, yx))|κ|+ 12 (d+1)−j 1V (x, yx)+ V 1
n
(x)+ V 1
n
(y)
,
where we have used Lemma 3.2 in the first step, the fact that
1−
d+1−
j=1
|xjyj| = 1− cos ρ(x, yx) = 2 sin2 ρ(x, yx)2 ∼ ρ
2(x, yx)
in the second step, and Lemma 3.3 in the third step. Thus
|Ln(x, y)| ≤ Cκ
2n−
k=n−j
n−2j+1kλκ+j−
1
2 kj−1−
d
2−|κ| (1+ kρ(x, yx))
|κ|+ 12 (d+1)−j
V (x, yx)+ V 1
k
(x)+ V 1
k
(y)
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∼ (1+ nρ(x, yx))
|κ|+ 12 (d+1)−j
V (x, yx)+ V 1
n
(x)+ V 1
n
(y)
,
where we have used (3.6), (3.7) withm = 0 in the first step, and the fact thatWκ is a doubling weight
in the last step. This completes the proof of Theorem 3.1. 
The estimation of |Ln(x, y)| from Theorem 3.1 enables us to control its Lp-norm.
Theorem 3.4. For 0 < p ≤ ∞, we have∫
Sd
|Ln(x, y)|pWκ(y)dy
 1
p
≤ cV 1
n
(x)
1
p−1, x ∈ Sd, (3.9)
where c is a constant depending only on p, d, κ and η.
Proof. Set
Sdx := {y ∈ Sd : xiyi ≥ 0, i = 1, . . . , d+ 1}, x ∈ Sd,
Ek :=

y ∈ Sd : k− 1
n
≤ ρ(x, y) < k
n

, k = 1, 2, . . . .
By Theorem 3.1 with the exponent− ℓp , it follows that for 0 < p <∞,∫
Sd
|Ln(x, y)|pWκ(y)dy ≤ c
∫
Sd
(1+ nρ(x, yx))− ℓp p
(V (x, yx)+ V 1
n
(x)+ V 1
n
(y))p
Wκ(y)dy
= 2d+1c
∫
Sdx
(1+ nρ(x, y))− ℓp p
(V (x, y)+ V 1
n
(x)+ V 1
n
(y))p
Wκ(y)dy
≤ c
2n−
k=1
∫
Ek
(1+ nρ(x, y))−ℓ
(V (x, y)+ V 1
n
(x))p
Wκ(y)dy
≤ c
2n−
k=1
k−ℓ
∫
Ek
(V (x, y)+ V 1
n
(x))−pWκ(y)dy
≤ cV 1
n
(x)1−p + c
2n−
k=2
k−ℓV k
n
(x)−p
∫
Ek
Wκ(y)dy
≤ cV 1
n
(x)1−p + c
2n−
k=2
k−ℓV k
n
(x)1−p =: J.
Two cases present themselves here.
Case 1. For 0 < p ≤ 1, sinceWκ is a doubling weight on Sd, we have
V k
n
(x) =
∫
B(x, kn )
Wκ(y)dy ≤ Ls
∫
B(x, 1n )
Wκ(y)dy = LsV 1
n
(x), (3.10)
where s = [log2 k] + 1 and L is the doubling constant ofWκ . Hence, for fixed ℓ > (1− p) log2 L+ 2,
we obtain
J ≤ cV 1
n
(x)1−p + cV 1
n
(x)1−p ≤ cV 1
n
(x)1−p.
Case 2. For 1 < p <∞, choosing ℓ = 2, we have
J ≤ cV 1
n
(x)1−p + cV 1
n
(x)1−p
n−
k=2
k−2 ≤ cV 1
n
(x)1−p.
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In the case p = ∞, estimate (3.9) follows directly by (3.4) and (3.10) (here we choose ℓ in (3.4) as
log2 L). This completes the proof. 
Remark 3.1. Following (6.2) and (7.2), Theorems 3.1 and 3.4 also hold on the unit ball and on the
simplex. We point out that in the case of κi = 0, i = 1, . . . , d, the inequalities (3.4) and (3.9) were
proved by Pencho Petrushev and Yuan Xu in [12].
4. A crucial lemma
We say a finite subset Λ ⊂ Sd is maximal  δn , ρ-separable if Sd ⊂ y∈Λ B y, δn  and
miny≠y′∈Λ ρ(y, y′) ≥ δn .
The following cubature formulae and Marcinkiewitcz–Zygmund inequalities on Sd were
established by Dai Feng [4].
Lemma 4.1. Let w be a doubling weight on Sd. Then there exists a constant γ > 0 depending only on d
and the doubling constant of w such that for any 0 < δ < γ and any maximal

δ
n , ρ

-separable subset
Λ ⊂ Sd there exists a sequence of positive numbers λω ∼

B(ω, δn )
w(y) dy, ω ∈ Λ such that for any
f ∈ Πd+1n ,∫
Sd
f (x)w(x)dx =
−
ω∈Λ λωf (ω) (4.1)
and moreover, for 0 < p <∞,∫
Sd
|f (x)|pw(x) dx
 1
p
∼
−
ω∈Λ λω|f (ω)|p
 1
p
, (4.2)
and
maxx∈Sd |f (x)| ∼ maxω∈Λ |f (ω)|, (4.3)
where the constants of equivalence depend only on d, the doubling constant of w and p.
The following lemma plays a key role in the proof of Theorem 1.1.
Lemma 4.2. Let
µ := max{2κi : i = 1, . . . , d+ 1},
andΛ, λω be defined as in Lemma 4.1, if β ∈

0, 1
µ

, then−
ω∈Λ λ
−β
ω ≤ cnd(1+β). (4.4)
Proof. By (3.2) it follows that
λω ∼ n−d
d+1∏
j=1

|ωj| + 1n
2κj
. (4.5)
Write αi = 2βκi for simplicity, then αi ∈ [0, 1), i = 1, . . . , d + 1. Since Λ is maximal

δ
n , ρ

-
separable, combined with (4.5), we get−
ω∈Λ λ
−β
ω ∼
−
ω∈Λ n
dβ
d+1∏
j=1

|ωj| + 1n
−αj
H. Huang, K. Wang / Journal of Complexity 27 (2011) 201–220 209
∼
−
ω∈Λ n
d(β+1)
∫
B(ω, δn )
d+1∏
j=1

|ωj| + 1n
−αj
dx
∼
−
ω∈Λ n
d(β+1)
∫
B(ω, δn )
d+1∏
j=1

|xj| + 1n
−αj
dx
∼ nd(β+1)
∫
Sd
d+1∏
j=1

|xj| + 1n
−αj
dx, (4.6)
where we have used the fact that Wκ is a doubling weight in the third step. Using the changes of
variables,
x1 = cos θ1,
x2 = sin θ1 cos θ2,
· · ·
xd = sin θ1 · · · sin θd−1 cos θd,
xd+1 = sin θ1 · · · sin θd−1 sin θd,
we have∫
Sd
d+1∏
j=1

|xj| + 1n
−αj
dx =
∫ π
0
∫
[0,2π ]d−1
d+1∏
j=1

|xj(θ1, . . . , θd)| + 1n
−αj
× (sin θ1)d−1 · · · (sin θd−1) dθ1 · · · dθd
∼
∫
[0, π2 ]d
d+1∏
j=1

|xj(θ1, . . . , θd)| + 1n
−αj
× (sin θ1)d−1 · · · (sin θd−1) dθ1 · · · dθd := J.
Without loss of generality, wemay assume αj > 0, ∀ j. (If for some αj = 0, then (|xj(θ1, . . . , θd)|+
1
n )
−αj = 1.) Set
F :=

I1 × I2 × · · · × Id+1 : Ii ∈

0,
π
4

,
π
4
,
π
2

, i = 1, . . . , d+ 1

,
then
J =
−
E∈F
∫
E
d+1∏
j=1

|xj(θ1, . . . , θd)| + 1n
−αj
(sin θ1)d−1 · · · (sin θd−1) dθ1 · · · dθd.
By (4.6), it is sufficient to prove
J ≤ c. (4.7)
To this end, we consider the following two cases:
Case 1. E = 0, π4 d.
Since 2
π
θ ≤ sin θ ≤ θ, 0 ≤ θ ≤ π2 , and √22 ≤ cos θ ≤ 1, 0 ≤ θ ≤ π4 , it follows that∫
E
d+1∏
j=1

|xj(θ1, . . . , θd)| + 1n
−αj
(sin θ1)d−1 · · · (sin θd−1) dθ1 · · · dθd
∼
∫
[0, π4 ]d
d+1∏
j=2

θ1 · · · θj−1 + 1n
−αj
θd−11 · · · θd−1 dθ1 · · · dθd
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=
∫
[0, π4 ]d−1
d∏
j=2

θ1 · · · θj−1 + 1n
−αj
θd−11 · · · θd−1
·
∫ π
4
0

θ1 · · · θd + 1n
−αd+1
dθd

dθ1 · · · dθd−1
∼
∫
[0, π4 ]d−1
d∏
j=2

θ1 · · · θj−1 + 1n
−αj
θd−11 · · · θd−1
· 1
1− αd+1
1
θ1 · · · θd−1

π
4
θ1 · · · θd−1 + 1n
1−αd+1
− nαd+1−1

dθ1 · · · dθd−1
≤ c
∫
[0, π4 ]d−2
d−1∏
j=2

θ1 · · · θj−1 + 1n
−αj
θd−21 · · · θd−2
·
∫ π
4
0

θ1 · · · θd−1 + 1n
1−αd−αd+1
dθd−1

dθ1 · · · dθd−2
+ cnαd+1−1
∫
[0, π4 ]d−1
d∏
j=2

θ1 · · · θj−1 + 1n
−αj
θd−21 · · · θd−2 dθ1 · · · dθd−1
· · ·
≤ c
1+ d+1−
j=1
n
j−1∑
i=0
αd+1−i−j

≤ c (since αi < 1, ∀ i = 1, . . . , d+ 1).
Case 2. E ∈ F , E = I1 × I2 × · · · × Id+1.
If there exists an index set Ω , such that Ii =

π
4 ,
π
2

, ∀ i ∈ Ω , then using a change of variables
θi = π2 − θ ′i , (i ∈ Ω), we have cos θi = sin θ ′i ∼ θ ′i , (i ∈ Ω). Then by an argument similar to that in
Case 1, we still have∫
E
d+1∏
j=1

|xj(θ1, . . . , θd)| + 1n
−αj
(sin θ1)d−1 · · · (sin θd−1) dθ1 · · · dθd ≤ c.
Now the desired inequality (4.7) follows, and hence Lemma 4.2 is proved. 
5. Proof of Theorem 1.1
It is convenient to use a unified notation, Sm, to denote Kolmogorov width dm, Gelfand width dm
and linear width δm when they have the same properties to be stated.
For a vector w = (w1, . . . , wn) ∈ Rn, let ℓnp,w (1 ≤ q ≤ ∞) stand for the space Rn equipped with
the ℓnp,w-norm defined by ‖x‖ℓnp,w := (
∑n
j=1 |xj|pwj)
1
p for 1 ≤ p < ∞ and ‖x‖∞ := max1≤j≤n |xj|
for p = ∞. The unit ball of ℓnp,w is denoted by bnp,w . In the case w = (1, . . . , 1) we write as usual
ℓnp, ‖ · ‖ℓnp , bnp instead of ℓnp,w, ‖ · ‖ℓnp,w , bnp,w .
The following lemma enables us to obtain the upper estimates for the widths of the weighted
spaces by the widths of the unweighted spaces.
Lemma 5.1. Let w = (w1, . . . , wn) ∈ Rn satisfywi > 0, 1 ≤ i ≤ n and
n−
j=1
w
−β
j ≤ n, for some β > 0. (5.1)
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Then for 0 ≤ m ≤ n and 1 ≤ p ≤ q ≤ ∞,
Sm

bnp,w, ℓ
n
q,w
 ≤ 2 1β  1p− 1q   n
m+ 1
 1
β

1
p− 1q

S[m2 ](b
n
p, ℓ
n
q). (5.2)
The idea of our proof below is from [3].
Proof. In the cases of Kolmogorov and linear widths, (5.2) was proved in [3]1, hence we just give the
proof of (5.2) for the case of Gelfand width. From the definition it is easy to verify that
dm

bnp,w, ℓ
n
q,w
 = dm bnp,ν, ℓnq ,
where ν :=

w
1−p/q
1 , . . . , w
1−p/q
n

. Without loss of generality we may assume that m is even and
w1 ≤ w2 ≤ · · · ≤ wn. We write
B1 :=
0, . . . , 0, z1, . . . , zn−m2  ∈ Rn :
n−m2
j=1
|zj|p(wj+m2 )
1− pq ≤ 1
 ,
B2 :=

0, . . . , 0, z1, . . . , zn−m2

∈ Rn :

z1, . . . , zn−m2

∈ Rn−m2

.
It follows from (5.1) that
(w1+m2 )
−1 ≤

2n
m+ 2
 1
β
,
which implies
B1 ⊂

2n
m+ 2
 1
β

1
p− 1q

bnp.
For simplicity, we let X
m
2
1 and X
m
2
2 be the subspaces of codimension
m
2 of ℓ
n
q , and X
m be the subspace
of codimensionm of ℓnq . Then by the definition of Gelfand widths, we have
dm

bnp,w, ℓ
n
q,w
 = dm bnp,ν, ℓnq = infXm supx∈bnp,ν∩Xm ‖x‖ℓnq
≤ inf
X
m
2
1
inf
X
m
2
2
sup
x∈bnp,ν∩X
m
2
1 ∩X
m
2
2
‖x‖ℓnq
≤ inf
X
m
2
1
sup
x∈bnp,ν∩B2∩X
m
2
1
‖x‖ℓnq = infX m21
sup
x∈B1∩X
m
2
1
‖x‖ℓnq
≤

2n
m+ 2
 1
β

1
p− 1q

d
m
2 (bnp, ℓ
n
q),
wherewe have used the codimension of X
m
2
1 ∩X
m
2
2 ≤ m in the third step. This gives the conclusion. 
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. The proof is standard, see [1,3,16,20]. First, we prove the lower estimates. It is
sufficient to prove that there exists an N ≥ 2n, N ∼ n, such that
Sn(BW rp,κ , L
q
κ) ≥ cn−
r
d+ 1p− 1q Sn(bNp , ℓ
N
q ). (5.3)
To prove (5.3), we take constants 0 < b1 < b2 small enough such that for any n satisfying b1md ≤
n ≤ b2md, there exist a set of N points {xj}Nj=1 ⊂ Sd, such that N ∼ md,N ≥ 2n and
1 With a minor modification, the range ofm in Lemma 2.2 of [3] can extend to 0 ≤ m ≤ n.
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B

xi,
2
m

B

xj,
2
m

= ∅, if i ≠ j.
Let φ be a nonnegative C∞-function on R support in [0, 1] and being equal to 1 in [0, 12 ]. We define
φi = φ(m · ρ(x, xi)), i = 1, . . . ,N
and set
AN :=

fa =
N−
j=1
ajφj(x) : a = (a1, . . . , aN)

.
Then for fa ∈ AN , a = (a1, . . . , aN),
‖fa‖p,κ ∼

m−d
N−
j=1
|aj|p
 1
p
= m− dp ‖a‖ℓNp . (5.4)
For a positive integer ν > r2 , it can be easily deduced from the definition of−Dκ that
‖(−Dκ)ν(fa)‖p,κ ≤ cm2ν‖fa‖p,κ ≤ cm2ν− dp ‖a‖ℓNp ,
which, by a Kolmogorov type inequality (see [8]2), implies
‖(−Dκ) r2 (fa)‖p,κ ≤ c‖(−Dκ)ν(fa)‖
r
2ν
p,κ‖fa‖
2ν−r
2ν
p,κ ≤ cmr− dp ‖a‖ℓNp . (5.5)
For f ∈ L1κ and x ∈ Sd, we define
P(f )(x) :=
N−
j=1
φj(x)
‖φj‖22,κ
∫
Sd
f (y)φj(y)Wκ(y) dy.
By the Hölder inequality, it follows that for 1 ≤ p ≤ ∞
‖P(f )‖p,κ ≤ c‖f ‖p,κ ,
hence,
Sn(BW rp,κ , L
q
κ) ≥ Sn(BW rp,κ ∩AN , Lqκ) ≥ cSn(BW rp,κ ∩AN , Lqκ ∩AN).
Combining with (5.4) and (5.5), we obtain
Sn(BW rp,κ , L
q
κ) ≥ cm−r+
d
p− dq Sn(bNp , ℓ
N
q ) ≥ cn−
r
d+ 1p− 1q Sn(bNp , ℓ
N
q ).
(5.3) follows.
Using the following relations
δn(bNp , ℓ
N
q ) = δn(bNq′ , ℓNp′) ≥ max{dn(bNp , ℓNq ), dn(bNq′ , ℓNp′)},
dn

bNp , ℓ
N
q
 = dn bNq′ , ℓNp′ , 1p + 1p′ = 1q + 1q′ = 1,
we get the desired lower estimates from (5.3) and the following estimates (see [13, p. 236]):
dn

bNp , ℓ
N
q
 ≥ c

n
1
q− 1p , 1 ≤ q ≤ p ≤ ∞,
n
1
q− 1p , 2 ≤ p ≤ q ≤ ∞,
n
1
q− 12 , 1 ≤ p ≤ 2 ≤ q ≤ ∞,
1, 1 ≤ p ≤ q ≤ 2.
2 There is a mistake in the proof of Theorem 8.1 of [8]. However, the Kolmogorov type inequality is true.
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Next, we prove the upper estimates. In region I: 1 ≤ q ≤ p ≤ ∞, we define
Vn(f )(x) :=
∫
Sd
f (y)Ln(x, y)Wκ(y) dy,
and
En(f )p,κ := inf{‖f − p‖p,κ : p ∈ Πd+1n }.
It is easy to show that for f ∈ BW rp,κ , r > 0,
‖f − Vn(f )‖q,κ ≤ c‖f − Vn(f )‖p,κ ≤ cEn(f )p,κ ≤ cn−r‖(−Dκ) r2 (f )‖p,κ ≤ cn−r ,
where we have used Corollary 5.4 in [19] in the third step. Since dimΠd+1n ∼ nd, we have
max{dn(BW rp,κ , Lqκ), dn(BW rp,κ , Lqκ)} ≤ δn(BW rp,κ , Lqκ) ≤ cn−
r
d .
It remains to prove the upper estimates for 1 ≤ p ≤ q ≤ ∞. Denote by Bnp,κ the set of all functions
f ∈ Πd+1n on Sd such that ‖f ‖p,κ ≤ 1. Let γ > 0 be the same as in Lemma 4.1 andΛ = {ξ1, . . . , ξun}
be a maximal

γ
10n , ρ

-separable subset of Sd. It is easy to see that un ∼ dimΠd+1n ∼ nd. We claim
that for 0 ≤ m ≤ dimΠd+1n and any ε > 0,
Sm(Bnp,κ , L
q
κ) ≤ cn
d
p− dq

nd
m+ 1
(µ+ε)( 1p− 1q )
S[m2 ](b
un
p , ℓ
un
q ). (5.6)
To see this, write w = (w1, . . . , wun), where wi ∼

B(ξi,
γ
10n )
Wk(y) dy is as defined in Lemma 4.1.
Define T : Run → Πd+12n by
Tv(x) :=
un−
i=1
viwiLn(x, ξi),
where v = (v1, . . . , vun) ∈ Run . We shall show that for 1 ≤ q ≤ ∞,
‖Tv‖q,κ ≤ c‖v‖ℓunq,w . (5.7)
In fact, for q = 1, by (3.9) with p = 1,
‖Tv‖1,κ ≤ c
un−
i=1
|vi|wi · ‖Ln(·, ξi)‖1,κ ≤ c‖v‖ℓun1,w ;
for q = ∞, by Lemma 4.1 applied to p = 1 and f (·) = Ln(x, ·), we have
‖Tv‖∞,κ ≤ c‖v‖∞maxx∈Sd ‖Ln(x, ·)‖1,κ ≤ c‖v‖∞;
and for 1 < q <∞, (5.7) follows from the Riesz–Thörin theorem. Next, we define U : Πd+1n −→ Run
by
U(f ) := (f (ξ1), . . . , f (ξun)).
Then by the quadrature (4.1) we have for f ∈ Πd+1n ,
TU(f )(x) =
un−
i=1
f (ξi)wiLn(x, ξi) =
∫
Sd
f (y)Ln(x, y)Wκ(y) dy = Vn(f )(x) = f (x),
i.e. TU = identity onΠd+1n . Hence, it follows that
Sm(Bnp,κ , L
q
κ) ≤ ‖U‖ · ‖T‖ · Sm(bunp,w, ℓunq,w) ≤ cSm(bunp,w, ℓunq,w). (5.8)
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Finally, by Lemma 4.2, there exists a constant c > 0 such that
un−
i=1
(c ndwi)−β ≤ un, β ∈
[
0,
1
µ

.
Using Lemma 5.1 with β = 1
µ+ε to the vector w = (c ndw1, . . . , c ndwun), we get
Sm(bunp,w, ℓ
un
q,w) = (c nd)
1
p− 1q Sm(bunp,w, ℓunq,w)
≤ cn dp− dq

nd
m+ 1
(µ+ε)( 1p− 1q )
S[m2 ](b
un
p , ℓ
un
q ),
which, combined with (5.8), gives (5.6).
For f ∈ Lpκ , we define
A0(f ) := V1(f ), Aj(f ) := V2j(f )− V2j−1(f ), for j ≥ 1.
Clearly for f ∈ BW rp,κ , f =
∑∞
j=0 Aj(f ), and
‖Aj(f )‖p,κ ≤ c2−jr‖(−Dκ) r2 (f )‖p,κ ≤ c2−jr , r ≥ 0.
Thus, by (5.6) and discretization, it is easy to deduce that
Sn(BW rp,κ , Lq,κ) ≤ c
∞−
j=0
2−j(r−
d
p+ dq )

2jd
nj + 1
(µ+ε)( 1p− 1q )
S nj
2
(bujp , ℓujq ), (5.9)
where
∑∞
j=0 nj ≤ n and uj ∼ 2jd. Choose a positive integer J such that C12Jd ≤ n ≤ C22Jd with C1 > 0
to be specified later, and define
nj =

2uj, if 0 ≤ j ≤ J,
[2Jd(1+t)−dtj], if J < j ≤ J

1+ 1
t

,
0, if j > J

1+ 1
t

,
where t > 0 is sufficiently small. Since
∑∞
j=0 nj ≤ c2Jd, we can take C1 sufficiently large so that∑∞
j=0 nj ≤ C12Jd ≤ n.
In region IV: 1 ≤ p ≤ 2 ≤ q ≤ ∞. For the Kolmogorov widths, if r > (1+ (1+ t)(µ+ ε)) dq + 12dt ,
then applying (5.9) and the following improved Kashin’s inequality (see [11, p. 465]),
dm

bMp , ℓ
M
∞
 ≤ dm bM2 , ℓM∞ ≤ cm− 12 (log2(eM/m)) 12 , 1 ≤ m ≤ M,
we have
dn(BW rp,κ , L
q
κ) ≤ cdn(BW rp,κ , L∞κ ) ≤ cn−
r
d+ 1p− 12 + o(t). (5.10)
For the Gelfand widths, if r > (1+ (1+ t)(µ+ ε))

d− dq

+ 12dt , then using (5.9) and the following
relations
dm(bM1 , ℓ
M
q ) = dm

bMq′ , ℓ
M
∞

≤ dm

bM2 , ℓ
M
∞
 ≤ cm− 12 (log2(eM/m)) 12 , 1 ≤ m ≤ M,
we obtain
dn(BW rp,κ , L
q
κ) ≤ dn

BW r1,κ , L
q
κ
 ≤ cn− rd+ 12− 1q + o(t). (5.11)
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For the linear widths, in the case of p = 1, q = ∞, the upper estimate follows from dn(BW r1,κ , L∞κ )
because of the following equality (see [11, p. 412])
δm(bM1 , ℓ
M
∞) = dm(bM1 , ℓM∞), 1 ≤ m ≤ M.
If 1 < p ≤ 2, q = p′, r > (1 + (1 + t)(u + ε))

d
p − dp′

+ d

t
2 + 1− 1p

, then invoking (5.9) and
the following Gluskin’s estimate (see [11, p. 473]),
δm(bMp , ℓ
M
p′ ) ≤ cM1−
1
p m−
1
2 , 1 ≤ m ≤ M,
we get
δn(BW rp,κ , L
p′
κ ) ≤ cn−
r
d+ 1p− 12 + o(t). (5.12)
Hence, in the case of 1 < p ≤ 2 ≤ q < ∞, the upper estimates for δn(BW rp,κ , Lqκ) follow from (5.12)
and the following relations
δn(BW rp,µ, L
q
µ) ≤ c

δn(BW rp,κ , L
p′
κ ), if p
′ ≥ q,
δn(BW rq′,κ , L
q
κ), if p
′ ≤ q.
In region II: 1 ≤ p ≤ q ≤ 2. For the linear widths, r > (1 + (1 + t)(u + ε))

d
p − dq

, the upper
estimates follow from (5.9) and the inequality
δm(bMp , ℓ
M
q ) ≤ 1, 1 ≤ m ≤ M;
for the Gelfand widths, the upper estimates follow from (5.11) and the fact
dn(BW rp,κ , L
q
κ) ≤ cdn

BW rp,κ , L
2
κ
 ;
and for the Kolmogorov widths, the upper estimates follow from the relation
dn(BW rp,κ , L
q
κ) ≤ δn(BW rp,κ , Lqκ).
In region III: 2 ≤ p ≤ q ≤ ∞. For the linear widths and Gelfand widths, r > (1 + (1 + t)(u +
ε))

d
p − dq

, the upper estimates follow from (5.9) and the inequalities
δm(bMp , ℓ
M
q ) ≤ 1, dm(bMp , ℓMq ) ≤ 1, 1 ≤ m ≤ M;
for the Kolmogorov widths, the upper estimates follow from (5.10) and the fact
dn(BW rp,κ , L
q
κ) ≤ cdn(BW r2,κ , L∞κ ).
Let t, ε be sufficiently small, the desired estimates then follow by straightforward calculation. 
6. Widths of the weighted Sobolev classes on Bd
Analysis in weighted spaces on the unit ball Bd = {x ∈ Rd : ‖x‖ ≤ 1} in Rd can often be deduced
from the corresponding results on Sd; see [9,17,19] and the reference therein.
We consider the weight function
W Bκ (x) :=
d∏
i=1
|xi|2κi(1− ‖x‖2)κd+1− 12 , κi > 0, i = 1, . . . , d+ 1,
on Bd, and introduce the metric ρB on Bd:
ρB(x, y) := arccos

d−
j=1
xjyj +

1− ‖x‖2

1− ‖y‖2

, x, y ∈ Bd.
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Let Lpκ,B ≡ Lp(W Bκ ; Bd), 1 ≤ p <∞, be the space on Bd endowed with the finite norm
‖f ‖p,κ,B :=
∫
Bd
|f (x)|pW Bκ (x)dx
1/p
, 1 ≤ p <∞.
For p = ∞ we assume that L∞(W Bκ ; Bd) is replaced by the space C(Bd) of continuous functions on Bd
equipped with the uniform norm.
Under the mapping
ϕ : x ∈ Bd → (x,

1− ‖x‖2) ∈ Sd+ := {y ∈ Sd : yd+1 ≥ 0}, (6.1)
the norm of f on Bd and f ◦ ϕ on Sd are related by∫
Bd
[f (x,

1− ‖x‖2)+ f (x,−

1− ‖x‖2)] dx
1− ‖x‖2 =
∫
Sd
f (x) dx. (6.2)
Hence, the study of orthogonal expansions for W Bκ on B
d can be essentially reduced to that of Wκ on
Sd. Let Vdn(W
B
κ ) denote the space of orthogonal polynomials of degree n with respect to W
B
κ on B
d,
and dimVdn(W
B
κ ) ∼ nd−1. The orthogonal projection, projκ,Bn , of f ∈ L2(W Bκ , Bd) onto Vdn(W Bκ ) can be
written as
projκ,Bn f (x) = aκ
∫
Bd
f (y)Pn(W Bκ ; x, y)W Bκ (y) dy, x ∈ Bd,
where aκ =

Bd W
B
κ (y)dy
−1, and the kernel Pn(W Bκ ; x, y) satisfies the formula
Pn(W Bκ ; x, y) =
(n+ λκ)Γ (n+ 2λκ)Γ

λκ + 12

λκΓ

n+ λκ + 12

Γ (2λκ)
∫
[−1,1]d+1
P
(λk− 12 ,λk− 12 )
n (u(x, y, t))
×
d∏
i=1
cκi(1+ ti)(1− t2i )κi−1cκd+1(1− t2d+1)κd+1−1 dt,
where u(x, y, t) = x1y1t1 + · · · + xdydtd +

1− ‖x‖21− ‖y‖2td+1, λκ = d−12 + |κ|, |κ| =∑d+1
i=1 κi, cλ =

β
 1
2 , λ
−1
, and P (α,β)n denotes the Jacobi polynomial of degree nwith indices (α, β).
Note that the orthogonal polynomials in Vdn(W
B
κ ) satisfy a second-order partial differential
equation
[△h−⟨x,▽⟩2 − 2λκ⟨x,▽⟩]P = −n(n+ 2λκ)P, P ∈ Vdn(W Bκ ),
where△ and▽ are the Laplace operator and gradient operator respectively, and△h is given by
△h f (x) = △f (x)+
d−
i=1
κi

2
xi
∂if (x)− f (x)− f (x1, . . . ,−xi, . . . , xd)x2i

.
Thus, given r > 0, we can define the operator (−DBk)
r
2 by
(−DBκ)
r
2 (f ) :=
∞−
n=0
(n(n+ 2λκ)) r2 projκ,Bn (f )
in a distributional sense. Then for r > 0 and 1 ≤ p ≤ ∞, we define the weighted Sobolev class BW r,Bp,κ
on Bd by
BW r,Bp,κ :=

f ∈ Lp(W Bκ ; Bd) : ‖f ‖p,κ,B + ‖(−DBκ)
r
2 (f )‖p,κ,B ≤ 1

.
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We have the following analogue of Theorem 1.1 on Bd.
Theorem 6.1. Assume that 1 ≤ p, q ≤ ∞, 1q + 1q′ = 1, r > 0 and µ = max1≤i≤d+1 2κi. Then we have
dn(BW r,Bp,κ , L
q
κ,B) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)d
2
,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)d
p
,
δn(BW r,Bp,κ , L
q
κ,B) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ q′ ≤ 2, r > (1+ 2µ)d
p
− dµ,
n−
r
d+ 12− 1q , 1 ≤ q′ ≤ p ≤ 2, r > (1+ 2µ) d
q′
− dµ,
and
dn(BW r,Bp,κ , L
q
κ,B) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)d
2
,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 12− 1q , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)

d− d
q

.
Connecting with (6.1) and (6.2), the proof follows almost exactly as in the proof of Theorem 1.1.
7. Widths of the weighted Sobolev classes on T d
Analysis in weighted spaces on the simplex
T d :=

x = (x1, . . . , xd) ∈ Rd : min1≤j≤d xj ≥ 0, 1− |x| := 1−
d−
j=1
|xj| ≥ 0

,
can often be deduced from the corresponding results on Bd; see [9,19] and the reference therein.
We consider the weight function
W Tκ (x) :=
d∏
i=1
xκi−1/2i (1− |x|)κd+1−1/2, κi > 0, i = 1, . . . , d,
on T d, and define the distance ρT on T d:
ρT (x, y) := arccos

d−
j=1
√
xjyj +

1− |x|1− |y| , x, y ∈ T d.
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Under the mapping
ψ : (x1, . . . , xd) ∈ T d →

x21, . . . , x
2
d
 ∈ Bd, (7.1)
the integrals of f on T d and f ◦ ψ on Bd are related by∫
Td
f (x)
dx√
x1 · · · xd =
∫
Bd
f (x21, . . . , x
2
d) dx. (7.2)
Thus, the background on orthogonal expansions on T d is similar to the case of Bd. The definitions of
various notions, such as Lpκ,T , ‖ · ‖p,κ,T ,Vdn(W Tκ ), are exactly the same as in the previous section with
T d in place of Bd.
The orthogonal projection, projκ,Tn , of f ∈ L2κ,T onto Vdn(W Tκ ) can be written as
projκ,Tn f (x) = aκ
∫
Td
f (y)Pn(W Tκ ; x, y)W Tκ (y) dy, x ∈ T d,
where aκ =

Td W
T
κ (y)dy
−1, and the kernel Pn(W Tκ ; x, y) satisfies the formula
Pn(W Tκ ; x, y) =
(2n+ λκ)Γ
 1
2

Γ (n+ λκ)
Γ (λκ + 1)Γ (n+ 12 )
× cκ
∫
[−1,1]d+1
P
(λκ− 12 ,− 12 )
n

2u(x, y, t)2 − 1 d+1∏
i=1
(1− t2i )κi−1dt,
where u(x, y, t) = √x1y1 t1+· · ·+√xdyd td+√1− |x|√1− |y| td+1, λκ = d−12 +|κ|, |κ| =
∑d+1
j=1 κj,
and P (α,β)n denotes the Jacobi polynomial of degree nwith indices (α, β).
It is known that the orthogonal polynomials in Vdn(W
T
κ ) satisfy a second-order partial differential
equation
d−
i=1
xi(1− xi) ∂
2P
∂x2i
− 2
−
1≤i<j≤d xixj
∂2P
∂xi∂xj
+
d−
i=1

κi + 12

−

|κ| + d+ 1
2

xi

∂P
∂xi
= −n(n+ 2λκ)P, P ∈ Vdn(W Tκ ).
Thus, given r > 0, we can define the operator (−DTk )
r
2 by
(−DTκ)
r
2 (f ) :=
∞−
n=0
(n(n+ 2λκ)) r2 projκ,Tn (f )
in a distributional sense. Then for r > 0 and 1 ≤ p ≤ ∞, we define the weighted Sobolev class BW r,Tp,κ
on T d by
BW r,Tp,κ :=

f ∈ Lpκ,T : ‖f ‖p,κ,T + ‖(−DTκ)
r
2 (f )‖p,κ,T ≤ 1

.
We have the following analogue of Theorem 6.1 on T d.
Theorem 7.1. Assume that 1 ≤ p, q ≤ ∞, 1q + 1q′ = 1, r > 0 and µ = max1≤i≤d+1 2κi. Then we have
dn(BW r,Tp,κ , L
q
κ,T ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)d
2
,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)d
p
,
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δn(BW r,Tp,κ , L
q
κ,T ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d+ 1p− 1q , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 1p− 12 , 1 ≤ p ≤ q′ ≤ 2, r > (1+ 2µ)d
p
− dµ,
n−
r
d+ 12− 1q , 1 ≤ q′ ≤ p ≤ 2, r > (1+ 2µ) d
q′
− dµ,
and
dn(BW r,Tp,κ , L
q
κ,T ) ∼

n−
r
d , 1 ≤ q ≤ p ≤ ∞, r > 0,
n−
r
d , 1 ≤ p ≤ q ≤ 2, r > (1+ µ)d
2
,
n−
r
d+ 1p− 1q , 2 ≤ p ≤ q ≤ ∞, r > (1+ µ)

d
p
− d
q

,
n−
r
d+ 12− 1q , 1 ≤ p ≤ 2 ≤ q ≤ ∞, r > (1+ µ)

d− d
q

.
Proof. Combined with (7.1) and (7.2), the proof runs along the same lines as that of Theorem 6.1, the
main difference lies in the proof of the analogue of Theorem 3.1 on T d: applying summation by parts,
finite times, we have
Kn(t) = Cκ
∞−
k=0
an,j(k)
Γ (k+ λκ + j)
Γ

k+ 12
 P (λκ− 12+j,− 12 )k (t),
in place of (3.8), then using the quadratic formula
P
(α,− 12 )
k (2s
2 − 1) = O(1)P (α,α)2k (s),
we obtain
Ln(x, y) = Cκ
∞−
k=0
an,j(k)
Γ (k+ λκ + j)
Γ

k+ 12

·
∫
[−1,1]d+1
P
(λκ− 12+j,λκ− 12+j)
2k

d+1−
j=1
√
xjyjtj

d+1∏
j=1
(1− t2j )κj−1dt. 
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