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Abstract
The Data Clustering (DC) problem is of central importance for the area of Ma-
chine Learning (ML), given its usefulness to represent data structural similari-
ties from input spaces. Differently from Supervised Machine Learning (SML),
which relies on the theoretical frameworks of the Statistical Learning Theory
(SLT) and the Algorithm Stability (AS), DC has scarce literature on general-
purpose learning guarantees, affecting conclusive remarks on how those algo-
rithms should be designed as well as on the validity of their results. In this
context, this manuscript introduces a new concept, based on multidimensional
persistent homology, to analyze the conditions on which a clustering model is
capable of generalizing data. As a first step, we propose a more general defi-
nition of DC problem by relying on Topological Spaces, instead of metric ones
as typically approached in the literature. From that, we show that the DC
problem presents an analogous dilemma to the Bias-Variance one, which is here
referred to as the Coarse-Refinement (CR) dilemma. CR is intended to clarify
the contrast between: (i) highly-refined partitions and the clustering instability
(overfitting); and (ii) over-coarse partitions and the lack of representativeness
(underfitting); consequently, the CR dilemma suggests the need of a relaxation
of Kleinberg’s richness axiom. Experimental results were used to illustrate that
multidimensional persistent homology support the measurement of divergences
among DC models, leading to a consistency criterion.
Keywords: Data Clustering, Topology, Persistent Homology,
Multidimensional Persistence, Algorithm Stability
1. Introduction
Machine Learning (ML) is among the most important concepts to be consid-
ered while designing real-world applications from different domains [1, 2, 3, 4, 5]
∗Corresponding author.
Email addresses: yule.vaz@usp.br (Yule Vaz), mello@icmc.usp.br (Rodrigo Fernandes
de Mello), grossi@icmc.usp.br (Carlos Henrique Grossi)
ar
X
iv
:1
91
1.
05
80
6v
1 
 [c
s.L
G]
  1
3 N
ov
 20
19
by mainly relying on two paradigms: (i) the Supervised Machine Learning
(SML), and (ii) the Unsupervised Machine Learning (UML). SML counts on
fundamental proofs provided by the Statistical Learning Theory (SLT) [6, 7]
while estimating a classification/regression function in form f : X → Y , given
an input space X and class labels in an output space Y . All those proofs are
driven to ensure that the empirical risk probabilistically converges to its ex-
pected value, so that it can be used to assess multiple learning models. This
SLT framework cannot be employed to formulate or ensure learning in the con-
text of UML, once class labels are not available but only inputs x ∈ X. In
this sense, UML attempts to represent data spatial structures according to the
features composing X, being Data Clustering (DC) the most iconic approach of
such branch. As matter of fact, some specific proofs have been already formu-
lated [8, 9, 10, 11, 12], although UML still requires advances in order to have a
stronger, preferably general, theoretical foundation to ensure learning.
As a step in such direction, the concept of Algorithmic Stability (AS) [9]
supports learning guarantees in terms of bounded perturbations on the domain
of a measurable function of random variables, even in the absence of labeled
data [13, 14]. In [15], the Algorithm Stability was employed in an attempt to
characterize learning on unsupervised online data, which resulted in the develop-
ment of a method for concept drift detection. We then consider that Algorithmic
Stability is an appropriate framework to study Data Clustering problems.
Considering clustering partitioning, Kleinberg [8] formalizes the DC prob-
lem according to three necessary properties: (i) scale-invariance – the parti-
tions formed by a clustering algorithm should not depend on the distance scale
among elements; (ii) consistency – the partitions must not change whenever
intra-cluster distances decrease and inter-cluster distances increase; and (iii)
richness – a clustering algorithm should be capable of producing all possible
partitions for a distance function. Kleinberg [8] proved those properties can-
not be simultaneously satisfied though in attempt to unify intuitive clustering
notions, therefore even those basic axiomatic framework statements need some
sort of relaxation to perform clustering.
Based on Kleinberg [8] results, Ben-David and Ackerman [10] propose the
Clustering Quality Measure which guarantee the satisfiability for all Kleinberg
[8]’s axioms simultaneously. Although, we believe that richness is actually not
mandatory, given its impacts on the algorithm stability as discussed in Sections 3
and 5. Roughly speaking, richness imposes that some irrelevant and unstable
partitions must be also produced by clustering algorithms, something that may
not be desirable. In addition, Ackerman et al. [11] develop a taxonomy scheme
for clustering properties from which we adopt the isomorphic invariance between
clustering models.
Assuming that Hierarchical Clustering (HC) relaxes Kleinberg’s axioms, Carls-
son and Me´moli [12] designed a theoretical framework to ensure data-permutation
stability by taking advantage of ultrametric spaces built upon HC algorithms.
The authors firstly proved that, after some modifications, the Single-Linkage
(SL) agglomerative criterion is enough to ensure the same clustering model
(dendrogram) for all input permutations x ∈ X , and secondly confirmed the
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same result for different inputs following the same data distribution.
From those two main papers, this manuscript firstly consolidates those con-
cepts in the sense of providing a general description for the Data Clustering (DC)
problem by using topological spaces, thus complementing Carlsson and Me´moli
[12]’s study that assumes data in some metric space. Secondly, we discuss on the
practical usefulness of Kleinberg [8]’s richness property given its impacts on the
clustering algorithm consistency, as later discussed in Sections 3 and 5. Roughly
speaking, richness imposes that either irrelevant or unstable partitions must be
also produced which are not desirable. Finally, we conclude that over-refined
or over-coarse HC partitions tend to be either unstable or irrelevant when data
is subject to bounded perturbations, something associated to the Bias-Variance
dilemma [16] in terms of the space of the admissible partitions, thus suggesting
that Kleinberg’s richness should be anyway relaxed.
To complement Carlsson and Me´moli [12]’s study, this paper shows that
topological spaces sufficiently model the DC problem, allowing to derive con-
sistency results to ensure clustering generalization from a more general point of
view (Sections 3 and 5). This consistency considers topological features primar-
ily associated with connected components, holes and voids [17], which cannot
be directly represented once the underlying topological space is unknown. How-
ever, given we have access to some points cloud, the consistency of topological
structures can be assessed by evaluating isomorphisms between homology groups
(homology equivalences) [18].
Equivalent spaces from the homological perspective may not be homeomor-
phic [19]. Even though, homology equivalence preserves holes, voids and con-
nected components of geometric objects, which are defined by homology classes,
i.e., by elements of the homology group. In this particular context, we claim
that inferior (fine-grained, e.g. at the bottom level of a dendrogram) hierarchies
in some HC model are not consistent for homology classes as data points are
subject to data inclusion. In this scenario, persistent homology [20] is suitable
to study the homology groups extracted from the hierarchies of a HC model
as it allows to analyze changes in the number of connected components and
voids, what is formally defined in terms of inclusions (Xi, τXi) ⊆ (Xj , τXj ) of
the corresponding topological spaces. Hence, our goal is to verify how persis-
tent homology is affected after the acquisition of new data so that we find the
collection of hierarchies satisfying generalization bounds for the HC problem.
That motivated us to study the stability proofs by Cohen-Steiner et al.
[21], Chazal et al. [22] of persistence diagrams. Such diagrams describe how
homology classes change throughout the sequence of topological spaces inclu-
sions (X1, τX1) ⊆ (X2, τX2) ⊆ · · · ⊆ (Xn, τXn) which, in the context of this
paper, are associated to the hierarchies of a given HC model (or dendrogram).
Although the relevant contributions on the stability of persistence diagrams
by Cohen-Steiner et al. [21], Chazal et al. [22], their approaches did not con-
sidered variations on the topological spaces produced by new data. Such data
insertions required us to employ the concept of multifiltration (bifiltration specif-
ically), introduced in [23], in order to represent persistent homology along data
inclusions [24].
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In summary, the main contributions of this paper are: i) the conclusion
that Kleinberg’s richness property [8] may lead to inconsistent partitions; ii) the
conclusion that Topological Spaces produce relevant features for DC consistency
analysis; iii) a new DC problem formulation based on topological spaces; iv) a
new HC problem formulation based on topological spaces; v) the formulation of
the Coarse-Refinement dilemma based on homology groups which is associated
with the Bias-Variance dilemma from supervised learning [6]; vi) the formu-
lation of generalization bounds for homology groups in clustering structures,
based on the Coarse-Refinement dilemma; vii) the proof that our proposed DC
generalization bound is an upper limit for Carlsson and Me´moli [12]’s consis-
tency; viii) besides the theoretical contributions, we show experimental results
to confirm that over-refined clusters produce inconsistent homology groups.
This paper is organized as follows: Section 2 briefly introduces some stud-
ies related to the formalization of theoretical frameworks in the context of the
Data Clustering (DC) problem; Section 3 introduces a general formulation for
the DC and HC problems; Section 4 discusses the Coarse-Refinement Dilemma
considering the homology group H0; Section 5 shows that homology groups of
degree greater than zero are affected by over-refined and over-coarsed topolo-
gies; Section 6 compares our proposed generalization bounds to Carlsson and
Me´moli [12]’s consistency; finally, conclusions and future directions are provided
in Section 8.
2. Related work
Data Clustering (DC) faces many challenges in defining and guaranteeing
generalization from datasets, as it does not rely on labels and, consequently,
it cannot take advantage of computing any evident error measurement such as
risk [7]. While studying this issue, Kleinberg [8] considered that a clustering
model is an application of a mapping f on top of a distance function d : I×I →
R+, given I contains indices of data points in some fixed-size set S, disregarding
its ambient space though [25]. From this initial setup, Kleinberg [8] defined three
properties to be respected in order to assess clustering algorithms and models:
• Scale-invariance: Given a distance and a clustering function, d and f , and
a scalar α, the following must hold f(d) = f(αd). Thus, the similarity
representation over S must be consistent with the units of measurement;
• Consistency: Let Γ be a partition of S and d, d′ two distance functions.
Function d′ is referred to as a Γ−transformation of d if: (i) for all i, j ∈ S
belonging to the same cluster, d′(i, j) ≤ d(i, j); and (ii) for all i, j ∈ S
belonging to different clusters, d′(i, j) ≥ d(i, j). Consistency holds if
f(d′) = f(d) whenever d′ is a Σ−transformation of d. Intuitively, this
property is assured when the partition is maintained whenever intra-
cluster distances reduce and inter-cluster distances increase;
• Richness: Let Range(f) be the set of all partitions Γ, given some distance
function d such that f(d) = Γ. The richness property is guaranteed if and
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only if Range(f) is equivalent to the set of all partitions of S. In other
words, for any partition Γi of S, there exists some di such that f(di) = Γi.
The author also proves that those three properties cannot be simultaneously
ensured, and claim that one of them is always somehow relaxed to obtain a
clustering model. Nonetheless, if we consider f as a statistical model, richness
does not appear to be suitable for the Data Clustering scenario as, in the spirit
of the Bias-Variance dilemma, it would permit the production of biased mod-
els, thus leading to phenomena similar to under (single cluster) and overfitting
(every point is a cluster).
In addition, Carlsson and Me´moli [12] relax Kleinberg’s properties to prove
the stability and consistency for their adapted single-linkage HC strategy. They
assume hierarchical methods on metric spaces (X, d) to build up dendrograms,
i.e., structures that map the groups of an HC model into the real line, associat-
ing every cluster with the required radii to form it. They also show dendrograms
are equivalent to ultrametric spaces, allowing them to compare HC models us-
ing the Gromov-Hausdorff distance [26], confirming their adapted single-linkage
strategy is the only one in the class of linkage algorithms (uniqueness) to be sta-
ble and consistent according to the metric space. More precisely, they conclude
that two different ultrametric spaces built from identically and independently
distributed samples from the same data distribution give rise to isometric spaces
as the sample size goes to infinity.
Complementary to those relevant studies, topological features could be used
to derive other theoretical results for the DC and HC problems. In that sense,
persistent homology is particularly useful as it describes when homology classes
appear or vanish throughout a sequence of topological inclusions in attempt of
representing hierarchical clusterings [27]. The persistence diagram is typically
employed to represent the birth and death of homology classes, whose stability
was already proven by considering changes in tame functions [21]. Taking ad-
vantage of such foundation to prove stability, Cohen-Steiner et al. [21] assumed
that: (i) the topological space must be triangulable; (ii) the topological space
must be fixed; and (iii) tame functions must be continuous. This has also mo-
tivated Chazal et al. [22] to prove that persistence diagrams are stable when
topological spaces are not triangulable nor tame functions are continuous, yet
topological spaces must be fixed. In our scenario, neighborhoods may change
when data is subject to perturbations, so we cannot assume the topology to
be fixed. Therefore, the main goal of this paper is to study the consistency
in the presence of adaptable topological spaces, guaranteeing the property of
isomorphism invariance as in [11].
Hence we adopted the concept of multifiltration (bifiltration precisely), in-
troduced in [23], from which the persistence of homology groups can be studied
along variations of two or more parameters. For instance, a bifiltration can be
used to study the radius r and the density ρ of the DBSCAN algorithm Ester
et al. [28] to obtain adequate clusters given a target application. In our work we
consider the inclusion of new data points as a second dimension in the bifiltra-
tion such that homology classes are associated with a pair (r,Xm) in which Xm
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is a dataset with the inclusion of m new samples and r is a variable related to
the level of the HC (e.g. an acceptable radius). In order to study the persistent
homology of such bifiltration and its p-th Betti-numbers consistency, the DC
and HC problems must be formulated in terms of topological spaces, as shown
in the next section.
3. Generalizing the Data Clustering problem
The Data Clustering (DC) problem typically relies on metric spaces in or-
der to describe similarities among dataset instances, unfortunately losing the
inherent abstraction that it could take advantage from topological spaces. As
discussed in this section, the DC problem should be represented in a more gen-
eral mathematical space so it can be restricted when and if necessary, according
to the target learning task. For example, if no restriction is needed, one can an-
alyze topological features to study the data space and understand more general
stability/consistency criteria on top of structures such as holes, voids and con-
nected components [12]. However, if some restriction is part of the target task,
one can still endow such space with some topology and take advantage of the
same general stability/consistency criteria, as formulated in this manuscript.
In this context, we consider data points are acquired from some unknown
topological space (Z, τZ), whose modeling is the goal of data clustering. To
produce such model, the DC problem assesses the similarities among dataset
instances in order to organize them into clusters, each one corresponding to a set
of neighborhoods of data elements. A neighborhood of x ∈ (X, τX) ⊂ (Z, τZ),
having (X, τX) as the resultant topological space sampled from (Z, τZ), defines
an open set of X necessarily containing x.
Remark 1. The goal of Data Clustering is to approximate topological features
of an unknown topology τZ on a space (Z, τZ) from which data is sampled.
In practice, a subspace of a larger topological space (Ω, τΩ) (typically, a closed
cube in Rp). From the data instances x ∈ X ⊂ Z, one attempts to approximate
topological features of (Z, τZ) by means of a neighborhood map η : x 7→ N (x) ⊂
τΩ, in such a way that, ideally, (Z, τZ) and (X,N (X)) are homeomorphic. Here,
N (x) is an open neighborhood of x and N (X) := ⋃x∈X N (x) is endowed with
the subspace topology (we denote by A the closure of the topology τA). We call
the pair (X,N (X)) a neighborhood topological space.
For the sake of illustration, the DBSCAN algorithm [28] employs a neigh-
borhood map that uses open balls around every data instance in some metric
space, considering the density of points in every neighborhood is enough to form
a new cluster. Observe this concept differs from ours in which all open sets are
taken into account.
Neighborhood topologies induce equivalence relations on N(X) :=
⋃
x∈X Nx
(an example will be given below) which determine the pertinence of every data
instance to a given cluster. For example, the single-linkage algorithm induces an
equivalence relation ∼r, referred to as r-relation by [12], in which a metric space
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(X, d) is built from some dataset X using a distance function d : (X, d) → R,
so that x ∼r x′ holds when there is a set {x1, x2, . . . , xn} such that d(x, x1) <
r, d(x1, x2) < r, . . . , d(xn, x
′) < r.
We assume Data Clustering models to be built upon independently and iden-
tically sampled instances from which some topological space (X, τX) ⊂ (Z, τZ)
is obtained, so that there is a probability measure P over some unknown un-
derlying topological space (Z, τZ). In order to ensure such assumption, the set
Z must also endows a probability space. In this scenario, we need to endow the
Borel σ-algebra of the larger topological space (Ω, τΩ) (see Remark 1) with a
probability measure that is supported on Z.
Summarizing, in this paper, we define the Data Clustering (DC) problem as
follows.
Definition 1 (Data Clustering problem). The Data Clustering problem con-
sists in finding an adequate neighborhood topology N (X) of (X,N (X)) (see
Remark 1), where x ∈ X and (X, τX) ⊂ (Z, τZ) ⊂ (Ω, τΩ) is a known topolog-
ical space sampled from the unknown underlying topological space (Z, τZ). The
neighborhood topology N should approximate topological features of the unknown
topology τZ . Random variables are independently and identically sampled from
some unknown probability distribution which is supported on Z. Clusters are
obtained from an equivalence relation derived from N (X).
As claimed in [18], the use of hierarchical schemes is more informative than
choosing a single neighborhood topology. The Hierarchical Clustering (HC)
problem considered in this paper is defined as follows.
Definition 2 (Hierarchical Clustering problem). The Hierarchical Clus-
tering problem consists in finding, for each i ∈ {1, . . . , n} in which n is a re-
finement index (e.g. such as the radius index for a metric space), an adequate
neighborhood topology ηi : x 7→ Ni(x) as in the previous definition. Moreover,
we require that the neighborhood topology Ni(X) :=
⋃
x∈X Ni(X) determined by
ηi is contained in Nj(X) whenever i ≤ j.
In this context, the comparison among neighborhood topologies produced
from different datasets acquired by the same i.i.d. distribution P (Z) can be
performed by verifying homeomorphisms among them. Two problems occur in
this sense, though:
• As the underlying topological space (Z, τZ) is unknown, it is actually
impossible to verify when a neighborhood topology is homeomorphic to τZ ;
this avoids the possibility of a direct design of an adequate neighborhood
topology;
• Consider two subsets X,X ′ ⊂ Z and the respective neighborhood topolo-
gies N (X) and N (X ′) (see Remark 1). Since the probability distribution
P is unknown, homeomorphisms between (X,N (X)) and (X ′,N (X ′))
cannot be explicitly studied.
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Then, some notion of “approximately” equal topologies is required in order to
analyze whether a (hierarchical) clustering algorithm is capable of consistently
grouping data. To this end, we use homology: in some sense, homology allows
one to compare some features of topological spaces by mapping topological
structures into algebraic ones [19].
In this paper, we are mainly interested in singular homology. This partic-
ular kind of homology uses the continuous images of standard simplices into a
topological space (X, τX) in order to “get a sense” of the topology τX . More
precisely, the standard p-simplex is the convex hull of the n + 1 standard unit
vectors in Rp+1, that is, ∆p := {x ∈ Rp+1 |∑pi=0 xi = 1, xi ≥ 0} and a singular
p-simplex in (X, τX) is a continuous map σ : ∆
p → (X, τX). The boundary
of the standard p-simplex is made up of (p − 1)-simplices; so, we define the
boundary ∂σ of the singular p-simplex σ as being the formal sum of the singu-
lar (p − 1)-simplices that are given by restricting σ to the faces of ∆p. In this
formal sum, we alternate signs so orientation is taken into account.
The homology groups can now be constructed as follows. First, one takes the
free abelian group Cp generated by all singular p-simplices on (X, τX), i.e., the
formal finite sums of singular p-simplices with integer coefficients. Elements of
Cp are called singular p-chains. The boundary operator ∂ immediately extends
to an operator ∂p : Cp → Cp−1 giving rise to the chain complex
. . . Cp Cp−1 . . . C1 C0 0.
∂p+1 ∂p ∂p−1 ∂2 ∂1 ∂0
The image of the boundary operator ∂p provides the p-boundaries while its
kernel provides the p-cycles. It is not difficult to show [19] that the composition
∂p ◦ ∂p+1 = 0. So, im(∂p+1) ⊂ ker(∂p) and the p-th homology group of the
topological space (X, τX) is defined as the quotient
Hp[(X, τX)] := ker(∂p)/im(∂p+1). (1)
The inclusion im(∂p+1) ⊂ ker(∂p) says that the “boundary of a boundary” is
trivially empty. So, homology groups detect the cycles in Cp whose boundaries
are empty but not by the trivial reason of already being a boundary (of a higher
dimensional singular simplex) themselves. The presence of a cycle in (X, τX)
that is not the boundary of a higher dimension singular simplex can be seen as
the presence of an n-dimensional void (or hole) in (X, τX).
The n-dimensional voids in (X, τX) are characterized by its p-th Betti-
number which is, by definition, the rank of the abelian group Hp[(X, τX)].
One can also define p-th Betti-numbers as the dimension of the vector space
Hp(X,Q); the definition ofHp(X,Q) is essentially the same as that ofHp[(X, τX)]
but we take formal sums of singular simplices with coefficients in the field Q
of rational numbers – a subtle difference allowing one to endow Hp(X,Q) with
a linear structure. For example, for a topological space T built up from a
two-dimensional torus, H0(T ) = Z, H1(T ) = Z2 and H2(T ) = Z. So, the
corresponding p-th Betti-numbers are β0 = 1, β1 = 2, and β2 = 1.
In these settings, topological spaces built up from datasets can be compared
in terms of their homology groups without the introduction of a function to
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represent perturbations on such sets. More precisely, given a dataset X and a
perturbed version Xm which consists of X with m added points, one expects
that the probability of Hp[(X, τX)] and Hp[(X
m, τXm)] not being isomorphic
tends to zero as m→∞ (consistency).
4. Coarse-Refinement dilemma of the homology group H0
In the previous section, we argued that isomorphisms at the level of (singu-
lar) homology groups can be useful to compare topological spaces constructed
from some Data Clustering algorithm. Homology groups encode how many
connected components, holes, or voids (topological structures) are present in a
topological space. If topological spaces (X, τX), (X
′, τX′) have the same topolog-
ical structure, i.e., if they are homeomorphic, their homology groups Hp[(X, τX)]
and Hp((X
′, τX′)) are isomorphic. The converse is not true.
In spite of that, homology is used in Topological Data Analysis (TDA) to
study the topology of point clouds, because it does not require any assumption
on the unknown underlying topology τZ [18, 29]. In fact, neighborhood topolo-
gies (see Remark 1), typically based on metric spaces [28, 12], are used in TDA
to extract topological features from point clouds. A more general analysis can
be performed by considering arbitrary open neighborhoods instead of metric
ones. In addition, the homology groups can be used to compare how a neigh-
borhood topology N (X) changes when compared to a perturbed version N (X ′)
of itself, analyzing the stability of (X,N (X)) by comparing Hp[(X,N (X))] with
its expected homology E{Hp[(X,N (X))]}.
If N (X) is refined enough to represent each element into a single clus-
ter (singletons), a problem would occur at the level of topological spaces: if
|N (X)| 6= |N (X ′)|, then such spaces are not homeomorphic as their number of
connected components differ, hence their H0-homological groups are not isomor-
phic; so |N (X)| = |N (X ′)| should hold when over-refined spaces are considered.
However, no assumption about the cardinality of τZ can be given since (Z, τZ)
is unknown and, therefore, |N (X)| = |N (Z)| may not hold.
Theorem 1. Two over-refined topologies N (X) and N (X ′) produces isomor-
phic 0-dimensional homology groups iff |N (X)| 6= |N (X ′)|.
Proof. Assume that, given a neighborhood topology N (X), the space (Ω, τΩ)
(we remind the reader that, typically, (Ω, τΩ) is a closed cube in Rp) is endowed
with a probability measure P (in the Borel σ-algebra of (Ω, τΩ)) supported in
(Z, τZ) ⊂ (Ω, τΩ) and such that each corresponding cluster has measure ≤ .
Consider the presence of some sampled perturbation x′ = x + δ, where δ is an
element of a measurable set D endowed with a probability function. One issue
that motivated the dilemma on over-coarse versus over-refined topologies (in
the same sense of the Bias-Variance dilemma) in this paper is that whenever an
element in any C ∈ N (X) becomes unrelated with any neighborhood in N (X),
the topology changes as well as its homology group H0. Then, we formulate the
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probability of the topology being “cut” (or divided) as
P ((x+D)−⋃C∈N (X) C) = P (x+D)
−P
(⋃
C∈N (X)(C ∩ (x+D))
)
= 1−∑C∈N (X) P (C|x+D). (2)
Note that, if  → 0, i.e., tends to over-refinement, and some measure µZ(D)
does not depend on , then P (C|x + D) → 0 and P (x /∈ C) → 1 for ev-
ery C ∈ N (X). In this case, the topological space determined by N (X ′) is
not homeomorphic to the one determined by N (X) nor its homology group
H0[(X
′,N (X ′))] is isomorphic to H0[(X,N (X))]. On the other hand, if the
elements C ∈ N (X) cover x+D, then P (x /∈ C) = 0 for every C ∈ N (X) and,
therefore, H0[(X
′,N (X ′))] ∼= H0[(X,N (X))].
The neighborhood topology N (X) could produce an over-coarse cluster that
consists only of the universal set Ω, giving rise to homeomorphic spaces for every
perturbation of (X, τX), but overlooking homology classes with degree greater
than one could appear if the topology were refined. Thus, we conclude that there
is a trade-off between probabilistic consistence and data representation, such as
depicted in the Bias-Variance dilemma [30]. This leads to the same common
issue resultant from the SLT, in which a SML algorithm should never produce all
possible classification functions given that would lead to overfitting [6]. In the
Data Clustering context, a clustering algorithm must not produce all possible
neighborhood topologies, because this would lead to unstable clustering related
to over-refined topologies.
5. Generalization bounds for homology groups
The trade-off resultant of the refinement of N (X) can be studied using
persistent homology, from the most refined topological space to the coarsest one.
In this sense, we have inclusions of topological spaces F(X, η) := (X,N1(X)) ⊆
(X,N2(X)) ⊆ · · · ⊆ (X,Nn(X)), known as a filtration, that corresponds to
the levels of a hierarchical clustering (here, Ni(X) =
⋃
x∈X ηi(x) stands for
the neighborhood topology from which arises the topological space (X,Ni(X))
(see Remark 1). Our proposal is to find suitable neighborhood topologies Ni(X)
resultant from hierarchical clusterings that consistently, as i increases, represent
the persistence of homology classes even when data is subject to perturbations.
Along the filtration, new simplices may fill/create new cycles in
Hp[(X,Ni(X))] or merge/create connected components accordingly to a tame
function:
Definition 3 (Tame functions). Let (X, τX) be a topological space. A tame
function is a continuous map f : (X, τX) → R such that (X, τX)ti ⊆ (X, τX)tj
whenever ti < tj, where (X, τX)t := f
−1(−∞, t] is taken with the subspace
topology. Moreover, a tame function f must satisfy the following properties:
• The homology groups Hp((X, τX)t) are of finite rank for every p;
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• There are finitely many ti ∈ R such that H[(X, τX)ti ] and H[(X, τX)ti+]
are not isomorphic; in which ti’s are called the critical values of f .
Whenever a homology class emerges at Hp[(X,Nj(X))] and vanishes at
Hp[(X,Nj(X))], given i < j, its persistence is defined as tj − ti. Note that
this process is a generalization for the Morse function [31].
Roughly speaking, given ti−1, ti ∈ R, a persistent homology group identifies
the homology classes which are present along the interval [ti−1, ti) of the co-
domain of the tame function. More precisely, the persistent homology groups
are defined as follows.
Definition 4 (Persistent Homology Group). Let (X, τX) be a topological
space equipped with the filtration that arises from a tame function f , as in the
previous definition. Given ti−1 < ti, we have the inclusion f i,j : (X, τX)ti ⊆
(X, τX)tj . The persistent homology group of degree p is the image of the induced
homomorphism
f i,jp : Hp[(X, τX)ti ]→ Hp[(X, τX)tj ]. (3)
The rank of the image of f i,jp is called the (i, j)-persistent Betti-number, i.e.,
βi,jp = rank im(f
i,j
p ). It allows us to compute the number of homology classes
persisting in an interval [i, j). In the context of Hierarchical Clustering, we
consider a model to be adequate whenever the corresponding homology classes
are likely to persist. We claim that over-refined topologies do not provide ho-
mology classes that tend to persist when data is subject to perturbations given
by instance inclusions.
In order to prove that homological groups are not stable when it comes
to over-refined topologies, let us consider perturbations on some dataset X =
{x1, x2, . . . , xn} after the inclusion of m new instances such that
Xm = {x1, x2, . . . , xn, x′1, . . . , x′m}. Let N (X) be a neighborhood topology
with the corresponding topological space X and assume that there exists a
tame function f : (X,N (X)) → R giving rise to the filtration F(X, η) as in
Definition 3. New data must be identically and independently sampled from
the unknown underlying topology according to an unknown probability distri-
bution and it produces a new neighborhood topology Ni(Xm) of Xm such that
if its p-dimensional homology group is not isomorphic to that of Ni(X), then
the clusters in Ni(X) are not consistent according to these homology groups (p-
homology consistency). For simplicity and without loss of generality, from now
on we will define the topological spaces produced from neighborhood topologies
Ni(X) and Ni(Xm) as, respectively Xi and Xmi .
The impact of acquiring a new sample can be analyzed considering the
coarse-grain of the corresponding topological space through the sampling of
a new element x′, forming, then, inclusions ιX := X l<qi ⊆ X qi with l, q < m.
This sequence of topological inclusions induces another filtration; assume that
there exists some tame function g such that X qi = g−1(−∞, q]. The inclusions
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ιN := X qi ⊆ X qj and ιX define a bifiltration [23], as follows:
X1 X2 . . . Xk
X 11 X 12 . . . X 1k
...
...
...
...
Xm1 Xm2 . . . Xmk
ιX
ιN
ιX
ιN
ιX
ιN
ιX
ιX
ιN
ιX
ιN
ιX
ιN
ιX
ιX
ιN
ιX
ιN
ιX
ιN
ιX
ιN ιN ιN
such that, for every i, j,X l and Xq, with q > l, the following diagram is com-
mutative:
X qi X qj
X ri X rj
ιX
ιN
ιX
ιN
In this work we consider that every simplicial complex of X li and X qi in the
filtrations, with l, q = 1, . . . ,m, must be associated with the same pre-image
in f in order to allow their comparison. In this sense, note that i may not
correspond to a critical point for all X qi . For instance, consider the case of H0
when a neighborhood topology Ni(X) is constructed using open balls and let
Ni(Xm) be a perturbed neighborhood topology, where the radius associated to
i is ri. If the diameter of Ni(Xm) is sufficiently greater than that of Ni(X),
the probability that a new instance x′q forms another cluster is close to one
because the added data is not likely to belong to an existing cluster thus having
probability zero. This implies that rank{im(f0,i0 ◦ g0,m0 )} = rank{im(f0,i0 )}+m,
where g is the map induced on homology by the data inclusions, being related
to the tame function g.
In this sense, f0,i0 (Hp(Xi)) will never represent well f0,ip (Hp(Xmi )) and the
analyzed topological features will change as new data are included. In order
to f0,i0 (Hp(Xi)) represent well f0,ip (Hp(Xmi )), g0,mp must has, almost certainly,
to be an isomorphism. Therefore, a DC model can be considered consistent as
follows:
Definition 5 (DC p-homology consistence). A DC model associated with
the neighborhood topology Ni(X), is p-homology consistent if, as m → ∞, for
all q = 1, . . . ,m, g0,qp (Hp(Xi)) is almost surely an isomorphism.
Although, hierarchical structures require the study of a filtration also through-
out the domain of the tame function f . In this sense, we have to consider a
set of morphisms g0,mp applied over f
0,k
p (Hp(Xk)) for k = i, . . . , j in order to
define isomorphisms among them. In the ideal scenario, all g0,mp are isomorphic
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for k = i, . . . , j. But note that, in hierarchical clustering, the indices of the
filtrations are previously chosen, hence the set of morphisms g0,mp is limited by
this choice. Critical points existent in any interval [k− 1, k) will not be consid-
ered and, therefore, there is a resolution problem (in terms of dom(f)) inherent
to this analysis. Although, assuming this limited set of g0,mp , the behavior of
f i,jp (Hp(Xk)) can be study as:
Lemma 2. Given the persistences f i,jp and g
0,m
p of a bifiltration, if g
0,m
p (Hp(Xi))
and g0,mp (Hp(Xmi )) are isomorphisms then f0,ip (Hp(Xm0 )) ∼= f0,ip (Hp(X0)) and
f i,jp (Hp(Xmi )) ∼= f i,jp (Hp(Xi)).
Proof. The proof follows from the commutativeness of the bifiltration diagram.
Note that, considering Lemma 2, if isomorphism is almost certain for
g0,qp (Hp(Xi)) and g0,qp (Hp(Xj)) for q = 1, . . . ,m as m → ∞, then,
f i,jp (Hp(Xmi )) ∼= f i,jp (Hp(Xi)) is likely to occur for any included data, i.e.,
f i,jp (Hp(Xi)) consistently represent f i,jp (Hp(Xmi )) for the values of i, j. In se-
quence, we define a p-homology as:
Definition 6 (HC p-homology consistence). A HC model associated with
the filtration F(X, η), is p-homology consistent if for all i ≤ k ≤ j, Nk is
p−homology consistent (Definition 5).
In addition, the evaluation if g0,mp (Hp(Xi)) is non-isomorphic not only allows
to locally study Xi but also to represent f i,tp as t→∞. In order to prove that,
consider the following theorem
Theorem 3. Given the associated simplicial complexes built up from Xi, if
g0,mp (Hp(Xi)) is not an isomorphism then f i,tp (Hp(Xi)) 6∼= f i,tp (Hp(Xmi )) as t →
∞.
Proof. Given simplicial complexes are considered, then, for an arbitrary un-
known compact topological space (Z, τZ), Hp[(Z,Nt(Z))] = Z for p = 0 and
Hp[(Z,Nt(Z))] = 0 for p > 0 as t → ∞. Therefore, if g0,mp (Hp(Xi)) is not an
isomorphism, as dom(f i,tp (Hp(Xi))) 6∼= dom(f i,tp (Hp(Xmi ))), i.e., the homology
classes of dom(f i,tp (Hp(Xi))) which die, or are created after i, are different when
compared to f i,tp (Hp(Xmi )).
Corollary 1. If f i,tp (Hp(Xi)) 6∼= f i,tp (Hp(Xmi )) there is at least a critical point k
between the interval [i, t) in which dom(fk,tp (Hp(Xk)) ∼= dom(fk,tp (Hp(Xmk )) as
t→∞.
In this sense, considering t → ∞, the p-persistence homology f i,tp (Hp(Xi)) and
f i,tp (Hp(Xmi )) will be equivalent if g0,mp (Hp(Xi)) is an isomorphism. Although,
even if g0,mp (Hp(Xi)) is isomorphic, there is no guarantee that a critical point
k between [i, t) will not produce a non-isomorphic g0,mp (Hp(Xk)). An adequate
representation is then assured when enough points between [i, j) are chosen in
order to characterize all possible critical points in the filtration.
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The analysis of the morphism g0,mp determines how the topological fea-
tures change along the levels of a hierarchical clustering model (given by the
p-persistent homology f i,tp (Hp(Xi))) when the HC model is subject to data in-
clusions. Then, a probability measure Pµ endowed with a measure µ, somehow
associated with p-homology groups, is required in order to study the probability
that g0,mp (Hp(Xi)) is isomorphic whenever m increases. In this sense, the p-th
Betti-number can be considered such measure as follows:
Theorem 4. The p-th Betti-number is a measure over a σ-algebra given by a
collection of all p-homology groups.
Proof. Let (Z, τZ) be a topological space, recovering the definition of the p-
th Betti-number we have βp := rank{Hp[(Z, τZ)]} = rank{im(∂p+1)/ ker(∂p)}.
Considering p-dimensional simplicial complex, for a limited natural number b,
im(Hp[(Z, τZ)]) is a free abelian group Zb and, therefore, rank{Hp[(Z, τZ)]} =
b. Hence, there is a collection H = {0,Z,Z2, . . . }, such that βp is a group
transformation βp : (H,⊕) → (N,+) where ⊕ and + are the direct and the
usual sum respectively, and βp is a bijective map. Note that we can construct a
σ−algebra closed under a countable disjoint union (φ(H),Σ) from the one-by-
one mapping φ : H → A, with A = {A0, A1, A2, . . . |Ai ∩ Aj = ∅ ∀ i 6= j} such
that, for a set of indices E ⊂ N, exists an isomorphism between ⊕e∈E Zh(e)
and
⊔
e∈E Ah(e) with b = h(e) (hence a natural isomorphism for F : (H,⊕) 7→
(A,unionsq)). From Σ, we have the following measure function:
µ(Ah(e) ∈ Σ) = h(e).
which respects
• Non-negativity as h(e) ≥ 0;
• Null-empty set with h(e) = 0 (induced by im(∂p+1Cp+1)/ ker(∂pCp) = ∅);
• Countable-additivity as µ(⊔e∈E Ah(e)) = ∑e∈E h(e).
It is worth to mention that these properties are associated one-by-one with the
rank of the abelian group (H,⊕) (p-th Betti-number) since:
• µ(Ah(e)) = rank{Zh(e)};
• µ(⊔e∈E Ah(e)) = rank{⊕e∈E Zh(e)} = ∑e∈E h(e).
Therefore, βp[(X, τX)] is a measure endowed of a disjoint set σ-algebra
from which a probability measure Pβp(X) can be defined with expected value
EX(βp(X)) =
∑
k=1,...,∞ βp(Xk)Pβp(Xk).
Hence, topological features can be measured by p-th Betti-numbers, allow-
ing the comparison among topological spaces Xi built from a Data Clustering
or Hierarchical Clustering algorithm. The associated p-th Betti-number de-
pends on the inclusion of new i.i.d. samples x′i leading to the stochastic process
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βp(Xmi |Xi, x′1, x′2, . . . , x′m). In this sense, as E [βp(Xmi )] = βp(Xi) is required to
guarantee that a DC or HC model is consistent, βp(Xmi ) should behave as a
martingale [24], respecting the following properties
E [βp(Xmi )] = βp(Xm−1i ) with E [βp(Xi)] <∞,
which is associated with a difference of martingales in the form
E
[
βp(Xmi )− βp(Xm−1i )
]
= 0,
Consequently, Equation 4 calculates the expectation of arising and vanishing
i-th degree homology classes produced by the inclusion of m new data points:
E
[
βp(Xmi )− βp(Xm−1i ) + · · ·+ βp(X 1i )− βp(Xi)
]
= 0, (4)
implying in
E [βp(Xmi )− βp(Xi)] = 0. (5)
As foretold, βp(Xmi ) is considered to behave as a martingale, hence Azuma’s
Inequality [32] (Inequality C.1 in Appendix C) allows the study of the conver-
gence of the following generalization measure:
|βp(Xmi )− βp(Xi)|, (6)
and, therefore, of E [βp(Xmi )− βp(Xi)]. Employing such generalization we for-
mulate the DC p-homology convergence Lemma (the proof is in Appendix C):
Lemma 5 (DC p-homology convergence). Let X and Xm be two datasets
with i.i.d. samples such that Xm = X ∪ {x′1, . . . , x′m}, Xi be the neighborhood
topological space built up from a points cloud, and βp(·) be the p-th Betti-number
calculated upon the neighborhood topologies. The probability that the average
absolute difference
∑m
q=1 |βp(X qi )−βp(Xi)| is bounded by  decays exponentially
with respect to
P
(
m∑
q=1
|βp(X qi )− βp(Xi)| > m
)
≤ 2 exp
(
−m22
2
∑m
q=1 c
2
q,p
)
, (7)
given cq,p = |βp(X qi )− βp(Xi)| is bounded.
Then, whenever the difference between the number of p-homology classes of
X qi and Xi increases asymptotically faster than m, there is no guarantee that,
in average, βp(X qi ) approximates βp(Xi). Conversely, if |βp(X qi ) − βp(Xi)| is
asymptotically smaller than m, |βp(Xmi )−βp(Xi)| → 0, and, therefore, g0,m(Xi)
is likely to produce an isomorphism.
Remark 2. For instance, considering the case of H0, if each new sample in-
creases the number of connected components by one, i.e., if an over-refinement
occurs, the terms cq,p grow as follows:
m∑
q=1
c2q,0 =
m∑
q=1
q2 =
1
6
m(m+ 1)(2m+ 1),
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consequently, in this case, Inequality 7 diverges as follows:
P
(
m∑
q=1
|βp(X qi )− βp(Xi)| > m
)
≤ 2 exp (O(m−1)) ,
hence, there is no guarantee that g0,m(Xi) is isomorphic.
Corollary 2. An over-refinement occurs whenever
Ω (cq,p) = m,
and convergence of the right-hand term in Inequality 7 occurs whenever
O (cq,p) <
√
m.
Therefore, whenever O (cq,p) <
√
m, g0,m(Xi) is likely to produce an isomor-
phism. In this sense, a maximum value cp,q bounded as described in Corollary 2
also guarantees consistency.
Corollary 3. Let cq,p = maxq=1,...,m(cq,p) and m be the number of new samples
added to a dataset X,
cp < 
√
m/2 ln 2. (8)
The result of Lemma 5 can, therefore, be extended for the HC problem.
Remember that every simplicial complex of X ri and X qi in the filtrations, with
r, q = 1, . . . ,m, must be associated with the same pre-image in the tame function
f . In this, the convergence for HC models in terms of p-th Betti-numbers is given
respecting the following theorem
Theorem 6 (HC p-homology convergence). Let im(f)−1 be the pre-image
of the tame function f associated with the filtrations X qi ⊆ · · · ⊆ X qj , and a
bijective function h : im(f)−1 → N which maps the points of im(f)−1 onto the
index of such filtrations. Then, the DC p-homology convergence for each one of
those points is given by
P
(
sup
t∈im(f)−1
m∑
q=1
|βp(X qh(t))− βp(Xh(t))| > m
)
→ 0 as m→∞
with
P
(
sup
t∈im(f)−1
m∑
q=1
|βp(X qh(t))− βp(Xh(t))| > m
)
≤ 2M exp
(−m2
2c˜2p
)
,
where M is the cardinality of the pre-image im(f)−1 of a tame function f , and
c˜p = maxi∈R cp,i.
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Corollary 4. Considering Theorem 6, let us define ∆βp,t =
∑m
q=1 |βp(X qh(t))−
βp(Xh(t))| and take δ = P
(
supt∈im(f)−1 ∆βp,t ≤ m
)
, then the HC p-homology
convergence is guaranteed whenever
c˜2p lnM
m
→ 0 as m→∞. (9)
Corollary 5. If c˜p is constant, convergence of Equation 9 is equivalent to
lnM
m
→ 0 as m→∞.
Remark 3. The parameter c˜p can be stated as constant, for example, such as in
partitional clustering as K-means [33, 34], K-medoids [35] and Self-Organizing
Maps [36] which relies on optimization procedures, typically based on some
distance from data points and pre-determined centroids. Considering an i.i.d.
data distribution and enough samples, those centroids will never sufficiently
vary as new data are acquired, hence producing the same number of connected
components. Although, as the number of centroids increases w.r.t. the new
samples acquired, it is likely that those algorithms identify every point as a
single cluster, and HC 0-homology consistency is not guaranteed.
Considering the H0 homology group, the generalization is guaranteed for
every critical point greater than the first point that ensures the DC 0-homology
consistency, as proved in the following lemma:
Lemma 7. Assuming the H0 homology group, we have that, for every criti-
cal point i < j, which implies in β0(X qi ) > β0(X qj ), if Xi is DC 0-homology
consistent then Xj is also DC 0-homology consistent.
Proof. As X qi is DC 0-homology consistent, following Lemma 5, we have that
maxq=1,...,m(|βp(X qi )−βp(Xi)|) must have to be bounded and, therefore, βp(X qi )
and βp(Xi) are also bounded. In this sense, as βp(X qi ), βp(Xi) ≥ 0, βp(X qj ) ≤
βp(X qi ) and βp(Xj) ≤ βp(Xi), then maxq=1,...,m(|βp(X qj )− βp(Xj)|) <∞ imply-
ing that Xj is stable, hence DC 0-homology consistent.
Following these consistency results we conclude that Kleinberg [8]’s richness
axiom must be relaxed as it considers partitions which does not guarantee
p-homology consistency. Section 6 will discuss how our results are related
with Carlsson and Me´moli [12]’s consistency for their adapted single-linkage
method.
6. An ultrametric perspective of Coarse-Refinement dilemma
In [12], the hirarchical clusters of the agglomerative algorithm single-linkage
are described as dendrograms which are equivalent to ultrametric spaces (X,ud).
Those ultrametric spaces were employed in order to support Carlsson and Me´moli
17
[12] study of the convergence and the stability for their proposed version of
the single-linkage algorithm. In this sense, a HC model of single-linkage ap-
proximates the unknown underlying ultrametric space following the Gramov-
Hausdorff distance [26] as the number of samples m increases. Hence, m in-
creases, the HC model becomes isometric to the underlying ultrametric space.
More precisely, in [12], a hierarchical clustering algorithm produces a com-
pact metric space (A, dA) from which A is a finite collection of disjoint compact
subsets {U (α)}α∈A of a compact metric space (Z, dZ). The distance function of
such metric space (A, dA) is defined by a linkage function in form dA := L(WA),
from which WA : A × A → R+ is given by (α, α′) 7→ minz∈U(α),z′∈U(α′) . The
minimal separation of (A, dA) is then defined as
sep(A, dA) := minα,α′∈A,α 6=α′WA,
which calculates the minimum distance between U (α) and U (α
′).
In order to formulate the probabilistic convergence for single-linkage, Carls-
son and Me´moli [12] consider a hierarchical clustering model on metric measure
spaces. In this sense, the measurable space (X, dX , µX), endowed with a metric
space (X, dX) and a Borel probability measure µX on X with compact support
supp(µX), are defined as an mm-space (measure metric space) [37]. The au-
thors also define a function fX : R+ → R+ as r 7→ minx∈supp(X)µX(BX(x, r)),
which is non-decreasing and f(X) > 0 for all r > 0. In this sense, let FX :
N×R+ → R+ be a function defined by (n, δ) 7→ e−mfX (δ/4)fX(δ/4) . Note that Carlsson
and Me´moli [12] assume δ0 to be fixed and, therefore, FX(·, δ0) to be bounded
and decreasing, in order to prove the following theorem
Theorem 8. Let (Z, dZ , µZ) be an mm-space and supp =
⋃
α∈A U
(α) for a finite
index set A and U = {U (α)} a collection of disjoint, compact, path-connected
subsets of Z. Let (A, dA) be the metric space arising from U and let δA :=
sep(A, dA)/2. For each n ∈ N, let X = {x1, x2, . . . , xn} be a collection of n
independent random variables with distribution µZ and let dX be the restriction
of dZ to X ×X. Then, for ζ ≥ 0 and n ∈ N,
PµZ
(
dGH
(
L(X, dX),L(A, dA)
)
> ζ
) ≤ FZ(n,min(ζ, δA/2)), (10)
with L being the ultrametric space produced by Carlsson and Me´moli [12]’s single
linkage algorithm.
Although it is assumed that δ0 is fixed and, therefore, Inequality 10 con-
verges. Although, as BX(x, r) reduces, µX(BX(x, r)) tends to be uniform as
BX(x, r) induces the trivial topology and, therefore, fX() = 1/m with an
infinitesimal epsilon. We prove that, given β0(Xδ) the number of connected
components in the clustering associated with the radius δ, if β0(Xδ) lnβ0(Xδ)
reduces w.r.t. m, so that Carlsson and Me´moli [12]’s consistency is guaranteed,
i.e., if the 0-dimensional homology groups increase, thus Inequality 10 does not
converge to zero.
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Theorem 9. If
β0(Xδ/4) ln β0(Xδ/4)
m diverges as m → ∞ Carlsson and Me´moli
[12]’s consistency is not guaranteed and if
β0(Xδ/4)2
m converges then Carlsson and
Me´moli [12]’s consistency holds.
Proof. In the first step of the proof for Theorem 8, Carlsson and Me´moli [12]
study the probabilistic convergence, in terms of the Hausdorff distance, between
a restricted mm-space Smm(X) = (X, dX , µX) and the support of µX as
PµZ
(
dXH(X, supp(µX) > δ)
) ≤ FX(n, δ).
On further formulation, they find that
PµZ
(
dXH(X, supp(µX)) > δ
) ≤ Ne−mfX(δ/4),
with N equals to the cardinality of the maximal δ/4-packing of supp(µX). A
δ-packing is defined as
Definition 7. Let (M, dM) be a metric space and M⊂M. {M1, . . . ,Mn} is
an δ-packing of M if ⋂ni=1B(Mi, δ) = ∅.
Therefore, the topologial space induced by the space (M, dM) is a Hausdorff
space and its cardinality is given by its connected components β0(Xδ/4) implying
that Carlsson and Me´moli [12]’s consistency implicitly considers the number of
0-dimensional homology classes in its formulation. Then, let L(·, ·) be defined
as the single-linkage function, whenever the induced neighborhood topology is
over-refined, there is no guarantee that Inequality 10 will converge since
PµZ
(
dGH
(
L(X, dX),L(A, dA)
)
> ζ
) ≤ PµZ (dXH(X, supp(µX)) > ζ)) ,
as proved in [12].
More precisely, as 1/fX(δ/4) is a superior bound for N [12], then
β0(Xδ/4) lnβ0(Xδ/4)
m
≤ lnN
mfX(δ/4)
,
so divergence of Inequality 6 occurs whenever
β0(Xδ/4) lnβ0(Xδ/4)
m
→∞ as m→∞.
Hence, if the number of connected components (0-dimensional homology classes)
increases with the number of data points m, there is no convergence guarantee
for Carlsson and Me´moli [12]’s consistency, i.e., if the clustering model is not
DC 0-homology consistent (Definition 5), then Carlsson and Me´moli [12]’s con-
sistency is not guaranteed. In order to prove the upper bound for Carlsson and
Me´moli [12]’s consistency, we apply Taylor’s Theorem in lnN resulting in
lnN
mfX(δ/4)
≤ N
mfX(δ/4)
− 1
mfX(δ/4)
,
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then, taking
β0(Xδ/4)2
m
≤ N
mfX(δ/4)
,
implies
lnN
mfX(δ/4)
≤ β0(Xδ/4)
2
m
− 1
mfX(δ/4)
≤ β0(Xδ/4)
2 − β0(Xδ/4)
m
.
Therefore, if DC 0-homology convergence (
β0(Xδ/4)2
m ≤
c2p
m → 0 as m → ∞ in
Inequality 8) is guaranteed then Carlsson and Me´moli [12]’s consistency holds
and, if Carlsson and Me´moli [12]’s consistency diverges, DC 0-homology con-
vergence does not holds. Following the Lemma 7, as the considerd space is the
ultrametric one, those consistencies are ensured for all radius r greater than
δ/4 determined for the single-linkage algorithm. In addition, as Carlsson and
Me´moli [12]’s consistency does not hold in over-refined metric spaces, also the
H0 homology group of its induced topology will not be DC 0-homology consis-
tent.
Section 7 provides experimental results and analysis considering the gener-
alization measure to illustrate how homology classes diverge when new samples
are included from the same topological space and probability distribution.
7. Experiments and results
The experiments discussed in this section rely on five different datasets: a
torus (Toy experiment), the crescent moon dataset (Experiment I), samples
collected from a Lorenz attractor (Experiment II), from a Ro¨ssler attractor
(Experiment III) and, finally, from the Mackey Glass attractor (Experiment
IV). All these experiments were conducted to study the validity of our proposed
generalization measure (defined in Equation 6).
7.1. Experimental setup
In order to perform all experiments, homology simplicial complexes based
on open balls, such as Vietori-Rips [38] and Lazy Witness [39], were used to
compute the persistences associated to the derived homology classes. Note that
the Vietori-Rips method requires extensive computational processing, therefore
the Lazy Witness complex was adopted in large datasets in order to reduce
computational complexity. In addition, landmarks were chosen from the orig-
inal dataset and maintained in the analysis of the perturbed one in order to
preserve the inclusions in the bifiltration. It is worth to mention that the exper-
iments in which Lazy Witness was employed are sensitive to point density [39]
when landmarks are chosen randomly. Then, counterintuitively, the number
of connected components for the minimum radius employed decreased as the
number of included samples m increased because new witnesses were identified
and, therefore, prior connected components were merged by such new instances.
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Also, this affects the asymptotical convergence of the barcode plots [18]: when-
ever new samples are acquired, a connected component is more likely to be
merged and, therefore, the barcode plot converges to zero faster in the presence
of perturbed data.
Considering the experimental setup, complexes were created based on the
spatial configuration of open balls with radius r centered at data points. Com-
plexes produced throughout some range [0, r) define a filtration along which we
verify the birth and death of homology classes in order to represent the persis-
tence intervals. From such interval, for a set of radius r0 < r1 < · · · < ri <
· · · < rmax, βp(Xri) and βp(Xmri ) were computed in order to calculate |βp(Xri)−
βp(Xmri )|. Assuming Wri = |βp(Xri)−βp(Xmri )|, the space Wri×ri provides how
many homology classes are preserved for each radius ri, allowing the study of
Wri along the filtration. In addition, in order to analyze the convergence, we
also partitioned the perturbed set Xm into XU = {Xm1 , Xm2 , . . . , Xm} such
that m1 < m2 < · · · < m =⇒ Xm1 ⊂ Xm2 ⊂ · · · ⊂ Xm, creating a space
Wri × ri ×M that represents the generalization measure values along different
sampling and radii. More precisely, Xm was set up with 10, 000 samples and
mi assumes values between 5, 100 and 10, 000 with a unity step equals to 200.
From such results, we plotted a heatmap in order to study the convergence of
Wri along data inclusions.
The following subsections detail the experiments and discuss their results.
7.2. Toy experiment - Bidimensional torus
Let a topological space (X, τX) compose a torus with internal and external
radii of, respectively, 0.5 and 1 units, given 400 samples. It was generated using
the following function
f(R, r, θ, φ) = ((R+ r cos θ) cosφ, (R+ r cos θ) sinφ) , (11)
in which φ and θ assume uniformly sampled values from the interval [0, 2pi], pro-
ducing the dataset illustrated in Figure D.10 of Appendix D. The perturbed
data Xm was produced by the inclusion of 100 new observations into X, main-
taining the same parametric setup and, consequently, the data distribution, as
discussed before.
We then applied the Vietori-Rips [38] filtration (available in the TDA Pack-
age from the R Project for Statistical Computing 1) on each dataset, X and
Xm, setting the radius interval as [0, 1) in order to produce barcode plots
with zero and one dimensions, as illustrated in Figure 1. Then we computed
space Wri × ri, as aforementioned in Section 7.1, with ri assuming the values
{0.01, 0.02, . . . , 0.99, 1} (steps of 0.01). This resulted in the bottom graph of
Figure 1.
As illustrated in Figure 1, the minimal values are achieved when the radius
ri is equal to 0.01 and when it is contained in interval [0.2376, 1). This result
1https://cran.r-project.org/web/packages/TDA
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Figure 1: Graphs produced from 0-dimensional homology classes which correspond to, from
top to bottom: i) Barcode plots generated over the torus experiment with 400 samples; ii)
Barcode plots generated over the perturbed dataset with 500 samples; and, finally, iii) the
values for the generalization measure |β0(Xri ) − β0(Xmri )|. The red-dashed lines mark the
initial value of the intervals which ensure |β0(Xri )− β0(Xmri )| = 0.
indicates that such radii values may produce the same number of 0-dimensional
homology classes, i.e., connected components, for both datasets. In addition,
when one-dimensional homology classes are studied, the first minimal values,
in the radius range [0, 0.0891), should be disregarded because, as illustrated in
Figure 2, there are no homology classes of degree one in such interval. Nonethe-
less, the radius interval [0.4257, 1) presents the same number of one-dimensional
homology classes forX andXm. As illustrated in Figure 2, the most relevant ho-
mology class vanishes when the radius approximates 0.88 as the one-dimensional
hole of the torus is filled out.
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Torus dataset :  1 −dimensional homology classes
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Figure 2: Graphs produced from one-dimensional homology classes which correspond to, from
top to bottom: i) Barcode plots generated over the torus experiment with 400 samples; ii)
Barcode plots generated over the perturbed dataset with 500 samples; and, finally, iii) the
values for the generalization measure |β1(Xri ) − β1(Xmri )|. The red-dashed lines mark the
initial value of the intervals which ensure |β1(Xri )− β1(Xmri )| = 0.
7.3. Experiment I - Crescent moon dataset
The Crescent Moon dataset, available with the RSSL package from the R
Project for Statistical Computing 2, was produced employing the function gen-
erateCrescentMoon using parameters n = 5, 000 (10, 000 samples were produced,
given n is associated with the number of points per class and it considers the
binary problem), d = 2 and σ = 0.5, then producing the observations illustrated
in Figure D.11 of Appendix D.
At a next step, we applied the Lazy Witness method [39] to define a filtra-
tion with radius interval set as [0, 3) in order to calculate the simplicial com-
2https://cran.r-project.org/web/packages/RSSL
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plexes with degree one, adopting 200 landmarks. Then, we computed the space
Wri × ri, as discussed in Section 7.1, assuming 10, 000 values for ri ∈ [0, 3).
As illustrated in Figure E.15 of Appendix E, for 0-dimensional complexes, the
radius interval [0, 0.84) depicts differences between β0(Xri) and β0(Xmri ), and
the generalization measure does not converge to zero. As illustrated also in
Figure E.15 (Appendix E), radius values in interval [x, y) allowed to identify
only one cluster in the dataset. This is caused by the influence of noise located
among clusters, which may link one connected component to another. Such
issues motivate the employment of density-based clustering techniques such as
DBSCAN [28].
Crescent moon dataset: Heatmap of Betti Number Absolute Differences
For 0−dimensional homology classes
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Figure 3: The heatmap generated from the Crescent Moon dataset formed by values of the
generalization measure |β0(Xri )− β0(Xmri )| along the insertion of samples and the increase in
radius in the filtration.
In addition, Figure 3 illustrates how Wri increases along an approximate
radius interval of [0, 0.03), and how its values stay constant on the complemen-
tary interval. In this sense, each small radius does not guarantee isomorphisms
among homology classes as new data is included in this dataset.
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7.4. Experiment II - Lorenz attractor
The Lorenz attractor dataset was produced using the Lorenz system im-
plemented in the package nonlinearTseries from the R Project for Statistical
Computing 3. The parameters employed to generate the attractor were σ = 10,
β = 8/3, ρ = 28 with initial conditions x0 = −13, y0 = −14, and z = 47. The
parameter time was set as a sequence from 0 to 50 given steps of 0.005 units,
producing the attractor shape illustrated in Figure D.12 (Appendix D).
Lazy Witness, employing 200 landmarks, was then applied to define a fil-
tration using the radius interval [0, 7) to form simplicial complexes with degree
equal at most to one. The space Wri × ri was computed assuming 10, 001 val-
ues for ri ∈ [0, 7). As illustrated in Figure E.16 (Appendix E), interval the
[3.829, 7) respects the proposed generalization measure for 0-dimensional ho-
mology classes, guaranteeing the production of a single connected component
as expected.
The heatmap, shown in Figure 4, is used to analyze the convergence of
Wri , given the inclusion of new data as the radius changes. By analyzing this
heatmap, we verify that the first radius interval presents the same increas-
ing behavior reported in previous experiments, providing additional evidences
that our Coarse-Refinement dilemma holds analogously to as the Bias-Variance
dilemma [16, 7].
Considering the one-dimensional homology classes, the set of intervals re-
specting |β1(Xri) − β1(Xmri )| = 0 are [1.2747, 1.4280), [1.6037, 3.9333), [4.4590,
5.5643), and [5.6420, 7). As illustrated in Figure E.17 (Appendix E), the first
two intervals are enough to represent the two attractor cycles, as expected.
Interval [3.9333, 4.4590) also supports the identification of two cycles if one
considers the first 5, 101 dataset observations; this changes to a single cy-
cle when 4, 900 extra observations are added up. In sequence, any radius in
[4.4590, 5.5643) produces a single 1-dimensional homology class on both datasets
(with 5, 101 and 10, 001 observations each). On the other hand, using the inter-
val [5.5643, 5.6420), a single 1-dimensional homology class will be produced for
the dataset with 5, 101 samples, and no one for the other dataset given the same
dimensionality. Finally, the last interval will not generate any 1-dimensional ho-
mology class for those two datasets.
In addition, the visual inspection of the heatmap computed on the space
Wri × ri×M (see Figure 5), leads to the conclusion that the value of |β1(Xri)−
β1(Xmri )| tends to increase with new data inclusions, whenever the radius is
small, something also reported in prior experiments. Remember this is used to
analyze the convergence of Wri (Equation 6), provided the inclusion of data, as
the radius changes.
3Package nonlinearTseries is available at https://cran.r-project.org/web/packages/
nonlinearTseries
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Lorenz attractor: Heatmap of Betti Number Absolute Differences
For 0−dimensional Homology Classes
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Figure 4: The heatmap generated from the Lorenz attractor formed by values of the general-
ization measure |β0(Xri )− β0(Xmri )| along the insertion of samples and the increase of radius
in the filtration.
7.5. Experiment III - Ro¨ssler attractor
The Ro¨ssler attractor dataset was produced using the Ro¨ssler system im-
plemented in the package nonlinearTseries from the R Project for Statistical
Computing 4. The parameters were set as follows: a = 0.2, b = 0.2, and w = 5.7
with initial conditions given by x0 = −2, y0 = −10, and z0 = 0.2. A total
of 10, 000 observations were generated to compose the dataset illustrated in
Figure D.13 (Appendix D), varying time from t0 = 0 to tf = 50 in steps of
0.005.
In the same approach as the one employed in previous experiments, we
defined a filtration using the radius interval [0, 5) while employing Lazy Witness
4Package nonlinearTseries is available at https://cran.r-project.org/web/packages/
nonlinearTseries
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Lorenz attractor: Heatmap of Betti Number Absolute Differences
For 1−dimensional Homology Classes
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Figure 5: The heatmap generated from the Lorenz attractor formed by values of the general-
ization measure |β1(Xri )− β1(Xmri )| along the insertion of samples and the increase of radius
in the filtration.
with 200 landmarks in an attempt to produce simplicial complexes with degree
at most one. Considering the 0-dimensional complexes, the space Wri × ri is
illustrated in Figure E.18 (Appendix E), which was computed assuming 10, 000
values for ri in the range [0, 5). This last figure confirms the behavior of previous
experiments, such that in the interval [1.5355, 5) one has |β0(Xri)−β0(Xmri )| = 0.
Such interval guarantees the identification of a single connected component and,
as seen in Figure 6, for the first intervals, |β0(Xri) − β0(Xmri )| increases along
the number of samples, as expected.
If we consider the study of one-dimensional homology classes, radii intervals
[0.5055, 0.51), [0.5255, 0.54), [0.5455, 0.56), and [4.4250, 5) respect the generaliza-
tion criteria proposed in Equation 6. In this sense, the last interval represents
the set of radii capable of identifying the attraction point of the Ro¨ssler attrac-
tor, as illustrated in Figure E.19 (Appendix E). For instance, it is expected
that any of the following intervals [0.5055, 0.51), [0.5255, 0.54), [0.5455, 0.56),
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Rossler attractor: Heatmap of Betti Number Absolute Differences
For 0−dimensional Homology Classes
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Figure 6: The heatmap generated from the Ro¨ssler attractor formed by values of the general-
ization measure |β0(Xri )− β0(Xmri )| along the insertion of samples and the increase of radius
in the filtration.
and [4.4250, 5) will fail to produce consistent one-dimensional homology classes
since |β1(Xri) − β1(Xmri )| = 0 is not guaranteed. Moreover, the heatmap (see
Figure 7) for the space Wri × ri ×M confirms the same behavior observed in
previous experiments, showing an increase in |β1(Xri)−β1(Xmri )| along the first
radii intervals.
7.6. Experiment IV - Mackey-Glass attractor
The Mackey-Glass dataset was produced using the system implemented in
the package frbs, also from the R Project for Statistical Computing 5, without
the need of any parameter, as illustrated in Figure D.14 (Appendix D). This
5Package nonlinearTseries is available at https://cran.r-project.org/web/packages/
nonlinearTseries
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Rossler attractor: Heatmap of Betti Number Absolute Differences
For 1−dimensional Homology Classes
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Figure 7: The heatmap generated from the Ro¨ssler attractor formed by values of the general-
ization measure |β1(Xri )− β1(Xmri )| along the insertion of samples and the increase of radius
in the filtration.
fixed-size dataset only contains 1, 000 observations, therefore, in order to calcu-
late the space Wri × ri ×M , the number of samples composing each dataset is
given from 510 to 1, 000 with steps of 20 units. As before, the space Wri × ri
was defined by the difference |βp(Xri)− βp(Xmri )| where β(Xri) and β(Xmri ) are
associated to, respectively, the datasets with 510 and 1, 000 samples.
Subsequently, Lazy Witness was employed, with 200 landmarks, to create
filtrations of 0-dimensional and one-dimensional simplicial complexes along the
radius interval [0, 0.1). By studying the space Wri×ri, computed with ri assum-
ing 10, 000 units from 0 to 0.1 (see Figure E.20 in Appendix E), the intervals
[0, 0.0001) and [0.0777, 0.1) satisfy |β0(Xri)−β0(Xmri )| = 0, when 0-dimensional
homology classes are considered. The interval [0, 0.0001) guarantees convergence
of the generalization measure to zero because it produces a simplicial complex
which contains only the landmarks as connected components in the original and
the perturbed dataset.
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In addition, the interval [0.0777, 0.1) guarantees that only one connected
component will be produced even when new data are included. As illustrated in
Figure 8, the first radii intervals produce an increase in the difference |β0(Xri)−
β0(Xmri )| as new observations are inserted in this dataset, as expected.
MacKey−Glass attractor: Heatmap of Betti Number Absolute Differences
For 0−dimensional Homology Classes
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Figure 8: The heatmap generated from the Mackey-Glass attractor formed by values of the
generalization measure |β0(Xri )− β0(Xmri )| along the insertion of samples and the increase of
radius in the filtration.
Considering one-dimensional homology classes, the space Wri × ri (see Fig-
ure E.21 in Appendix E); it displays a very complex behavior which might be
caused by insufficient data samples. Even though, as illustrated in Figure 9, the
first radii intervals still show an increase in |β1(Xri)− β1(Xmri )| value along the
inclusion of new data samples.
8. Conclusion
Statistical Learning Theory (SLT) and Algorithm Stability (AS) provide the-
oretical frameworks to study the generalization of Supervised Machine Learning
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MacKey−Glass attractor: Heatmap of Betti Number Absolute Differences
For 1−dimensional Homology Classes
Radius
N
um
be
r o
f S
am
pl
es
0.00 0.01 0.02 0.03 0.04 0.06 0.07 0.08 0.09 0.10
52
0
56
0
60
0
64
0
68
0
72
0
76
0
80
0
84
0
88
0
92
0
96
0
Figure 9: The heatmap generated from the Mackey-Glass attractor formed by values of the
generalization measure |β1(Xri )− β1(Xmri )| along the insertion of samples and the increase of
radius in the filtration.
(SML) models based on risk/error functions [30]. However, those functions are
not supported in the context of Unsupervised Machine Learning (UML) since
labeled data is required, making difficult to analyze the convergence of Data
Clustering (DC) models as well as to define a notion of generalization.
In this context, this paper introduces a proposal to assess learning gen-
eralization by measuring the similarity of DC models in terms of topological
features given data perturbations. Such topological features are obtained from
persistent homology [27, 40] which supports the representation of hierarchical
data organizations. Then, given a persistence mapping f i,jp : Hp(Xi)→ Hp(Xj),
some dataset X and a new dataset Xm resultant from the inclusion of new
m samples in X, we prove that the absolute difference of p-th Betti-numbers
|βp(Xi)− βp(Xmi )| indicates if the homology groups of the simplicial complexes
of Xi and Xmi are isomorphic, this is whether p-dimensional topological features
are maintained even when the dataset X is subject to inclusions. For instance,
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considering the DC problem on metric spaces, we verify whether the simpli-
cial complex, associated to a partition and created using any radius ri > , Xi
is isomorphic to new simplicial complexes built up after the inclusion of data
following the same probability distribution.
We proved that, for p = 0, the generalization measure |βp(Xi) − βp(Xmi )|
presents a trade-off similar to the Bias-Variance dilemma considered in the con-
text of the SLT [6, 7, 30]. For instance, whenever the radius adopted in the
metric space of some DC problem is small enough, |βp(Xi) − βp(Xmi )| will di-
verge as new data are included and, therefore, the homology groups of the
simplicial complexes associated to Xi and Xmi will not be isomorphic, lead-
ing to a phenomenon analogous to overfitting. Conversely, if the radius is big
enough, |βp(Xi)− βp(Xmi )| will always equals zero and the homology groups of
the simplicial complexes will always be isomorphic. The details of the topologi-
cal structure will be lost though, causing a phenomenon similar to underfitting.
This conclusion makes it evident that Kleinberg’s richness axiom [8] should be
indeed relaxed when working with the DC problem, otherwise model consistency
would not be ensured. We also prove that the rank of the 0-homology group
can be employed in order to provide lower and upper bounds for Carlsson and
Me´moli [12]’s consistency result and, finally, all experiments demonstrate the
Coarse-Refinement dilemma, as discussed in Section 7.
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Appendix A. Notation
x, . . . , z (Lower case Latin letters from x to z)
: Variables;
f, . . . , h (Lower case Latin letters from f to
h) : Functions;
αx or αd (Lower case Greek letters associated
with a variable x or function d) : Scalar mul-
tiplication;
X (Upper case Latin letters) : Sets;
Rp,Np : Real and natural sets of dimension
p;
Γ : Partition of a set S defined as in Klein-
berg [8]’s paper;
(X, d) or (X, dX) : Metric space associated
with a set X of elements and a distance func-
tion d (when such function is considered to be
general) or dX (when such function is consid-
ered to be associated with X);
(Z, τZ) : The unknown underlying topologi-
cal space (considered in the Data Clustering
and Hierarchical Clustering problems);
(X, τX) : The topological space built on top
of a dataset X;
(Ω, τΩ) : The unknown universal topological
space (in which (Z, τZ) is included) associated
with a Borel measure;
N (x) : Neighborhood of x;
η : Map η : x 7→ N (x);
X : Neighborhood topology;
∼ : Equivalence relation;
∼r : r-relation [12];
Ni(X) : A neighborhood topology associ-
ated with a level i of a hierarchical clustering
model;
ηi : Map η : x 7→ Ni(x);
i, j : Indices related with persistence along
topological coarse-refinement;
ti : Element of the pre-image of a tame func-
tion associated with an index i;
k : An iterator;
∆p : Simplex of dimension p;
σ : A singular p-simplex (a continuous map
from a simplex to a topological space);
∂ : The boundary operator;
Cp : A p-dimensional simplicial complex;
im(·) : Image of a map;
ker(·) : Kernel of a map;
Hp : p-dimensional homology group;
Zp : Abelian group of p-tuple of integers en-
dowed with a direct sum;
Q : Field of rational numbers;
βp : p-th Betti-number;
E(·) : Expected value;
F(X, η) : Filtration of neighborhood topo-
logical spaces associated with the map η and
dataset X;
f i,jp and g
l,q
p : p-dimensional persistence func-
tions associated with, respectively, the coarse-
refinement of a topological space and the in-
clusion of new data;
Xi and Xmi : Neighborhood topological
spaces associated, respectively, with Ni(X)
and Ni(Xm);
ιX and ιN : Inclusions X l<qi ⊆ X qi andX qi ⊆ X qj respectively;
l, q : Indices related with the persistence along
data inclusions;
H : Collection of abelian groups;
µ : A measure function;
Pµ : Probability function endowed with a
measure function µ;
Pβp : Probability function endowed with a p-
th Betti measure;
O : Big-O notation;
Ω : Big-Ω notation;
M ,N : Cardinalities;
(X,ud) : Ultrametric space;
(X, dX , µX) : Measurable metric space (mm-
space);
Smm(X) : Measurable metric space (mm-
space) associated with the dataset X;
B(x, r) : Open ball of radius r centered in x;
supp(·) : Support of a measure function;
dH : Hausdorff distance;
dGH : Gromov-Hausdorff distance;
L : Carlsson and Me´moli [12]’s adapted
single-linkage function.
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Appendix B. Dictionary of terms
Stability: Characteristic of the bounded ab-
solute difference between a measure applied
over a set of variables (typically random) and
its perturbation (given by variable permuta-
tions, removals or inclusions);
Consistency: Characteristic of an estima-
tion which approximates its expected value
as the number of random variables increases;
p-Homology consistency: Consistency for
the estimation of the rank of p-homology
groups;
p-simplex: p-dimensional generalization of
triangles;
Singular p-simplex: p-dimensional general-
ization of triangles built up from a continuous
map applied over a topological space;
Singular p-chains: Algebraic structure built
up from singular p-simplex;
Boundary Operator: Homomorphism ap-
plied over p-chains producing p− 1-chains;
Chain complex: Sequence of p-chains pro-
duced by the successive applications of the
Boundary Operator;
Voids: “Empty space” inside a topological
space;
Holes: “Empty space” which traverses a
topological space;
Connected Component: Maximal con-
nected subsets which cannot be partitioned
into two disjoint nonempty subsets;
Homology group: Algebraic representation
for Topological Space which considers its con-
nected components, voids, and holes;
Homology class: Algebraic representation
of cycles in a Homology group;
Over-refinement: Refinement of a topo-
logical space which produces unstable p-
homology groups;
Over-coarse: Refinement of a topological
space which vanishes relevant information
such as number of connected components,
holes, and voids;
Coarse-refinement Dilemma: Dilemma in
choosing an appropriate refinement in order
to represent relevant topological features and
avoid instability on the p-homology groups;
Dendrogram: Representation of a hierarchi-
cal clustering model responsible for mapping
a the set of grouped elements into the mini-
mal radius which merged them all together;
Filtration: Successive inclusions of topolog-
ical spaces;
Persistence: Interval in which a homology
class persists throughout a filtration;
Persistence Function: Function which
maps a homology group of a included topo-
logical space into the homology group of a
larger topological space;
p-th Betti-number: The rank of a homol-
ogy group;
Topological Data Analysis: Scientific area
responsible for studying topological proper-
ties of data points.
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Appendix C. Proofs
Proof of Lemma 5. Let X and Xm be two dataset X (such that Xm =
X ∪ {x′1, . . . , x′m}) with i.i.d. samples, Ni(·) the neighborhood topology built
on top of a points cloud and βp(·) which defines a martingale along the data
inclusion, the p-Betti-number calculated upon those neighborhood topologies.
Following the Azuma’s Inequality [32]
P (|βp(Xmi )− βp(Xi)| > ) ≤ 2 exp
(
−2
2
∑m
q=1 c
2
q,p
)
. (C.1)
Note that, as βp(·) assumes only integer numbers, all values of cq,p should
be zero in order to ensure that the right factor in Inequality C.1 becomes zero.
Therefore, if Equation C.2 which calculates the absolute difference between the
p-th Betti-numbers associated to Xi and Xmi holds, generalization is expected
to occur
∀m, |βp(Xmi )− βp(Xi)| = 0. (C.2)
Considering Equation 5, the sequence βp(X qi ) − βp(Xi) with q = 1, . . . ,m
also forms a martingale
E [βp(X qi )− βp(Xi)] = E [βp(X qi )]− βp(Xi)
= βp(Ni(Xq−1))− βp(Xi).
Therefore, in terms of the average p-th Betti-number differences, if |βp(X qi ) −
βp(Xi)| < cq,p, probabilistic convergence is defined as
P
(
m∑
q=1
|βp(X qi )− βp(Xi)| > m
)
≤ 2 exp
(
−m22
2
∑m
q=1 c
2
q,p
)
, (C.3)
Proof of Corollary 3. Following from Inequality 7 of Lemma 5 can be writ-
ten as
P
(
m∑
q=1
|βp(X qi )− βp(Xi)| ≤ m
)
> 2 exp
(
−m22
2
∑m
q=1 c
2
q,p
)
,
which, substituting P
(∑m
q=1 |βp(X qi )− βp(Xi)| ≤ m
)
= δ, results in
δ > 2 exp
(
−m22
2
∑m
q=1 c
2
q,p
)
. (C.4)
Let cp be the maximum value of (cq,p)q=1...,m; then, it follows from Inequal-
ity C.4 that
δ > 2 exp
(
−m22
2
∑m
q=1 c
2
q,p
)
≥ 2 exp
(
−m22
2mc2p
)
. (C.5)
39
So,
δ > 2 exp
(
−m22
2mc2p
)
ln δ > ln 2− m2
2c2p
ln 2− ln δ < m2
2c2p
cp <
√
m2
2(ln 2−ln δ ).
Since δ = 1 implies in consistency, so that
cp < 
√
m/2 ln 2 (C.6)
guarantees it.
Proof of Theorem 6. Defining ∆βp,i =
∑m
q=1 |βp(X qi )− βp(Xi)|:
P
(
supi∈R ∆βp,i > m
)
= P
(∨
i∈R(∆βp,i) > m
)
≤ ∑i∈R P (∆βp,i > m)
≤ 2M exp
(
−m2
2c˜2p
)
,
where M is the amount of critical points a tame function f and c˜p = maxi∈R cp,i.
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Appendix D. Dataset images
This appendix contains the illustrations of all datasets employed on the
experiments of this paper, which are: the bidimensional torus, the Crescent
Moon dataset, the Lorenz Attractor, the Ro¨ssler Attractor and the MacKey-
Glass Attractor.
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Figure D.10: A two-dimensional torus formed by a point cloud of 500 samples generated using
Equation 11 with parameters set to R = 1, r = 0.5, φ ∈ [0, 2pi], and θ ∈ [0, 2pi].
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Figure D.11: The Crescent Moon dataset produced by the function generateCrescentMoon
of the RSSL package from the R Project for Statistical Computing, adopting the following
parameters: n = 5, 000, d = 2 and σ = 0.5.
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Figure D.12: The Lorenz attractor generated by the lorenz function of the package nonlin-
earTseries (from the R Project for Statistical Computing) with the following parameters:
σ = 10, β = 8/3 and ρ = 28 with initial conditions given by x0 = −13, y0 = −14 and z = 47.
43
V−10 −5 0 5
−
5
0
5
10
−
10
−
5
0
5
W
−5 0 5 10 0 5 10 15 20
0
5
10
15
20
X
Figure D.13: The Ro¨ssler attractor generated by the function rossler (implemented in package
nonlinearTseries from the R Project for Statistical Computing) with the following parameters:
a = 0.2, b = 0.2 and w = 5.7 with initial conditions given by x0 = −2, y0 = −10 and z0 = 0.2.
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Figure D.14: The Mackey-Glass attractor available with the package frbs (from the R Project
for Statistical Computing).
45
Appendix E. Barcode Plots
This appendix contains the barcode plots produced by the datasets: Crescent
Moon, Lorenz Attractor, Ro¨ssler Attractor and MacKey-Glass Attractor. They
are produced considering the dataset with and without perturbation and the
generalization measure |βp(Xri)−βp(Xmri )| is also considered in the illustrations.
Crescent moon dataset :  0 −dimensional homology classes
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Figure E.15: Graphs produced from 0-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Crescent Moon dataset with 5, 100
samples; ii) Barcode plots generated using the perturbed dataset with 10, 000 samples; and,
finally, iii) the values for the generalization measure |β0(Xri )−β0(Xmri )|. The red-dashed lines
mark the initial value of the intervals which ensure |β0(Xri )− β0(Xmri )| = 0.
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Lorenz dataset :  0 −dimensional homology classes
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Figure E.16: Graphs produced from 0-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Lorenz attractor experiment with
5, 101 samples; ii) Barcode plots generated using the perturbed dataset with 10, 001 samples;
and, finally, iii) the values for the generalization measure |β0(Xri )−β0(Xmri )|. The red-dashed
lines mark the initial value of the intervals which ensure |β0(Xri )− β0(Xmri )| = 0.
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Lorenz dataset :  1 −dimensional homology classes
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Figure E.17: Graphs produced from one-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Lorenz attractor experiment with
5, 101 samples; ii) Barcode plots generated using the perturbed dataset with 10, 001 samples;
and, finally, iii) the values for the generalization measure |β1(Xri )−β1(Xmri )|. The red-dashed
lines mark the initial value of the intervals which ensure |β1(Xri )− β1(Xmri )| = 0.
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Rossler dataset :  0 −dimensional homology classes
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Figure E.18: Graphs produced from 0-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Ro¨ssler attractor experiment with
5, 101 samples; ii) Barcode plots generated using the perturbed dataset with 10, 001 samples;
and, finally, iii) the values for the generalization measure |β0(Xri )−β0(Xmri )|. The red-dashed
lines mark the initial value of the intervals which ensure |β0(Xri )− β0(Xmri )| = 0.
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Rossler dataset :  1 −dimensional homology classes
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Figure E.19: Graphs produced from one-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Ro¨ssler attractor prior described
with 5, 101 samples; ii) Barcode plots generated using the perturbed dataset with 10, 001
samples; and, finally, iii) the values for the generalization measure |β1(Xri )− β1(Xmri )|. The
red-dashed lines mark the initial value of the intervals which ensure |β1(Xri )− β1(Xmri )| = 0.
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MacKey dataset :  0 −dimensional homology classes
0
50
100
150
200
0.000 0.025 0.050 0.075 0.100
Radius
H
om
ol
og
y 
Cl
as
se
s
Without Data Inclusion
0
50
100
150
200
0.000 0.025 0.050 0.075 0.100
Radius
H
om
ol
og
y 
Cl
as
se
s
With Data Inclusion
0
30
60
90
120
0.000 0.025 0.050 0.075 0.100
RadiusBe
tti
 N
um
be
r A
bs
ol
ut
e 
Di
ffe
re
n
ce
Betti Number Absolute Difference
Figure E.20: Graphs produced from 0-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Mackey-Glass attractor experiment
with 500 samples; ii) Barcode plots generated using the perturbed dataset with 1, 000 samples;
and, finally, iii) the values for the generalization measure |β0(Xri )−β0(Xmri )|. The red-dashed
lines marks the initial value of the intervals which ensure |β0(Xri )− β0(Xmri )| = 0.
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MacKey dataset :  1 −dimensional homology classes
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Figure E.21: Graphs produced from one-dimensional homology classes which correspond to,
from top to bottom: i) Barcode plots generated using the Mackey-Glass attractor prior de-
scribed with 500 samples; ii) Barcode plots generated using the perturbed dataset with 1, 000
samples; and, finally, iii) the values for the generalization measure |β1(Xri )− β1(Xmri )|. The
red-dashed lines marks the initial value of the intervals which ensure |β1(Xri )−β1(Xmri )| = 0.
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