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The motivation  for using  terrestrial AIS  technologies with  space applications  is of great  interest  to 
safety organizations that monitor ship traffic  in high seas and oceans. These regions far away from 





among  their  neighbours  and  the  nearby  coast  guard,  it was  developed without  resistivity  against 
effects which arise when applied for space applications. Apart from signal strength and Doppler shift 
effects,  which  could  be  constructively  handled,  the  demodulation  of  overlapped  AIS  messages 
proved to be a great challenge.  
This work analyses the problem of overlapping AIS signals and proposes  innovative approaches  for 




AIS3 and AIS4, which are being affirmed  for all AIS  transceiver  installations  from 2013. These new 
frequency channels carry dedicated messages with a ship position report, encapsulated into smaller 













AIS  (Automatisches  Identifikationssystem)  ist ein Kommunikationsstandard  für Schiffe, die auf den 
Meeren  und  Ozeanen  fahren.  Indem  es  einander  nahe  Schiffe  identifiziert,  dient  es  als 
Kollisionsvermeidungssystem und trägt zur sicheren Navigation bei. 
SAT‐AIS  (Satellitenbasiertes  AIS)  ist  eine  Kommunikationstechnologie  zur  Überwachung  des 
Schiffsverkehrs aus dem Weltraum, an der weltweit  in Forschung und Entwicklung gearbeitet wird. 
Das Grundprinzip von SAT‐AIS besteht darin, AIS‐Kanäle aus dem Weltraum zu überwachen. 
Der  Ansatz,  terrestrische  AIS‐Technologie  mit  Weltraumanwendungen  zu  kombinieren,  ist  von 
großem  Interesse  für Sicherheitsorganisationen, die den Schiffsverkehr auf hoher See überwachen. 
Diese  Gebiete  fernab  der  Küstenzonen  sind  für  terrestrische  Antennen  unerreichbar,  die 
üblicherweise  eine  Reichweite  von  40  km  haben.  Erfolgreiche  Anwendung  des  SAT‐AIS  könnte 
Küstenwachen und andere Agenturen mit AIS‐Daten  versorgen, mit  stündlicher Aktualisierung der 
Schiffsstandorte für jeden Ort des Planeten. 






Diese Arbeit  analysiert  das  Problem  überlappender AIS‐Signale  und  schlägt  innovative Ansätze  zu 





und AIS4  zugewiesen, die  seit 2013  in  allen neu  installierten AIS‐Transceivern Anwendung  finden. 
Diese neuen  Frequenzkanäle übertragen die Nachricht mit der  Schiffsposition  verpackt  in  kleinere 
Datenpakete  bei  geringeren  Berichtsraten,  womit  sie  eine  teilweise  Lösung  des  Problems  der 
Datenpaket‐Überlappung  versprechen.  Da  aber  das  neue Weltraum‐AIS‐Format  das  Problem  der 





























































































based  AIS  (Automatic  Identification  System),  called  SAT‐AIS.  This  work  addresses  processing  of 













different  collision  cases  can  be  grouped  for  purposeful  further  processing.  This  also  helps  to 
understand which message overlap scenarios are the most challenging ones.  




joint  demodulation  scheme  with  frequency  extraction  can  be  constructed,  analyses  when  it  is 
suitable for application and shows how it performs in different signal environments. 
Chapter 6 summarizes  results of  the  two previous more  theoretical chapters  into a new AIS signal 
processing  algorithm,  which  implements  all  the  developed  approaches  into  highly  advanced 
overlapped  message  extraction  solution.  Finally,  this  chapter  reveals  the  gains  in  number  of 
demodulated messages for the discussed AIS demodulation methods. Based on a simulated SAT‐AIS 














ships.  Its  technical  properties  are  defined  in  ITUR  (International  Telecommunication  Union 
Regulation)  document  [1].  In  contrast  to  earlier  means  of  communication,  AIS  autonomously 
provides  the  basic  identification  information  of  ship  traffic  participants within  a  range  of  40km. 
Regulation  19  in  Chapter V  of  [2],  the  International  Convention  for  SOLAS  (Safety  of  Life  at  Sea) 
describes  onboard  carriage  requirements  for  shipborne  navigational  systems  and  equipment, 
including  AIS.  From  2000  the  IMO  (International  Maritime  Organisation)  has  adopted  the 
requirement for all SOLAS ships to be equipped with AIS [3].  
AIS mobile stations are divided in the following two classes.  
 Class  A  –  Fully  complies  with  IMO  AIS  carriage  requirements  and  works  SOTDMA  (Self 
Organized Time Division Multiple Access) based as specified in Annex 2 of [1]. 





“All  ships of 300 gross  tonnage and upwards engaged on  international  voyages and  cargo 
ships of 500 gross tonnage and upwards not engaged on international voyages and passenger 
ships irrespective of size shall be fitted with an automatic identification system (AIS)” [2]. 
The Class B mobile station AIS equipment  is  intended for non‐SOLAS vessels.  It  is not mandated by 
the IMO. It is usually used by leisure yachts and fishing boats. 
The  following  three  paragraphs  are  excerpts  from  the  IMO website  [5]  and  summarize  the  basic 
principles of the AIS regulation: 
“The requirement became effective for all ships by 31 December 2004.  
Ships  fitted with AIS shall maintain AIS  in operation at all times except where  international 
agreements, rules or standards provide for the protection of navigational information. 
The regulation requires that AIS shall: 
 provide  information  ‐  including  the  ship's  identity,  type,  position,  course,  speed, 






Among  other  data,  this  IMO  regulation  requires  ships  to  constantly  broadcast  their  position  in 
intervals  ranging  from 2  seconds  to 3 minutes, depending on  the  ships’  cruising  speed.  For  coast 
guards and safety agencies  it  is of very high  interest to gather this  information for post processing, 
including applications of ships’ driving trajectory analysis.  
1.2 AIS	sentence	format	
The  naval  AIS  equipment  has  a  specific  format  for  how  it  outputs  received  messages  to  the 
navigation system. The following is an example of an AIS position message: 
!AIVDM,1,1,,B,19NS7Sp02wo?HETKA2K6mUM20<L=,0*27 
This  message  contains  AIS  data  encapsulated  into  an  AIVDM  sentence  according  to  the  NMEA 
(National  Marine  Electronics  Association)  standard  for  serial  communication  of  naval  onboard 
electronic devices [4]. The AIS message contains AIS data, which can take one or multiple sentences 
to be transmitted. 




















form of AIS  related  information, both  in  raw data  format as well as encapsulated or decoded and 
gathered in databases. 
1.3 Properties	of	the	AIS	communication	channel	






Minimum Shift Keying) with 9600 bps  (bits per second) bit  rate and 0.4 BT  (Bandwidth Time). The 
channel access scheme is TDMA (Time Division Multiple Access) based. It means that time is divided 
into slots of 256bits,  thus one minute, called an AIS‐Frame, contains 2250  transmission  time slots, 
called AIS‐Slots. There are 27 types of messages which can be used to transmit information. Most of 
them  are  one  slot  long  and  are  transmitted  by  ships.  Other  than  ships,  AIS  messages  can  be 
transmitted by base  stations,  search and  rescue vehicles, beacons or buoyage  systems  from AtoN 
(Aids to Navigation) systems. 
Please refer within document [1] to the Annex 8, Table 43 “Message Summary” for further details on 
message  types,  their  lengths,  contents  and  corresponding  channel  access  schemes,  as  well  as 
transmitting instances. 
1.4 AIS	message	types	
The  position  report  messages,  corresponding  to  message  types  1,  2  and  3,  further  denoted  as 
Message 1, Message 2 and Message 3  respectively, are of highest  interest  to be  received, as  they 
contain ship position data. A setup of 5 AIS receiving stations, installed by DLR in northern Germany 
in 2012, have obtained  evidence  that  the  three position  report message  types  together make up 
about 90% of the total data communicated within the AIS channels near a shore. With Message 4, 
Base Station Report, which  is transmitted by AIS shore stations,  it sums to 95%. Adding Message 5, 








 Message 2 transmission  is SOTDMA based, when the slot  is assigned from a nearby ground 
station. 
5 


















an ordinary cruising ship  the  report  interval  is expected  to be 6 seconds during static  travel and 2 
seconds when changing course. 
As noted before, there are two dedicated channels (Channel A and Channel B) for transmitting AIS 
data.  They  are  both  used  one  after  another.  The  transmission  of  the  position  report  is  a  good 
example  –  each  sequential message  is  transmitted  on  the  opposite  channel  to  the  previous  one. 



















a ground  station  can  command  the  levels of  surrounding mobile  stations  to be  set  to  “low  level” 
which  is a 1 Watt power setting. This could be used  in  local base station regions  in order to reduce 





Satellite‐AIS‐Cell,  will  be  used  with  meaning  the  area  of  a  satellite  antenna  footprint,  where 
overlapping  of  signals  can  occur  due  to  observing multiple  SOTDMA  cells.  This  is  an  important 
distinction because different SOTDMA cells may use the same reporting slots.  
1.5 The	packet	structure	of	an	AIS	message	
This  section  will  introduce  the  reader  to  the  AIS  packet  structure,  as  far  as  it  is  necessary  to 
understand  the basics of  the packet  transmission,  identification  at  the  receiver  side  and  an  error 
checking. The information source is the ITUR document [1]. 
As was previously mentioned,  the  time  in AIS  communication  is organized  into  frames, which are 
each 60 seconds long. Since a single slot is 256 bits long and bit transmission speed is 9600bps, this 
means that one frame contains 2250 slots. A single message can take one to five slots, but all of the 
AIS  transmissions  share  the  same packet  structure.  The  following  two  images  are  taken  from  the 









256bits  long,  this  switch off  timing would overlap with  the  switch on  timing of  the next message, 
which is tolerable for both packets.  
7 






The  start  flag  in accordance with High‐Level Data  Link 
Control  (HDLC)  protocol,  ‘7E’  in Hex  or  ‘01111110’  in 
binary 
Data  168 bits  Data for the packet 





Table 2. Packet  structure of an AIS Message 1  [1]. The  size of  the Data  field will  vary  for different message 
types. 
Fig. 3 together with Table 2 allows the following important points to be summarized: 
 Every AIS packet has a  start and an end  flag, also  called  the HDLC  flag, which  serve  for a 
packet data field identification; 
 Every AIS packet has a 16 bit checksum. 
The HDLC  flag  for AIS packets  is  constituted of a unique bit  sequence  ‘01111110’. To ensure  that 
nowhere  in  the  data  there will  never  be  6  consecutive  ‘1’s  present,  a  bit  stuffing  of  the  data  is 




After  encapsulating  the AIS data, NRZI  (Non Return  To  Zero  Inverter)  encoding  is used  to  ensure 
better clock synchronization for signal receivers. NRZI gives a change of the signal level when a ‘0’ bit 
is encountered in the bit stream. An example of this procedure will be shown in Section 2.1.1. 

















As already mentioned before,  the AIS was developed  for  terrestrial applications shortly before  the 
year 2000. Although the AIS technology is fulfilling its initial expectations well, the evolving time and 
space  technologies  have  given  a  rise  to  new  opportunities,  interests  and  challenges.  In  2008 
ORBCOMM was the first to launch a satellite constellation, called Orbcomm‐QL, with AIS receivers as 
a secondary payload on board Error! Reference source not  found..  It was  followed by LuxSpace  in 
2009 [7], and many universities, research institutes and satellite companies since then. It has become 
a very popular payload for small satellites, due to the fact that even naval commercial AIS equipment 
with  a  small  antenna  can  perform  data  reception  in  space  [8].  Already,  a  commercial  company, 
exactEarth, is offering AIS data captured from space to safety and maritime organisations [9]. 
The  interest  in  global  maritime  surveillance  is  growing  with  each  new  launch  of  AIS  equipped 
satellites. The satellite based AIS reception does offer an opportunity to meet the demand of global 
AIS data availability.  It’s most  important advantages over  terrestrial AIS  receiver system are global 
coverage  including  deep  seas  and  oceans,  which  are  out  of  reception  range  of  static  antennas 
installed  in coastal zones. Receiving data  from orbit also grants royalty‐free access  to AIS data and 
offers the choice of multiple data providers. 
Receiving terrestrial AIS transmissions from space offers new applications for an existing technology 
that  it was not  initially designed  for. Terrestrial AIS was developed  to be used mainly by  ships  to 
identify  local surrounding transport vehicles at sea and provide safety services based on  local data 
availability,  such  as Collision Avoidance, Aids  to Navigation, Maritime  Security,  Safety  and Rescue 
etc.;  whereas  the  new  space‐application,  built  on  the  existing  AIS  technical  base,  offers  global 









 The  second  pathway works  on  defining  an  additional  standard,  to  be  adopted  for  space 
reception  of  ship  position  data.  It  will  be  further  referred  to  as  “space‐AIS”  or  “sAIS” 






Contrastingly, research on space‐AIS  is working to  find the most optimal settings  for data contents 





view as observable  from a satellite.  Improvements  in overlapped signal extraction would provide a 
direct benefit  for both  the  terrestrial‐AIS and space‐AIS signal  reception  from satellite. This means 
that the future AIS receivers in orbit will need to be equipped with the ability to receive signals from 
both  AIS  standards,  the  terrestrial‐AIS  and  the  space‐AIS.  The  naming  conventions  for  this  dual 
application  of  AIS  receiving  on  board  of  a  satellite  are  “satellite‐AIS”,  “SAT‐AIS”  and  “S‐AIS”  and 
involve the passive  listening of all of the four AIS channels on a satellite. The mentioned terms are 








be  transmitted  from  ships  to  satellite  at  a  3 minute  interval.  It  is  described  in  Annex  4, 
Section 3 of the document [1]. 
 Two additional frequencies are allocated for ships to transmit exclusively the Message 27 AIS 














































rates  are  preserved  as  for  terrestrial‐AIS  application.  The  87  bit  propagation  delay  time  ensures 
avoidance of  consecutive message overlaps  for  range differences up  to  1467nm, which  equals  to 
11 
2717km.  In  the  case of  a  satellite operating  at 560km  altitude,  it would obtain  a  complete  earth 
horizon view with a 134 degree conical antenna opening.  In  the more common 700km altitude,  it 
would achieve this with a 128 degree antenna opening. Assuming a basic satellite antenna possessing 






space‐AIS  transmission.  This  allows  for  a  greater  cooperative opportunity between  terrestrial  and 
space AIS networks – if ships switch off space‐AIS transmission near densely cruised coastal zones, it 
would  enable  satellite’s  to  receive  less  filled  space‐AIS  channel.  This  would  help  to  diminish 





their  position  globally. With  the  resolution MSC.210(81)  [10],  IMO  “Performance  Standards  and 
Functional  Requirements  for  the  Long‐Range  Identification  and  Tracking  of  Ships”,  the  IMO  has 
required that all SOLAS vessels be LRIT (Long‐Range Identification and Tracking) equipped by 2009 or 
on the first radio installation survey after July 2009 [11], [12]. The LRIT is a technology which reports 




the  LRIT  reporting  rate  is  too  low.  Lastly,  it  is  a  commercial  service  –  there  is  a  certain  cost  per 







[15],  [16]  and  [17],  especially  in  [13]. Here we will  briefly  review  the  issues  in  order  to  obtain  a 
common understanding for the needs of this thesis work. 
Doppler shift – This is the first obvious challenge to be noted, which comes into play due to the high 




frequency  filter  presence,  as  there  are  expected  to  be  carrying  frequency  shifts  for  the  received 
12 
signal. On  the other hand,  the Doppler  shift property  comes  in handily, when  there are advanced 




the  range  is ±1.3 kHz. Therefore, a satellite‐AIS  receiver  for high performance should be equipped 
with algorithms, and or a RF‐frontend  to  take advantage of AIS  signals of different  frequencies  to 
distinguish  their  sources  and minimize message  collisions.  Yet  another  option  is  to  use  a  narrow 
angle antenna, to minimize the probability of message collisions. 













and antenna characteristics. At  the  same  time  the FOV  (Field of View) of a  satellite orbiting at an 
altitude of 700km  and possessing  an  antenna with  a 60° opening  angle has  a  footprint of 824km 
surface diameter. This is effectively an increase of 10 times the diameter of the signal reception area. 
For yet another example, a 38° opening angle antenna would encompass an area with 485km surface 
diameter, which  is approximately 6  times wider  than  that of  the AIS SOTDMA  cell of  ships. These 
aspects point to the problem that a satellite antenna will see multiple SOTDMA cells, which inevitably 
leads to the presence of overlapped signals. Although signals do not overlap for terrestrial receivers, 
they do within  the much broader satellite antenna view.   The next section will dive more  into  this 
topic. 
Faraday  rotation – This  is  introduced due  to signals passing  through  the Earth’s  ionosphere. For a 
general case of randomly polarized signals entering an antenna, a 3dB power loss should be expected 
[13], [17]. 
Path  attenuation  –  There  are  relatively  long  signal  travel  paths  from  ships  to  a  satellite  in  orbit. 
These are much  longer than  initially planned for ship to ship or ship to base station applications  in 
terrestrial communication. The following formula can be used to calculate signal’s attenuation for its 
travel distance. 






leads  to a maximum  ‐123dB arriving  signal power  for an AIS message  transmitted with 12.5 Watt 
power. For a 38° FOV antenna at the outer most angle this would  lead to 134dB path attenuation, 
and for a 45° FOV antenna 137dB attenuation. However, the path attenuation is not the only factor 





the  received  signal  at  orbit  would  be  correspondingly  lower.  This  leads  to  concerns  about  the 
strength of the received AIS signals on a satellite, which can be addressed by a dedicated high gain 

















with  the  assumption  of  ships  possessing  a  dipole  antenna,  the  toroid  radiation model  does  not 
include reflections  from  the water’s surface or  the ship’s deck. An explicitly modelled  transmission 
pattern  around  a  ship with  the  “CST  Antenna Magus”  software  is  shown  below  in  Fig.  8.    If  the 
satellite antenna possesses a narrow angle, then by design it usually has a better gain for the central 
objects, which to a certain extent will compensate the disadvantageous power distribution of dipole 
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Fig. 9. a)  Scenario  of  colliding messages  as  two  organized  SOTDMA  cells  viewed  from  satellite with  bigger 
reception area [13]. b) Satellite FOV and SOTDMA comparative sizes. [Source of the map is Google Maps.] 
 




Assuming  that  the differentiation  frequency due  to Doppler  shift between  red  and blue  SOTDMA 
cells  is too  low to separate the signals using frequency filters and assuming the signals’ amplitudes 





2. Collision  occurrences  due  to  path  delay  –  as  described  in  Chapter  1.5,  the  terrestrial‐AIS 
message buffer  incorporates  an  extra  12 bits  for  supporting path delays  for up  to 375km 
relative  distances.  Larger  distance  differences,  like  the  ones  present  in  the  satellite 


















































bluish  areas  represent  low  ship  traffic,  green  and  yellow  medium  traffic,  and  the  red  regions, 
especially the ones identified with the three red circles, represent high traffic areas.  
Due  to  the  extensive  number  of  ships  present  in  HTZ  areas,  satellites  flying  over  those  regions 




 Interference  Cancellation  –  demodulating  a  received  signal,  subtracting  the  successfully 
demodulated  result  from  the  initial  signal  and  then  applying  the  demodulation  algorithm 
again. An advanced implementation of this approach by ESA is called Remod‐Demod method 
[16], which is also referenced in literature as CSC (Consecutive Signal Cancellation) [17]. 
 Bandwidth separation  in sub‐zones – utilizing Doppler shift presence,  the signal bandwidth 
can be separated into three demodulation frequency zones: negative Doppler shift extreme, 
positive  Doppler  shift  extreme  and  the  central  frequency.  This  process  is  called  a  Zonal‐
Demodulator, and is implemented by the ESA (European Space Agency) [16]. 




 Reduce  AIS  channel  load  –  as  the  Space‐AIS  standard  is  working  toward  to,  introducing 
additional channels with  lower  reporting  rate, optimizing  the AIS  transmission  intervals  for 
best performance according to ships’ positions and improving coastal zone infrastructure for 
Space‐AIS collaborative support [27]. 
While  the  first  two methods  for solving overlapped  terrestrial‐AIS packets are software based,  the 
second  two  are  hardware  based  and  need  additional  technical  equipment.  The  last  approach  is 
political and can be approached only with an international collaboration. 
Since  this dissertation  is dedicated  to development of algorithms  for signal processing software of 
single sensor antennas, the hardware solution approaches will not be considered in this work. 
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how  the bits  contained  in an AIS message are  formed,  then how GMSK  (Gaussian Minimum  Shift 




This section addresses more closely  the  technical details of how a single AIS message  is composed 
with  step  by  step  carrying  out  an  example  for  building AIS Message  1. While  demonstrating  the 
process, there will be data extracted from a NMEA sentence with AIVDM message, encapsulated  in 
AIS packet and prepared  for modulation.    In each  step  there will be  shown  the MATLAB  code,  to 
assist  understanding  and  to  allow  for  reprogramming  by  interested  readers.  These  MATLAB 
procedures were developed in accordance with the ITU‐R standard [1]. 
To start modelling, let us take a ready AIVDM message with the MATLAB code given as: 
%% Extract data from AIVDM message 
aismsg = '!AIVDM,1,1,,B,19NS7Sp02wo?HETKA2K6mUM20<L=,0*27' 
di = find(aismsg==',',2,'last'); 








the  6‐bit  format  serves  as  a  convenient  way  for  presenting  data  using  64  symbols,  for  data 










%% Convert msg data to six-byte stream 
msgd_b = unicode2native(msgdata); %contains values [48..119] 
msgd_bs = []; 
for i=1:length(msgd_b) 
    if (msgd_b(i)<40+48) 
        msgd_b(i) = msgd_b(i)-48; 
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    else 
        msgd_b(i) = msgd_b(i)-56; 
    end 
    msgd_bs = [msgd_bs,dec2bin(msgd_b(i),6)]; 
end 








i.e.  telling  the  type  of  the message  is  1.  The  8th  to  38th  bit,  coloured  in  blue,  compose  number 
“636012431” – the MMSI number of the ship which transmitted the message.  
A bit sequence constructed  from character‐bits can describe only bit sequences of  length which  is 
multitude of 6.  In  the NMEA  sentence, after  the data part  follows  integer number, which denotes 
how many  bits  from  the  last  character‐byte  are  relevant.  These  are  called  fill‐bits  and  the  last 
character‐byte  has  to  be  cut  up  to  number  of  the  used  bits.  Since  number  of  fill‐bits within  last 
character‐byte  for Message  1  is  always  0,  in  this  particular  case  the  last  six  bits  should  be  left 
unchanged [1]. 
In  case of AIS  stations  composing data  themselves,  as  it  is  the  case  for  ship  transmitters,  the bit 





%% Flip bits (least significant bits are output first) 
for i=1:8:length(msgb) 








 Add  checksum.  The  checksum  is  a  16‐bit  field,  which  is  calculated  as  per  CRC‐16‐CCITT 
standard and added at  the end of  the message. The checksum  is  taken over all  the binary 
data. 
%% Add FCS: CRC-16-CCITT standard 
% Set parameters 
crcw = 16;  
poly = str2num(dec2bin(2^16+2^12+2^5+2^0)')'; % it is 0x1021 in HEX 
initVal = ones(1,crcw); 
finalXOR = ones(1,crcw); 
  
% Registry initialization 
am = [msgb,zeros(1,crcw)]; 
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am(1:crcw) = xor(am(1:crcw),initVal); 
  
% CRC calculation 
reg = [0,am(1:crcw)]; 
for i=crcw+1:length(am) 
    reg = [reg(2:end),am(i)]; 
    if reg(1)==1 
        reg = xor(reg, poly); 
    end 
end 
mcrc = reg(2:end); 
mcrc = xor(mcrc,finalXOR); 
  
msgb = [msgb, mcrc]; %add checksum at the end of message 








distinguish  data  bits  from  the  HDLC  flag,  which  is  “01111110”  bit  sequence  with  6 
consecutive ones to denote the start and the end of the transmitted packet data. 
%% do bit-stuffing - put zero after every 5 consecutive 1's 
onesl = 5; 
i = onesl; 
while i<=length(msgb) 
    if (msgb(i-(onesl-1):i) == ones(1,onesl)) 
        msgb = [msgb(1:i),0, msgb(i+1:end)]; 
        i = i+onesl+1; 
    else 
        i = i+1; 










%% build packet: Ramp-Up, Preamble, Start-flag, Message&FCS, End-flag, 
Buffer 
preamble = [0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1]; %24-bit 
flag     = [0,1,1,1,1,1,1,0];  %%8-bit HDLC flag 








 Perform  the non‐return  to  zero  inversion. The algorithm  goes  through all bits and gives  a 
state transition if a 0 is observed in the data.  
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%% do NRZI 
% init params 
binmsg = msgb; 
icase  = 0;     %means, invert when 0 observed 
  
% do the work 
vstate = 0; % voltage state, assume initial=0 
for i=1:length(binmsg) 
    if binmsg(i)~=icase 
        binmsg(i)=vstate; 
    else %% invert voltage 
        if (vstate==0)  
            vstate=1;  
        else vstate=0;  
        end 
        binmsg(i)=vstate; 
    end 
end 






















+1  and  ‐1  values  corresponding  to  1  and  0  bits  respectively.  It  applies  Gaussian  filter  to  the  bit 
sequence, then integrates it and uses the signal as a phase in sine and cosine functions. The product 
of the modulation is an IQ signal, which is a complex number sequence. The real component of the 
signal  is  called  I  for  in‐phase  signal  and  the  complex  component  as Q  for  quadrature  signal.    A 





ܾ ≔ ሼ1, 0, 1, 1ሽ. 













resulting to 9600 ⋅ 50 ൌ 480000sps (samples per second). This sets time per sample for  IQ data to 
௦ܶ ൌ 	2.08ሺ3ሻ ⋅ 10ି଺ seconds. It ensures good conditions for smooth signal modulation and detailed 
analysis  for  the  purpose  of  this  thesis.  To  convert  the  originally  provided  four  bits  in  ෠ܾ to  signal 
samples with the chosen oversampling rate as required  for subsequent  filter application, there are 
inserted 49 zeros after each bit, denoted further as ݖସଽ ൌ ሼ0,0, … ,0ሽ. 
෨ܾሺݐ௦ሻ ≔ ሼ൅1, ݖସଽ, െ1, ݖସଽ, ൅1, ݖସଽ, ൅1, ݖସଽሽ ൌ		
ൌ ሼ൅1,0,0, … ,0,		 െ 1,0,0, … ,0,		 ൅ 1,0,0, … ,0,		 ൅ 1,0,0, … ,0ሽ. 
The tilde above a symbol within this section will be used to denote sampled data with a discrete time 




  ݄ሺݐሻ ≔ 1√2 ⋅ ߨ ⋅ ߜ ⋅ ܶ ݁
ି௧మ
ଶ⋅ఋమ⋅்మ ,   (2 ) 
where 
ߜ ≔ ඥlnሺ2ሻ2 ⋅ ߨ ⋅ ܤܶ 				and	
ܤܶ ≔ 0.4	. 




must  be  used  filters  of  finite  length,  a modified  filter  ෨݄ሺݐ௦ሻ is  introduced,  shown  in  Fig.  15.  It  is 
discretized with time step  ௦ܶ and is a finite version of the ݄ሺݐሻ, cropped to length of four modulation 
symbols [28]. The chosen length is very reasonable, since for the particular filter of GMSK modulation 
for  the AIS standard,  the relative magnitude of  the  lowest  filter value  to  the maximum  filter value 
(corresponding to the sample 1 and the sample 100 in Fig. 15) is   ௛෩ሺ௧భሻ୫ୟ୶ቀ௛෩ሺ௧ೞሻቁ ൌ 1.7 ⋅ 10
ି଼. This is small 
enough  to be neglected,  thus cropping  the  filter width  to  four symbols  is chosen and will be used 
throughout the rest of this work. A filter length of only two modulation symbols would have been a 
too  rough  approximation,  since  the  relative magnitude  of  the  first  sample  to  the maximum  one 







mathematically  written  as  convolution  of  two  functions,  the  samples  sequence  ෨ܾሺݐ௦ሻ with  the 
derived Gaussian filter  ෨݄ሺݐ௦ሻ, as shown in (3). A visual example of the filtering procedure is illustrated 
in Fig. 16. 
  ෨ܾ௛ሺݐ௦ሻ ≔ ൫෨ܾ ∗ ෨݄൯ሺtୱሻ ൌ ෍ ෨ܾሺݐ௦ሻ ⋅ ෨݄ሺݐ௦ െ ݐఛሻ ,
ெ
ఛୀଵ
  (3 ) 
 
where M is the length of the filter  ෨݄ሺݐ௦ሻ and ݐ௜  is the discrete time index using time step  ௦ܶ. 





















  ෨ܾ௛ூሺݐ௦ሻ ൌ ෍ ෨ܾ௛ሺݐఛሻ߂ݐ
௦
ఛୀଵ
,  (4 ) 
where ߂ݐ is the time interval between samples, also introduced as sampling time  ௦ܶ previously. 























































































  ߮ሺݐሻ ≔ ෨ܾ௛ூሺݐሻ ⋅ ߨ2 ,
ܫሺݐሻ ≔ cos൫߮ሺݐሻ൯ ,	
ܳሺݐሻ ≔ sin൫߮ሺݐሻ൯	 ,	
















































%% do GMSK 
% init params 
osr     = 64;     % Oversampling Rate for bits 
br      = 9600;   % Bound rate [bits per second] 
BT      = 0.4;    % Bit-Time 
bindata = msgb;   % binary voltage data 
 
% do NRZ - translates all '0' to '-1' 
for i=1:length(bindata) 
    if bindata(i)==0 
        bindata(i)=-1; 
    end 
end 
  
% resample the signal 
rbindata = []; 
for i=1:length(bindata) 
    rbindata = [rbindata, bindata(i), zeros(1,osr-1)]; 
end 
rbindata = [rbindata, zeros(1,osr)]; 
  
% calculate Gaussian FIR filter 
T  = 1/bps; 
Ts = T/osr; 
k  = [-osr+1:osr-1]; 
alpha = sqrt(log(2))/(2*pi*BT); 
h = exp(-(k*Ts).^2/(2*alpha^2*T^2))/(sqrt(2*pi)*alpha*T); % Gaussian 
FIR shape 
  
% do Gaussian filtering 
gfsignal = filter(h,1,rbindata); 
  
% do integration 
isignal = zeros(size(gfsignal)); 
for i=1:length(gfsignal)-1 
  isignal(i+1)=isignal(i)+gfsignal(i)*Ts; 
end 
  
% do IQ modulation 
signalI  = cos(isignal*(pi/2)); 
signalQ  = sin(isignal*(pi/2)); 
signalIQ = complex(signalI, signalQ); 
 
Obtaining  the  IQ data accomplishes  the GMSK modulation process. Another example of a  step by 
step IQ data generation with a different bit sequence can be found in Section 4.2.1.  
2.1.3 Modelling	and	transmitting	the	AIS	signal	
The GMSK modulation  process  as  shown  in  Section  2.1.2  applied  to  the  derived AIS message  bit 






by  DAC  (Digital  to  Analogue  Converter),  then  passed  to  frequency  multiplication  and  power 
amplification, and finally sent out to antenna. These steps are shown below in Fig. 20. 











devices are  capable  to  convert  the digital  signal  into  the analogue one and  transmit over  the air, 





  ܴܨሺݐሻ ൌ ܫܳሺݐሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎ሻ ൌ ݁௜ఝሺ௧ሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎ሻ ൌ ݁௜ሺఝሺ௧ሻାఠ೎ఛ೎ሻ	
߱௖ ≔ 2ߨ ௖݂		, 
(6 ) 
 
where  ௖݂ is carrier  frequency, which  in  the AIS case  is 161.975 or 162.025 MHz, and ߬௖ ≔ ݐ ൅ ߥ௖	is 
phase  time‐shift  of  the  carrier  frequency.  Here  is  an  ideal  transmitter  assumed, which  does  not 
create noise.  
 





























automatic conversion of an unmodified  IQ waveform by DAC  (Digital‐to‐Analogue Converters),  this 
would create some unexpected spikes  in signal magnitude and  its  frequency spectra. As a counter 
measure, the AIS standard defines 8 bits Ramp‐Up time and finishing time as shown in Fig. 3, taken 











rate, which  is  capable  of  holding  the  targeted  frequencies  as well  as  ensure  that  RF  equipment 
supports  required  frequency  bandwidth.  Fig.  22  shows  how  the  B  channel waveform  looks  after 
multiplication with the 50kHz frequency. Due to the high oscillation rate, only the amplitude border 
is recognizable in the IQ data signal. 







































containing  Ramp‐Up,  Preamble, HDLC‐Flag  and Data‐start  respectively. One  should  note  that  the 
HDLC flag presence  in the  IQ waveform  in Fig. 23 may not to be recognizable. This  is due the NRZI 
used:  
01111110-010101010101010101010101-01111110-00100000 – before NRZI 
10101010-110011001100110011001100-11111110-10010101 – after NRZI 
 






























































  ܴ݁൫ܴܨሺݐሻ൯ ൌ cosሺܿଵ ൅ ܿଶ ൅ ܿଷ ൅ ܿସ ൅ ܿହሻ ,  (7 ) 
 
where 
ܿଵ ≔ ߮ሺݐሻ – 	data	modulated	phase
ܿଶ ≔ 	߱௖ݐ ൅ ߮௖ሺݐሻ – 	carrier	frequency	and	its	phase	offset
ܿଷ ≔ ߱௖ݐ ൅ ߮௖ሺݐሻ – 	doppler	shift	and	the	phase	offset
ܿସ ≔ ߱ௗݐ ൅ ߮ௗሺݐሻ – 	error	of	transmitter/receiver	hardware
ܿହ ≔ ߱௘ݐ ൅ ߮௘ሺݐሻ – 	noise	and	signal	path	distorsions
 
The ߱௘ and ߮௘ can be  assumed  to be  very  small  and  thus neglected.  The ߮ௗ and ߮௖ are  constants 
and can be summed and substituted with ߦ. The ܿହ can be substituted with ܰ, for an explicit notation 
as noise. This allows (7) to be rewritten as (8). 




through  only  a  certain  frequency  range  around  targeted  central  frequency,  for  example,  +5MHz 
around  the AIS central  frequency of 161.975MHz. This  is usually called band‐pass signal and noted 
with ܺ஻௉,  with  the  contained  received  IQ  data  noted  as  ூܺொ.  Rewriting  the  expression  of  IQ  as 




ܺ஻௉ሺݐሻ ≔ ܴ݁൫ܴܨሺݐሻ൯ ൌ ܴ݁൫ ூܺொሺݐሻ ⋅ ݁௜ఠబ௧൯ ൌ
ൌ ܴ݁ ൬ቀ ூܺሺݐሻ ൅ ݅ܺொሺݐሻቁ ⋅ ሺcosሺ߱଴ݐሻ ൅ ݅ sinሺ߱଴ݐሻሻ൰ ൌ	
ൌ ܴ݁൫ ூܺሺݐሻ ⋅ cosሺ߱଴ݐሻ ൅ ݅ ூܺሺݐሻ ⋅ sinሺ߱଴ݐሻ ൅ ݅ܺொሺݐሻ ⋅ cosሺ߱଴ݐሻ െ ܺொሺݐሻ ⋅ sinሺ߱଴ݐሻ൯ ൌ
ൌ ூܺሺݐሻ ⋅ cosሺ߱଴ݐሻ െ ܺொሺݐሻ ⋅ sinሺ߱଴ݐሻ  (9 )
 
The substitution of carrier  frequency multiplication ܫܳሺݐሻ ⋅ ݁௜ఠ೎ሺ௧ାఔሻ from  (6) with  the ܫܳሺݐሻ ⋅ ݁௜ఠబ௧ 
as used in deriving (9) can be done without loss of generality for a purpose of easier writing. The ߱଴ 
is  used  to  note  a  phase‐shift  less Doppler  shift  frequency.  Since  the  phase ߥ of  the Doppler  shift 
builds  a  constant,  it  can  be multiplied  and  hidden within  the  IQ  data,  as  shown  in  the  following 
equations, which introduce ܫܳതതതሺݐሻ. 
ܫܳሺݐሻ ⋅ ݁௜ఠ೎ሺ௧ାఔሻ ൌ ൫ܫܳሺݐሻ ⋅ ݁௜ఠ೎ఔ೎൯ ⋅ ݁௜ఠ೎௧ ൌ
ൌ ൫ܫሺݐሻ ⋅ ݁௜ఠ೎ఔ೎ ൅ ݅ܳሺݐሻ ⋅ ݁௜ఠ೎ఔ೎൯ ⋅ ݁௜ఠ೎௧ ൌ ܫܳതതതሺݐሻ ⋅ ݁௜ఠబ௧	
ܫܳതതതሺݐሻ ≔ ܫሺ̅ݐሻ ൅ ݅ തܳሺݐሻ	
ܫሺ̅ݐሻ ≔ ܫሺݐሻ ⋅ ݁௜ఠ೎ఔ೎	



















௅௉ிഘሱۛ ሮۛ	 ܺ௢௨௧ሺݐሻ, 	with	 ࣴሼܺ௢௨௧ሺݐሻሽ ൏ ω .  (13 ) 








containing  a  carrying  frequency.  To  extract  the  I  component,  one  needs  to multiply  the  sampled 
signal ܺ஻௉ as defined in (9) with the cos	ሺ߱଴ݐሻ function, as shown in (14). Passing the signal through a 
35 
LPF  will  do  the  single  component  extraction  by  filtering  out  high  frequency  parts  signal  parts, 
including the 2߱଴ frequency components. For getting the Q component, one proceeds  in the same 
way, except taking sinሺ߱଴ݐሻ for the multiplication, as shown in (15) below.  



















ܺ஻௉ሺݐሻ ⋅ sinሺ߱ݐሻ ൌ ூܺሺݐሻ ⋅ cosሺ߱଴ݐሻ ⋅ sinሺ߱଴ݐሻᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
ଵ
ଶୱ୧୬ሺଶఠబ௧ሻ








2ܺொሺݐሻ ⋅ cosሺ2߱଴ݐሻ ൅
1






  ܺ஻௉ሺݐሻ ⋅ cosሺ߱ݐሻ ௅௉ிഘሱۛ ሮۛ 12 ூܺሺݐሻ ,





extraction  procedure  shown  above  would  provide  the  low  frequency  part  of  the  input  signal, 
incorporating  the  IQ  data  transmitted  along with Doppler  shift  frequency  and  phase  constant  as 
defined  in  (10) and  (11). Using  the definitions  from  (10) and  (11),  it would mean ܫሺ̅ݐሻ ൌ ூܺሺݐሻ and 
തܳሺݐሻ ൌ ܺொሺݐሻ. 
A real world  low pass  filters will  introduce some noise as well as  let some higher  frequencies with 
dumped amplitudes to pass through. Therefore at the receiver side one can generally assume to have 
a scaled form of  IQ signal similar to the one derived  in (5)  in Section 2.1.2 with some Doppler shift 
and noise applied as shown in (8), (10) and (11). 
To  generate  a  simulated  signal  containing  a  Doppler  shift  frequency,  there  will  be  applied  a 
multiplication  of  the  IQ  signal  as  derived  in  (5)  with  the  corresponding  exponential  function 
݁௜ఠ೏ሺ௧ାఔ೏ሻ. During  further work  there will be unity amplitude  for  the  IQ  signal usually assumed. A 







ܴܨଵሺݐሻ ≔ ܫܳଵሺݐሻ ⋅ ݁௜ఠ೏భሺ௧ାఔ೏భሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎భሻ ൌ e௜ఝభሺ௧ሻ ⋅ ݁௜ఠ೏భሺ௧ାఔ೏భሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎భሻ	
ܴܨଶሺݐሻ ≔ ܫܳଶሺݐሻ ⋅ ݁௜ఠ೏మሺ௧ାఔ೏మሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎మሻ ൌ e௜ఝమሺ௧ሻ ⋅ ݁௜ఠ೏మሺ௧ାఔ೏మሻ ⋅ ݁௜ఠ೎ሺ௧ାఔ೎మሻ	
ܴܨ෢ ሺݐሻ ≔ ܴܨଵሺݐሻ ൅ ܴܨଶሺݐሻ ൌ ൫݁௜ఊభሺ௧ሻ ൅ ݁௜ఊమሺ௧ሻ൯ ⋅ ݁௜ఠబ௧ ൌ ܫ෢ܳሺݐሻ ⋅ ݁௜ఠబ௧	









  ߛଵሺݐሻ ≔ ߮ଵሺݐሻ ൅ ߱ௗଵሺݐ ൅ ߥௗଵሻ ൅ ߱௖ߥ௖ଵ ,






  ߛଵሺݐሻ ൌ ߮ଵሺݐሻ ൅ ߱ௗଵሺݐ ൅ ߥଵሻ ൌ ߮ଵሺݐሻ ൅ ߱ௗଵሺݐఛଵሻ ,
ߛଶሺݐሻ ൌ ߮ଶሺݐሻ ൅ ߱ௗଶሺݐ ൅ ߥଶሻ ൌ ߮ଶሺݐሻ ൅ ߱ௗଶሺݐఛଶሻ . 
 
 
As  the ܴܨ෢ ሺݐሻ in  (20)  hold  the  same  structure  as ܴܨሺݐሻ in  (6),  there  can  be  applied  the  same 
procedure  of  low  pass  filtering  to  remove  carrier  frequency  components  as  performed  for  single 
signal containing RF data in (16) and (17). It is shown below in (22) and (23) respectively.  
  ෠ܺ஻௉ሺݐሻ ≔ ܴ݁ ቀܴܨ෢ ሺݐሻቁ
෠ܺ஻௉ሺݐሻ ⋅ cosሺݐሻ	௅௉ிഘሱۛ ሮۛ		12 ෠ܺூሺݐሻ	
෠ܺ஻௉ሺݐሻ ⋅ sinሺݐሻ	௅௉ிഘሱۛ ሮۛ 	െ 12 ෠ܺொሺݐሻ	




Rewriting  the  ෠ܺூொሺݐሻ more  explicitly with  the  substitutions done previously, we  conclude  that  the 
received  IQ  signal of  two overlapped messages, when arriving at DSP unit,  can be  represented as 
follows. 
  ߥଵ ≔ ߥௗଵ ൅ ߱௖ߥ௖ଵ߱ௗଵ ,
ߥଶ ≔ ߥௗଶ ൅	߱௖ߥ௖ଶ߱ௗଶ 	 ,	
ݐఛଵ ≔ ݐ ൅ ߥଵ	,	
ݐఛଶ ≔ ݐ ൅ ߥଶ . 
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  ෠ܺூொሺݐሻ ൌ ݁௜ఝభሺ௧ሻ ⋅ ݁௜ఠ೏భሺ௧ାఔభሻ ൅ ݁௜ఝమሺ௧ሻ ⋅ ݁௜ఠ೏మሺ௧ାఔమሻ ൌ	
ൌ ܫܳଵሺݐሻ ⋅ ݁௜ఠ೏భሺ௧ାఔభሻ ൅ ܫܳଶሺݐሻ ⋅ ݁௜ఠ೏మሺ௧ାఔమሻ 
(24 ) 
 














This  is  the most  favourable situation, giving  the most unique phase of each signal, since  in 




Since  the bit phases  are periodic,  investigation of  time  shift properties within  a  single bit 
range is sufficient for bit shift analysis of an overlaps containing waveform.  
 Amplitude  ratio  sets  the  Signal1  amplitude  relative  to  Signal2. Within  this document,  the 




be  realized  by multiplying  both  IQ  waveforms  with  sinusoids  of  desirable  Doppler  shift. 
Expected values for space application range from 0 to ±4kHz. 
 Phases of the Doppler  frequencies set the Doppler frequency phase values for each of the 





% add noise to sigIQ 
noiseweight = 0.1; 
noise = randn(2,length(sigIQ)); 
38 
noiseiq = complex(noise(1,:), noise(2,:)); 





Fig. 24. An example of an  In‐Phase signal of overlapped  IQ data. Relative amplitudes are 0.6:0.4 and relative 
time shift is 1 bit. Noise and Doppler shifts are not included in the signals. 
In Fig. 24 there can be observed a simplistic example of overlapped signals. The Chapter 3 will deal 




























































For  simulations  within  this  work  the  AWGN,  denoted  as  ஺ܰௐீே,  was  always  assumed  and  was 
generated by Matlab with a unity standard deviation ߪሺ ஺ܰௐீேሻ ൌ 1. Multiplying the  ஺ܰௐீே with a 
wished noise amplitude ܣே, the amplitude of the additive noise for IQ data can be adjusted: 
ߪሺܰሻ ൌ ߪሺ ஺ܰௐீேሻ ⋅ ܣே ൌ ܣே	. 
Often in work there will be used a following notation of signal and noise amplitudes 




ܵܫܴௗ஻ ൌ 	10 ⋅ logଵ଴ ቆ
ሺܣ௦ଵ ⋅ 0.7ሻଶ	
ሺܣ௦ଶ ⋅ 0.7ሻଶ ቇ ൌ 10 ⋅ logଵ଴ ቆ
ሺ0.6 ⋅ 0.7ሻଶ	
ሺ0.4 ⋅ 0.7ሻଶ ቇ ൌ 10 ⋅ logଵ଴ 2.2 ൌ 3.5ሾ݀ܤሿ	
ܴܵܰௗ஻ ൌ 	10 ⋅ logଵ଴ ቆ
ሺܣ௦ଵ ⋅ 0.7ሻଶ	
ߪሺܰሻଶ ቇ ൌ 10 ⋅ logଵ଴ ቆ
ሺ0.6 ⋅ 0.7ሻଶ	





















 Main area  (IIa)  contains all  the organized areas  that  the AIS  sensor  receives  transmissions 
from outside  the distance delay buffer  relative  to  the organized area being observed, and 
that arrives at the AIS sensor too early. 
41 
 Main area  (IIb)  contains all  the organized areas  that  the AIS  sensor  receives  transmissions 
from outside  the distance delay buffer  relative  to  the organized area being observed, and 
that arrives at the AIS sensor too late.” 






௦ܲ ≔ 1 െ ൤1 െ exp ൬െ ௧ܰ௢௧37.5 ⋅ ݊௖௛ ⋅ Δܶ൰൨










Depending on ship speed and cruising characteristics,  its reporting  interval of  its position broadcast 
message varies. However, it is assumed to be constant for all of the ships. It is also assumed that all 
the  rest of AIS message  types apart of position  reports are minor and can be neglected. This also 
supports the assumption of packets being of 1 slot length. 
The  number  of  channels  used  for  reporting  relates  to  the  reporting  intervals  of  the  ships.  For 
example, a Class A ship travelling at 20 knots would report its position every 6 seconds in sequentially 
changing  channels A  and B.  In other words, within each of  the  two AIS  channels  the  ship will be 
reporting once  in 12 seconds. The constant 37.5  in  (29) denotes  the number of available message 
time slots per second  in a single channel.  It  is derived from taking 1 second  interval and dividing  it 
into 256 bit slots  for data speed of 9600bps. Thus,  the expression ே೟೚೟୼்  means number of messages 
transmitted per second by the ships within  the satellite’s FOV and the expression 37.5 ⋅ ݊௖௛ means 
number of total message slots available per second. 





Fig. 26. Detection  probabilities  of  single message  arrival  at  satellite,  covering  1  to  20’000  ships  at  certain 
reporting intervals ΔT. The observation time  ௢ܶ௕௦ is 13 minutes. 
Let us consider the case when 6 second’s reporting  intervals are used  for  the ships, as the plotted 




For a  single  SOTDMA  cell where  the  report  rate of all participating vessels  is	Δܶ ൌ 6 seconds,  the 
maximum capacity 2250/ሺ60/Δܶ/2ሻ ൌ 450 ships per cell. This would mean that a condition of just 
9  fully used SOTDMA cells within FOV of  satellite  is enough  to  render  the  reception  from orbit  to 
nearly zero. 
The Δܶ ൌ 180 line  represents detection probability  for  Space‐AIS, which has a 3 minute  reporting 
interval.  At  the  first  glance  it  appears  to  perform  very  robustly.  However,  one  should  take  into 
account  that  the assumption of 13 minutes observation  time  is very optimistic.  If  the passing LEO 
satellite  has  wide  angle  antenna,  this  situation  could  be  encountered  once  per  day.  The  other 
satellite passes would be very near to horizon limiting communication time to few minutes. Thus, in 









in  signal  processing  algorithms  or  antenna  technologies.  Thus,  a  question  arises  about  signal 
reception  probability  estimate  for  signals  containing  overlaps  for  receivers  capable  to  process 
interfering signals. 












































In  [32]  it was  assumed  that  the  probability  of  receiving  exactly  n messages  is  given  by  Poisson 
distribution  ௡ܲ, which is given by 
  ௡ܲ ≔ 	 ݁ିఒఛబ ቀఒఛబ௡! ቁ
























ൌ ݁ఒఛబሺଵି௤ሻ ,   
 
which together with the overlap factor ݏ gives that 
  ݌ ≔ 1 െ ൫1 െ ݁ିሺଵା௦ሻఒఛబሺଵି௤ሻ൯








Fig. 27. Message  detection  probabilitiy  with  incorporated  enhancemt  of  overlapped  message  processing 




detection  predicted.  Whereas  in  the  second  figure,  accounting  for  improved  demodulation 
algorithms, the ship density of 4000 gives nearly 100% message detection probability and tends to 
zero only as the number of ships in satellite’s FOV approaches toward 10’000. This points to a much 
greater  message  detection  probability  for  receivers  with  an  overlapped  message  processing 
capability. However,  the ݇, ݍ and ݏ parameters  should  be  determined  individually  for  a  dedicated 
antenna, receiver and satellite constellation,  leaving the question of the  implemented AIS message 
reception  capability  open.  Meanwhile,  the  named  parameters  enable  to  analyse  reception  rate 
statistics for some specific AIS detection scenarios in a very comfortable way. 
3.2 AIS	data	simulation	based	model	
While  statistics  is a  very  convenient  tool  for modelling and predicting events,  its assumptions are 
very much dependent on  the  assumed  constants  incorporated  in  source equations. However,  the 
prediction or estimation of the constants for space application is certainly not trivial. 
Motivated  by  needs  to  test  different  AIS  demodulation  algorithms  and  to  evaluate  and  test  its 
performances  at  certain  message  collision  scenarios  as  well  as  to  estimate  and  predict  the 
characteristics  of message  overlaps more  precisely  than  the  statistical methods  described  in  the 






the NMEA  format could be provided. To generate  the  random data,  the wished  longitude‐
latitude  rectangle  coordinates  and  number  of  ships  within  the  selected  area  should  be 
selected, along with the uniform reporting rate of choice. Whereas for a file data source the 

































persistent  ship  positions,  cruising  speeds  and  directions  will  be  read  and  simulated 
accordingly. The  satellite positon  in orbit  is  calculated  from an  input of  the TLE  (Two  Line 
Elements) data  file  for a selected  time  range.   Having  the ships,  its packets and satellite  in 
their  places,  signal  receiving  angles,  attenuations,  Doppler  shifts  and  time  shifts  are 
calculated and written to a file. The Ship Generator software also allows to model different 
SOTDMA  cell  sizes  as  well  as  to  apply  specific  types  of  ship  antennas  and  transmission 
powers. 
 Signal Modulator – it reads the formatted data generated by Ship Generator, translates each 
of  the AIS messages  into  IQ signal and  incorporates  the simulated distances, angles, signal 
delays  and  attenuations  for  each  of  the AIS  packet  for  its  reception  on  the  satellite.  The 
simulated IQ signal can then be modulated onto a carrier frequency using a Software Defined 
Radio or other means of Digital to Analog Converter for a real world signal processing test. 
Alternatively,  the  generated  IQ  waveform  can  be  also  directly  used  for  demodulation 
processing and statistical analysis. 
















































































according to satellite position and antenna characteristics. Finally  it sums the  IQ signals  in single  IQ 
data  array,  enabling  the  simulated  data  to  be  exported  and  transmitted.  This  software  was 






 Behaviour  in  selected  scenarios  of  packet  collisions  with  specific  Doppler,  timing  and 
amplitude characteristics. 
Signal Modulator is a comprehensive and useful tool for testing AIS receivers’ capabilities to perform 
in  a  space  environment  and  to  evaluate  the  receivers’  tolerances  against definite packet  collision 
scenarios expected  in a space application. This software was used also  for testing the DLR satellite 
AISat1. 










and  deeply  detailed  statistics  for  packet  collisions  and  channel  load.  Below  in  Fig.  29  are  shown 
































































































































an appropriate processing algorithm,  the author of  this work proposes  to divide message collision 
scenarios in the four following groups. 
I. CC1  (Collision  Case  1):  Two  AIS  messages  completely  overlap  having  very  similar 
amplitudes. 
We consider two ships are having a similar signal path length to a satellite in orbit, transmitting with 
the  same  power  and  having  the  same  antenna  patterns,  with  the  consequence  that  both 
transmissions  will  be  received  by  a  satellite  at  the  same  time  and  with  equal  signal  powers. 




of  few  bits,  as  shown  in  Fig.  34, will  also  be  considered  under  this  collision  case. As  a  reference 
example,  this  could  reflect  the  situation when  two  ships have minor differences  in distances  to a 
satellite, yet the one being more near having a slightly lower transmission power. 







































































as  shown  in  Fig.  36,  will  also  be  considered  under  this  case.  As  a  reference  example  can  be 














































































IV. CC4  (Collision  Case  4):  two  AIS  messages  partly  or  fully  overlap,  having  significant 
frequency or amplitude differences 
The  fourth  scenario  reflects  the  cases when  significant Doppler  shift or amplitude differences are 
present, independent of overlap timing properties.  
An  example  reflecting  big Doppler  shift  difference  is  a  scenario when  a  satellite with wide  angle 
antenna  is  receiving one ship  in  far  front and one  in  far back  relative  to  its  flight vector direction. 
Here  the  first could have a +2.4kHz Doppler shift and the second a  ‐2.4kHz Doppler shift,  together 
building a 4.8kHz  frequency gap between  the signals, which could be used  to separate  them using 
sensitive frequency filtering algorithms. 















This  chapter will  introduce  a  new  overlapped  AIS  signal  demodulation  approach  based  on  a ML 
(Maximum Likelihood) estimation of  IQ signal waveforms. The developed algorithm  is named  Joint 
Shape Based Demodulator, shortened as JShBD, by author of this document. 
The  theoretical  base  of  JShBD  method  has  evolved  from  learning  MLSE  (Maximum  Likelihood 
Sequence Estimation) application  in VDA  (Viterbi Decoding Algorithm), which  is widely used  in DSP 
(digital signal processing) applications to find the bit sequence with the highest probability in a signal 
containing  ISI (Inter‐Symbol  Interference) [17].  In the first section, Section 4.1.1, the  idea of VDA  is 

















 ܲሺ݀ ൌ ݅|ݖሻ ≔ ݌ሺݖ|݀ ൌ ݅ሻܲሺ݀ ൌ ݅ሻ݌ሺݖሻ for			݅ ൌ 1…ܯ,  (31 ) 
 
where  the a posteriori probability ܲሺ݀ ൌ ݅|ݖሻ	is the conditional probability on the data ݀ belong  to 
the ݅‐th  signal  class.  In  the  case  of  GMSK,  which  uses  binary  signalling,  there  are  two  classes 
corresponding to 0 and 1 bit signals. The ݌ሺݖ|݀ ൌ ݅ሻ is the PDF (probability density function) of the 
observation ݖ conditioned on  the signal class ݀ ൌ ݅. The ܲሺ݀ ൌ ݅ሻ, called a priori probability,  is  the 
probability  of  occurrence  of  the ݅‐th  signal  class.  The  function ݌ሺݖሻ is  unconditional  PDF  of  the 
received signal z, taken over the entire space of signal classes.  
When making a decision,  the a posteriori probabilities  can be  compared and  the  signal  class with 
highest probability can be selected so that 
53 




 ݌ሺݖ௞|݀௞ ൌ ൅1ሻ
݌ሺݖ௞|݀௞ ൌ െ1ሻ ൐
ܲሺ݀௞ ൌ െ1ሻ
ܲሺ݀௞ ൌ ൅1ሻ , 
(33 ) 
 
where  the  denominator  of  the  APP  equation  cancels  out.  In  case  there  is  no  information  of 
probabilities  for  signals  taking  the  values  +1  or  ‐1,  both  the  a  priori  probabilities  Pሺdൌiሻ  can  be 
assumed to be equal, thus from (33) giving that 
 ݌ሺݖ௞|݀௞ ൌ ൅1ሻ
݌ሺݖ௞|݀௞ ൌ െ1ሻ ൐ 1 . 
(34 ) 
 





function ݌ሺݖ|݀ ൌ ൅1ሻ,  called  the  likelihood  of ݀ ൌ ൅1,  shows  the  PDF  of  the  random  variable ݖ 
conditioned on ݀ ൌ ൅1. The leftmost function illustrates the PDF for ݀ ൌ െ1. The random variable ݖ 
at  presence  of  Gaussian  noise  can  take  values  between െ∞	to ൅ ∞ .  Therefore,  the  probability 
functions are infinite. For some input value ݖ௔ there can be two points found on each of probability 
functions,  corresponding  to  the  likelihoods of ݖ௔ to belong  to  the ݀ ൌ ൅1	or ݀ ൌ െ1 signal  classe. 
The  class  with  the  highest  likelihood  should  be  selected.  In  the  case  of  Fig.  38  above,  the 
݌ሺݖ|݀ ൌ ൅1ሻ ൐ ݌ሺݖ|݀ ൌ െ1ሻ, leading to decision that ݖ௔ belongs to the symbol ൅1. 
The  above  explanation  holds  for  the  case when  input  samples  correspond  to  random  variables. 
However, in the case of signals being “smeared” due ISI (Intersymbol Interference), the sample under 
consideration  is  influenced by previous and next bit values, making  the decision of  the probability 
functions more  involved.  To  summarize  the  idea  presented  in  [39]:  instead  of  considering  single 
sample and relating it to single symbol class, a sequence of symbols is considered, corresponding to a 
minimum  PDF  from  all  possible  bit  variation  cases.  For  a  received  sample  sequence ࢆ ൌ
ሼݖ௞, ݖ௞ାଵ, … ሽ	to find the corresponding most likely random sequence ࢁ ൌ ሼݑ௞, ݑ௞ାଵ, … ሽ, where the 
ݑ௞ is  a  voltage  level  of  the  FSM  during  the  time  interval ሺݐ௞, ݐ௞ାଵሻ,  the ML  rule  (34)  has  to  be 
modified to consider sample sequences: 
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 ݌൫ࢆหࢁ൫௝ᇲ൯൯ ൌ max௝ ݌ሺࢆ|ࢁሺ௝ሻሻ .  (35 ) 
 
To  avoid  considering  probabilities  of  long  sequences,  which  have  number  of  variations  growing 
exponentially  relatively  to  contained  values,  there  is  introduced  encoder  and  decoder  trellis 












Instead of using ML  for single  IQ signal samples as outlined  in previous section,  the author of  this 











interpreted as  the bit  transitions  in  the  trellis diagrams  shown  in Fig. 39. From  this observation  it 
seems  reasonable  that  the whole  IQ  signal  could  be divided  into  small parts, here  called  chunks, 
corresponding to the  length of a single transition. For each chunk of the provided IQ data the most 
appropriate transition from the four ones could be assigned, leading to approximation of the IQ data 




∆௞,௝≔ ฮܥ௞ െ ܵ௝ฮଶ ൌ ට൫ܿଵ௞ െ ݏଵ௝൯
ଶ ൅ ൫ܿଶ௞ െ ݏଶ௝൯
ଶ ൅ ⋯൅ ൫ܿ௡௞ െ ݏ௡௝൯
ଶ  (36 ) 
 
The ∆௞,௝   in (36) is the ܮଶ norm distance between chunk ݇ and shape ݆, ܥ௞ ൌ ሼܿଵ௞, ܿଶ௞, … , ܿ௡௞ሽ are the ݊ 





 ∆௞ೕ≔ min௝ ∆௞,௝ .  (37 ) 
 
Meaning,  that  the ∆௞ೕ	denotes  the  choice  of  transition  shape ݆ as  the  best  approximation  for  the 





order  to preserve  signal continuity. The usage of  the continuity property of  the  signal can help  to 
improve  the  signal  approximation.  Thus,  we  need  to  introduce  a  continuity  rule  to  force  the 
transition sequences of ∆௞ೕ  to be a continuous voltage curve along a time axis. For this purpose the 



























words  on  the  trellis  diagram,  building  a  graph.  The  path  with  the  least  weight  is  expected  to 








Sh1 Sh2 Sh3 Sh4
Sh1  0  1  0  1 
Sh2  1  0  1  0 
Sh3  1  0  1  0 





paths and assessing  its distances,  the  continuity  rule of  the  IQ data  can be  imposed and  the best 





influences  voltage  value  in  surrounding  bit  intervals.  The  width  of  influence  region  would  then 
depend on the wideness of the bit filter, which in [39] was chosen to be 3 ௕ܶ. 
For  the AIS application  the bit  filter  is  the Gaussian  filter used  in  the GMSK modulation of  the AIS 
messages.  As  the  description  of  the  filter  in  Section  2.1.2  noted,  its  chosen  width  is   4 ௕ܶ for  a 
convenient  programming  and  good  signal  approximation  purpose.  Therefore,  although within  the 
Gaussian filtered signal, as shown previously  in Fig. 16 d) and  in the first row of Fig. 41 below, one 
















yellow zone corresponds  to 0.00034% of  the  total area covered by  the 4 ௕ܶ Gaussian  filter, used  in 
GMSK modulation  for AIS  application.  This  approximation  allows  considering  transition  shapes  as 
interference‐free from passed or following transitions.  
This answers also the above posed question about the range on influence of a single bit to transition 
shapes.  Therefore  the  processing  memory  for  finding  the  minimum  path  selection  from  trellis 
diagram with the continuity rule applied, suffices to be of two transition shape length. 
The  VDA  approach  outlined  in  this  section  for  finding  a  valid  voltage  state  transition  path with 
highest  probability  will  be  used  in  the  sequel  work  and  the  results  calculated  with  it  will  be 
referenced  as  calculations with  the  VDA  in  use.  The  VDA  is  expected  to  improve  demodulation 
process  in presence of a high noise  level, with  the neighbouring bits helping  to  recognize  the best 
fitting bit transition shape. 
4.2 Joint‐Shape‐Based	demodulator	(JShBD)	













From  the  observation  above  there  was  the  following  idea  developed  by  the  author  of  this 
dissertation.  If the  IQ signal under analysis contains overlapped transmissions, a correct knowledge 
of its parts would give in its sum a similar IQ signal to the initial one. And each of the individual sub‐
signals  can be  separated  into  fractions,  corresponding  to  the  state  transitions between +1 and  ‐1 
with  its  corresponding  amplitude.  Thus  it means  that  a Doppler‐less  IQ  signal  containing overlaps 
could  be  projected  on  a  basis  composed  of  such  transitions  shapes,  called  basic  shapes.  A wise 




modulated  AIS message  signal.  In  further  text  the  term  “basis  shapes”  of  Siganal1  will  be  also 
referred  as  “basic  shapes”,  as  they  are  the  elemental  building  blocks  for  signal  waveforms.  A 
stepwise representation of waveform construction from bits to  IQ signal  is shown below  in Fig. 43. 
For details on GMSK modulation, please refer to Section 2.1.2. 


























Assumed  the Doppler  frequency  to  be  zero,  the  receiver  is  getting  IQ  data  in  input with  central 




Fig. 44. Basic  shapes  of  IQ  data  from  GMSK  modulated  signal,  each  100  samples  long.  The  shapes  are 
separated by the grey vertical and shown in order [sh1, sh2, sh3, sh4]. 
The  four shapes  from Fig. 44 above will be  further referenced as basic shapes, basis shapes of  the 
first  signal or Shapes1. From  the  figure  it can be noted  that each  shape has a  length of  twice  the 




effect  between  the  shapes  is  partly  cut,  as  noted  in  Section  4.1.2.  It  is  still  a  reasonable 
approximation  for  GMSK  signals.  To  better  approximate  the  ISI  in  the waveforms  of  choice,  the 
shapes were  taken  from  the middle  of  the  generated  IQ  signal  shown  in  Fig.  43,  not  from  the 


























































sh1 = shI(istart+8*osr:istart+10*osr-1); %transition +1-1 
sh4 = shI(istart+2*osr:istart+4 *osr-1); %transition -1-1 
sh2 = shI(istart+4*osr:istart+6 *osr-1); %transition -1+1 





 osr denotes the oversampling rate ( ݋ݏݎ ൌ 50 samples per bit used here). 
 
The derivation of the basic shapes as shown above allows the following approach to be considered: if 
one would take the real part of an IQ waveform of a single signal with centre frequency  ௖݂ ൌ 0, then 




After deriving the basic shapes  for Signal1, the basic shapes  for the Signal2 should be  found. Since 
Signal2 is also GMSK signal, the direct answer is that the basic shapes of the Signal2 should look the 
same.  However,  since  signal  samples  are  going  to  be  processed  in  the  blocks  corresponding  to 
sample  subsets  of  Shapes1  from  Signal1,  there  is  a  time  shift  present  between  the  Signal1  and 




shps2 = [[sh3,sh1];[sh4,sh2];[sh2,sh3];[sh1,sh4];... 






considered.  At  time  sample ݐ௦ ൌ 275 the  first  peak  of  the  Signal1  occurs.  Thus,  the  beginning  of 
Shapes1 is synchronized to that sample. Let us further assume that Signal2 has arrived slightly earlier 
by half‐bit time. That means that the peak of the second shape should be time shifted by half bit time 



















last 25 samples  from  the  first +1+1  transition  (sh3) and  then concatenating  them with  the  first 75 





the  second  signal as Shapes2t. As  it can be  seen comparing Fig. 46 with Fig. 44,  the  length of  the 
Shapes2t waveforms is equal to the ones of Shapes1, thus the basic shapes of the both signals can be 
summed and analysed for the best joint fit. 
With  the  preparatory  work  of  deriving  the  Shapes1  and  Shapes2  completed,  the  algorithm  of 
identifying  two  bit  sequences  of  two  overlapped  AIS  signals  would  be  as  follows.  Assume  the 
information of the bit clock and amplitude of the first and the second signals being available. Assume 
the two overlapping signals both having centre frequency  ௖݂ ൌ 0. Finding the best fitting shape pairs 
from Shapes1 and Shapes2t in the sense of  ܮଶ norm will build the ML approximation of the real and 
imaginary parts of the provided IQ signal and will reconstruct the provided IQ waveform. Due to the 


























































As  it can be seen within  the diagram of Fig. 47 above,  for each of  the signals  there should be  two 
information  inputs  provided  to  perform  shape  estimation:  symbol  clock  and  amplitude.  The 
estimation of  the  Signal2  shift  relative  to  Signal1  could be  effortful,  especially  in  the presence of 
noise. However, since the symbol timing is constant throughout whole bit overlap time, multiple bit 


















signal, deriving and building  the basic shapes of Signal1 and Signal2  for  joint use  in pairwise sums, 
here the joint shapes are obtained directly from the input signal. The eye diagram of the IQ signal of 
a single AIS message with ߪሺܰሻ ൌ 0 and ߪሺܰሻ ൌ 0.1 noise is shown below in Fig. 49. 
 
Fig. 49. Eye‐Diagram of IQ signal containing two overlapping AIS signals. a) Noiseless, b) with noise. 
In  Fig.  49  a)  there  can  be  observed  how  the  input  signal  of 256 ௕ܶlength  looks, when  it  is  cut  in 
chunks of 2 ௕ܶ	 samples and overlaid over each other. As expected, there can be observed  that  the 
diagram  contains  distinct  signal  paths, which  are  characteristic  to  the modulation  scheme. While 
these  can  be  clearly  identified  in  Fig.  49  a),  it  is more  difficult  to  be  determined  in  Fig.  49  b). 
Observing the both figures and having the knowledge that in the both cases the modulated signal is 
the  same,  thus  the  underlying  signal  paths  should  be  the  same,  the  author  of  this work  hold  it 
reasonable to develop the following algorithm. Introduce a repository of shapes. Then consider each 
of the chunks from the input IQ signal. If there exists a similar shape in the repository, add it to the 







































existing one and  take  the mean weight average.  If  there  is no similar shape present,  then put  the 
input chunk as a new shape in the repository.  
To estimate if two shapes are alike to each other, the ܮଶ norm could be used. Let us also introduce a 
constant ߝ, which denotes  if  the  two signals are similar enough  to be considered having  the same 
underlying signal path.  This can be written as follows. 





Due modulation  characteristics  the preceding  transition has  very  less  impact near  the  signal peak 
under consideration, which is in detail shown later in Fig. 53, the number of expected shapes within 
eye diagram reduces to 16. 
If the  input signal chunk  is similar to some of the repository shapes,  it  is added to the most similar 
repository shape with weight one divided by the number of similar shapes already found. In this way 
the shapes in repository update with every incoming alike signal shape by averaging themselves, thus 






























Fig. 51. Comparison  of  eye  diagrams:  a)  Eye‐diagram  of  input  signal  b)  the  characteristic  shapes  found  (in 
colors) overlyed with noiseless eye‐diagram(in grey). 
As it can be observed in Fig. 51, for the applied noise ratio, the number of shapes found in the input 
signal  is not exactly 16, as  it was expected.  In the case under consideration,  it  is not error and has 
emerged  from  the  fact  of  absence  of  one  characteristic  signal  path  variation  in  the  Signal1  and 
Signal2  relation. Considering number of shapes within each of characteristic  shape group  found,  it 
can be noticed that some shapes are more than 20 pieces found, while other are just 2 or 1 or can be 
completely absent. 




Fig. 52. Comparison  of  eye  diagrams,  with  noise  weight  0.1.  a)  Eye‐diagram  of  input  signal  b)  the  eight 
characteristic shapes found (in colours) overlyed with noiseless eye‐diagram(in grey). 
The characteristic shapes in Fig. 52 b) could be considered to approximate the initial eye‐diagram of 
































































































by  signal  chunk under  consideration. This approach would  lead  to  identifying  the underlying basic 










〈ݑ, ݑ〉 ݑ ,  (38 ) 
 
where the inner product 〈⋅	,	⋅〉 of two vectors is defined as 
 〈ݑ, ݒ〉 ≔෍ሺݑ௜ ⋅ ߥ௜ሻ
௜








ݑଵ ൌ ݒଵ ݁ଵ ൌ ݑଵ‖ݑଵ‖
ݑଶ ൌ ݒଶ െ proj௨భሺݒଶሻ ݁ଶ ൌ
ݑଶ
‖ݑଶ‖
ݑଷ ൌ ݒଷ െ proj௨భሺݒଷሻ െ proj௨మሺݒଷሻ ݁ଷ ൌ
ݑଷ
‖ݑଷ‖




















Let  us  apply Gram‐Schmidt  orthogonalization  to  an  IQ  signal  space,  by  choosing ݒ௜ vectors  to  be 




about  to be  reduce by  two. By  looking at Fig. 44:  the  transitions +1‐1  (sh1) and  ‐1+1  (sh2) are  the 
same  just with opposite sign and  the same holds  for  the pair +1+1  (sh3) and  ‐1‐1  (sh4). Thus,  it  is 
enough for Shapes1 to contain the transitions ‐1+1 (sh1) and +1+1 (sh3). 





Fig. 53. Comparision  of  Shapes2‐1  and  Shapes2‐5.  Absolute  difference  between  the  curves:  0.243  at  Ts=50, 
0.101 at Ts=57, 0.004 at Ts=75. 
Assuming the Signal2 being time shifted by ½‐bit, this would mean that cutting the Shapes2 should 
be made  by  taking    25  samples  from  preceding  curve  and  75  samples  from  the  following  one, 
corresponding  the  samples    ௦ܶ ൌ 75 to  ௦ܶ ൌ 175 in  Fig.  53.  For  the  two  plotted  transitions  at  the 




neglected.  The  10%  barrier  would  translate  to  0.86  bit  delay,  meaning  a  shift  of  43  samples. 
Depending on permitted noise  levels  for  signal processors and  the  targeted  further  signal analysis 
methods, one can assume the curve differences marked in red to be small enough for approximation 
as a single curve. In general, the bit time shift is not expected to be greater than a single bit, which is 






Therefore,  it  is enough and  recommended  to  take  just one of  the  two very alike curves  in case of 
permissible  small  time  shift between  the  signals.  Let us perform  analysis on ½‐bit delay with  the 
proposed approximation due curve similarity. 
Finally we arrive at  the observation  that  for Signal1 only 2 curves out of 4 are needed, due  to  the 
opposite sign reduction. For Siganl2 instead of 8 transition variations, we can have half of them due 
to  the  same  argument  of  opposite  signs,  and  even  half  of  those  ones,  due  to  the  similarity 
approximation for the given bit delay case. Thus, deriving to have just four basis shapes for building 
orthonormal  basis, where  the  provided  IQ  signal  can  be  projected  and  searched.  The  four  basis 
shapes along with its orthogonalizations are shown below in Fig. 54 a) and Fig. 54 b) respectively. 

























Fig. 54. a) Basis  shapes Shapes1‐2, Shapes1‐3, Shapes2c‐6, Shapes2c‐7  , b) basis  shapes orthogonalized with 
Gram‐Schmidt process. 
It can be noted that the b1 waveform  in Fig. 54 b), corresponding to the e1 vector  in the equation 
(40),  is  the  same  as  the  first  basis  shape  in  Fig.  54  a),  just  a  scaled  version.  The  normalization 
constants of the new base unity vectors in the particular case are following 
    1/[ ǁu1ǁ, ǁu2ǁ, ǁu3ǁ, ǁu4ǁ ] = [ 0.1414    0.1398    0.2816    0.6216 ] . 
 
The next  step  is  to  calculate matrix  indices  for  transformation, which will  allow  samples of  single 
transition chunks  to be projected on  the new basis. This means sequentially  taking provided  input 
shapes and calculating how much of previous basis  it contains. For a case of  two basis shapes  this 
would mean the following. The basis shape 1  is taken as basis1 as with normalization and the basis 




    c(i,i) = 1/norm(uv(i,:),2); 
    uv(i,:) = uv(i,:)*c(i,i); 
    for j = i+1:k 
        c(j,i) = uv(i,:)*uv(j,:)'; 
        uv(j,:) = uv(j,:)-c(j,i)*uv(i,:); 
    end 
end 
 
where ݇ is the number of basis shapes, ݑݒ is  initialized from the  input basis shapes ݒ as  in (38) and 
afterwards transformed to orthonormal basis, as vectors ݁௜ in  (40). 
This calculation results in following matrix. 
c =    0.1414         0         0         0 
      -0.2828    0.1398         0         0 
       5.1377   -3.3150    0.2816         0 
      -2.5830    5.9500   -2.5623    0.6216 
 




































Shapes2‐7, Shapes2‐2 and Shapes2‐3, where Shapes2‐6 differ  from Shapes2‐2 by  fact  that  the  first 









   1.0e+04 * 
    0.0000         0         0         0         0         0 
   -0.0000    0.0000         0         0         0         0 
    0.0005   -0.0003    0.0000         0         0         0 
   -0.0003    0.0006   -0.0003    0.0001         0         0 
    0.0005   -0.0003    0.0004    0.0000    0.0322         0 




















































for waveform pairs  corresponding  to  those  two orthogonal  vectors, which prescribe  the  signal  at 
best. Due preferred compactness of the basis shapes, the author of this work chose the approach of 
using basic shapes  for  the basis construction, with  two basis vectors  for each  the  two overlapping 
signals, as described at the beginning of this section. 
As  the preparatory work of basis construction  is completed,  the  IQ samples can be projected onto 
the new basis using basic matrix multiplications: 
for i=1:(sp-1)*osr2 
    projI(i,:) = (uv*ssigI(i:i+osr2-1)')'; 
    bsI(i,:) = (N*(Ah*(N*projI(i,:)')))';     
    projQ(i,:) = (uv*ssigQ(i:i+osr2-1)')'; 









Taking a zoomed  in view of  I signal of Fig. 56 reveals  in Fig. 57 and Fig. 58  in detail how  the basis 
vectors projection is performed. 

































In  the  figures  Fig.  56,  Fig.  57  and  Fig.  58  the  grey  vertical  lines  identify  borders  of  chunks, 
corresponding to the clock of Signal1, thus also beginning of Shapes1. The clock of Signal1 shapes are 
input based on preknowledge from construction of a waveform and in real application would have to 
be  determined  using  dedicated  algorithms.  The  grey  lines  help  to  observe  shape  projections  and 
identify its’ correctness. 
In Fig. 58, at sample 4800 one can notice that bs2 and bs4 lines are close to zero, while bs1 plus bs3 




































































































































Observing  the  figures  Fig.  59,  Fig.  60  and  Fig.  61  one  can  clearly  observe,  that  the  blue  curve, 
corresponding  to  the sum of  the projection on bs1 and bs3,  is approximately 1 at samples around 
௦ܶ ൌ 4800. This  serves  as a  visual  feedback  to  verify  the  correctness of projections. Also  this  can 








shown in Fig. 61 above, at the  ௦ܶ ൌ 4800 the choice corresponds to the blue curve (bs1+bs3) and for 
௦ܶ ൌ 4900  –  the  light  blue  one  (bs2+bs4).  After  the  pair  selections,  the  characteristic 
orthonormalized curves can be mapped to their bit source, revealing the incorporated bit transitions 
for each of  the containing signals. This mapping  from characteristic orthonormalized curves  to bits 




































As one  can note  in Fig. 63,  the  continues blue and green  lines of Signal1 and Signal2  respectively 
approximate  the  initially modulated  overlapping  signal,  shown  for  reference with  blue  and  green 
dashed lines, correctly.  
Fig.  63  also  illustrate  that  further  optimization  could  be  implemented  to  restrict  each  signal’s 
amplitude to a single constant. For example, the blue curve between samples 5000 to 5100 has an 
amplitude of about 0.5, whereas  the shape  in samples 5200  to 5300 has amplitude of about 0.75. 
The assumption that the signal amplitude is constant along one single AIS message is safe. The switch 
on and switch off signal power transitions are skipped here for a simplicity. 


























































Fig. 67. Error bit  lines  for shape  recognition shown  in Fig. 66,  for signal with noise  σ(N)=0.2. The signal with 
smaller amplitude has some faulty bits. 















































































example,  after  the  transition  +1‐1  cannot  follow  the  transition  +1+1.  This  could  be well 















In  Fig.  68  it  can  be  observed  that  the  initial  waveforms  of  the  IQ  signal,  shown  in  blue,  after 





way  for  IQ  signals  containing Doppler  shifts.  Yet  a  solution  can  be  constructed  in  case  a  precise 





















































to  the  presence  of  a Doppler  shift,  the  basic  shapes  used  during  signal  reconstruction  should  be 
modified to include corresponding Doppler frequency and phase. Following the notation used in (18), 
the modifications applied  to  the basic  shapes can be written as multiplication of  the  IQ waveform 
with a complex number as shown in (41). 














As noted before, one cannot  recognize  the basic  IQ  shapes  in a waveform containing  the Doppler 
shift. Also there is no direct approach possible for using basis waveforms with just multiplying them 
in each step with Doppler  frequency –  the Doppler sinusoid  incorporates real and  imaginary parts, 
and an  imaginary part of Doppler multiplied by an  imaginary part of signal will also contribute to a 
real part of the signal. Thus, the real and imaginary parts, which are by 90 degrees in phase shifted, 
had  to  be  jointly  constructed  and  jointly  demodulated.  For  a  single  signal  case,  this would mean 





































bcases = [0,0,0; 
          0,0,1; 
          0,1,0; 
          0,1,1; 
          1,0,0; 
          1,0,1; 
          1,1,0; 










 Repeat  the  sliding window  iteration  until  expected  signal  length  is  reached  or  end  flag  is 
found. 
This approach, of modulating waveforms from guessed bits as a replacement for using basis shapes 
and Doppler  frequencies  to construct searched waveforms, eases very much  the  reconstruction of 
multiple  signals  in  parallel.  Since  each  extra  signal  has  only  the  two  additional  bit  chances  to  be 




































a  thick  black  coloured  line  representing  recognized  signal  within  the  contained  waveform.  It 
approximates  the  red  noisy  one, which  is  input  signal.  The magenta  and  cyan  colours  show  the 
recovered IQ waveforms of Signal1 and Signal2, with the Doppler signal contained. A visual feedback 














This  section will present  the  results of demodulating  two overlapped AIS  signals with  the  JShBDD 
algorithm.  Performance  analyses  are  presented  within  the  tables  in  the  following  pages  of  this 
section. All  the  tables  contain  two  variable parameter  analyses. We will  start with  an Amplitude‐
Noise analysis, and then continue with an Amplitude‐Phase and an Amplitude‐Doppler analysis.  
For generating IQ data with packet collision conditions for the analysis, two messages of AIS message 
type 1 with  a  length of 256 bits  and  an oversampling  rate of  50  samples per bit were used.  The 
amplitudes, Doppler  shifts  and  time  shifts were  varied.  For  each  scenario,  the  varied  parameters 
were  set, both messages modulated and overlapped. The  four  input parameters  from each of  the 
two  signals were passed  to  the demodulator, which  took over  the generated  IQ data and used  its 













signal  amplitude weights 0.9:0.1, which  translates  to noise  ratios of 6.5  and  ‐12.6dB  respectively, 












AMPL1  AMPL2  e1  e2  SNR1  SNR2  e1  e2  SNR1 SNR2  e1  e2  SNR1  SNR2 e1 e2  SNR1 SNR2 e1 e2  SNR1 SNR2 e1 e2  SNR1  SNR2  e1  e2  SNR1  SNR2 e1 e2  SNR1 SNR2
0.900  0.100  0|0  0|0  16.01  ‐3.08  0|0  0|2  9.99 ‐9.10  0|0  8|6  6.47  ‐12.62 0|0 18|20 3.97 ‐15.12 0|0 42|36 2.03 ‐17.06 0|0 50|44 0.44  ‐18.64  0|0  57|56  ‐0.89  ‐19.98 0|0 62|58 ‐2.05 ‐21.14
0.800  0.200  0|0  0|0  14.98  2.94  0|0  0|0  8.96 ‐3.08  0|0  0|0  5.44  ‐6.60 0|0 0|0  2.94 ‐9.10 0|0 0|2  1.01 ‐11.04 0|0 4|0  ‐0.58  ‐12.62  0|0  8|6  ‐1.92  ‐13.96 0|0 7|24  ‐3.08 ‐15.12
0.667  0.333  0|0  0|0  13.40  7.38  0|0  0|0  7.38 1.36  0|0  0|0  3.86  ‐2.16 0|0 0|0  1.36 ‐4.66 0|0 0|0  ‐0.58 ‐6.60 0|0 0|0  ‐2.16  ‐8.18  0|0  0|0  ‐3.50  ‐9.52 0|0 0|4  ‐4.66 ‐10.68
0.600  0.400  0|0  0|0  12.49  8.96  0|0  0|0  6.47 2.94  0|0  0|0  2.94  ‐0.58 0|0 0|0  0.44 ‐3.08 0|0 0|0  ‐1.49 ‐5.02 0|0 0|0  ‐3.08  ‐6.60  0|0  0|0  ‐4.42  ‐7.94 0|0 0|0  ‐5.58 ‐9.10
0.556  0.444  0|0  0|0  11.82  9.88  0|0  0|0  5.80 3.86  0|0  0|0  2.28  0.34 0|0 0|0  ‐0.22 ‐2.16 0|0 0|0  ‐2.16 ‐4.10 0|0 0|0  ‐3.75  ‐5.68  2|0  2|0  ‐5.08  ‐7.02 2|0 2|0  ‐6.24 ‐8.18
0.524  0.476  0|0  0|0  11.31  10.48  0|0  0|0  5.29 4.46  0|0  0|0  1.76  0.94 0|0 0|0  ‐0.73 ‐1.56 0|0 0|0  ‐2.67 ‐3.50 0|0 0|0  ‐4.26  ‐5.08  0|0  0|0  ‐5.60  ‐6.42 4|0 4|0  ‐6.76 ‐7.58
0.502  0.498  0|0  0|0  10.95  10.86  0|0  0|0  4.92 4.84  0|0  0|0  1.40  1.32 0|0 0|0  ‐1.10 ‐1.18 0|0 0|0  ‐3.03 ‐3.12 0|0 0|0  ‐4.62  ‐4.70  0|0  0|0  ‐5.96  ‐6.04 2|0 2|0  ‐7.12 ‐7.20
0.500  0.500  0|0  0|0  10.90  10.90  0|0  0|0  4.88 4.88  0|0  0|0  1.36  1.36 0|0 0|0  ‐1.14 ‐1.14 0|0 0|0  ‐3.08 ‐3.08 0|0 0|0  ‐4.66  ‐4.66  0|0  0|0  ‐6.00  ‐6.00 0|0 0|0  ‐7.16 ‐7.16














Meanwhile,  in  the  case with Doppler  frequency  and  phase  shift  present,  the waveforms  of  both 
signals are different and  that allows the signals  to be distinguished even  if  its symbol clocks are at 
equal  timings.  This  is  a  strong  benefit  and  can  be  observed  in  Table  7  below.  The  table  shows 




SIRdB  SIR  Diff %  AMPL1  AMPL2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2 
19.08  81.00  900%  0.900  0.100  0|0  26|28  0|0  20|36  0|0  30|34  0|0  32|32  0|0  30|24  0|0  40|44 
12.04  16.00  400%  0.800  0.200  0|0  2|0  0|0  2|0  0|0  0|0  0|0  0|4  0|0  0|2  0|0  0|2 
6.02  4.00  200%  0.667  0.333  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
3.52  2.25  150%  0.600  0.400  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
1.94  1.56  125%  0.556  0.444  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.83  1.21  110%  0.524  0.476  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.09  1.02  101%  0.502  0.498  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.00  1.00  100%  0.500  0.500  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
50%  40%  30%  20%  10%  0%  Bit phase shift 
Table 7. JShBDD Amplitude‐Phase analysis for two overlapping signals with 400 and 650Hz fixed Doppler shifts, 
and fixed noise amplitude to σ(N)=0.5. 
It  can  be  learned  from  Table  7  that  the  bit  phase  shift  variations  do  not  influence  the  JShBDD 
capability to successfully demodulate overlapped signals. 
4.5.2.3 Resistance to Doppler shifts 
The  results  of  Doppler  shift  resistance  are  reported  in  Table  8  below.  As  it  is  expected  when 




SIRdB  SIR  Diff %  AMPL1  AMPL2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2 
19.08  81.00  900%  0.900  0.100  0|0  22|28  0|0  38|30 0|0  30|36 0|0  26|38 0|0  28|34 0|0  40|20  0|0  40|36 
12.04  16.00  400%  0.800  0.200  0|0  0|2  0|0  0|2  0|0  0|2  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|2 
6.02  4.00  200%  0.667  0.333  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
3.52  2.25  150%  0.600  0.400  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
1.94  1.56  125%  0.556  0.444  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.83  1.21  110%  0.524  0.476  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.09  1.02  101%  0.502  0.498  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.00  1.00  100%  0.500  0.500  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
400:450  400:650  400:900  400:1150  400:1400  400:1900  400:2400  DF1:DF2 
50  250  500  750  1000  1500  2000  Δ Diff [Hz] 











Let  us  start with  a  stability  analysis  for  deviation  of  the Doppler  frequency  parameter  by  slightly 
varying  the Doppler  frequency shift of  the Signal1. Below  in Fig. 71 are shown  the real parts of  IQ 
waveforms and resulting ܮଶ norm distances to the initial signal. 
 
Fig. 71. 	ܮଶ norm  sensitivity  to  frequency  deviation  for  a  12  bit  long  AIS  signal.  Signal  weights  are 
[S1:S2:σ(N)]=[0.6:0.4:0.1]. Doppler frequencies are 400 and 650Hz and Doppler frequency phase shifts are 
0.561 and 0.867 seconds for Signal1 and Signal2 respectively. The second signal has a phase delay of ½ bit. 








Fig. 72.  Plot  of  the  signal multiplied with  the  other  two Doppler  frequencies  of  393  and  407Hz.  These  two 































L2 norm of the slight frequency variations








































Doppler  shift  frequency.  The  positive  conclusion  is  that  this  parameter  is  very  stable  and  a 
convergent  within  a  single  oscillation  period,  thus  also  convenient  for  iterative  minimum  norm 
finding method applications. 
Amplitude 
As  a  further  step,  let  us  look  at  the  impact  of  amplitude  deviation.  Fig.  74  below  reveals  the 
simulation results. 



























L2 norm of the slight phase variations














Also  for  this parameter  the correct solution  is  found  in  the  lowest point of a smoothly convergent 
valley, as observable in Fig. 75 b). 
The  analysis  of  the  four  parameter  deviations  above  identify  that  the  parameter  estimation 
altogether could be a complex task for characterizing input signal. The most difficult task could be to 
finding  the  precise  frequency,  as  its  nearby  values  also  provide  a  good  approximation.  The 
enlightening property of the frequency parameter  is that,  if the found minimum  lays within few Hz 
from the correct parameter value, as far as it is local minimum, it still points to a well approximated 
initial waveform,  thus  helping  to  find  some  further  bits.  Every  additional  demodulated  bit would 
increase number of available  reference  samples,  leading  to  improved estimation of  frequency and 
other parameters. 



























L2 norm of the slight amplitude variations

































L2 norm of the slight amplitude variations



















The  Model  Based  Demodulator  algorithm  is  an  often  chosen  demodulator  for  cases  having  co‐
channel  interferences.  It estimates momentaneous  frequencies  contained  in  some  chunk of  signal 
and  tries  to  decompose  them  in  their  counterparts.  The  main  building  block  behind  the  MBD 
algorithm  is  the  consideration  that  the  overlapping  signals  have  different  instantaneous  signal 
frequencies due  to  symbol clock  timing  shifts and Doppler differences, which could be  tried  to be 
separated. Therefore let us start with considering signal frequency estimation. 
5.1.1 The	Forward	Backward	Linear	Prediction	(FBLP)	algorithm	
To estimate  the  frequencies contained within a signal,  linear prediction methods can be exploited. 
The following three approaches are widely used [35]: 





The  idea behind  these methods  is  taking a  certain number of  samples,  setting up and  solving  the 
linear equations to estimate signal frequency using upcoming, past or both tails of the signal. 
Let us  take a brief  look at  the algorithm. Without  loss of generality, one  can always assume  that 
some finite number of samples can be approximated with a finite number of sinusoids: 
 
ݕሺ݊ሻ ൌ ෍ܽ௞݁௦ೖ௡, ݊ ൌ 1, 2, …ܰ
ெ
௞ୀଵ
.  (42 ) 
 
In (42) the ݕሺ݊ሻ are samples of the given signal, ܯ is the number of exponential signals contained, ܽ௞ 
is  an unknown  complex  amplitude of  the  sinusoid with  index ݇ and ݁௦ೖ  is  the unknown  sinusoids. 
Thus, ݏ௞ and ܽ௞ should be found. 
There  can be defined a prediction‐error polynomial ܩሺݖሻ, which annihilates  the ݕሺ݊ሻ, as  shown  in 
(43). 
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 ܩሺݖሻሼݕሺ݊ሻሽ ൌ 0 , for	all ݊.  (43 ) 
 
To  carry out a general example, when ݕሺ݊ሻ being  composed of  two  sinusoids, meaning ܯ ൌ 2,  to 
fulfil the (43) the ܩሺݖሻ can be introduced as the polynomial (44). 
 ܩሺݖሻ ൌ 1 ൅ ݃ଵݖିଵ ൅ ݃ଶݖିଶ
݃ଵ ≔ െሺ݁௦భ ൅ ݁௦మሻ
݃ଶ ≔ ݁௦భା௦మ  
(44 ) 
 
The  searched  roots  (zeros)  of  the ܩሺݖሻ in  (44)  are ݁௦భ	and	݁௦మ .  Therefore,  finding ݃ଵ and ݃ଶ for  a 
given  sequence  of  samples ݕሺ݊ሻ would  provide ݏଵ and ݏଶ.  To  showcase  an  example  of  finding  the 
coefficients, let us write the prediction equation explicitly as 
 ൤ݕሺ2ሻ ݕሺ1ሻݕሺ3ሻ ݕሺ2ሻ൨ ⋅ ቂ
݃ଵ݃ଶቃ ൌ ൤
െݕሺ3ሻ




൤ݕሺ3ሻ ݕሺ2ሻ ݕሺ1ሻݕሺ4ሻ ݕሺ3ሻ ݕሺ2ሻ൨ ⋅ ൥
1
݃ଵ݃ଶ
൩ ൌ ቂ00ቃ ,   
 
which  solves  for ݃ଵ and ݃ଶ.  Calculating  the  roots  from  the ܩሺݖሻ polynomial  gives  the  searched 
sinusoids ݁௦భ	and	݁௦మ  for (42). Then (46) lets to obtain the amplitudes ܽଵ and ܽଶ searched for (42). 
 ቂ ݁௦భ ݁௦మ݁ଶ௦భ ݁ଶ௦మቃ ⋅ ቂ
ܽଵܽଶቃ ൌ ൤
ݕሺ1ሻ




frequency  components  helps  to  overcome  noise  influences,  but  involves  bigger  matrices  for 
computation. 
We will  stick  to  the FBLP method, as  it  includes benefits  from  the BLP and  the FLP methods. The 
recommended ܯ is ¾ of the number of samples under processing, denoted further with ܰ [35].  
This approach  is  called  the Prony method and  it  can be  summarized as  follows:  transform  finding 
nonlinearly  entering  parameters ݏ௞, ݇ ൌ 1, 2…ܯ    into  a  problem  of  finding  the  coefficients 
݃ଵ, ݃ଶ,…݃ெ	of M‐th degree polynomial 
 
ܩሺݖሻ ൌ 1 ൅෍݃௞ݖି௞
ெ
௞ୀଵ
.  (47 ) 
 




One  can  rewrite  (45)  as ܣ݃ ൌ ܾ,  concluding  that  following  the  Prony  method,  the ݃ should  be 
searched. The matrix ܣ formed by  the  linear predication algorithms  FLP, BLP or  FBLP  is a Toeplitz 
matrix  and,  in  case  of  noiseless  signal,  its  rank  equals  to  the  number  of  signal  components ܯ 
contained within the provided signal ݕ [35].  However, it is not clear if the matrix ܣ is invertible for all 
signals.  Indeed,  for  cases  when  linear  prediction  in  building  the ܣ matrix  uses  more  processing 
samples  than  the  frequencies  contained within  the  signal, which  is usually done  to  improve noise 
resistance, it is evident that the rank of the matrix will be less than its dimension. In such a case the 
searched solution is  ෤݃, which is an approximation of ݃ ሾ35ሿ. 
The following programming approaches for solving the equation ܣ݃ ൌ ܾ  for an approximation ෤݃ can 
be considered: 
1) Finding the pseudo inverse ܣା of ܣ [35], which can be written as  
 ෤݃ ൌ ܣାܾ.   
 
This  approach, without  an  inversion  tolerance  threshold,  is  expected  to  result  in  a weak 
performance. Its  implementation with pinv() function  in MATLAB, which uses the Moore‐









൱ ܾ.  (48 ) 
 
Here  the  number ܯ can  be  selected  based  on  expected  number  of  signal  components, 
estimations  during  pre‐processing  stage  or  the  amount  of  singular  values ߪ௞,  which  are 
greater than an error tolerance ߝ. 
In general, the MATLAB function pinv()actually uses SVD to calculate the singular values for 








3) Using Multistage Wiener  Filter  (MWF)  [48], which  leads  to  the  algorithm  called  JRRMBD 
(Joint Reduced Rank MBD)  [47]. This method  is based on  finding orthogonal projections of 
the signal. Similarly to SVD, it uses an error tolerance to stop projection activity and resume 
91 
with  signal  reconstruction.  In  comparison  to previous methods,  it  doesn’t  require  the  full 
computationally  complex  SVD  calculation,  still  enabling  the  extraction  of  lower  power 
interfered signals. 


































































Let us  introduce another variable ܮ –  the number of roots  taken  to build  the matrix  for calculating 
the ܩሺݖሻ polynomial,  as  in  equation  (47). While ܯ was  introduced  as  the  number  of  frequencies 
contained  in a signal, ܮ is used as number of searched  frequencies  in a signal.  In case  the signal  is 
composed only of two sinusoids ܮ ൌ ܯ would be the choice. However a single GMSK signal contains 










Fig. 78. Five roots of MBD, along with the  initial IQ signal, scaled to 0.4, and the  initially modulated Gaussian 
signal, scaled to 0.05. 
The  five  roots  shown  in  Fig.  78  above  are  ambiguous  to  associate  its  lines  to  the  input Gaussian 
signal. Generally the roots are not wrong, but they approximate different parts of the signal and  in 
some parts are similar. 
As  the  sample under  current analysis  contains  just a  single GMSK modulated  component,  limiting 
SVD  to M=1  signal  component had  to be  consistent  for  the  contained  frequency extraction under 
conditions of high oversampling rate. This can be well ascertained from the following Fig. 79. 




































































based on  input parameter value. Alternatively  it could be calculated as  taking  the middle between 
the amplitudes of the roots. 
This  demonstrates  the  comfortable  usage  of  SVD  for  finding  the  signal  and  its  included  Doppler 
frequency  for  interference‐free AIS  signal  cases. Since a GMSK modulated  signal  contains multiple 
frequencies due to the Gaussian filter used in signal modulation, it is expected that the single GMSK 
signal will produce roots in some range rather than at one single point. The width of the GMSK signal 














































Signal roots on unity circle. osr=50, DFreq1=400









Signal roots on unity circle. osr=50, DFreq1=400
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lower quality. These are neglected by  taking  roots which are  in only గ଼ angle  surrounding  the  zero 
frequency,  as  that  range  is  enough  to  include  full GMSK  frequency  spectrum  along with maximal 
permissible Doppler shift of AIS signals. 
This  root extraction and  selection method  is very comfortable  for a  single  signal extraction with a 
small Doppler – as it allows for slicing bits even without a precise pre‐estimate of the Doppler value. 






Fig. 81 and Fig. 82 below  show  frequency estimations  for  signal with noise weight ߪሺܰሻ ൌ 0.1 for 
ܯ ൌ 5 and ܯ ൌ 1 extraction approaches respectively. 
 
Fig. 81. Three roots from an  IQ signal containing noise with weight ߪሺܰሻ ൌ 0.1. Some root points are beyond 
the zoomed window and can be filtered out due laying beyond the expected signal frequency range. 






































Fig. 82. The first root from the input signal containing noise ߪሺܰሻ ൌ 0.1. 
The highly scattered roots  in Fig. 81 and Fig. 82 clearly point  to very pessimistic chances  for signal 
extraction already under small noise conditions. Fig. 82 is cleaner, as there is only the first SVD root 
taken,  lessening  the noise  impact, but  still  leads  to much undetermined  results. To  cope with  the 
scattered root issue, there is the option to take bigger ܰ, so that more signal values are included in 
the  frequency  estimation,  weighting  and  thus  smoothing  the  estimated  frequency  value.  Let  us 

















































































Observing  Fig.  83  and  Fig.  84  it  can  be  noted  that  increasing  the  number  of  samples  taken  per 
processing window, does help to overcome noise. Increasing ܰ over the number of samples per bit is 




weight  further  to half of  the  signal amplitude, which  corresponds  to approximately 3dB SNR, and 
observe  how ܮ,  the  number  of  searched  frequencies,  influences  the  result  under  the  new  noise 
conditions. 






































Fig. 85. The  first root  from signal with noise weight ½ of signal amplitude, SNR=3dB. With N=50 samples per 
processing window and  a) 5, b) 10 and c) 38 frequencies searched. 
Observing  Fig.  83,  Fig.  84  and  Fig.  85  a),  b)  and  c)  it  can  be  concluded  that  both  increasing  the 
number of the samples par sliding window ܰ as well as number of the searched frequencies ܮ helps 
to approximate the underlying signal more smoothly and accurately.  

















































































































For  the  next  MBD  application  example,  let  us  consider  a  case  with  IQ  data  containing  two 
overlapping AIS signals. Since the bit rate of the GMSK signal  is 9600bps and Gaussian shaping bit‐










































































































































20.25kHz, b) 10.25kHz and c) 1.25kHz d) 0.25kHz Doppler  frequency differences. The  thick  lines made of 
crosses are  the extracted  roots and are expected  to mimic  the underlying Gaussian  filtered  signals. The 
input IQ signal is drawn with a red line, scaled with 0.12. The green and blue curves represent the initially 
input Gaussian signals, used to build the IQ waveform under analysis. The used MBD parameters: ܰ ൌ 30, 






signals can be  indeed easily separated.  In contrast, when a Doppler  frequency difference between 










small  differences  in  signal  amplitude  and Doppler  shift  frequency,  an  interesting  property  of  the 
extracted roots was found. The property served as a spinoff idea for a new demodulation algorithm 
development.  The  demodulation  algorithm  for  the  special  case  of  equal  amplitudes was  named 
JGSUM  (Joint Gaussian‐Sums MBD).  The  next  sections will  explain  how  this  algorithm works  and 
which special overlapping cases it can successfully process. 
The root extraction method  from  IQ signal using  the MBD algorithm  is an approach which  is often 
implemented for frequency analysis of a signal. The application of the MBD algorithm to the special 














































To  seek  a  solution  for  cases  in which  two  signals  overlap with  almost  equal  Doppler  shifts  and 






line, which  in  turn  reflects  the sum of both Gaussian curves. This serves as  the motivation  for  the 
following algorithm approach: when  the processing  signal contains  two densely overlapping GMSK 
signal components, apply a single  frequency  root extraction and search  for  two summed Gaussian 
signals within the roots. 
































As  it  can be noted  in  figures  Fig. 87 and  Fig. 88 above,  the bold blue  curve  composed of  crosses 
generally  reflects  the  sum of underlying Gaussian  signals. However  it has  some  ranges with  sharp 
edges upwards or downwards which do not correspond to the underlying magenta curve. The sharp 
edges differ  in position, depending on  individual  signal Doppler  shift  frequencies and phases. The 
edges become more observable with an  increased amplitude difference between  the  signals, as  is 
shown in the following figures. 






















































In  Fig.  89  one  can  observe  that  the  sharp  down‐falls  from  Fig.  89  a)  turned  to more  and more 
saturated and smoother lines as the amplitude difference is increased Fig. 89 b), finally leading to a 
scenario  in which  the  blue  bold  curve  has  recognizable  characteristics  of  Signal1  and  no  Signal2 
characteristics, Fig. 89 c). 




































































near amplitudes,  the  first  root of  the MBD method  can well  reflect  the Gaussian  sum of  the  two 
underlying curves. When the amplitude difference between the two overlapping signals grows, sharp 
edges emerge, which are expected to disturb the recognizable characteristics of the summed curve. 
However, when  the difference between  the overlapping  signals’  amplitude  is  above  some  certain 
level,  the  first  root  curve well  reflects  the  strongest  contained  signal  in  the  IQ  data,  as  it  is well 
recognizable  in  Fig. 89  c). The  signal  amplitude  levels  at which  the  transition  from  two  signals  to 
single signal occurs will be analysed in Section 5.5.3 for different signal overlap scenarios. 





with  the  except  that  the  waveform  composed  of  the  extracted  roots  contains  two  Gaussian 
waveforms to be recognized and thus two bit clocks to be jointly sliced from the single waveform. In 
this chapter we will take a step by step look at the approach. 
Let us start the JGSUM algorithm  investigation by considering the extracted roots from an  input  IQ 
signal. As the first root is extracted from a single message IQ signal, it needs to be frequency shifted 
so that the maximum and minimum values are at equal distances from zero, thus compensating for 
the  Doppler  shift.  Similarly  in  root  extraction  case  from  two  overlapped  signals,  the  root  signal 
contains two signals with two different Doppler shifts and finding the mean frequency offset means 
finding  the upper  and  lower bounds of  the  amplitudes  contained within  signal  roots.  Shifting  the 
signal  so  that  the  upper  and  lower  amplitude  bounds  are  equidistant  from  zero  and  of  unity 



















































reflect  the  frequencies  contained within  the  signal,  a  new  type  of  shapes,  here  called  Gaussian 
































Similarly  to  the approach with  the  IQ shape construction  for  JShBD described  in Section 4.2.2,  the 
shape cuts  for  the Gaussian basic  shapes are performed exactly at bit clock of Signal1 and named 
GShapes1. Also similarly to procedure outline for building Shapes2 in Section 4.2.3, the phase shifted 
version  for shapes to approximate roots of Signal2 are constructed  from valid GShapes1 pairs, and 
named GShapes2.  Finally  the  variations of both basis waveforms  are  summed  in  each bit‐step  to 
perform  joint  signal  approximation  in  sense  of  smallest ܮଶ difference  between  the GShapes1  and 
GShapes2 sum and the  input roots signal. Since the reconstructed signal should be continuous, the 





a rise  to a misleading signal reconstruction with  the signal shapes. Using  the Viterbi algorithm  this 
can be corrected as demonstrated in Fig. 93 to Fig. 95 below. 

































As  it  can  be  seen  in  Fig.  93,  Fig.  94  and  Fig.  95,  the  JGSUM  algorithm  can  provide  a  good 
approximation of the two overlapping GMSK signal curves in a noiseless environment, while VD can 












































































provide  an  important  improvement  for  shape  recognition, when  discontinuities  in  extracted  root 
signal are met. 
The  Viterbi  algorithm  can  be  used  with  different  path  lengths.  Evaluating  shapes  by  taking  the 
ܮଶ	norm distance over 2 previous bits and a single new one, gives a total shape length of 3 bits, which 
is an additional  improvement compared to the trellis weight graph calculated from the shapes of a 
just  single bit  length. After  finding  shape weights,  the VD was applied  separately  to  construct  the 
minimum  weight  path  through  trellis  diagram  for  Signal1,  repeating  the  same  also  for  Signal2. 
Meaning that during the estimate of one of the signals, the shape values of the second signal were 
fixed. Joint Viterbi application could offer another step of further improvement. 
For  the  Gaussian  shape  recognition  algorithm  application,  there  is  a  need  to  perform  a  priori 
estimate of the amplitudes of the two overlapping signals. The ratio 0.5:0.5 is a good selection when 
the overlapping signals are of equal or almost equal amplitudes. However,  for  the cases when  the 
amplitude  ratio of Signal1  to Signal2  is more  than 0.6:0.4,  the  shape amplitudes  ratio  should also 







S1_WEIGHT = [0.5, 0.5025, 0.5238, 0.5556, 0.6, 0.666, 0.8, 0.9]; 
S2_WEIGHT = 1 - S1_WEIGHT; 
SH_WEIGHT =[[0.5, 0.5]*1.1;  
            [0.6, 0.4]*1.1;  
            [0.7, 0.3]*1.1; 
            [0.8, 0.2]*1.1; 
            [0.9, 0.1]*1.1]; 





be  extracted,  leaving  the  smallest  signal  extraction  for  consecutive  signal  cancellation  algorithm 
implementation.  Further analysis of the JGSUM algorithm is revealed in the next section. 
5.5.3 Analysis	of	JGSUM	demodulation	capability	
Let  us  consider  having  IQ  data  provided, with  two  overlapping  signals  contained.  Let  us  further 
assume that the bit clocks of these are known. Let us analyse how the GSUM algorithm performs for 
different weight, Doppler shift, phase shift and noise ratios. 
To generate  IQ  test data of overlapping  signals  for  the analysis,  two AIS messages of  type 1 were 
chosen, each having a 256 bit length. The following settings were used for the simulations: 
 ܱܴܵ	 ൌ 	50 , oversampling rate for bits, 
 ܰ	 ൌ 	30 , number of samples used for FBLP, 
 ܮ	 ൌ 	5 , number of roots searched, 
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1600Hz  was  constructed.  The  analyses  were  performed  for  different  weight  ratios  between  the 
signals, with and without Viterbi coder. Phase shift for the case was assumed to be constant with ½ 
of bit length. 
Table 9 below  reports simulation  results using  the similar  table structure as previously  revealed  in 
Section  4.5.2.3.  In  the  left  grey  area  there  are  indicated  signal  weights  in  different  units:  unity 
amplitude, amplitude difference  in presents,  signal  to  interference  ratio and  signal  to  interference 
ratio  in dB. Within the grey area at the  lower part of the table the variable parameter  is  identified, 
which in this analysis case is the ratio of Doppler frequencies of the first and the second signals along 
with  the  differences  between  them  in  Hz.  The  e1  and  e2  columns  are  each  for  number  of 
demodulation bit errors in Signal1 and Signal2 respectively. The vertical bar separates demodulation 
results with or without a Viterbi decoder  in use. Thus, one can read the table below as  follows: at 
ܵܫܴ ൌ 0.83݀ܤ between  the  two overlapping  signals, at 5Hz difference, with ½‐bit phase  shift,  the 
first signal could be demodulated correctly whereas the second had 15 bit errors for approach with a 









SIRdB  SIR  Diff %  AMPL1  AMPL2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2 
19.08  81.00  900%  0.900  0.100  0|0  84|101  0|0  90|101 0|0  106|105 0|0  83|84  0|0  107|110  0|0  102|100  0|0  109|107 
12.04  16.00  400%  0.800  0.200  0|0  65|66  0|0  68|72  0|0  80|80  0|0  63|69  0|0  76|80  0|0  82|82  0|0  96|86 
6.02  4.00  200%  0.667  0.333  0|0  59|64  0|0  54|55  0|0  53|54  0|0  48|47  0|0  63|62  0|0  68|65  0|0  68|68 
3.52  2.25  150%  0.600  0.400  0|0  53|56  0|0  42|43  0|0  63|56  0|0  37|38  0|0  48|50  0|0  49|54  1|1  71|72 
1.94  1.56  125%  0.556  0.444  0|0  41|42  0|0  31|31  0|0  39|35  0|1  27|28  0|0  31|37  0|0  40|43  3|2  43|43 
0.83  1.21  110%  0.524  0.476  0|0  0|0  0|0  15|20  0|0  9|12  0|0  8|14  0|0  16|19  0|0  20|21  2|2  9|13 
0.09  1.02  101%  0.502  0.498  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.00  1.00  100%  0.500  0.500  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
45:45  45:50  45:100  45:200  45:400  45:800  45:1600  DF1:DF2 




 For  cases of  signal amplitudes differing by  less  than 1% of  the  strongest  signal amplitude, 
both signals can be always demodulated; 







SIRdB  SIR  Diff %  AMPL1  AMPL2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2 
19.08  81.00  900%  0.900  0.100  0|0  84|85  0|0  107|108  0|0  108|106 0|0  101|105 0|0  95|98  0|0  94|93  0|0  104|110 
12.04  16.00  400%  0.800  0.200  0|0  61|62  0|0  79|83  0|0  87|87  0|0  79|80  0|0  74|77  0|0  92|84  0|0  93|94 
6.02  4.00  200%  0.667  0.333  0|0  51|53  0|0  59|64  0|0  67|70  0|0  58|62  0|0  60|60  0|0  79|82  0|0  71|64 
3.52  2.25  150%  0.600  0.400  0|0  41|44  0|0  44|45  0|0  49|53  0|0  46|48  0|0  44|45  0|0  73|73  0|2  58|55 
1.94  1.56  125%  0.556  0.444  0|0  31|32  0|0  34|40  0|0  39|40  0|0  36|36  2|2  32|37  3|12  70|96  6|21  56|86 
0.83  1.21  110%  0.524  0.476  0|0  15|19  0|0  19|24  0|0  21|24  1|1  15|17  1|1  14|15  5|19  56|90  11|23  57|82 
0.09  1.02  101%  0.502  0.498  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
0.00  1.00  100%  0.500  0.500  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0  0|0 
400:450  400:650  400:900  400:1150  400:1400  400:1900  400:2400  DF1:DF2 














%  AMPL1  AMPL2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2  e1  e2 
19.08  81.00  900%  0.900  0.100  0|0  107|108  0|0  108|103 0|0  86|97  0|0  70|83  0|0  65|69  0|0  66|61 
12.04  16.00  400%  0.800  0.200  0|0  79|83  0|0  83|82  0|0  79|83  0|0  70|78  0|0  56|64  0|0  47|53 
6.02  4.00  200%  0.667  0.333  0|0  59|64  0|0  57|65  0|0  53|63  0|0  46|59  0|0  36|50  0|0  32|42 
3.52  2.25  150%  0.600  0.400  0|0  44|45  0|0  44|47  0|0  41|46  0|0  32|42  0|0  26|38  0|0  20|35 
1.94  1.56  125%  0.556  0.444  0|0  34|40  0|0  33|36  0|0  24|34  0|1  18|26  1|1  9|24  0|1  7|25 
0.83  1.21  110%  0.524  0.476  0|0  19|24  0|0  17|19  0|2  5|17  0|17  4|23  1|14  1|21  2|8  16|21 
0.09  1.02  101%  0.502  0.498  0|0  0|0  0|0  0|0  0|1  0|1  0|3  0|4  3|15  2|15  52|72  52|72 
0.00  1.00  100%  0.500  0.500  0|0  0|0  0|0  0|0  0|0  0|0  0|2  0|2  4|10  4|10  52|55  52|55 









 For  cases with a phase  shift below 20%,  the  strongest  signal  can be  identified only  if  the 






satellite,  this  would  mean  that  60%  of  the  equal  amplitude  overlapping  messages  can  be 
demodulated. 
5.5.3.3 Resistance to noise 
The  tests  for  the  JShBD demodulation  capability of noisy  signals were  constructed  similarly  to  the 
two previous analysis approaches. Again  the Doppler shift of  the  first and  the second signals were 
fixed at 450 and 600Hz. Also the phase shift was fixed at ½ bit. A white Gaussian noise was generated 
with varied amplitudes within a  range  from ߪሺܰሻ ൌ 0.005	to ߪሺܰሻ ൌ 0.5. The  results produced by 
this simulation are shown in Table 12. The strongest signal to noise ratio expressed in dB is provided 




SIRdB  SIR   % diff  AMPL1  AMPL2  e1  e2  SNR e1  e2  SNR  e1  e2  SNR e1  e2  SNR e1  e2  SNR e1  e2  SNR  e1  e2  SNR e1  e2  SNR
19.08  81.00  900%  0.900  0.100  0|0  105|107  42 0|0  103|100  28  0|0  100|99 22 0|0  88|85  16 0|0  113|111 9.99 0|0  104|100  6.47  0|0  106|105  3.97 4|6  110|119 2.03
12.04  16.00  400%  0.800  0.200  0|0  80|83  41 0|0  80|82  27  0|0  89|79  21 0|0  113|109 15 0|0  100|104 8.96 0|0  95|99  5.44  4|8  108|103  2.94 9|17  94|100  1.01
6.02  4.00  200%  0.667  0.333  0|0  59|65  39 0|0  60|64  25  0|0  63|67  19 0|0  88|83  13 0|1  88|81  7.38 8|10  84|79  3.86  16|24  93|91  1.36 29|44  112|101 ‐0.58
3.52  2.25  150%  0.600  0.400  0|0  44|44  39 0|0  44|46  25  0|0  43|47  19 0|0  53|48  12 5|10  65|70  6.47 15|19 72|74  2.94  25|40  96|101  0.44 49|59  107|122 ‐1.49
1.94  1.56  125%  0.556  0.444  0|0  34|40  38 0|0  34|38  24  0|0  32|38  18 4|4  34|41  12 17|26 76|88  5.80 24|34 77|99  2.28  42|58  105|134  ‐0.22 83|83  117|135 ‐2.16
0.83  1.21  110%  0.524  0.476  0|0  18|23  37 0|0  20|25  23  0|1  21|21  17 11|11 26|27  11 27|45 79|115  5.29 42|56 89|120  1.76  66|71  106|134  ‐0.73 87|87  112|130 ‐2.67
0.09  1.02  101%  0.502  0.498  0|0  0|1  37 0|3  3|3  23  1|10  5|12  17 14|18 16|19  11 29|38 34|35  4.92 87|94 93|65  1.40  97|88  97|86  ‐1.10 100|98 93|79  ‐3.03
0.00  1.00  100%  0.500  0.500  0|1  0|0  37 0|5  2|0  23  3|6  4|5  17 5|22  10|18  11 40|39 35|32  4.88 86|70 86|59  1.36  93|80  93|85  ‐1.14 95|93  93|93  ‐3.08




are 23dB above the noise  level or have 1%  in amplitude difference and  lay 37dB above the 
noise level. 
 When  the  strongest  signal  is  19dB  over  its  interferer,  4dB  of  SNR  is  enough  for  it  to  be 
demodulated. 
The  first of  the above properties denotes very restricting consequences  for the application of  joint 
signal  extraction with  JGSUM  algorithm  to  real world  signals,  since  there  is  a  low  probability  of 
observing two signals with amplitudes differing by less than 1%. Also the required noise threshold is 
very high. This  shows  the  strong necessity of  sophisticated noise  filtering needed  to  clean up  the 
input signal prior to using the GSUM algorithm. 
However, on  the other hand,  from  the  second concluded property  it  follows  that  the method can 
extract  the  strongest  signal  alone when  it  is  4dB  over  the  noise  in  absence  of  any  interferers  or 
interferers being below 19dB. 
111 





SIRdB  SIR   % diff  AMPL1  AMPL2  e1  e2  SNR e1  e2  SNR  e1  e2  SNR e1  e2  SNR e1  e2  SNR e1  e2  SNR  e1  e2  SNR  e1  e2  SNR
19.08  81.00  900%  0.900  0.100  0|0  97|85  42 0|0  96|86  28  0|0  95|88  22 0|0  100|90 16 0|0  105|98 9.99 0|0  103|99  6.47  0|0  102|102  3.97  0|0  100|96  2.03
12.04  16.00  400%  0.800  0.200  0|0  98|89  41 0|0  99|90  27  0|0  102|92 21 0|0  100|94 15 0|0  101|94 8.96 0|0  104|102 5.44  0|0  104|107  2.94  0|1  106|106 1.01
6.02  4.00  200%  0.667  0.333  0|0  69|66  39 0|0  69|69  25  0|0  68|68  19 0|0  72|67  13 0|0  72|71  7.38 1|0  85|84  3.86  1|0  92|101  1.36  8|10  95|104  ‐0.58
3.52  2.25  150%  0.600  0.400  0|0  62|61  39 0|0  61|61  25  0|0  61|62  19 0|0  65|64  12 1|1  63|63  6.47 4|3  80|83  2.94  10|9  81|90  0.44  19|19 80|91  ‐1.49
1.94  1.56  125%  0.556  0.444  0|0  32|44  38 0|0  34|42  24  0|0  32|42  18 0|0  29|37  12 5|3  33|39  5.80 15|16 71|83  2.28  27|30  82|93  ‐0.22  29|32 86|94  ‐2.16
0.83  1.21  110%  0.524  0.476  0|0  20|24  37 0|0  18|22  23  1|2  21|29  17 4|6  21|37  11 16|17 48|55  5.29 22|23 64|78  1.76  37|35  84|100  ‐0.73  41|53 79|116  ‐2.67
0.09  1.02  101%  0.502  0.498  2|3  4|8  37 3|6  5|13  23  6|11  9|14  17 4|11  11|16  11 25|39 29|31  4.92 40|58 40|38  1.40  67|81  71|54  ‐1.10  61|66 68|56  ‐3.03
0.00  1.00  100%  0.500  0.500  3|4  2|5  37 4|5  7|8  23  5|12  5|15  17 13|21 14|18  11 33|40 33|30  4.88 48|49 46|38  1.36  63|70  67|55  ‐1.14  70|76 72|59  ‐3.08










few appropriate sets of amplitudes  ratios, as shown  in Matlab code at  the end of Section 5.5.2. A 






The  strongest‐signal mode of  JGSUM algorithm  is  the approach of using MBD with  the  single  root 






SIRdB  SIR (dB)  % diff  AMPL1  AMPL2  e1  e2  SNR  e1  e2  SNR  e1  e2  SNR e1  e2  SNR e1  e2  SNR e1  e2  SNR  e1  e2  SNR e1  e2  SNR
19.08  81.00  900%  0.900  0.100  0|0  99|88  42  0|0  97|86  28  0|0  98|92  22 0|0  102|96 16 0|0  106|108 9.99 0|0  100|103  6.47  0|0  103|99  3.97 6|2  106|112 2.03
12.04  16.00  400%  0.800  0.200  0|0  100|92 41  0|0  101|92  27  0|0  97|91  21 0|0  101|96 15 0|0  103|102 8.96 0|0  106|114  5.44  0|3  107|107 2.94 11|15 107|107 1.01
6.02  4.00  200%  0.667  0.333  0|0  94|91  39  0|0  93|90  25  0|0  92|91  19 0|0  94|91  13 0|0  92|92  7.38 5|6  97|101  3.86  25|22  100|100 1.36 22|31 102|104 ‐0.58
3.52  2.25  150%  0.600  0.400  0|0  76|77  39  0|0  79|80  25  0|0  77|75  19 0|0  73|76  12 5|5  76|90  6.47 10|8  83|106  2.94  30|33  98|106  0.44 38|38 102|103 ‐1.49
1.94  1.56  125%  0.556  0.444  0|0  58|88  38  0|0  60|88  24  0|0  64|96  18 1|0  66|92  12 17|18 91|108  5.80 35|30 86|99  2.28  56|45  108|105 ‐0.22 46|58 98|105  ‐2.16
0.83  1.21  110%  0.524  0.476  4|0  37|79  37  8|0  47|86  23  9|0  55|95  17 13|10 64|103 11 29|31 100|110 5.29 45|42 88|96  1.76  39|46  106|107 ‐0.73 71|70 97|105  ‐2.67
0.09  1.02  101%  0.502  0.498  24|0  43|83  37  24|6  42|91  23  31|7 76|122 17 26|13 71|103 11 43|26 93|102  4.92 51|55 98|94  1.40  55|54  90|95  ‐1.10 71|69 108|103 ‐3.03
0.00  1.00  100%  0.500  0.500  27|6  40|84  37  28|6  45|84  23  26|8 74|123 17 35|21 70|94  11 46|40 90|102  4.88 60|49 89|104  1.36  57|51  106|94  ‐1.14 77|84 93|94  ‐3.08
σ(N)  0.005     0.025     0.050     0.100     0.200     0.300     0.400     0.500    
Table 14. Noise  analysis  for  two  overlapping  signals with  400  and  650Hz  fixed  Doppler  shifts.  The  JGSUM 
algorithm is applied with strongest‐signal mode. 
As expected,  the  results of  the  top  three  rows  in Table 14 are very  similar  to  the ones of general 
noise tests in Table 13, since the amplitude set 0.9:0.1 was already used there. However, in the lower 
rows  the  demodulation  results  are more  disturbed,  since  Table  13  results were  calculated  using 
attuned shape amplitudes. 
The equal‐signal mode, which is the opposite of the strongest‐signal mode, is the approach of GSUM 
algorithm  application  searched  shape  amplitude  ratio  of  0.5:0.5  for  equal  amplitude  signal 
demodulation. Table 15 summarizes the demodulation results of such an approach. 
AMPL_NOISE_D400‐650_EQ 
SIRdB  SIR (dB)  % diff  AMPL1  AMPL2  e1  e2  SNR  e1  e2  SNR  e1  e2  SNR e1  e2  SNR e1  e2  SNR e1  e2  SNR  e1  e2  SNR e1  e2  SNR
19.08  81.00  900%  0.900  0.100  0|0  105|102  42  0|0  105|104  28  0|0 105|102 22 0|0  109|98 16 0|0  101|101 9.99 3|2  112|115  6.47  9|11  105|107 3.97 73|92  106|101 2.03
12.04  16.00  400%  0.800  0.200  0|0  108|98  41  0|0  109|98  27  0|0 108|98  21 0|0  101|96 15 0|0  94|99  8.96 6|7  94|95  5.44  15|19  94|101  2.94 80|91  91|90  1.01
6.02  4.00  200%  0.667  0.333  5|6  75|75  39  4|4  77|78  25  5|4 77|75  19 4|5  67|72  13 6|4  69|73  7.38 29|31  91|94  3.86  57|58  85|79  1.36 93|114 101|97  ‐0.58
3.52  2.25  150%  0.600  0.400  4|9  55|60  39  4|8  56|62  25  4|9 56|60  19 4|5  58|56  12 10|15 59|61  6.47 66|61  112|96  2.94  67|69  93|81  0.44 84|89  103|98  ‐1.49
1.94  1.56  125%  0.556  0.444  1|4  38|43  38  1|7  40|47  24  1|6 40|45  18 0|13  32|48  12 70|68 96|77  5.80 76|75  95|85  2.28  94|95  96|84  ‐0.22 94|98  78|87  ‐2.16
0.83  1.21  110%  0.524  0.476  0|7  23|32  37  0|6  18|30  23  0|9 22|34  17 26|27 34|35  11 77|66 88|73  5.29 111|102 102|79  1.76  91|86  93|84  ‐0.73 102|95 105|96  ‐2.67
0.09  1.02  101%  0.502  0.498  0|0  0|1  37  0|1  3|2  23  2|4 3|6  17 52|51 54|19  11 87|91 89|56  4.92 107|97  94|68  1.40  92|89  95|79  ‐1.10 93|98  108|98  ‐3.03
0.00  1.00  100%  0.500  0.500  0|0  0|0  37  1|5  3|4  23  4|9 3|5  17 21|27 31|21  11 94|86 91|52  4.88 105|102 97|76  1.36  98|94  96|86  ‐1.14 90|97  90|83  ‐3.08
σ(N)  0.005     0.025     0.050     0.100     0.200     0.300     0.400     0.500    




 The  strongest‐signal mode with  the  search  shape  amplitude  ratio 0.9:0.1  and  equal‐signal 
mode with  the  search  shape  amplitude  ratio  0.5:0.5  are  the  two  sufficient modes  to  be 
evaluated.  The  both  modes  together  cover  the  same  demodulation  range  of  the  more 
complex approach with attuned shape amplitudes. 
This  concludes  the  analysis of  the  JGSUM  algorithm with  the MBD  application  for overlapped AIS 
signal demodulation using frequency analysis. 
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6.1 Summarizing	 and	 linking	 demodulation	 capabilities	 to	 message	
overlapping	scenarios	
In  Chapter  3 we  reviewed  different  packet  collision  scenarios.  In  Chapter  4  and  5 we  observed 
approaches for extracting overlapped signals along with simulations to estimate the properties of the 
demodulation methods. 





2) To  solve  CC2,  use  MBD  to  find  the  4  characteristic  parameters  for  each  of  the  two 
overlapping  signals by demodulating  the message parts which  are  interference  free. Then 
apply the JShBDD to demodulate the joint parts of the signals. 






2) (A1:Strongest) Signal contains multiple users, check  if one of  them  is at  least 4dB stronger 
than  the  rest.  If  this  is  the  case  (the  strongest  signal  can  be  independently  demodulated 
alone), proceed with the single strongest signal demodulation. 
i. In  case  the HDLC  flags  seem  to  be  buried within  overlaps,  check  if  the  signal has 
enough overlap free zone to contain the 168 message data and 16 CRC bits. If it does, 
use MBD  for  frequency  extraction  and  check  data  bits  with  a  sliding  check  sum 
calculator (CC3). 
3) (A2:CC2) Signal contains multiple users and  the  strongest  is not  significantly  stronger  than 
the rest and there are significant parts of messages overlapped. Check  if the overlap  is  just 
partial with an overlap‐free zone of 5 bits at  least.  If this  is the case (there are parts of the 
two  signals  which  overlap  and  at  least  5  bits  of  overlap  free  zone),  estimate  the  4 
characteristic  parameters  of  each  signal  in  its  overlap‐free  zones  and  perform  joint 
demodulation with JShBDD. 
4) (A3:CC1)  Signal  contains  two users, none  is  significantly  stronger,  and  there  are no  single 
parts  available.  Check  if  the  signal  is  well  above  noise  (SNR=18dB).  If  it  is,  perform 
demodulation using JGSUM algorithm. 











AIS  messages,  considering  every  message  and  its  overlap  properties  and  which  assigns  an 
appropriate demodulation approach,  if available. Thus every message passes  through  the decision 
tree  revealed above  in Fig. 96. As  soon as message  is  identified  to be  recognizable by one of  the 
demodulation  algorithms  in  use,  it  is  marked  with  the  demodulation  algorithm’s  number  and 
directed to output. 
The following table  lists all of the parameters used by the demodulation simulator to decide about 
message  extraction  ability.  The  values  for  the  parameters  noted  below  were  chosen  based  on 
simulation results described in previous chapters or publications referenced. 
Parameter Explanation 
noise_level = -143; %[dB] 
 
Noise level of receiver, in [dB] 
SC1_SNR =4;  %[dB]
 






SC2_SIR =4;  %[dB] 
 
Strongest Case 2  (signal  is the strongest within  the considered 
time slot).  
SNRS – minimal signal to noise ratio for the strongest signal. 
SIR – minimal  signal  to  interference  ratio  for  the  strongest  to 
weaker signal.  
If  the  strongest  signal  is more  than 6dB above  the noise  level 
and  it  is at  least 4dB above other  interfering signals,  it can be 
demodulated. 
In  CSC  loop  it  will  also  mean  that  another  signal  can  be 
demodulated only  if  it has at  least 4dB above and 4dB below 
free of interferers and it is 6dB over noise. Additionally, for the 
CSC to be applicable, the overlapping signals which are stronger 
than  the  one  under  consideration,  should  be  successfully 
demodulated.  
CC2_SNR =4;  %[dB]
CC2_SNRP=3;  %[dB]  
CC2_SIR =0;  %[dB]  
CC2_SIRI=4;  %[dB]  
CC2_SIRJ=19; %[dB]  
CC2_syncb=5; %[bits] 
 
Collision  Case  2  (two  or more  signals  are  overlapping,  signal 
parameters can be identified). The meanings of the parameters 
are following. 
SNR  –  the  minimal  boundary  of  signal  to  noise  ratio  in  dB 
necessary for it to be identified for processing. 
SNRP – needed dB above noise  for  the  four signal parameters 
(Doppler frequency, Doppler phase, bit clock, amplitude) to be 
estimated. 
SIR  – minimum  gap  in  dB  for  signals  to  be  capable  of  joint 
demodulation. Here “0” means that signals can be of the same 
amplitude. 
SIRI  –  up  to  how  many  dB  the  difference  between  signal 










Collision  Case  1  (two  signals  are  very  close  to  each  other  in 
amplitude  and  they  overlap  completely, with  no  overlap‐free 
zones). 
SNRS –  the signal  to  the noise ratio of  the strongest signal  for 
the demodulation to take place. 
SIRJ  –  the  signal  to  interferer  ratio,  below  which  the  joint 
demodulation  should  take  place  (JGSUM).  Otherwise  the 
strongest signal  is extracted  first and  then  the  interferer using 
JGUSM in strongest signal mode and applying CSC afterwards. 






constructed  for  simulating  satellite  pass  over  an  area  of  ships, which were modelled  to  transmit 
position reports as per ITU standard [1]. The simulation was built with the following parameters. 
 A  testing  area  for  cruising  ships was  selected within  a  geographical  rectangle  of  [‐30..0] 









 Satellite orbit was  chosen  to be at 700km altitude,  similar  to  the  common  choice  for  LEO 
satellites  carrying  AIS  payload.  Two  different  antenna  configurations  were  prepared  for 
simulation: 
o Wide  angle  antenna with  a 120° opening  angle.  From  the particular  satellite orbit 
configuration  this  antenna  has  footprint  diameter  of  3’108  km  and  covers 
approximately 7’588’000 km2 area. 
o Narrow  angle  antenna,  with  a  38°  opening  angle.  For  the  chosen  satellite  orbit 




circumstances which  represent  the signal  reception on satellite when observing an area of 
uniformly distributed ships over the chosen time period.  





The  above  outlined  parameters were  used  as  input  to  the  Ship  Generator  application  described 
earlier in Section 3.2 and shown in Fig. 29, to generated required satellite passage scenarios over the 
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The  results of  the simulation strategies described above are shown below  in pie charts  for narrow 
and wide angle antennas  in Fig. 98 and Fig. 99  respectively. The Table 17 and Table 18  report  the 
simulation results in a table format respectively. 
For the both figures there are two columns. The left one represents detection performance of single 
messages while  the one on  the  right does  the  same  for  ships. Since  it  is enough  to demodulate a 


















































































































































































































   A0:Single A1:Strongest  A2:CSC A3:CC2 A4:CC1 Undetected  FOV  Given  A:SUM A:SUM % 
Detected messages, FOV 38°, 0.125sh/1000km²  51  0  0  0  2  0  53  3983  53  100% 
Detected ships, FOV 38°, 0.125sh/1000km²  33  0  0  0  1  0  34  1328  34  100% 
Detected messages, FOV 38°, 0.25sh/1000km²  137  0  0  0  4  0  141  7965  141  100% 
Detected ships, FOV 38°, 0.25sh/1000km²  78  0  0  0  2  0  80  2656  80  100% 
Detected messages, FOV 38°, 0.5sh/1000km²  250  0  0  0  28  3  281  15939 278  99% 
Detected ships, FOV 38°, 0.5sh/1000km²  144  0  0  0  10  1  155  5313  154  99% 
Detected messages, FOV 38°, 1sh/1000km²  444  0  0  0  94  30  568  31878 538  95% 
Detected ships, FOV 38°, 1sh/1000km²  276  0  0  0  32  2  310  10626 308  99% 
Detected messages, FOV 38°, 2sh/1000km²  689  0  0  0  340  79  1108  63756 1029  93% 
Detected ships, FOV 38°, 2sh/1000km²  495  0  0  0  114  20  629  21252 609  97% 
Table 17. Simulation results of AIS signal demodulation for narrow FOV antenna with 38° opening angle. Source 
data for Fig. 98. 
   A0:Single A1:Strongest A2:CSC A3:CC2 A4:CC1 Undetected  FOV  Given  A:SUM A:SUM %
Detected messages, FOV 120°, 0.125sh/1000km²  739  140  113  40  0  1872  2904  3983  1032  36% 
Detected ships, FOV 120°, 0.125sh/1000km²  572  54  61  20  0  375  1082  1328  707  65% 
Detected messages, FOV 120°, 0.25sh/1000km²  409  273  142  134  0  4754  5712  7967  958  17% 
Detected ships, FOV 120°, 0.25sh/1000km²  386  186  125  96  0  1312  2105  2656  793  38% 
Detected messages, FOV 120°, 0.5sh/1000km²  67  177  23  129  0  11106  11502  15939 396  3% 
Detected ships, FOV 120°, 0.5sh/1000km²  67  156  23  121  0  3856  4223  5313  367  9% 
Detected messages, FOV 120°, 1sh/1000km²  2  45  0  16  0  23051  23114  31878 63  0% 
Detected ships, FOV 120°, 1sh/1000km²  2  45  0  14  0  8423  8484  10626 61  1% 
Detected messages, FOV 120°, 2sh/1000km²  1  3  0  0  0  46088  46092  63756 4  0% 
Detected ships, FOV 120°, 2sh/1000km²  1  3  0  0  0  16950  16954  21252 4  0% 
Table 18. Simulation results of AIS signal demodulation for wide FOV antenna with 120° opening angle. Source 
data for Fig. 99. 
The  two  tables  above  report  number  of  detected  messages  or  detected  ships  for  each  of  the 
demodulation algorithms introduced in Section 6.1 with the following meaning of its columns: 
 A0:Single – the cases  in which a single message signal was present, strong enough over the 
noise  level  to  be  demodulated  (corresponding  to  configuration  parameters  for  SC1  case 
within Table 16). 
 A1:Strongest –  the  cases  in which  the  strongest  signal  could be extracted  (parameters  for 
SC2) 
 A2:CSC – the cases of underlying signal extraction, which could be identified after successful 
detection  of  the  strongest  signals  and  its  subtractions  using  the  consecutive  signal 
cancellation (CSC) cycle (parameters for SC2). 
 A3:CC2 –  the cases of partially overlapped signals extraction, when  the overlapping signals 
possess  the  chance  of  individual  signal  parameters’  estimation  and  JShBDD  application 
(parameters for CC2). 
 A4:CC1 – the cases of fully overlapped signal extraction, when two overlapping signals have 
very alike amplitudes and are well over noise  level  for  JGSUM application  (parameters  for 
CC1). 
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blue  fill of the pie charts  in the  figure represents a single message demodulation case A0‐SC1, this 
tells us that for the density of 0.125 ships per 1000km2, which  is presented  in the first pie diagram, 
96%   of  the AIS message  slots are  found  to contain with  just a  single  transmission. Also  there are 
about  4%  of  the messages  being  demodulated  by  an  A4:CC1  –  telling  us  that  there  are  present 
overlaps of two messages with very similar amplitudes. Since the gain of the narrow angle antenna is 
relatively high with a setting of 12dB, which corresponds to the narrow angle antenna for AISat1,  it 
helps  for  the  colliding  messages  to  overcome  the  high  SNR  requirement,  set  with  a  CC1_SIRJ 
parameter.  
As  the  ship  density  increases,  shown  from  top  to  bottom  in  Fig.  98,  the  number  of  single‐slot 
messages decreases, down to 62%. Meanwhile, the rate of overlapping messages increases, leading 
to more CC1 algorithm demodulation cases, as much as 34%. Also, the rate of undetected messages 
shows an  increase of up  to 7%. The undetected messages correspond  to  the cases, when  three or 








differences.  The  applied  antenna  had  a  narrow  angle  opening,  therefore  the  difference  in 
attenuation  of  the  received  signals  from  the  ship  transmitting  through  shortest  path  from  nadir 
direction with 700km distance and  the outer most ship of satellite’s FOV  transmitting at 19° angle 





except  that analysis  is made  for  the  rates of  the  received ships  instead of messages. For a ship  to 
count  as  received,  it  is  enough  that one message  from  it  gets  detected within  the demodulation 
process  during  a  satellite  pass.  Here  the  ships  were  assigned  a  demodulation  algorithm 
corresponding to the order of the processing algorithms. Meaning, if the particular ship was received 
once by A0:Single and 3 times by A4:CC1, it will be counted as detected with A0:Single algorithm. The 
rate of  the not  received  ships  is expected  to be  lower  than  the  rate of  the undetected messages. 
Since a single ship is transmitting 6 times within the 60 second simulation time interval, which means 
that  a  missed  information  sent  from  a  particular  ship  would  likely  get  received  by  an  another 
message at another time slot, while the ship is being observed within the satellite’s FOV. 
Similar  to  the analysis of  the  rate of  received messages, as  the density of ships  in  the observation 
area increases, so does the number of undetected ships. 
6.4.2 Case	with	120°	opening	angle	
Let us next consider  the simulations  results  reported  in Fig. 99. These  represent  the 120° antenna 
opening  case. Observing detected messages at a  ship density of 0.25ships/1000km2,  the  following 
can be noted:  the algorithm A0:Single processes 7%,  the A1:Strongest – 5%,  the A2:CSC – 3%,  the 
A3:CC2 – 2% of the total messages observed. These combined represent 17% successfully processed 
messages from the total observed ones. 
Compared  to  the case of narrow angle antenna, here  it can be noted successful application of  the 
A1:Strongest, A2:CSC and A3:CC2. One would expect this, due to the fact that with the wide antenna 
opening  angle  some  of  the  overlapping  messages  have  enough  difference  in  arrived  signal 
amplitudes  to  be  processed  by  A1:Strongest  and  A2:CSC  and  also  enough  time  shift  to  identify 
individual characteristics of overlapping signals to process them with A3:CC2. 
On the other hand, compared to the case of narrow angle antenna, here is no A4:CC1 demodulation 
observed.  This  is  due  to  the  fact  that  the  wide  angle  antenna  does  not  provide  the  necessary 
reception gain  for  the processing, by not meeting  the parameter CC1_SNRS property of  the  signal 
strength. 
In the 0.5ships/1000m2 ship density conditions the A3‐CC2 algorithm indicates the best performance 
for  the  weaker  interfering messages  extraction,  although  it  makes  only  1%  of  overall  observed 
messages.  There  are  only  3%  of  all  received  messages  being  recognized  by  all  the  algorithms 
together. 
As the ship density  increases, a strong reduction  in the number of successfully processed messages 
can be observed.  Increasing  the ship density  to 1ship/1000km2,  the CC2 algorithm gives 25% of all 
the demodulated messages, but corresponds  to only about 0.1% of  the  total number of messages 
observed by the satellite’s antenna. A further  increase of ship density to 2ships/1000km2  leads to a 
situation where none of  the algorithms under consideration  is capable of demodulating  significant 
amounts of messages. 
Observing the right column of the pie charts in Fig. 99, which represent the rate of received ships for 
the  120°  opening  satellite  antenna,  a  very  similar  situation  unveils.  Although  the  percentage  of 
124 
detected  ships  is higher  than  the message detection  rate,  the  rate of detected  ships  significantly 
diminishes down to 0% for the case of the 2ships/1000km2 ship density. 
6.4.3 Conclusions	from	the	38°	and	120°	cases	comparison	








 The A2:CSC  demodulation  showed  its positive performance  in  the wide  angle  application, 













hardware  on  ships,  could  be  assigned  to  belong  to  Group1.  The  Space‐dedicated  AIS  receivers 
incorporating CSC capabilities could be assigned  to belong  to Group2. Finally,  the Space‐dedicated 
AIS  receivers  with  a  capability  to  process  similar  amplitude  overlapping  signals  using  various 
algorithms, could be assigned to belong to Group3. 
In contrast  to  the basic  terrestrial AIS  receivers, which belong  to Group1,  the Space‐dedicated AIS 
receivers  belonging  to Group2  and/or Group3  can offer  significant  performance  improvements  in 
space applications.  
The  following  figure  and  table  summarizes  the  successfully  processed  messages  per  AIS 










   Group1  Group2  Group3 
Detected messages per alg. group, FOV 38°, 0.125sh/1000km²  96.23% 0.00%  3.77% 
































































Detected messages per alg. group, FOV 38°, 0.25sh/1000km²  97.16% 0.00%  2.84% 
Detected messages per alg. group, FOV 120°, 02.5sh/1000km²  71.19% 14.82%  13.99% 
Detected messages per alg. group, FOV 38°, 0.5sh/1000km²  89.93% 0.00%  10.07% 
Detected messages per alg. group, FOV 120°, 0.5sh/1000km²  61.62% 5.81%  32.58% 
Detected messages per alg. group, FOV 38°, 1sh/1000km²  82.53% 0.00%  17.47% 
Detected messages per alg. group, FOV 120°, 1sh/1000km²  74.60% 0.00%  25.40% 
Detected messages per alg. group, FOV 38°, 2sh/1000km²  66.96% 0.00%  33.04% 
Detected messages per alg. group, FOV 120°, 2sh/1000km²  100.00% 0.00%  0.00% 
Table 19. Processed  messages  per  AIS  demodulation  algorithm  group  for  narrow  and  wide  angle  antenna 
scenarios. Source data for Fig. 100. 
As it can be learned from Table 19 above, for the main demodulation work is performed by Group1 
algorithms.  The  Group2  performs well  in wide  angle  circumstances,  unless  too many  signals  are 
present. The Group3 offers up  to 33% demodulation work  for  the narrow and wide angle antenna 
demodulation scenarios. 
This demonstrates and concludes the significant contribution of the Group3 algorithms, which were 
developed  and proposed by  author of  this document,  to  the demodulation process of AIS  signals 
received by satellite in low earth orbit. 
6.4.5 Analysis	of	parameter	sensitivity	
An  interesting question could be  raised by asking, where are  the places of  the bottlenecks  for  the 
demodulation processors? The question could be motivated by an  interest  to search  for  improved 
parameter configurations to reach higher demodulation rates of the AIS demodulation algorithms. 
To  carry  out  such  an  analysis,  let  us  choose  slightly  relaxed  parameter  conditions  for  the 
demodulation processors  than  the ones provided  in  Table  16  and  apply  them  for  the wide  angle 
antenna case for the varied ship densities as before. 
For the first simulation case let us assume that for all the 4dB signal amplitude distance requirements 
in  the  strongest  signal  or  joint  AIS  signal  processors  a  3dB  margin  would  suffice.  This  relaxed 
condition is further referenced as RC1. That would lead to following parameter settings. 
%RC1, relaxed conditions with SNR=3dB, FOV=120° 
noise_level = -143 [dB] 
SC1_SNR =3;  %[dB]  
SC2_SNRS=6;  %[dB] 
SC2_SIR =3;  %[dB] 
CC1_SNRS=17; %[dB]  
CC1_SIRJ=0.1;%[dB]  
CC2_SNR =3;  %[dB] 
CC2_SIR =0;  %[dB]  
CC2_SIRI=3;  %[dB]  
CC2_SIRJ=19; %[dB]  






%RC2, relaxed conditions with SNR=3dB and CC2_SIRI=2dB, FOV=120° 
noise_level = -143 [dB] 
SC1_SNR =3;  %[dB]  
SC2_SNRS=6;  %[dB] 
SC2_SIR =3;  %[dB] 
CC1_SNRS=17; %[dB]  
CC1_SIRJ=0.1;%[dB]  
CC2_SNR =3;  %[dB] 
CC2_SIR =0;  %[dB]  
CC2_SIRI=2;  %[dB]  
CC2_SIRJ=19; %[dB]  








Fig. 101. Simulation  results of AIS  signal demodulation  for wide FOV antenna with   120° opening angle with 

























































































































































   A0:Single A1:Strongest A2:CSC A3:CC2 A4:CC1 Undetected  FoV  Given  A:SUM A:SUM %
Detected messages, FOV 120°, 0.125sh/1000km²  739 140 113 42 0 1870  2904  3983 1034 36%
Detected messages, FOV 120°, 0.25sh/1000km²  409 273 142 144 0 4744  5712  7967 968 17%
Detected messages, FOV 120°, 0.5sh/1000km²  67 177 23 235 0 11000  11502  15939 502 4%
Detected messages, FOV 120°, 1sh/1000km²  2 45 0 136 0 22931  23114  31878 183 1%
Detected messages, FOV 120°, 2sh/1000km²  1 3 0 24 0 46064  46092  63756 28 0%
Detected messages, 0.125sh/1000km², RC1  739 230 181 69 0 1685  2904  3983 1219 42%
Detected messages, 0.25sh/1000km², RC1  409 477 278 255 0 4293  5712  7967 1419 25%
Detected messages, 0.5sh/1000km², RC1  67 390 54 278 0 10713  11502  15939 789 7%
Detected messages, 1sh/1000km², RC1  2 174 1 28 0 22909  23114  31878 205 1%
Detected messages, 2sh/1000km², RC1  1 20 0 0 0 46071  46092  63756 21 0%
Detected messages, 0.125sh/1000km², RC2  739 230 185 392 0 1358  2904  3983 1546 53%
Detected messages, 0.25sh/1000km², RC2  409 477 290 828 0 3708  5712  7967 2004 35%
Detected messages, 0.5sh/1000km², RC2  67 390 66 891 0 10088  11502  15939 1414 12%
Detected messages, 1sh/1000km², RC2  2 174 2 204 0 22732  23114  31878 382 2%





A0:Single,  A1:Strongest,  A2:CSC  and  A3:CC2  respectively  increase  to  7%,  8%,  5%,  and  5%.  As 
expected, the RC1 condition does not  influence the number of single messages per slot found, thus 
the  results  for A0:Single algorithm  stayed unchanged, whereas all  the others  showed a  significant 
increase. Especially the A3:CC2, which more than doubled its rate of processed messages. 
Comparing  results  further between  the  second  and  the  third  columns, one  can note  a  significant 
increase in number of demodulated messages, introduced by the A3:CC2 algorithm. For the 0.25 and 
0.5 ships per 1000km2 densities there can be observed increase from 5% to 15% and 2% to 8% in the 
algorithm’s demodulation  rates,  showing a dominance  in a demodulation performance over other 
algorithms.  




analysis reported  in Fig. 98 and Fig. 99 allow  to derive a conclusion  that an  improved capability of 
packet  separation  in  a  densely  interfering  signal  environment,  especially  the  four  signal 
characterising parameter estimation (the Doppler frequency and phase, amplitude and bit‐clock), can 
significantly enhance an overlapped signal demodulation ability and using a  joint overlapped signal 
demodulation  capability  can  offer  a  remarkable  benefit  for  AIS  signal  demodulation  in  space 
applications.  The  analysis  also  show  the  high  benefit  of  the  A3:CC1  and  A4:CC2  algorithm’s 






During  the  5 work  period  in which  the  AIS  topic was  researched within  DLR,  the  author  of  this 
document has  learned and accomplished many AIS application related tasks. The work was started 
with  developing  a  Software  Defined  Radio  (SDR)  based  AIS  transmitter  to  ensure  a  correct 
understanding  of  AIS  modulation  principles.  After  ascertaining  that  one’s  own  modulated  AIS 
messages  can be  received by  a  casual maritime  receiver,  a basic  receiver was  also  implemented. 
Then, with entering  into  the developer  team  for  the  first DLR AIS satellite AISat1, an on‐board AIS 
data  compressing  and  analysis  algorithms were  developed  for  the  satellite, which  led  to  deeper 
knowledge about AIS data and its processing characteristics. 
Also motivated by the needs of AISat1, an SDR based AIS‐Testbed was developed to derive or prove 
performance  characteristics  for  different  AIS  receivers.  This  included  the  analysis  of  a  receiver’s 
resistivity  to noise and Doppler  shift variations as well as  the  capability  to extract overlapped AIS 
messages with  various  overlapping  properties.  Some  part  of  the  testbed  development work was 
published in ASMS/SPSC2012 conference [49], which hosted a dedicated session for SAT‐AIS topic. 
The work accomplished 
The main  target  for  the  author’s  PhD  thesis  was  to  develop  algorithms  which  can  be  used  for 
extracting  overlapped  messages  from  signals  received  by  a  single  sensor  antenna  on  satellites. 




already  used  in  space‐AIS  receivers  and  was  just  shortly mentioned  within  this  work,  has  been 
implemented. Two new methods were derived: the JShBDD for joint IQ data estimation based on IQ 





Bight  and  also  AAUSAT‐3  satellite mission  [46].  All  the  demodulation  algorithms  still  need  to  be 
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