In this paper, we develop a new class of parametric nonlinear time series models by combining two important classes of models, namely smooth transition models and hidden Markov regime-switching models. The class of models is general and flexible enough to incorporate two types of switching behavior: smooth state transitions and abrupt changes in hidden states. The estimation of the hidden states and model parameters is performed by applying filtering theory and a filter-based expectation-maximization (EM) algorithm. Applications of the model are illustrated using simulated data and real financial data. Other potential applications are mentioned.
Introduction
The objective of this paper is to develop a new class of parametric nonlinear time series models which is general and flexible enough to incorporate two types of switching behavior, namely smooth state transitions and abrupt changes in hidden states. We call our class of nonlinear time series models hidden Markov regime-switching smooth transition (HMRS-STAR) models. It is developed by combining two important classes of parametric nonlinear time series models, namely smooth transition (STAR) models and hidden Markov regime-switching (HMRS) models. The reason behind combining the two models to develop the class of HMRS-STAR models is similar to that of combining first-generation models to produce second-generation models, third-generation models, and so on, as proposed in Tong (1990) , (see Chapter 3, Section 13.3, therein). The class of HMRS-STAR models proposed here is general and may have potential applications in diverse fields such as economics, finance, actuarial science, biology, engineering and physical sciences, ecology and population dynamics, where nonlinear time series modelling or nonlinear dynamical systems may be highly relevant. Concrete applications of the HMRS-STAR models to financial modeling are presented below. Particularly, the class of HMRS-STAR models can describe the impacts of both abrupt regime switches and smooth regime switches on asset price dynamics or returns. Abrupt regime switches are those sudden changes in asset price dynamics or returns which may be attributed to major economic or market events such as financial crises. Some observed market news or events may be digested more slowly by market participants and their impacts may be more slowly reflected in asset prices or returns. These changes in asset prices or returns are gradual rather than abrupt and are referred to as smooth regime switches. Smooth state transitions in asset prices or returns may also have some implications on market efficiency and may be related to a price trend model in the financial econometrics literature.
Standard filtering theory based on the reference probability approach in the literature and its corresponding filter-based expectation-maximization (EM) algorithm, [see, for example, Elliott, Aggoun, and Moore (1995) ], is applied to estimate the hidden states and unknown parameters in the proposed model. To simplify some nonlinear relationships in the filter-based based estimation due to the nonlinearity in the smoothing function, we employ a Laplace series expansion to simplify the estimation procedure and derive analytical formulas for some parameter estimates. Simulated data are used to illustrate the practical implementation of the estimation method and its accuracy. Real data examples based on two financial data sets, namely the Hang Seng Index and NASDAQ Composite index, are provided to illustrate potential applications of the proposed class of models to real financial data. Other potential applications of the proposed class of models are briefly discussed. In Tak Kuen Siu is the corresponding author. ©2018 Walter de Gruyter GmbH, Berlin/Boston. the course of our real data analysis, we have found that for some financial datasets, the estimation algorithm based on filtering theory does not converge. This reflects that there is still room for improving the filter-based estimation method. This may pose a challenging problem for further research. Given the important role played by hidden Markov models in signal processing, it is hoped that the proposed class of HMRS-STAR models may provide some insights into how the link between two important fields, namely nonlinear time series analysis and signal processing, may be consolidated. In what follows, some of the relevant literature and background of the proposed class of models are discussed.
Nonlinear time series analysis is an important topic in econometrics, statistics and dynamical systems theory. Some early developments of nonlinear time series models may be traced back to the late 1970s where limitations of linear time series modelling to fit real datasets in diverse fields were realised. See the monographs by Tong (1983 Tong ( , 1990 . Some important classes of parametric nonlinear time series models proposed in the early stage of developments of the discipline are, for example, threshold autoregressive (TAR) models by Tong (1977 Tong ( , 1978 and Tong and Lim (1980) , bilinear models by Granger and Anderson (1978) [see also Subba Rao and Gabr (1984) ], autoregressive conditional heteroscedastic (ARCH) models by Engle (1982) , stochastic volatility models of Taylor (1982) and state-dependent models by Priestley (1980) . The monograph by Tong (1990) provides an excellent and authoritative account of parametric nonlinear time series models developed before the 1990s. Nonparametric and semi-parametric approaches to nonlinear time series analysis have also been studied in the literature. See the monographs by Fan and Yao (2003) and Gao (2007) .
Regime-switching models represent an important class of parametric nonlinear time series models which have wide ranging applications in diverse fields such as engineering, economics, finance and actuarial science, amongst others. The basic principle of regime switching was conceived some time ago in economics, particularly in econometrics, and engineering, particularly in signal processing and control engineering. For discussions on applications of regime switching models and related models to engineering, one may refer to the monographs by Elliott, Aggoun, and Moore (1995) and Yin and Zhu (2010) . Early works in econometrics where the idea of regime switching has been adopted are, for example, Quandt (1958) and Goldfeld and Quandt (1973) , where regression models with switching parameters were introduced to discuss nonlinearity in economic data. The principle of regime switching also appeared in pioneering works on parametric nonlinear time series analysis, [see, for example, Tong and Lim (1980) and Tong (1983) ]. Since the seminal article by Hamilton (1989) on Markov regime-switching autoregressive models for econometrics, regime switching models have become popular in economics, econometrics and finance. The basic idea of regime switching models is that the model parameters can change over time according to an underlying state process which could be a finite-state hidden Markov chain. Chan and Tong (1986) and Teräsvirta (1994) introduced a class of time series models, namely, smooth transition autoregressive models. This class of time series models allow "smooth", or gradual transitions, in regimes and may be thought of as a type of regime switching models in a wide sense, see, for example, Tong (1990) , for further discussions. The key feature of this class of models is that "smooth" regime switching is described by introducing a "smooth" transition function, which is a non-decreasing function. Some typical examples of this "smooth" transition function are the cumulative normal distribution function and the logistic function. Like regime-switching autoregressive models, smooth transition autoregressive models can capture cyclical behavior in time series. For a survey on the smooth transition autoregressive models and their applications, interested readers may refer to Granger and Teräsvirta (1993 ), Potter (1999 ), and Teräsvirta (1998 .
In Elliott, Siu, and Lau (2013) , a double threshold model was considered, where two types of regimeswitching, namely the regime switching governed by the threshold principle of Tong (1983 Tong ( , 1990 ) and the regime switching described by transitions of a hidden Markov chain. In Elliott, Liew, and Siu (2011) , the filtering of a threshold stochastic volatility model was considered using the reference probability approach for hidden Markov models in, for example, Elliott, Aggoun, and Moore (1995) . In a recent paper by Zhu et al. (2017) , a hidden Markov models with threshold effects was considered and applied to oil price forecasting, where the threshold regime switching effect was present in transition probabilities of the hidden Markov chain. Note that the smooth transitions models may be more general than the threshold regime-switching models and may be used to test whether regime switching is attributed to smooth transitions or threshold regime switches, [see, for example, Tong (1990) , for related discussions]. In this sense, the HMRS-STAR model may be more general than the double threshold model in Elliott, Siu, and Lau (2013) and the former may also be used to generalize threshold-type models in, for example, Elliott, Liew, and Siu (2011) and Zhu et al. (2017) . This paper is organized as follows. The next section gives an introduction to the HMRS-STAR model. Filters for the hidden Markov chain and filter-based estimates of the unknown parameters based on the EM algorithm are presented in Section 3. Simulation experiments and results are discussed in Section 4. Real data examples are presented in Section 5. Section 6 provides discussions on some potential economic applications of the proposed HMRS-STAR model. The final section gives some concluding remarks.
The HMRS-STAR model
We consider a complete probability space (Ω, ℱ, P) on which all random variables are defined, where P is a real-world probability. Let {X t |t ∈ } be a discrete-time, N-state, hidden Markov chain defined on (Ω, ℱ, P) with state space being the set of unit vectors {e 1 , e 2 , …, e N }. Here := {0, 1, …} and the j th component of e i is the Kronecker delta function δ ij for each i, j = 1, 2, …, N. Indeed the state space we considered here is called the canonical state space of the hidden Markov chain. The state space was adopted in, for example, Elliott, Aggoun, and Moore (1995) .
Suppose that the chain X is time-homogeneous so that its probability law is completely determined by its transition probability and initial distribution. For each i, j = 1, 2, …, N, let ∶= (X +1 = e |X = e ) = (X 1 = e |X 0 = e ) , so [π ji ] i, j = 1, 2, …, N is the transition probability matrix of the chain X under P and it is denoted by .
Consider the P-completion of the natural filtration X ∶= {ℱ X | ∈ } generated by the hidden Markov chain, where
the minimal σ-algebra generated by information about the values of the chain X up to and including time t and the collection of P-null sets of ℱ. Here for σ-algebras and ℬ, we denote by ∨ ℬ the minimal σ-algebra generated by and ℬ.
With the canonical state space of the chain, Elliott, Aggoun, and Moore (1995) gave the following semimartingale dynamics for the chain X under P:
where {M | ∈ \{0}} is an ℜ N -valued, ( X , P)-martingale difference process. The above semimartingale dynamics will be used when deriving filters for the hidden Markov chain and filter-based estimates of the unknown parameters in the HMRS-STAR model. We now describe the HMRS-STAR model. For illustration, we consider a simple case where there are two regimes in the smooth transition part of the model. Let
Here ∶= ( 1 , 2 , … , ) ′ ∈ ℜ , ∶= ( 1 , 2 , … , ) ′ ∈ ℜ and ∶= ( 1 , 2 , … , ) ′ ∈ ℜ with σ i > 0 for each i = 1, 2, … , N; ⟨⋅, ⋅⟩ is the scalar product in ℜ N .
Let F : (−∞, ∞) → [0, 1] be a continuous and non-decreasing function. This function plays the role of smoothing transitions in regimes. Suppose r is the threshold parameter and δ is the scale parameter, where r ∈ ℜ and δ > 0. Let d be a positive integer representing the delay parameter. Consider a time series { | = − + 1, − + 2, … , 0, 1, …}, where the initial values − +1 , − +2 , …, Y 0 are given in advance. We suppose the remaining terms of the time series { | ∈ \{0}} follow a HMRS-STAR (2, N) model defined by:
Here we suppose, for simplicity, that the noise process { | ∈ \{0}} is a sequence of independent and identically distributed (i.i.d.) standard Gaussian random variables, (i.e., ∼ (0, 1)). When the scale parameter δ tends to zero, the function ( − − ) tends to the indicator function { − > } . In the limiting case, the transition in the smooth transition component becomes abrupt. The HMRS-STAR(2, N) model becomes an (2, N)-double threshold model in Elliott, Siu, and Lau (2013) . One may ask, given that the smooth transition component may be able to model abrupt or smooth transitions for different values of the parameters δ, why we need to incorporate abrupt changes using a hidden Markov chain. There are at least two reasons. Firstly, the nature of the abrupt changes in the proposed HMRS-STAR model and that incorporated in the hidden Markov chain are different. The abrupt change in the smooth transition component is a selfexciting change in the sense that it depends on a past value of the time series itself, while the abrupt change incorporated by the hidden Markov chain is generated exogenously. This partly motivated the double threshold model in Elliott, Siu, and Lau (2013) . Secondly, the HMRS-STAR model can incorporate both abrupt changes and smooth changes simultaneously. The HMRS-STAR model could be applied to financial modelling. For example, we can consider { | ∈ \{0}} as the return series of a financial asset. Then the HMRS-STAR model can incorporate two types of regime switches, namely, "abrupt" regime switches and "smooth" regime switches, in the appreciation rate of the asset. "Abrupt" regime switches may be attributed to sudden changes in hidden economic fundamentals which may occur during financial crises. "Smooth" regime switches may be attributed to observed news and events which are digested slowly by the market and gradually reflected in market prices or returns. In the modern finance theory, the theory of market efficiency is pertinent. One of the versions of this theory basically states that if a capital market is efficient, market prices react almost instantaneously to market news and information. However, the theory of market efficiency is questioned by some empirical studies for different markets such as equity, currency and commodity markets. Good references for these empirical studies are, for example, Taylor (1986 Taylor ( , 2005 . Indeed, in Taylor (1986) , (see Chapter 7 therein), a price trend model was introduced as an alternative to the random walk model which is often assumed under market efficiency hypothesis. The key idea of the price trend model is that trend occurs when some market information is reflected in several consecutive asset returns. This reflects a kind of slow adjustments of market prices to market news and information.
In general, one could also consider a situation where both the threshold parameter r and the scale parameter δ are modulated by the hidden Markov chain X. However, to simplify our analysis, we assume they are constants. The following two examples give two special cases of the HMRS-STAR model.
Example 1: Suppose the smooth transition function F(x) is the standard Gaussian distribution Φ(x), (i.e., the probability distribution function of a zero-mean, unit-variance, normal distribution). Then the HMRS-STAR model becomes:
Example 2: Suppose the smooth transition function F(x) is the logistic distribution given by [1 + exp(− )] −1 . Then the HMRS-STAR model becomes:
The quantity 1/δ is called the speed of transition parameter. It could be challenging to estimate using MLE directly, and the EM algorithm circumvents this step.
In the next section, we shall illustrate how to estimate the parameters r and δ using the Expectation Maximization (EM) algorithm and an approximation method for the case of the Gaussian smooth transition function. Indeed, this method also works for the case of the logistic smooth transition function when the following standard linear approximation method for the logistic function F is used:
Filtering and estimation
The basic idea of the reference probability approach is to start with a reference probabilitȳunder which the observed process Y has simpler dynamics, (i.e. independent of the hidden Markov chain). Then the reference probabilitȳis related to the real-world probability P by a measure change. Under P, the observed process is governed by the original dynamics. However, filters for the hidden quantities are derived under the reference proability. The reference probability approach for filtering hidden Markov models was discussed in Elliott, Aggoun, and Moore (1995) . The mathematical techniques for deriving the filters and filter-based estimates here follow those in Elliott, Aggoun, and Moore (1995) . We only present results which are relevant to the simulation and real-data analyses in the following two sections. For some technical details of the results, one may refer to, for example, Elliott, Aggoun, and Moore (1995) . In what follows, we start by presenting essential concepts and notations. Then the filters and filter-based estimates are given.
Filters for the hidden chain and related quantities
Let̄be a reference probability under which 1. { | ∈ \{0}} is a sequence of i.i.d. standard normal random variables;
2. the chain X has a transition probability matrix .
Write and for the P-completion of 0 and 0 , respectively. Given observed information t up to time t, we wish to estimate X t as:X
where E is an expectation with respect to the measure P. By a version of the Bayes' rule [see, for example, Elliott, Aggoun, and Moore (1995)],
whereĒ is an expectation with respect to the measure. Write
and write diag( (t, Y t )) for the diagonal matrix with diagonal elements being the components in the vector (t, Y t ). Then the unnormalized filter q t satisfies the following recursive equation:
Consequently,
.
The following quantities will be used to derive the filter-based estimates of some unknown parameters in the HMRS-STAR model.
1. The number of transitions of the chain X from state e i to state e j up to time t, for each i, j = 1, 2, …, N, is:
2. The occupation time of the chain X in state e i up to time t, for each i = 1, 2, … , N, is:
⟨X , e ⟩ .
3. The "generalized" level process associated with state e i up to time t, for each i = 1, 2, … , N, is:
Here +1 ∶ ℜ +1 → ℜ is a Borel-measurable function.
As in Elliott, Aggoun, and Moore (1995) we define the following 'unnormalized' vector quantities:
where
Then the exact recursive equations for ( X ), ( X ) and ( +1, X ) are, respectively, given by:
and
for each i = 1, 2, … , N. See, for example, Elliott, Aggoun, and Moore (1995) . Note that
Filter-based estimates and the EM algorithm
The filter-based estimates for the unknown parameters in the HMRS-STAR model are derived using the Expectation Maximization, or EM, algorithm. Here we briefly present the idea of the EM algorithm. For details, one may refer to, for example, Elliott, Aggoun, and Moore (1995) . Again the mathematical techniques used here follow from those in Elliott, Aggoun, and Moore (1995) . Let { | ∈ Θ} be a family of probability measures on a measurable space (Ω, ℱ ) all absolutely continuous with respect to a fixed probability measure P 0 , where θ is an unknown model parameter and Θ is the parameter space. Write for a sub-σ-field of ℱ. Then the likelihood function for computing an estimate of the unknown parameter θ given the available information in is:
Here E 0 is the expectation under P 0 . Then the maximum likelihood estimate (MLE)̂of θ is given by:
It may be challenging to compute the MLÊdirectly. The EM algorithm provides an iterative approximation method to compute the MLE. It consists of the following four steps, [see, for example, Elliott, Aggoun, and Moore (1995)]:
Step I: Set the counter p = 0 and choosê0.
Step II: (E-step) Set * =̂and compute (⋅, * ), where
where E * is the expectation under * .
Step III: (M-step) Find +1 ∶= argmax ∈Θ ( , * ) .
Step IV: Replace p by p + 1 and repeat beginning with Step II until a certain stopping criterion is satisfied. Note that the EM algorithm we applied here recursively converges only to a local maximum of loglikelihood. For a discussion of the EM algorithm and its convergent properties, one may refer to Baum et al. (1970) , Dembo and Zeitouni (1986), and Elliott, Aggoun, and Moore (1995) .
The set of parameters of interest can be described by the set defined as follows:
Since π ji 's are transition probabilities, we also require that
Suppose now that the set of parameters is given and that the set of observed data described by the σ-field n is known. We wish to determine a new set of parameters (n) defined by:
Such a new set of parameters is determined by maximizing the conditional log-likelihoods defined below. The basic idea is that we update one set of parameters at a time starting with the [ ] , =1,2,…, . Using this method, it is known that a filter-based estimatê( ) for π kl given observed data described by the σ-field n is given by:̂(
For derivation, interested readers may refer to Elliott, Aggoun, and Moore (1995) , (see Chapter 2 therein). Consider now another set of parameters ( , ). To change the set of parameters from ( , ) to ((n),(n)) while keeping other parameters ( , r, δ) constant, we must consider the following factors, (t = 1, 2, … , n),
Note that, to simplify the notation, we writêand̂for(n) and(n), respectively. WriteΛ
Then a new probability measurê1 is defined so that the restriction of its Radon-Nikodym derivativê1 to n is given by:̂1
It is then not difficult to see that under̂1, the sequence defined by:
is a sequence of N(0, 1) i.i.d. random variables. Now
where R( , , , r, δ) does not involvêand̂and it represents a quantity which may change from line to line. Consequently,
Define the following functions:
Consider the following functionals, for i = 1, 2, … , N and j = 1, 2, 3, 4:
( , −1 , … , − ) ⟨X , e ⟩ .
Then lnΛ
Again R( , , , r, δ) is a quantity which does not depend on̂i or̂i and can change from line to line. Conditioning on n under P gives:
with respect tôi and setting the derivative equal to zero gives:̂+̂̂+
Solving for̂i then gives:
Note that the formula for̂i depends on̂i. Differentiating E[lnΛ 1 | ] with respect tôi and setting the derivative equal to zero gives:
and this giveŝ=̂+
where the exact recursive formulae for evaluating ( +1, ( +1 )) , j =1, 2, 3, 4, and ( ) are given in Section 3, say Theorem 3.4 and Theorem 3.5. Note that the formula for̂i depends on̂i. Consider now the set of parameters σ i , i = 1, 2, … , N. To change the parameters from σ i tôi(n), i = 1, 2, … , N, while keeping ( , , r, δ) fixed, we must consider factors, (t = 1, 2, ⋯ , n):
Here we assume that̂i(n) > 0. Again, we writeΛ
A new probability measurê2 can then be defined so that the restriction of its Radon-Nikodym derivativê2 to n is given by:̂2 , , , , ) .
Again conditioning on n under P gives: , , , ) .
Differentiating E[lnΛ 2 | ] with respect tôi and setting the derivative equal to zero gives:
By construction, these estimates are greater than zero. Note that the formula for̂2 depends on μ i and θ i . Finally, we consider the set of parameters (r, δ). In this case, we consider a specific form of the smooth transition function F. For illustration, we consider the "normal" smooth transition function given in Example 1. That is,
In this case, we consider a Laplace series expansion for Φ(x) as follows:
To change the parameters (r, δ) to (̂(n),̂(n)) while keeping other parameters ( , , ) fixed, we consider the following factors, (t = 1, 2, ⋯ , n):
Again a new probability measurê3 is defined so that the restriction of its Radon-Nikodym derivativê3 to n is given by:̂3
Consequently, , , , ) .
Conditioning on n under P then gives:
Differentiating with respect tôand setting the derivative equal to zero gives:
Note that the formula for̂depends on̂, θ i , μ i and σ i .
Note that these coefficients depend on̂, μ i , θ i and σ i .
Simulation study
We illustrate the implementation of the proposed filtering and estimation algorithm for the Hidden Markov Regime-Switching Smooth Transition Model in practice using simulated data. The accuracy of the filters of the hidden Markov chain and filter-based estimates of unknown parameters as well as the convergence of the parameters estimates of the filter-based EM algorithm are also studied using the simulated data. Here we consider a simple, two-state and two-regime, HMRS-STAR model, namely an HMRS-STAR(2, 2)-model, following with lag d = 1 and sample size n = 1000. That is, the following model is considered.
It is clear that μ 1 = −1, μ 2 = 1, θ 1 = −1, θ = 1, σ 1 = 2, σ 2 = 1, δ = 10 and r = 0, and that ϵ t, for t = 1, …, n, are independent standard normal random variables. We consider the following "hypothetical" transition probability matrix ( .6 .3 .4 .7 ) for the hidden Markov chain. The plot of a simulated series is depicted in Figure 1 . ); σ 1 is equal to the standard deviation of those Y's which are less than its sample average; σ 2 is equal to the standard deviation of those Y's which are greater than its sample average; μ 1 = θ 1 is equal to the average of those Y's which are less than its sample average; μ 2 = θ 2 is equal to the average of those Y's which are greater than its sample average, and δ = r = 1. The algorithm is terminated when differences in the current parameters estimates and the previous parameters estimates are all less than 0.005. In this setup, we obtain our final estimation in iteration 87, see Table 1 . We also provide figures to illustrate the convergence of the parameters estimates. From the estimation results displayed in the above table, we see that the parameters estimates from the filter-based EM algorithm are reasonably accurate for most of the parameters. However, compared with other parameters estimates, the parameter estimatêfor the scale parameter δ is less accurate. Note that a sample size n = 1000 is required to obtain these parameters estimates. One possible explanation for the less accurate estimation result for the scale parameter delta is that the parameter estimate is based on an approximate formula derived from taking the first term only in the Laplace series expansion. The accuracy of the estimation for the scale parameter may be improved if higher-order terms in the Laplace series expansion are included. Of course, there is a trade-off between the accuracy of the estimation and the tractability of the computation of the parameter estimates. Furthermore, in general, it seems to be difficult to achieve an accurate estimation for a scale parameter and hence a large sample size may be required to achieve an accurate estimate at an intuitive level. In practice, most of financial series are large and easily exceed 1000 observations. 1 Figure 2 plots the values of against iteration. Figure 3 plots the values of μ 1 , μ 2 against iteration. Figure 4 plots the values of θ 1 , θ 2 against iteration. Figure 5 plots the values of σ 1 , σ 2 against iteration. Figure 6 plots the values of r and δ against iteration. Figure 7 presents the filtered estimate of the paths of the hidden Markov chain (Red line: p 1 of p = q/ < q, 1 >, Blue line: p 2 of p = q/ < q, 1 >) and the simulated paths of the hidden Markov chain based on the hypothetical parameters (black line). From Figure 3-Figure 6 , we see that the parameters estimates converge at reasonable rates with most of them converging at 87 iterations. Furthermore, from Figure 7 , it seems that the filtered estimate of the path of the hidden Markov chain matches quite reasonably well with the simulated path of the hidden Markov chain. 
Real data illustration
We implement our HMRS-STAR model and procedure on two sets of indexes, Hang Seng Index (HSI) and NASDAQ Composite (IXIC) from 3rd Jan 2012 to 30th Dec 2016. There are a total of 1246 and 1258 days for the Hang Seng Index and NASDAQ Composite respectively. Data are achieved from Yahoo finance via the link finance.yahoo.com. Let P t be the index at day t and we consider the log return defined by: Y t = 100log(P t /P t−1 ). Figure 8 shows the return data. than the sample average; σ 2 is equal to the standard deviation of those Y's which are greater than its sample average; μ 1 = θ 1 is equal to the average of those Y's which are less than its sample average; μ 2 = θ 2 is equal to the average of those Y's which are greater than its sample average, and δ = r = 1. The algorithm is terminated when differences in the current parameters estimates and the previous parameters estimates are all less than 0.005. We obtain our final estimations in iterations 394 and 60 for the Hang Seng Index and NASDAQ Composite respectively. The estimation algorithm follows the general algorithm, (i.e. Steps I-IV), presented in Section 3.2.
The estimated values with respect to the log returns are given in Table 2 . Again we also provide figures to illustrate the convergence of the parameter estimates. The following figures are plotted based on the estimation of 100×log-return. Figure 9 plots the values of against iteration. Figure 10 plots the values of μ 1 , μ 2 against iteration. Figure 11 plots the values of θ 1 , θ 2 against iteration. Figure 12 plots the values of σ 1 , σ 2 against iteration. Figure 13 plots the values of r and δ against iteration. Figure 14 presents the filtered estimate of the paths of the hidden Markov chain (Red line: p 1 of p = q/ < q, 1 >, Blue line: p 2 of p = q/ < q, 1 >). From Figure 9 - Figure  13 , we see that the parameters estimates converge at reasonable rates with most of them converging at 394 and 60 iterations respectively. The convergence of the parameters are rather stable, except for the two parameters r and δ of HSI data significantly unstable around iterations 100-400 as shown in Figure 13 . Also for the two real data sets, it seems that the parameters estimates can disentangle the two regimes for μs and σs, but not for θs for the HSI data. 
Discussions on other potential economic applications
The proposed class of HMRS-STAR models may be applied to study some important problems in econometrics and economics as well as real-world problems which may be of socio-economic importance. Here we provide some suggestions for potential applications of the proposed class of models. There may be interesting applications beyond those mentioned below. As noted in, for example, Hansen (2011) , one of the important problems in econometrics is testing for linearity in economic time series against a certain nonlinear alternative which may be described by a parametric nonlinear time series model. This problem has significant economic implications since many economic models were developed under the premise of linearity. However, real-world data may reveal otherwise. A challenging issue is what nonlinear economic models may be used if a linear economic model is not appropriate. 2 Indeed, different conclusions may be drawn from testing for linearity if different parametric nonlinear time series models are used as the nonlinear alternative. The testing of a linear model against a threshold autoregressive model has been considered by statisticians and econometricans, see, for example, Chan (1990) , Chan and Tong (1990), and Hansen (1996) . See also Hansen (2011) and Tong (2011) and the relevant references therein. The testing of a linear model against a Markovian regime-switching autoregressive model has been considered in the literature. See, for example, Hamilton (2016) and the relevant references therein. The testing of a linear model against a smooth transition autoregressive model has also been considered. See, for example, van Dijk, Teräsvirta, and Franses (2002) and the related literature therein. However, it seems that the testing of linearity against a composite alternative model such as a second-generation nonlinear time series model may have received a relatively less attention in the literature. Intuitively, it appears that considering a composite alternative model in testing for linearity may provide a more general and flexible way to detect nonlinearity. The proposed class of HMRS-STAR models may be used to form a composite alternative model in testing for linearity in economic time series. Besides testing for linearity in economic time series, another potential application of the proposed class of HMRS-STAR models is testing for the unit root which is an important topic in econometrics. As noted in Hansen (2011) , testing for the unit root has been investigated using a nonlinear stationarity threshold autoregressive model. It may perhaps be interesting to investigate to use of the proposed class of HMRS-STAR models to study the testing of the unit root. Time delay is also an important feature of economic time series. One potential application of the proposed class of HMRS-STAR models is modeling of time delay of economic time series. A flexibility that is provided by the HMRS-STAR models is that abrupt regime switches and time delay can be disentangled under the HMRS-STAR models. Indeed, inherent from the STAR models, time delay is related to smooth regime switches.
Some major classes of parametric nonlinear time series models such as the threshold autoregressive models have been adopted to investigate the law of one price and transactions costs. See, for example, Sarno, Taylor, and Chowdhury (2004) and Taylor (2001) for the use of threshold autoregressive models to investigate the purchasing power parity puzzle, the law of one price and transaction costs. See also Hansen (2011) for some related discussions. It was noted in Taylor (2001) that a linear time series model such as an autoregressive model cannot provide a realistic description for nonlinear adjustments of prices attributed to the presence of transaction costs. In Taylor (2001) , a two-regime threshold autoregressive model was employed to describe such nonlinearity, where the two threshold parameters are used to describe a "band of inaction" which may cause the nonlinearity. Instead of using the threshold autoregressive models, one may explore the use of the proposed class of HMRS-STAR models to study the law of one price and transaction costs. For example, one may investigate the nonlinearity due to transaction costs using both the abrupt and smooth regime switches.
Conclusion
We introduced a hidden, regime-switching, smooth transition model and discussed its filtering and estimation issues. A reference probability approach and a version of the Bayes' rule were used to derive filters for the hidden Markov chain and some related quantities. These related quantities were used to derive filter-based estimates for the unknown parameters using the EM algorithm. For the threshold parameter and the scale parameter we employed a Laplace series expansion for the cumulative normal probability distribution to derive approximations to their filter-based estimates. Simulation experiments were presented to illustrate the practical implementation of the HMRS-STAR model as well as the filtering and estimation algorithm. The simulation results reveal that the parameters estimates converge at reasonable rates, say 87 iterations for most of the parameters, and that the parameters estimates are reasonably accurate for most of the parameters. Furthermore, real financial data were used to illustrate the practical implementation of the model. However, we have experienced a challenging issue that some other datasets that our estimation algorithm does not converge. So, there is still room to further improve the estimation method in particular the convergence, stability and robustness. This may represent interesting topics for further research. Other potential applications of the proposed model may be to apply the model for fitting some economic series such as unemployment data which is an important area in economics and econometrics. For this application, one may refer to, for example, Koop and Potter (1999) and Hamilton (2005) . It may also be interesting to explore the use of the proposed model to fit financial time series other than equity indices, such as foreign exchange rates series. One may also explore some applications of the proposed model to study time series data in other fields such as climate science, ecology, population dynamics, biological, engineering and physical sciences. 3
