In this paper, we consider a parallel profile model for several groups. Given the parallel profile model we construct tests based on the likelihood ratio, without any restrictions on the parameter space, for testing the covariance matrix for random-effects structure or sphericity. Furthermore, given both the parallel profile and random-effects covariance structure the level hypothesis is tested. The attained significance levels and the empirical powers for the given tests in this paper are compared with the tests given by Yokoyama and Fujikoshi (1993) and Yokoyama (1995) .
Introduction
Let the p-dimensional random vector x ij be independently normally dis- It is, however, easier to interpret the results in terms of k groups than as a regression model, and we shall do so. Srivastava (1987) considered the following three hypotheses: (i) The first hypothesis is given by Srivastava (1987) have been extended by Ohlson and Srivastava (2010) where subvectors of the mean vectors are equal, that is, the profile analysis in a growth curve model is discussed. Some other aspects of profile analysis have recently been considered by many authors, such as Okamoto et al. (2006) and Maruyama (2007) .
The three hypotheses (1.1)-(1.3) were tested on the assumption that Σ has no structure. Under parallelism, Yokoyama and Fujikoshi (1993) considered the case when the covariance matrix has random-effects covariance structure. Following Gleser and Olkin (1969) , they derived the restricted likelihood ratio test (R-LRT) for testing that there is no random effect. Furthermore, Yokoyama (1995) considered the hypothesis of testing that the covariance matrix Σ has the random-effects structure versus no structure at all.
Thus, Yokoyama and Fujikoshi (1993) and Yokoyama (1995) considered R-LRT for both the problems mentioned above. While R-LRT is one way of systematically obtaining a test, there are other ways of obtaining a test. For example, LRT (without restriction) and its simplified version (still called LRT in this paper) or any other suitable test statistics may also be considered. Among available test, however, a test is chosen that has the best power with its attainable significance level (ASL) closer to the chosen value, as most statistical analysts do not resort to simulation to carry out their test. In this paper, we propose tests that have the above property, namely their power is superior to the test proposed by Yokoyama and Fujikoshi (1993) and Yokoyama (1995) , and better ASL as well. In fact in the case of R-LRT, the distribution under the hypothesis depends on an unknown parameter and the results are asymptotic resulting in higher significance levels than the prescribed levels as shown in this paper through simulation.
We begin with the problem considered by Yokoyama and Fujikoshi (1993) who assumed the parallel profile model with random-effects covariance structure, i.e.,
. . , k, where µ = µ k , γ k = 0, and u ij and e ij are independently distributed with
The above model (1.4) has assumed that µ i − µ k = γ i 1 p , i = 1, . . . , k − 1. In other words all the results of this paper are obtained under model (1.4), i.e., given that the hypothesis H 1 holds.
The parallel profile model with random-effects covariance structure (1.4)-(1.6) give the covariance matrix
Following Gleser and Olkin (1969) , Yokoyama (1995) proposed a R-LRT for testing the hypothesis
The distribution of this R-LRT uses asymptotic theory. This usually results in higher significance level than the prescribed level. We show that the R-LRT given by Yokoyama and Fujikoshi (1993) is not necessary since an exact test can easily be obtained from the LRT as is often done in practice. It is also shown that the attained significance level (ASL) of the R-LRT is much higher than the specified level and at the same time the power of the R-LRT is much inferior than the exact test which has a monotone increasing power function of the parameter (pλ 2 + σ 2 )/σ 2 . Thus, the R-LRT should not be considered for testing the hypothesis H 4 .
It would also be desirable to check for the data if the model (1.7) holds. That is, we need to test the hypothesis
Following Gleser and Olkin (1969) , Yokoyama (1995) derived a R-LRT for the hypothesis H 5 described in (1.9). We show, however, in the same way as for the hypothesis (1.8) that it is not an appropriate test. We show that the LRT given by Wilks (1946) performs as good/better than the R-LRT derived by Yokoyama (1995) .
Finally Yokoyama and Fujikoshi (1993) considered the problem of testing the hypothesis that γ = 0, in the random-effect model, (1.4)-(1.6), where γ = (γ 1 , . . . , γ k−1 ) , i.e.,
Again, we show that their R-LRT is not appropriate and we give an exact test with its distribution. The organization of the paper is as follows. In Section 2, we give a canonical reduction for the general problem. The hypotheses H 4 − H 6 are considered in Sections 3-5 In Section 6, the ASLs are compared and it is shown through simulations that the LRT has a better power than the R-LRT. The paper concludes in Section 8.
A canonical reduction
The parallel profile model with random-effects covariance structure (1.4)-(1.6) can be written as
and Σ I is given in (1.7). Let the matrices Q and H be two orthogonal matrices of order p and N , respectively. Let the first column in each matrix be a normalized column of ones, i.e.,
As in Yokoyama and Fujikoshi (1993) , we transform the matrix X with the two orthogonal matrices Q and H as Y = H XQ.
We first note that the distribution of
Since for the parallel profile Θ = 1 N µ + A 1 γ1 p the mean of the transformed variable has a structure given by
where
Hence, if we partition Y as
where y 1 : p × 1, y 2 : (N − 1) × 1 and Y 0 : (N − 1) × (p − 1), we have the expectations
However, since
where τ 2 = pλ 2 + σ 2 . To summarize we have the distribution
Thus the hypothesis H 4 : λ 2 = 0 is equivalent to that of testing the hypothesis that τ 2 = σ 2 , and the alternative A 4 : λ 2 > 0 is equivalent to τ 2 > σ 2 . Clearly then we need to estimate only two parameters τ 2 and σ 2 , and it does not require estimating λ 2 separately. The hypothesis H 5 : Σ = Σ I is equivalent to that of testing the hypothesis that Σ * = Q ΣQ is a diagonal matrix with the first diagonal element as τ 2 , and the remaining (p − 1) diagonal elements are all equal to σ 2 . The restriction that τ 2 > σ 2 is unnecessary in the hypothesis H 5 as our simulation shows that the unrestricted test given by Wilks (1946) has better power than R-LRT for the alternatives in which τ 2 > σ 2 .
Testing hypothesis H 4 , testing for sphericity under the randomeffects model
Under the random-effects model we have
where τ 2 = pλ 2 + σ 2 . Hence, testing the hypothesis
2 is equivalent to the hypothesis
i.e., nothing else than testing if two variances are equal. The likelihood function for model (2.2) is given by
where c is a constant. The maximum likelihood estimators (MLEs) for the mean parameters are
and
The covariance matrix Σ * I , given in (2.1), is a diagonal matrix and have a simple determinant
Since the mean parameters do not depend on the covariance matrix Σ * we can insert them in the likelihood function (3.2) and we have
Maximizing (3.5), the MLEs of τ 2 and σ 2 , without any restriction, are given by
H , the MLEs of θ and γ are given in (3.3) and (3.4), respectively, and the MLE for σ 2 H is given by
The LRT is defined by
Now, let B be the set defined by
The restricted MLEs of τ 2 and σ 2 derived by Yokoyama and Fujikoshi (1993) are given by
where I(·) is the indicator function. Now, the R-LRT given by Yokoyama and Fujikoshi (1993) can be written as
From Yokoyama and Fujikoshi (1993) , the asymptotic distribution of Λ y 4 under the null hypothesis is given by
where P 0 denotes that the probability has been computed under the null hypothesis and χ 2 1 is a chi-square distribution with one degree of freedom. In the next section, we propose an exact test using the LRT method but adapting it to our situation. It may also be called a simplified version of LRT as one of the referees has suggested.
An exact test of H 4
Under A 4 , i.e., the random-effects model, s 2 1 and Y 0 Y 0 are independently distributed,
Now, the LRT given in (3.10) can be written as
We see that, rejecting H 4 when Λ 4 is small is equivalent to reject when
is either small or large. Since our alternative is one-sided, as given in (3.1), we will reject when
is large. Note, from (3.16), we have the distributions
Hence, the exact test is based on
and the hypothesis H 4 is rejected if
This is an exact test and can be compared with the asymptotic test developed by Yokoyama and Fujikoshi (1993) . This will be done in Section 6.
Testing hypothesis H 5 , that the covariance matrix is of randomeffects structure
Under no structure on the covariance matrix, i.e., under the alternative A 5 the MLEs of θ and γ are given (3.3) and (3.4) respectively, and the likelihood function is given by (3.2). Hence, the the MLE for Σ * = Q ΣQ is given by
Using Problem 1.3 (iii) in Srivastava and Khatri (1979) we get the determinant
Under H 5 we have same model as under A 4 , i.e., the estimators (3.8). The likelihood ratio testing hypothesis H 5 is given by
where s 2 1 and s 2 2 are given in (3.6) and (3.7), respectively. The asymptotic distribution of Λ 5 under the null hypothesis is given by
where f = p(p + 1)/2 − 2. Following Box (1949 Box ( , 1950 , we have a modified LRT (M-LRT) given as
where n = N − 1 and one can shown that for large N ,
The R-LRT given by Yokoyama and Fujikoshi (1993) is
and the set B is defined in (3.11). The asymptotic distribution of Λ y 5 under the null hypothesis is given by
where f = p(p + 1)/2 − 2. Next we show that −2 log Λ 5 ≤ −2 log Λ y 5 . This is of course true since the parameter space of the LRT is wider than the one of the R-LRT. Consider the likelihood function given in (3.5) and the MLEs in (3.8), Hence,
The second term on the right-side is
Np ,
i.e., we have
where τ 2 y and σ 2 y denotes the estimators, (3.12) and (3.13), given by Yokoyama (1995) . From the LRT statistic (4.1) and the inequality (4.8) we have
Hence, given the asymptotic distributions (4.2) and (4.7), with λ 2 > 0 we have
Thus, it appears that the ASL for the test given by Yokoyama (1995) is larger than the ASL for the LRT.
Testing hypothesis H 6 , testing the level hypothesis under the random-effects model
Given the random-effects covariance structure we want to test the level hypothesis, i.e., H 6 : γ = 0 vs. A 6 : γ = 0.
The likelihood function is given by 
The likelihood ratio is given by
Given the set B given in (3.11) and the set B 0 defined by
the R-LRT derived by Yokoyama and Fujikoshi (1993) can be written as
The asymptotic distribution of Λ y 6 under the null hypothesis is given by
An exact test of H 6
The likelihood ratio is given by 
This is an exact test and can be compared to the asymptotic test (5.2)-(5.5) developed by Yokoyama and Fujikoshi (1993) . This will be done in the next section.
Simulation study
To compare the three tests we need to compute the attained significance level (ASL), the empirical power and the exact power for the exact F-test given in (3.17). Let c be the critical value from the distribution considered for the test statistics. With n = 50000 simulated replications under the null hypothesis, and with k = 5, p = 4, the ASL is computed as
where t H is the values of the test statistics derived from the simulated data under the null hypothesis. Furthermore, we set the nominal significance level to α = 0.05. We can compute the empirical power using two different critical values. We can either use the critical value c from the exact or asymptotic distribution, or we can use the estimated critical value c calculated from the simulated data under the null hypothesis, i.e., the critical value calculated from the empirical null distribution. The empirical power is calculated from n = 50000 new replications simulated under the alternative hypothesis. Let t A be the value of the test statistic derived from the simulated data under the alternative hypothesis. The empirical powers are given as
respectively. 
Simulation results for testing the hypothesis H 4
In the simulations, let σ 2 = τ 2 = 1, i.e., H 4 is true. The ASL under H 4 is given in Table 1 and Fig. 1 . One can clearly see that the ASL for the test (3.14)-(3.15) proposed by Yokoyama and Fujikoshi (1993) is larger than α = 0.05 and that the significance level is controlled for the exact F-test given in (3.17). For the F-test given in (3.17) one can derive the exact power as
which is an increasing function of τ 2 /σ 2 . In Table 1 the exact and empirical power is presented for N = 10, . . . , 100 and for λ 2 = 0.1, 0.3 and 0.5. The exact F-test has clearly better power than the R-LRT proposed by Yokoyama and Fujikoshi (1993) .
Simulation results for testing the hypothesis H 5
Let τ 2 = 1.1 and σ 2 = 1, i.e., the hypothesis H 5 is true. The ASL under H 5 is given in Table 2 and Fig. 2 . One can clearly see that the ASL for the R-LRT (4.5)-(4.7) proposed by Yokoyama (1995) is larger than the ASL for the M-LRT (4.3)-(4.4), which is controlled. This follows also from (4.9). In Table 3 the empirical powers are presented for the two different alternatives and for different N . The M-LRT (4.3) has clearly better power than the R-LRT (4.5) proposed by Yokoyama (1995) .
Simulation results for testing the hypothesis H 6
Let again the hypothesis H 5 be true with τ 2 = 1.1 and σ 2 = 1. Under H 6 γ = 0, i.e., the level for all groups are equal. The ASL under H 6 is given in Table 4 and Fig. 3 . One can clearly see that the ASL for the R-LRT (5.2)-(5.5) proposed by Yokoyama and Fujikoshi (1993) is smaller than α = 0.05 and that the significance level is controlled for the exact F-test given in (5.6).
The power is simulated for γ = (γ 1 , . . . , γ k−1 ) , where
2 ], i.e., under A 6 . The empirical power for R-LRT (5.2)-(5.5) given by Yokoyama and Fujikoshi (1993) and the empirical power for the exact F-test (5.6) are presented in Table 4 . One can clearly see that the exact F-test (5.6) is superior to the R-LRT suggested by Yokoyama and Fujikoshi (1993) .
Example
In this section we apply the theory discussed in this paper to an example first given in Srivastava and Carter (1983) . This is the same example and data that is given in Yokoyama (1995) . A market researcher is interested in the effect of brand name on the consumer's perception of quality. Subjects are asked to estimate the price of a bar of ordinary hand soap that has been packaged in one of four ways, P 1 -plain wrapped, unboxed, P 2 -plain wrapped, boxed, P 3 -foil wrapped, unboxed, and P 4 -foil wrapped, boxed. Twelve subjects are each asked to estimate the price of the form packaged soaps. For six of the subjects, the packages have been labeled with a well-known brand name. For the remaining six subjects, no label is used. The estimated prices are given in Table 5 and the profiles for the two groups in Fig. 4 . First we want to test the hypothesis H 1 : µ 1 − µ 2 = γ1 4 , vs. A 1 = H 1 , i.e., if the profiles can be considered to be parallel. Since k = 2 in this example, we could use an exact F-test for interaction, but to follow the theory for several groups we use the test statistic given in Srivastava (1987) ,
with N = 48, k = 2 and p = 4. Reject
(p−1)(k−1),0.95 = 7.8147. Hence, we can't reject H 1 , i.e., the profiles can be parallel. Now, when the profiles seems to be parallel, we can test the hypothesis H 5 : Σ = λ 2 1 4 1 4 + σ 2 I 4 vs. A 5 = H 5 with the proposed test (4.4), i.e., the test statistic The last hypothesis H 6 : γ = 0 vs. A 6 : γ = 0 can be tested with the test statistic (5.5) given by Yokoyama and Fujikoshi (1993) and reject H 6 if c < 13.8976 where c = F k−1,N −k,0.05 = 4.9646. Hence, reject H 6 in both cases, i.e., the profiles are parallel but not the same.
Conclusion
In this paper, we consider a parallel profile model with random-effects covariance structure. If the goal is estimation of the parameters, particularly the parameters in the random-effects covariance matrix, it is important to consider a restricted parameter space as done in Yokoyama and Fujikoshi (1993) and Yokoyama (1995) .
In the case of testing we show that the restriction of the parameter space is unnecessary and it is better not to use it. We construct tests based on the likelihood ratio, without any restrictions on the parameter space, testing the covariance matrix for random-effects structure or sphericity. Furthermore, given both the parallel profile and random-effects covariance structure the level hypothesis is tested without any restrictions on the parameter space.
We compare these three tests with the tests proposed by Yokoyama and Fujikoshi (1993) and Yokoyama (1995) which are tests based on restricted parameter space. The attained significance levels (ASLs) are better and controlled for all three unrestricted tests. For the sphericity and the level hypothesis the unrestricted cases are just exact F-tests, compared to the asymptotic tests given by Yokoyama and Fujikoshi (1993) and Yokoyama (1995) . For the sphericity we can derive the exact power for the unrestricted case and for all three tests we show that the power for the unrestricted tests is superior to the restricted tests given by Yokoyama and Fujikoshi (1993) and Yokoyama (1995) .
