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Abstract—In many software engineering problems, such as code
clone detection, fault prediction, and source code classification,
software metrics based approaches are not suitable because
they cannot capture precise semantic information of source
code. Therefore reseachers have been using abstract syntax trees
(ASTs) and program dependence graphs (PDGs) to solve such
kind of problems. Previous studies show that a Tree-based con-
volutional neural network (TBCNN) outperforms other methods
to solve source code classification problem. TBCNN uses ASTs to
extract underlying meaning of source code. This paper aims to
solve source code classification problem using PDGs in addition
to ASTs. We present a novel neural network model which is
implemented by extending TBCNN. Our model exploits ASTs
and PDGs to obtain structural and semantic information of
source code. We evaluate our model based on classifying source
code by functionality. The dataset contains 104 programming
problems and each problem includes 500 programs. Our model
achieves over 95% accuracy which is higher than TBCNN’s
one. We also survey importance of each dependence and our
experiment suggests that the control dependence is the most








できる抽象構文木（Abstract Syntax Tree，以降 AST）やプロ































































































■制御依存 文 sが条件節であり，文 tが実行されるか否かが
文 s の条件判定の結果に直接委ねられる場合，文 s から文 t
の間に制御依存が存在する．
■データ依存 文 sにおいて変数 vが定義され，文 tにおいて
変数 v を参照する式が存在し，また文 sと文 tへの実行パス
の中に変数 v を再定義しないパスが存在する場合，文 sから
文 tの間にデータ依存が存在する．













きる頂点のみを残す．提案手法で用いる PDG の例を図 1 に
示す．本実装では関数間の依存関係も考慮したシステム依存








の構成を図 2 に示す．TBCNN は埋め込み層，コーディング
層，畳み込み層，動的プーリング層，全結合層，ソフトマック
ス層によって構成される．コーディング層により全ての AST
ノードは Nf 次元ベクトル x 2 RNf として表される．この
int fib(int n)
{
int result = -1;
if (n == 0) {
result = 0;
} else if (n == 1) {
result = 1;
} else {





Function int fib(int n)
Decl int result = -1
If n == 0
If n == 1
Assign result = fib(n - 1) + fib(n - 2)
Return return result;
Assign result = 0
Assign result = 1
(b) 生成した PDG．実線は制御依存，点線はデータ依存，破線は実
行依存を示す．







を AST 全体にスライドさせていくことにより，AST の構造
情報を得る．特徴検出器は対象となる部分木に含まれるノー
ド x1; : : : ;xn 2 RNf に対し，重み行列Wi 2 RNtNf との
行列積を計算する（Nt は出力ベクトルの次元数）．畳み込み





















数，ti ; ri ; li（それぞれ上，右，左に対応する）を決定する．
具体的には次のように決定する．







 ri = (1  ti) pi 1s 1 （pi はノード iの位置，sはノード
iと兄弟関係にあるノードの個数を示す．）












Mou らは AST における位置関係を極力崩さないことで適
切に畳み込み適用後のノードの特徴を保存することができる
ことを期待し，木の上部と左下部，右下部とで別々にプーリン




























（Ng は出力ベクトルの次元数）．頂点 iのベクトル vi 2 RNt











ここで，bgconv 2 RNg はバイアス項，Ni は頂点 i に隣接す
る頂点の集合（頂点 iを含む），jNijは集合のサイズを示す．




aTk vi + b
T
k vj + ck

(3)



















じ操作となる．Mou らは TBCNN による AST への畳み込み





式 (2)でm = 1とした場合であっても有効であると考えられ
る．ASTへの畳み込みと比べて異なる点として，PDGの性質
により隣接する頂点の位置情報を用いた重みの調節が不可能















図 4: データセットに含まれるソースコードの例．入力値 m
に対し，素数 j と素数m  j の組み合わせを出力する．
な点，また，重み行列を複数用いるケースが定義されており，









する 3種類のベクトル z1; z2; z3 2 RNg に対し，それらをま
とめたベクトル zcomb 2 RNg を以下により算出する．
zcomb = C1z1 +C2z2 +C3z3 (5)










































# of code lines 35.9 18.8
# of AST nodes 188.6 106.0
Avg. leaf nodes’ depth in AST 7.6 1.7
# of PDG vertices 27.4 14.9
# of CD adjacents of each vertex 1.9 2.6
# of DD adjacents of each vertex 2.7 4.9


































































































































コードは図 4 で示される．問題 43 に提出されたソースコー
ドの殆どは素数を探索するために for文を 1つだけ用いてお
り，for文を二重で（ネストさせて）記述しているものは少な
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