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Abstract
We use several Monte Carlo computer (MC) simulation techniques to calculate the
phase diagram of a system of hard disks interacting through a discrete square-shoulder
square-well potential. The phase diagram shows the gas, liquid and five crystal phases,
and we find that all the melting lines are first-order phase transitions, despite the
system being two dimensional. The melting line of the square crystal exhibits a
temperature maximum, meaning that above a certain pressure P the density of liquid
becomes higher than that of a crystal. The same melting line also exhibits a pressure
maximum that implies inverse melting, meaning that at constant pressure the liquid
crystallizes by heating.
To increase the range of pressure over which inverse melting occurs, we vary the
potential parameters systematically and determine that the extent of the shoulder is
the parameter that has the greatest impact. We calculate the new melting curve for
the new potential parameter set, and we check the accuracy of the calculations by
several methods including the calculation of the Gibbs free energy as a function of
density at conditions of constant P and temperature T . The melting transition is first
order and to a liquid rather than to a hexatic or to a quasicrystal.
Finally, we perform MC simulations at constant P , T and number of particles
N , to study the high pressure phase behaviour of a model with parameters that
produce pronounced inverse melting. We detect three fascinating behaviours. First,
ii
the high pressure triple point present in the original model disappears, leaving behind
a “liquid corridor” in the phase diagram for which the liquid appears to retain its
position as the thermodynamically stable phase down to low temperature. However
we find a new crystal that likely usurps the liquid as the stable phase. Second, we find
a particular state point, which we name the “funny point”, at which the free energy
barrier between the liquid and the high density triangular crystal vanishes along their
coexistence line. Although the explanation of this funny point remains a mystery, it
appears to be connected to the third discovery: a transition between low and high
temperature forms of the high density triangular crystal.
The potential studied in this thesis was previously developed to help understand
anomalous behaviour in systems such as water and liquid metals. Moreover similar
potentials have been used to model lipids interacting within bilayer membranes. Thus,
it is possible that some of the phenomenology we observe for the model is relevant in
these or related real systems.
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Chapter 1
Introduction
1.1 The Model
In this thesis, we study the phase behaviour of a system of particles interacting through
a square-shoulder square-well interaction potential (SSSW). This interaction belongs
to the family of so-called core-softened (CS) potentials, which mainly consist of a hard
core at short separation and a penetrable core at larger separation. The motivation
of using CS potentials arises from the desire of having a simple isotropic (radially
symmetric) potential that is able to describe complicated features of systems with
anisotropic interactions, e.g., those with an angular dependence. This can be un-
derstood from the example of water, where orientation-dependent hydrogen bonds
introduce a favoured interaction at a particular separation between molecules but ori-
enting the molecules differently allows them to interpenetrate. The history of these
deceptively simple potentials goes back to the 1970s. The first use of a CS potential
was by Stell, Hemmer and co-workers in a lattice gas system to study the isostruc-
tural solid-solid phase transition that ends in a (second) critical point [1–3], which
was reported previously in some experimental studies, see for example [4]. CS po-
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tentials were also used in liquid metal systems [5–12] to explain the deviation of the
structure factor from simpler central force models such as those with a pair interac-
tion potential that varies as u(r) ∼ r−4. In the 1990s, CS potentials were used to
study liquid anomalies, such as density, diffusion, and entropy anomalies for water, in
1D [13–15], 2D [16–19] and 3D [16,17,20]. Stillinger et. al. used a statistical mechan-
ical perturbation theory to show that a CS potential can be considered as a realistic
first-order approximation for the real interaction between water molecules resulting
from averaging over relative orientations [21,22], i.e., that the anisotropic interaction
of water molecules can by approximated by a simpler isotropic interaction.
Pioneering experimental work on compressed water at very low temperature re-
ported a first order-like transition from low density amorphous ice (LDA) to a higher
density amorphous one (HDA) [23]. One possible explanation for this behaviour of
the glassy state of water is an underlying first-order transition between two liquids
differing in density that is obscured by glassy dynamics. Indeed, a simulation study
for the ST2 model of water [24] (a five-site model where charges representing protons
and lone electron pairs are placed tetrahedrally around an oxygen atom) suggested
that the anomalies in stable and supercooled water are caused by a second critical
point at temperature (T ′C) [25], and that this critical point terminates the transition
between two metastable liquids, HDL and LDL [26, 27]. Above T ′C , HDL and LDL
become indistinguishable in an analogous way to what happens to the liquid and gas
above their critical temperature (TC). Proposing T ′C in the supercooled liquid was the
starting point for a new research area focusing on the transition between two liquids
of different densities in a single component system. Some of these studies used the
two-liquid model to explain the liquid-liquid (L-L) transition [28–30]. According to
this model the liquid is considered to be a mixture of two different liquids in which the
concentration is altered by changing some external parameters such as temperature
2
or pressure.
Mishima and Stanley suggested that CS potentials can explain the L-L transition
in the supercooled liquid [31]. To explain the relationship between CS and L-L phase
transition, we follow the discussion presented in Ref. [31]. The minimum in the
generic potential shown in Fig. 1.1(a) is necessary to have a critical point, where at
low temperature (T ), and relatively high pressure (P ), the system will be influenced
by the potential minimum, and therefore molecules will condense to form a liquid.
At high T , the kinetic energy is large and the system will not be influenced by the
potential minimum, giving rise to a gas.
Suppose now that the potential minimum changes to have a deeper narrow outer
well and a shallower inner well as in Fig. 1.1(b). This two-minima potential is re-
sponsible for the occurrence of the second critical point at low temperature. At high
T , the kinetic energy is large enough so that the two minima do not influence the
system. At low temperature T < T ′C and comparatively low pressure, the system
explores the outer well, and a low density liquid (LDL) forms. At higher pressure,
the system probes the inner well and a high density liquid (HDL) forms. According
to this picture, there is a L-L phase transition that occurs at low T between the HDL
and LDL phases.
A few years later, Franzese et. al. used three-dimensional MD simulations with a
more simplified, shoulder like potential, with two characteristic distances (hard-core
and soft-core). They showed that such a potential can produce a L-L phase transi-
tion, and they located the position of T ′C , but no density anomalies were observed [32].
Another study of a 2D system reproduced the density anomaly, but neither L-L transi-
tion nor T ′C were observed [14]. More studies have been done later focusing on density
anomalies and L-L transitions. For example. Ryzhov et. al. tracked the change of
the L-L transition line as a function of the shoulder width in a square-shoulder po-
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Figure 1.1: Panel (a) shows a single minimum pair potential used to produce the
liquid-gas critical potential, while in panel (b), the minimum is modified to contain
two sub-wells to allow for the existence of a second critical temperature.
tential [33]. Gibson et. al. studied a family of ramp potentials, and they found that
T ′C moves systematically from a stable position in the phase diagram to a metastable
one [34]. Other studies used lattice models to gain more insight into the mechanism
of the L-L transition and associated liquid-state anomalies [35,36].
0 1 2 3
r/σ
-1.0
-0.5
0.0
0.5
1.0
u
(r)
/ε
b c
Figure 1.2: A square-shoulder square-well potential with a hard-core diameter σ.
b =
√
2σ is the soft-core distance, and c =
√
3σ is the attractive distance limit. r is
the distance between two particles and  is the bond energy.
Scala et. al. performed MD simulations in 2D of the square-shoulder square-well
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(SSSW) model, shown in Fig. 1.2, to test whether a water-inspired CS model can
generate liquid anomalies [19,37]. While the 2D case can be motivated by a desire to
understand phenomena at interfaces, in membranes or systems under confinement, it
also provides a way of more easily visualizing the structures and processes in the sys-
tem. It is this potential that is studied in this thesis. In 2D, this potential describes
disks with a hard-core diameter σ and an attractive well extending out to a radial dis-
tance c =
√
3σ. The attractive well itself contains a shoulder, with a pair interaction
energy of −/2 for σ < r < b and energy of − for b < r < c. Making b = √2σ allows
for the existence of two crystals, a low density triangular (LDT) and a higher density
square crystal (S), with the same potential energy per particle of −3, see Fig. 1.3.
This value of b is not unique, but is the smallest value which yields the same crystal
energies when the disks are touching. A solid line in the graphs corresponds to an
interaction energy of − between two particles, while a dashed line corresponds to a
−0.5 energy. With these parameters values, the two crystal-like environments based
on LDT and S will survive locally in the liquid, providing the basis for the idea for
two liquids of different density coexisting.
This study was continued by Buldyrev et. al. with the same SSSW model in
2D and 3D to study L-L transitions [37]. For the 2D system, they produced a phase
diagram showing liquid anomalies in relation to approximate crystallization lines for
a range in P and T near a potential second critical point, as shown in Fig. 1.4.
The phase diagram shows the gas-liquid coexistence line (h) terminated by a
critical point (C) at high T , and a hypothetical position of a second critical point
(f). This point coincides with the crossing of the two crystallization lines (d and
e). These two lines were determined from examining the behaviour of the pressure,
structure, and dynamics along isochores. Therefore, they are estimates of the limit of
liquid stability, or more technically of metastability, with respect to the square and
5
(a)  S crystal, U/N=-3ε (b)  LDT crystal, U/N=-3ε
Figure 1.3: Fig. 1.3(a) shows square crystal and Fig. 1.3(b) shows low-density trian-
gular crystal, both with the same energy per particle (−3), where the solid line is a
bond between two particles with energy − and the dashed line is a bond with energy
−0.5.
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Figure 1.4: The P −T phase diagram for the SSSW model as depicted from Ref. [37].
The h-line is the liquid-gas coexistence curve terminated by a critical point (C). The
two thick curves, d and e, are crystallization lines, where their crossing is what thought
to be the hypothetical position of a second critical point (f).
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triangular crystals [37].
Initially, our motivation to further study this model was to present the whole phase
diagram for a wide range of T and P , and report new features or phases that the model
might have. This is the work presented in Ch. 3. We find two new low-density crystal
phases not previously reported for the model. We find that all the transitions are at
least weakly first order. The crystallization lines reported in Ref. [37] are below our
calculated melting lines, as ought to be the case. Additionally, the S crystal shows
a maximum temperature in its melting curve, as well as a maximum in pressure.
Thus, the present model is a useful one for studying the rare phenomenon of inverse
melting [38], in which the liquid may freeze to the crystal upon heating, and this is
our motivation to do the research reported in Ch. 4.
1.2 Computer Simulation
The history of computer simulation started during and after the Second World War
when electronic computing machines performed extensive calculations to help in the
development of nuclear weapons [39, 40]. The electronic computing machines were
simple and large compared to the machines of today, and using these machines was
restricted to the military. In 1952, the electronic computing machines spread to
nonmilitary usage to start a new era of research based on computer algorithms. In
1953, Metropolis et. al. performed the first computer simulation study at Los Alamos
National Laboratory in the United States using the MANIAC computer to study
the equation of state of liquids [39–42]. In this first simulation, Metropolis et. al.
introduced the Monte Carlo (MC) simulation method [41], which later became a
primary research technique in many fields of science and engineering. This method
was given this name because the calculations are based heavily on the use of pseudo
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random numbers generated by the computer. The name connects the dependence of
MC on random numbers to one of the great gambling capitals of the world, the city
of Monte Carlo [39,40,43,44]. While today MC refers broadly to techniques based on
the acceptance and rejection of randomly generated states, we employ in this thesis
the original Metropolis algorithm to generate an ensemble of states in the canonical
and isothermal-isobaric ensembles of our model.
In early work, MC simulation was only used to study ideal models such as treating
molecules as hard spheres [41]. Periodic boundary conditions were introduced in
Ref. [41] for the first time, which later became an essential part of simulation when
studying bulk materials. A few years later, Wood and Parker carried out computer
simulations for the Lennard-Jones potential and they obtained results comparable to
experiments for systems such as liquid argon [45].
MC is a powerful technique for obtaining structural and thermal properties of
model systems interacting through some potential, but it is not as useful in terms of
studying dynamic properties, such as the diffusion coefficient. To address this, Alder
and Wainwright developed a new technique, called Molecular Dynamics (MD) simu-
lations. This method is based on solving the classical equations of motion (Newton’s
equations) for a system of molecules [39, 40, 42]. Within MD, molecule positions and
velocities change according to the intermolecular forces between individual molecules.
The first MD study was done in 1956 by Alder and Wainwright to study the dy-
namics of hard spheres [46]. Two years later, Gibson et al used MD simulation for
the first time to study a more realistic materials problem, radiation damage in crys-
talline Cu [47]. In 1964, Rahman was the first to use MD simulation for a real liquid
(argon) [48]. Although many developments have refined MC and MD simulations
since those pioneering times, the same basic ideas are still behind today’s simula-
tions of simple fluids, biological molecules and other materials of varying degrees of
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complexity [39].
One of the differences between MC and MD simulations is that MC does not
depend on generating physically realistic particle trajectories from a consideration
of forces, but rather samples configurations in a random way. It thus offers the
possibility of reaching equilibrium states in a computationally more efficient manner
if an appropriate algorithm can be found. As an example for spin systems, the Wolff
algorithm allows for clusters of particles to change their states at once, rather than just
particles one at a time, resulting in a faster exploration of system configurations [49].
1.2.1 Computer Simulation: applications and motivations
In our context, computer simulation is a tool whereby a computer program evolves a
model of a system according to often simple rules based on how constituents of the
system interact. Simulation is necessary when it is difficult to determine otherwise,
e.g., through some analytical theory, how the behaviour of the system as a whole
emerges from a consideration of the interaction of its parts. Computer simulation
has become a useful tool to study many systems in physics, chemistry, biochemistry,
biology, drug design, engineering and so on. In physics, a few systems have exact
solutions, such as the ideal gas, Einstein crystal and two-dimensional Ising model.
Other systems require employing some approximations to make the problem analyt-
ically tractable. But most problems in physics can not be solved exactly even after
employing reasonable approximations. Often, the behaviour of systems that have
many interacting particles is difficult to predict. Therefore, computer simulation is
needed to solve problems that involve many particles [39].
For models that are amenable to at least approximate theoretical treatment, com-
puter simulations, which give essentially exact results, provide a check on the accuracy
of the theoretical results and can provide a systematic framework for determining the
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range of validity of the assumption inherent in the theory. The line of inquiry can
then proceed to more “realistic” models, i.e., possibly more complex models that aim
to give a more quantitatively accurate description of a physical system. Such models
may be more difficult to treat analytically, but just as easy to simulate. Thus, by
quantitatively validating the theory for a simpler model and validating finer imple-
mentations of the model against experiment, simulation can provide a bridge between
theory and experiment.
1.3 Some Considerations for Phase Transitions
1.3.1 Preliminaries from Statistical Mechanics
Statistical mechanics is a branch of physics that uses some mathematical tools for
dealing with a large number of particles to study the macroscopic properties of a
material. In statistical mechanics, an ensemble is a conceptual collection of many
instances of a system, i.e., imaginary copies of a system where the bulk properties
of each satisfy certain constraints or follow a specified distribution, while the micro-
scopic arrangement of constituent particles is different. Different types of ensembles
are defined by what bulk variables are held fixed. For example, by fixing the num-
ber of particles N , the volume V , and the energy E, we define the microcanonical
ensemble; fixing N , V , and T , we define the canonical ensemble; and finally, if V ,
T , and the chemical potential µ are fixed, we are working within the grand canonical
ensemble. Each ensemble is associated with a partition function which can be used to
extract thermodynamic information about the system. For the canonical ensemble,
the partition function Q(N, V, T ) is given by [50],
Q(N, V, T ) =
∑
r
exp(−βEr), (1.1)
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Internal energy U = −∂ ln(Q(N,V,T ))
∂β
Helmholtz free energy A = −kBT ln(Q(N, V, T ))
pressure P = −
(
∂A
∂V
)
T
Gibbs free energy G = A+ PV
Enthalpy H = U + PV
Entropy S = −
(
∂A
∂T
)
V
Specific heat at constant V CV =
(
∂U
∂T
)
V
Specific heat at constant P CP =
(
∂H
∂T
)
P
Isothermal compressibility κT = − 1V
(
∂V
∂P
)
T
Table 1.1: Thermodynamic quantities extracted from the partition function given in
Eq. 1.1 [50].
where the sum is over all microstates with the given V and N , Er is a microstate
energy and β = (kBT )−1, where kB is Boltzmann’s constant. Table 1.3.1 shows a list
of thermodynamic quantities that can be extracted from the partition function [50,51].
The derivations of these quantities, for the canonical ensemble and other ensembles,
are available in most statistical mechanics books, e.g., Ref [50].
Phase transitions occur when we encounter a discontinuity or a singularity in
one or more of the thermodynamic functions. Some examples of phase transitions
are condensation of gases, evaporation of liquids, melting of solids, crystallization of
liquids, super-fluid transition from He I to He II, transition from ferromagnetic to
paramagnetic, and transition from normal to superconducting materials [50].
In general, phase transitions come in one of two classes, first-order and continu-
ous. A first order transition exhibits a discontinuity in the first derivative of the free
energy with respect to a thermodynamic variable. For example, in boiling a liquid by
increasing temperature at fixed pressure, there is a discontinuity in the volume, en-
tropy and energy. Familiar phase changes between solid, liquid, and gas are common
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examples of first-order transitions. Such a transition involves latent heat, where the
system either absorbs or releases energy at constant temperature. This will drive the
system to form coexisting phases before completely transforming to the second phase.
Continuous phase transitions exhibit a discontinuity or singularity in higher-order
derivatives of the free energy, while all first derivatives are continuous. Transitions
with a discontinuous second derivative, such as the divergence of the heat capacity in
a ferromagnet, are often termed second order.
In addition to discontinuities in bulk thermodynamic quantities, phase transitions
are accompanied by a qualitative change in an order parameter. Broadly speaking,
an order parameter is a quantity that vanishes in one phase, i.e., has a value of zero,
and has a non-zero value in the other phase. Examples of order parameters include
the magnetization in a paramagnetic to ferromagnetic transition and the height of a
peak in the structure factor for a structural change in a material.
Various MC simulation algorithms exist to evolve the system from a non-equilibrium
state to the equilibrium state under different statistical ensembles. At equilibrium we
save many independent configurations, i.e., coordinates of all the particles in the sys-
tem, to use in calculating quantities that are useful in describing the phase transition
of interest. Structural quantities such as the radial distribution function, structure
factor, measures of local crystallinity, orientational correlational function and trans-
lational correlational function are useful for determining the type of phase and the
degree ordering present in the system. The last two quantities are particularly useful
when considering transitions in two dimensions.
1.3.2 Radial Distribution Function
The radial distribution function g(r) is defined as the probability of finding a particle
at distance r away from a reference particle relative to the probability expected for
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a completely random distribution (ideal gas state) at the same density. According to
this definition, g(r) will be equal to unity for an ideal gas (strictly speaking, 1−1/N),
and any deviation of g(r) from unity reflects correlations between particles [52]. The
formula of g(r) for the canonical ensemble can be determined by integrating the
configurational distribution function over the positions of all particles in the system
except two [39],
g(~r1, ~r2) =
N(N − 1)
ρ2ZNV T
∫
d~r3 d~r4 ... d ~rN exp(−β U(~r1, ~r2, ... ~rN)), (1.2)
where N is the total number of particles, ρ is the number density, U is the potential
energy of the system, and
ZNV T =
∫
d~r1 d~r2 ... d ~rN exp(−β U(~r1, ~r2, ... ~rN)), (1.3)
is the configurational integral (similar to the canonical partition function, except that
velocities are not considered). For a system of spherically symmetric interactions,
g(~r1, ~r2) depends only on the distance between particles r = |~r1 − ~r2|, and hence the
definition in Eq. 1.2 can be expressed as,
g(r) = 1
ρ2
〈∑
i
∑
j 6=i
δ(~ri) δ(~rj − ~r)
〉
= V
N2
〈∑
i
∑
j 6=i
δ(~r − ~rij)
〉
. (1.4)
where 〈.〉 denote an ensemble average (an average over all possible states), and ~rij is
the displacement vector pointing from particle i to particle j.
The regular distribution of particles in a crystal gives the characteristic pattern
of the g(r) with high, sharp peaks. For liquids, g(r) has regions of high and low
intensity but no sharp peaks. g(r) can be measured experimentally or calculated by
computer simulation to distinguish the liquid from the crystal. It also can be used for
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calculating some thermodynamic quantities, such as energy and pressure for a system
of interacting particles from the general relation,
〈A〉 =
〈∑
i
∑
j>i
a(rij)
〉
= 12Nρ
∫ ∞
0
a(r)g(r)4pir2dr, (1.5)
where a(r) is a quantity that depends only on the distance between two particles, and
〈A〉 is the expectation value of a(r). For example, the total internal energy (potential
and kinetic) of the system can be expressed as [39],
E = 32NkBT + 2piNρ
∫ ∞
0
r2u(r)g(r)dr, (1.6)
where u(r) is the pair interaction energy and the first term is the ideal gas contribution.
The pressure can be calculated by [39],
P = ρkBT − 2pi3 ρ
2
∫ ∞
0
r3
du(r)
dr
g(r)dr, (1.7)
where the integral is related to the average of the pair virial function r du(r)
dr
.
1.3.3 Structure Factor
The structure factor S(~q) is a quantity that describes how the material scatters in-
cident waves, where the argument ~q is a vector in reciprocal space which is equal to
the difference between the scattered and the incident wave vectors. S(~q) is commonly
obtained in neutron and X-ray scattering experiments to study the structure of mate-
rials. S(~q) is derived by using both Bragg and Laue conditions, and the final formula
is [39, 53],
S(~q) = 1
N
〈
N∑
i,j=1
exp(i~q · (~rj − ~ri))
〉
. (1.8)
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In case of isotropic liquids, the system does not have long range-order and after
averaging over directions in Eq. 1.8, the structure factor becomes a function of q = |~q|
rather than ~q [54]. S(q) is directly related to g(r) and it can be obtained simply by
taking the Fourier transform of g(r) as in the following for a 2D liquid system [39],
S(q) = 1 + 2piρ
∫ ∞
0
r
sin kr
kr
g(r)dr. (1.9)
One restriction that must be taken into account when calculating S(q) for a square
system with periodic boundaries is that ~q must equal 2pi(nx, ny)/L, where L is the
simulation box length and nx,y are integers [39, 55,56].
1.3.4 Identification of Crystal-like and Liquid-like Particles
When performing a simulation, the results sometimes show a crystal with some defects
or a liquid with some crystalline local environments. Therefore, to distinguish the
crystal and liquid phases, it becomes important to identify each particle in the system
individually as being in a crystal-like or liquid-like environment. To do so, we follow
the approach developed by Frenkel and co-workers [57], based on the local bond-order
analysis that was originally introduced in Ref. [58]. According to this method, we
calculate a complex quantity qlm for each particle as,
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(rˆij), (1.10)
where Nb(i) is the number of neighbours of particle i within a specific distance, and
Ylm(rˆij) is the spherical harmonic function calculated for angles defined by the unit
vector rˆij pointing from particle i to neighbour j. The unit vector rˆij determines
the polar angle θij(≡ pi/2 in 2D) and azimuthal angle φij. The integer l is chosen to
be equal to 4 for crystals with square symmetry and 6 for triangular symmetry, and
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the integer m takes values in the range ∈ [−l, l]. We then calculate the correlation
between each pair of neighbouring particles i and j as,
cij =
l∑
m=−l
qˆlm(i)qˆ∗lm(j), (1.11)
where
qˆlm(i) =
qlm(i)
[∑lm=−l |qlm(i)|2]1/2 , (1.12)
and q∗ is the complex conjugate of q. The correlation between two neighbours is high if
their bonding environments are aligned. If the correlation between the two neighbours
i and j is greater than a threshold value, then the two particles are considered to be
connected. A particle i is considered to be a solid-like particle if it has at least
three connected particles for the square crystal and five connected particles for the
triangular crystal.
1.3.5 Melting in 2D Systems
Crystals in 3D have long range translational order, while crystals in 2D have quasi-
long range translational order meaning that the translational order decays as a power
law with distance. This is because long wavelength fluctuations in 2D are low in
energy, i.e., the energy of a fluctuation does not diverge as its wavelength increases,
and therefore it is easy to destroy the long range translational order [59, 60]. The
dependence of the translational order on the system dimensionality introduces differ-
ent scenarios of crystal melting. In 3D systems, melting occurs through a first order
phase transition, while for 2D systems, the prevailing thought is that melting occurs
continuously and follows KTHNY theory [61, 62] developed in 1970s by Kosterlitz,
Thouless, Halperin, Nelson, and Young.
According to this theory, bound pairs of dislocations appearing spontaneously
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in the crystal near melting undergo unbinding at the melting transition. The un-
binding of dislocations produces the hexatic phase, for which translational order is
reduced from quasi-long-range to short range (decaying exponentially with distance)
and reduces long range orientational order to quasi-long range [55, 56, 60]. Further
disordering, e.g., by heating or decompression, results in the unbinding of the two
particles identified with a single dislocation to form disclinations. This produces the
liquid, which is characterized by short range orientational and translational order.
Thus, KTHNY-theory predicts three distinct equilibrium phases in 2D: crystal, liquid
and hexatic, each with its own characteristics. The transitions from crystal to hexatic
and then from hexatic to liquid are both continuous transitions, which means the two
phases do not coexist under any condition.
Several experimental and computer simulation studies validated KTHNY theory,
see for example Ref. [63–65]. In contrast, a recent study of hard disks showed that
the transition between the liquid and the hexatic phase is a first order transition [66].
In our work in Ref. [67], we see that melting in the 2D SSSW model is consistent
with a conventional first order transition. This picture of the 2D transition was also
reported in other studies as in Refs. [68–71]. In Ch. 4 we perturb the SSSW model
by changing the potential parameters to increase the range of inverse melting, and we
find that melting remains first order, at least for the square crystal near the region of
inverse melting.
1.3.6 Translational Correlation Function
In 2D, fluctuations with long wavelength destroy the long range translational order
of the crystal [60,72]. The usual measure of translational correlation within KTHNY
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theory is the correlation function defined as [55,60,73,74],
G~g(r) =
〈∑
j
exp(i~g · ~rj))
〉
, (1.13)
where ~g is a reciprocal lattice vector, ~rj is the position of particle j relative to an
origin taken to be one of the particle positions, and the sum is over all particles j with
|~rj| = r, and < . > indicates an ensemble average over origins and configurations. For
2D crystals, G~g(r) is expected to decay algebraically with distance, G~g(r) ∼ r−ηT , with
ηT < 1/3, while for hexatic and isotropic liquid phases, G~g(r) decays exponentially.
It is expected that as the transition to the hexatic phase is approached from within
the crystal phase, ηT approaches 1/3 from below.
1.3.7 Orientational Correlation Function
The orientational correlation function for 2D systems with hexagonal symmetry is
measured by [55,60,66,73,74],
G6(r) =
〈
q6(~r)q∗6(~0)
〉
(1.14)
q6(~rj) =
1
Nj
Nj∑
k=1
exp(6iθjk), (1.15)
where Nj is the number of nearest neighbours of particle j, θjk is the angle made by
the bond with respect to an arbitrary but fixed axis between particle j and neighbour
k, and q∗6 is the complex conjugate of q6. KTHNY theory suggests that G6(r) for a
crystal does not decay with distance. Instead, it saturates to a constant value. For the
hexatic phase, G6(r) decays as a power law with distance, G6 ∼ r−η6 , with η6 < 1/4,
while G6(r) decays exponentially in the liquid. For the square crystal, we use G4(r)
with q4(~r) = 1Nj
∑Nj
k=1 exp(4iθjk), where for the hexatic phase, we expect that G4(r)
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also decays as a power law with an exponent η4 < 1/4.
1.4 Outline
The remainder of this thesis is organized as follows. In Ch. 2 we give a brief history
of computer simulations and provide an overview of the simulation techniques used
in subsequent chapters. In Ch. 3 we calculate and present the phase diagram for the
SSSW model for a wide range of T and P and equivalently in the T -ρ plane. The
phase diagram includes five crystals in addition to the liquid and gas. We also report
in this chapter our findings for inverse melting, in which the liquid freezes to the
crystal upon heating. In Ch. 4 we optimize the parameters of the SSSW potential to
increase the range of pressures over which inverse melting is observed, and we find
that melting remains first order, at least for the square crystal near the region of
inverse melting. We further explore and find new behaviour for the optimized SSSW
model at high pressure in Ch. 5. In Ch. 6 we summarize our results and discuss future
work.
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Chapter 2
Methodology
2.1 Basics of Monte Carlo Method
We perform MC simulations to model a 2D system of interacting particles. With MC
simulations, we start from an initial, often random, state which usually happens to be
a non-equilibrium state, and then we follow a Markov process, where the generation
of a new state depends only on the current state, i.e., does not depend on previous
states. Different MC algorithms exist to produce different random walks, but the
goal is to reach a steady state in which states are sampled according to a statistical
mechanical ensemble. For example, to generate states in the grand canonical ensemble
the random walk is generated not only by displacing particles, but by their insertion
and deletion. Although the method seems to be simple, there are several details that
we would like to discuss in the following subsections.
2.1.1 Reduced Units
It is very convenient in simulation studies to report all quantities in terms of reduced
units. The basic units in simulations are mass (m), length (σ) and energy (), and
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quantity quantity in reduced units
Density ρ∗ = ρσ3 (3D), ρ∗ = ρσ2 (2D)
Temperature T ∗ = kBT/
Energy E∗ = E/
Pressure P ∗ = Pσ3/ (3D), P ∗ = Pσ2/ (2D)
Time t∗ = (/mσ2)1/2t
Surface tension γ∗ = γσ2/ (3D), γ∗ = γσ/ (2D)
Table 2.1: Reduced units of some physical and thermodynamic quantities.
then all the other quantities can be expressed in terms of these basic units as explained
in the following table [1, 2].
By working with reduced units we simplify the equations of motion and interac-
tion potentials since the basic units are not written explicitly. If we work with the
SI system, some quantities will be either very small or very large, and if we have
a multiplication operation between such quantities, we might end up with a numer-
ical overflow. With reduced units, all quantities will be typically in the range of
(10−3, 103) [2]. Errors in this case will be easier to detect because if we obtain a very
small or a very large number, most probably it will be due to an error. Using reduced
units underlines the idea that we can simulate a single model to study different sys-
tems; the simulation results can be rescaled to different sets of physical units through
the law of corresponding states, where different sets belong to different systems with
qualitatively identical interactions, such as Ne, Ar and Kr [2].
2.1.2 Periodic Boundary Conditions
The aim of many computer simulation studies is to provide information about bulk
properties of materials. With today’s best computers, we can run simulations for
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system sizes of up to a billion particles, but this number is still very far from the
thermodynamic limit, and therefore surface effects can not be neglected. The problem
of surface effects can be eliminated by implementing periodic boundary conditions. In
periodic boundary conditions, the cubic simulation box is replicated in all directions
to create a conceptually infinite lattice of identical boxes. When a particle moves in
the original box, its image in each box, and particularly in each of the neighbouring
boxes, moves in exactly the same way. Therefore, when a particle leaves the original
box, an image will enter the original box from the opposite face. In this way, the walls
are removed, and there are no surface objects [1, 2].
LB
Figure 2.1: An example of a 2D boundary system as adapted from [1]. Each object
can enter and leave any box across one of the four walls.
In Fig. 2.1 the grey box is the original box of length LB, while the white boxes are
the duplicated images for the grey box in all directions. As the dashed particle leaves
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the original box, its images move across their corresponding boundaries. Hence, the
number of particles in each box will be conserved. Practically speaking, using periodic
boundary conditions does not require storing the coordinates of all images during the
simulation [1, 2]; they can be reconstructed if need be. It is also worth mentioning
that periodic boundary conditions can be applied to any box shape, but it would
not be as direct as in the case of a cubic box. For example, in Chs. 3 and 5 we
start with a square box and we implement anisotropic MC simulations, where we
allow for each box edge to change independently and the angle to change as well.
During the simulation, the square box becomes a parallelogram. Before we apply
periodic boundary conditions, we rescale particle coordinates ~r = (Rx, Ry) in the
parallelogram to fill a square box of unit length with scaled coordinates ~S = (Sx, Sy)
using the following matrix representation,
Sx
Sy
 =
Ax Bx
Ay By

−1x
y
 .
This can be implemented with the following pseudocode,
det = Ax ∗By − Ay ∗Bx
T11 = By/det
T12 = −Bx/det
T21 = −Ay/det
T22 = Ax/det
do I = 1, N
Sx(I) = T11 ∗Rx(I) + T12 ∗Ry(I)
Sy(I) = T21 ∗Rx(I) + T22 ∗Ry(I)
enddo
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where Ax and Ay are the x and y components of one of the vectors defining the
simulation cells, and Bx and By are the components of the other vector. det is the
determinant of the matrix formed from Ax, Ay, Bx, and By. The inverse of this matrix
has elements T11, T12, T21 and T22. Rx and Ry are particle coordinates in real space,
Sx and Sy are the scaled coordinates in the square box of unit length, and N is the
number of particles. After we apply the periodic boundary conditions, we can rescale
the particles back to fill the parallelogram box.
2.1.3 Minimum Image Convention
In MC simulations, calculating the contribution to the potential energy due to a
specific particle requires including the interactions between this particle and all other
particles in the simulation box. In principle, we also must add the interaction between
the particle and all other particles in the surrounding images. Since we have an
infinite array of images, then we are talking about an infinite number of interactions
and the calculation is impossible in practice. The minimum image convention was
introduced to solve this problem, and in the following we will explain how this can be
implemented. For particle 1 in Fig. 2.2, we construct an imaginary box, the dashed
square box in the figure, which is centered on particle 1 and has the same size and
shape as the original box. Particle 1 is then allowed to interact with all other particles
located inside the imaginary box, 5B, 2E, 4E, and 3. In this case particle 1 interacts
with only N − 1 particles instead of an infinite number of particles, and by applying
this method to all other particles in the original box we will have 12N(N − 1) terms
due to pairwise interactions [1, 2].
To obtain the distance r between particle i and j in the minimum image convention
for non-cubic boxes, we rescale the particles as in the previous section and we then
use the following pseudocode, where nint(x) returns the nearest integer to x.
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LB
Figure 2.2: The minimum image convention for a 2D system, as adapted from [1].
The dashed square is the new box constructed for particle 1 using the minimum image
convention. The new box contains the same number of particles as the original box.
The dashed circle represents a potential cutoff.
dSx = Sx(J)− Sx(I)− nint(Sx(J)− Sx(I))
dSy = Sy(J)− Sy(I)− nint(Sy(J)− Sy(I))
dx = Ax dSx +Bx dSy
dy = Ay dSx +By dSy
r =
√
(dx)2 + (dy)2
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2.1.4 Potential Truncation
Although our potential is zero beyond the attractive well, in general truncating poten-
tials has an effect on the quantities calculated. The necessity of truncating potentials
arises from the fact that with the minimum image convention, the total number of
interactions is reduced from an infinite number to 12N(N −1), but this number is still
too large for a system of number of particle > 1000. For short range interactions, the
total potential energy is dominated by the interaction between the particle of interest
and neighbouring particles. Hence, to reduce the number of interactions, we apply a
spherical cutoff (rc) and we only consider the interactions between the particle of in-
terest and other particles within rc. In this case we are making an error by neglecting
the interactions with the particles outside rc. We can reduce the error by applying
a bigger rc, but we should restrict rc to be less than half the box length to prevent
interactions with duplicate images [1, 2].
To illustrate this point, the dashed circle in Fig. 2.2 is the cutoff circle for particle
1. According to the cutoff criteria, only particles 3 and 5B are interacting with particle
1, while particles 2E and 4E do not contribute because their centres are located outside
the circle.
The potential energy contribution that is neglected for r > rc is (for 2D system) [2,3],
Utail = Npiρ
∫ ∞
rc
ru(r)g(r)dr, (2.1)
where ρ is the number density, u(r) is the interaction potential and g(r) is the radial
distribution function. In practice, for a liquid there is very little correlation between
particles at long distances, i.e., to a good approximation g(r) = 1 for r > rc. We also
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can calculate the pressure tail correction for the 2D system via [2, 3],
Ptail =
piρ2
2
∫ ∞
rc
r2
du
dr
g(r)dr. (2.2)
It is obvious from Eqs. 2.1 and 2.2 that the tail corrections diverge unless u(r)
decays more rapidly than r−2 in 2D (or r−3 in 3D). However, Coulomb and dipo-
lar interactions decay as r−1 and r−3, respectively, and hence are problematic. In
this case, a common approach to make the energy calculation tractable is to apply
Ewald summation techniques, which involve calculating contributions from long range
interactions in reciprocal space [4–7].
Although the cutoff radius reduces the number of interactions contributing to the
system energy, we still need to compute all the 12N(N − 1) pair distances to decide
which pairs interact. For big systems (N > 1000), truncation by itself is not efficient,
and therefore we need to adopt tricks to speed up the calculations, such as Verlet
neighbour list and cell list [2, 8, 9]. In the Verlet neighbour list method, a second
cutoff radius rv > rc is introduced, and a list is made for each particle to include all
particles within a radius rv. We calculate only the distances between a particle and
those in its own list, and once a particle is displaced a distance greater than (rv−rc)/2
we update the lists of all particles. This method is expected to reduce the time needed
to finish the simulations from ∼ N2 to ∼ N . However, constructing the list is still of
order ∼ N2 and therefore rv should not be so small that the neighbour list is updated
frequently.
In the cell list method, the simulation box is divided into cells of size slightly
bigger than rc. Each particle is allowed to interact only with those particles in its
own or neighbouring cells. This method also reduces the simulation time from ∼ N2
to ∼ N .
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2.1.5 Metropolis MC
The Metropolis algorithm is the original algorithm used in the first MC simulations.
The dynamics of generating a new configuration stems from considering an ensemble
of particle configurations or microstates in equilibrium. In equilibrium, the number
of ensemble members N(x) in a given microstate x is stationary: the distribution is
in balance. Let K(o → n) be the flow of ensemble members from microstate o to
microstate n, i.e., the number of ensemble members in state o that convert to state n
in one step of the evolution algorithm. Balance can be achieved globally through,
∑
x
K(o→ x) = ∑
x
K(x→ o), (2.3)
that is, the flow out of state o (to all other possible states) is balanced by the flow
into state o from all other states.
The Metropolis algorithm is based on maintaining equilibrium through detailed
balance,
K(o→ n) = K(n→ o) (2.4)
that is, the flow between every pair of states is balanced. This more restrictive
condition is more straightforward to use in generating an algorithm. We continue
by writing K(o → n) as a product N(o)α(o → n) acc(o → n), where α(o → n)
is the probability of attempting to generate state n given the current state o, and
acc(o → n) is the probability of accepting the proposed move from o to n. Thus we
arrive at,
N(o)α(o→ n) acc(o→ n) = N(n)α(n→ o) acc(n→ o). (2.5)
By choosing the condition
α(o→ n) = α(n→ o), (2.6)
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which is achieved by generating new random states in a non-biased way (and which can
be broken inadvertently by subtle effects when implementing the code), the detailed
balance condition then reduces to,
N(o)acc(o→ n) = N(n)acc(n→ o). (2.7)
At this point enters statistical mechanics. For the canonical ensemble, the distribution
of states follows the Boltzmann distribution,
N(o) ∝ exp(−βU(o)), (2.8)
where U(o) is the potential energy of microstate o (assuming independence of velocities
and spatial coordinates), and we arrive at a condition on the acceptance probabilities,
acc(o→ n)
acc(n→ o) =
N(n)
N(o) = exp(−β(U(n)− U(o))). (2.9)
A definition of the acceptance probability that satisfies this relation is,
acc(o→ n) =

1 for U(o) > U(n)
exp(−β(U(n)− U(o))) otherwise
(2.10)
For other statistical ensembles, the acceptance probability is determined by the dis-
tribution function appropriate to that ensemble, but the idea is the same.
The Metropolis algorithm can be implemented practically in the following way.
We start by moving a randomly chosen particle a uniform random displacement along
each of the coordinate axes. In passing we note that selecting particles sequentially
breaks the detailed balance condition explicit in Eq. 2.6. The maximum displacement
that the particle can move is δrmax in either x and y. The new position of the particle
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(ζnew) is determined by Eq. 2.11 [1, 2],
ζnew = ζold + (2.0 ∗ rand − 1.0) ∗ δrmax, (2.11)
where ζ = x, y and z and rand is a uniform random number on (0,1). We then
calculate the total interaction energy of the system for both cases, before moving the
particle (Vi) and after moving the particle (Vf ). If (δVfi = Vf − Vi ≤ 0), we accept
the first particle move. But if (δVfi > 0), the move is accepted with a probability
exp(−β δVfi). The exp(−β δVfi) quantity is the Boltzmann factor of the energy
difference, which has a value in the range (0, 1). We simply compare the Boltzmann
factor with rand, and then we accept the move if exp(−β δVfi) > rand, otherwise we
reject the move.
If the particle move is accepted, we then update the particle configuration to
include the new position of the particle (xi = o, xi+1 = n), but if the move is rejected
we recover the previous configuration (xi = o, xi+1 = o). In the SSSW model, we deal
with a system of hard particles, thus any attempted move that generates an overlap
will be rejected and no energy criterion need be tested. By repeating this method
millions of times on average per particle, the system is driven from the initial non-
equilibrium state to steady state where it samples states according to an equilibrium
distribution, i.e., it achieves the equilibrium macrostate.
The parameter δrmax, which determines the maximum displacement of particle
moves, should be an adjustable parameter during the simulation. If this parameter
is too small, phase space will be explored slowly, even if most particle moves are
accepted. Alternatively, if δrmax is too large, most of the moves will be rejected and
again the phase space will be explored slowly. Therefore, δrmax is typically adjusted
during the simulation so that about half the moves are accepted. In principle, allowing
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δrmax to fluctuate breaks detailed balance by violating Eq. 2.6 and so it is better to
fix δrmax once equilibrium is reached. In practice, this is not a large concern since
δrmax itself equilibrates to a (nearly) constant value.
2.2 Free Energy Techniques
Several computer simulation techniques can be used to study phase behaviour of a
particular system. Determining which technique is required to be used depends on the
character of the phase transition. For example, techniques used to study first order
transitions are different from those used to study second order transitions. In this
section, we will focus on the techniques required to study a first order transition and
to determine the coexistence curve between two different phases. These techniques are
mainly based on free energy calculations. The necessity of developing these techniques
is that the free energy can not be measured directly from simulation, because it is not
an average of functions of the phase space coordinates. Instead it is related to the
volume of the phase space and therefore related directly to the partition function [2].
2.2.1 Thermodynamic Integration
To compute the free energy for a particular system at a given T and V , we should
link the system by a reversible path at constant T and V to a system of known free
energy. The change in the free energy along the path can be calculated by generalized
thermodynamic integration [2]. Some examples on systems with known free energies
are the ideal gas and Einstein crystal.
To find the free energy for a liquid, we link the liquid to the ideal gas by the fact
that above the liquid-gas critical point the free energy of the liquid (fluid, technically)
approaches that of the ideal gas as density approaches zero. Once this identification
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is made, we can use the relation,
P = −
(
∂F
∂V
)
NT
, (2.12)
to find Helmholtz free energy difference between state points along an isotherm. In
other words, we can integrate the equation of state P (ρ) from very low density, where
the system behaves as an ideal gas, to arbitrary density, in order to find the Helmholtz
free energy per particle of the liquid [2],
βf(ρ) = βfid(ρ) + β
∫ ρ
0
dρ′
(
P (ρ′)− ρ′kBT
ρ′2
)
, (2.13)
where fid is the Helmholtz free energy of the ideal gas per particle and the numerator
in the integrand represents the excess pressure. When performing this integration, it
is important that the integration path does not cross a first order transition. If the
starting and ending points of the integration are separated by a first order transition,
the integration is done in two steps along a path that avoids the transition by passing
beyond the critical point. First we integrate at T well above the critical temperature,
and second the system is cooled at constant density to the desired temperature. The
change in free energy in the second step is [2],
β2f(T2) = β1f(T1) +
1
N
∫ T2
T1
d(1/T )E(V, T ), (2.14)
where βα = 1/(kBTα) and E(V, T ) is the total energy.
2.2.2 Frenkel-Ladd Method
For the solid phase, we link the solid to the Einstein crystal, where all atoms are
coupled harmonically to their lattice sites. Calculating the free energy of a solid is
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not as simple as the case of a liquid. A few techniques can be used to calculate the
free energy for a solid, but in this thesis we will discuss only one technique, which is
the Frenkel-Ladd Method.
This technique is well-explained in Chs. 7 and 10 of Ref [2], and the steps of the
algorithm are detailed in Ch. 3 of this thesis. Here, we simply recount a few back-
ground ideas, primarily related to the generalization of thermodynamic integration,
where state points differ not in their pressure or temperature, but in the value of a
parameter that controls the interaction potential governing the system.
For example, we can define a potential energy,
Uλ = Uref + λ (Utarget − Uref) , (2.15)
where λ is a parameter that continuously transforms the system from a reference
system (λ = 0), for which the free energy is known, to the target system (λ = 1)
for which the free energy is being calculated. Through the fundamental theorem of
calculus, the Helmholtz free energy difference between target and reference systems
can be written as,
∆F = Ftarget − Fref = F (λ = 1)− F (λ = 0) =
∫ 1
0
dλ
(
∂F (λ)
∂λ
)
N,V,T
. (2.16)
The trick is to write the derivative of F with respect to λ in terms of quantities one
can obtain in simulation. This can be accomplished by first writing down an extended
partition function based on U(λ),
Q(N, V, T, λ) = 1Λ3NN !
∫
d~rN exp [−βU(λ)], (2.17)
where Λ is the thermal wavelength, and hence F (λ) = −β−1 lnQ(N, V, T, λ). The
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desired derivative then follows via,
(
∂F (λ)
∂λ
)
N,V,T
= − 1
βQ(N, V, T, λ)
∂Q(N, V, T, λ)
∂λ
(2.18)
=
∫
d~rN ∂U(λ)
∂λ
exp [−βU(λ)]∫
d~rN exp [−βU(λ)]
=
〈
∂U(λ)
∂λ
〉
λ
= 〈Utarget − Uref〉λ .
To calculate the last quantity, one first generates an ensemble of configurations using
the interaction potential implicit in Eq. 2.15 at a particular value of λ. Then for each
configuration, one calculates the potential energy according to the target interaction
and again according to the reference interaction. The average of this difference is
equal to the integrand in Eq. 2.16 and one obtains,
Ftarget(N, V, T ) = Fref(N, V, T ) +
∫ 1
0
dλ 〈Utarget − Uref〉λ . (2.19)
While the above provides a general framework for this type of free energy calcula-
tion, hard particles present an added difficulty in that it is problematic to continuously
switch off the infinite hard core repulsion. Instead of using a potential as in Eq. 2.15,
one defines,
Uλ = U(~rN) + λ
N∑
i=1
(~ri − ~r0,i)2, (2.20)
where ~ri is the position of particle i and ~r0,i is its ideal lattice position, and U(~rN)
is the original (SSSW) potential. This U(λ) results in a method based on tracking
the average value of the mean-square displacement as a function of λ. Instead of
integrating from λ = 0 to 1 (there is nothing special about λ = 1), one needs to
obtain data until the system exhibits ideal harmonic behaviour at sufficiently high λ.
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2.2.3 Gibbs Ensemble
One way to locate the coexistence point between two phases is to perform a direct
NV T simulation at the right value of V and T . At equilibrium, the system will
separate into two regions, one for each phase. To obtain an accurate location of the
coexistence point, we should consider a big system to decrease the ratio of interface
particles, but this way will be computationally expensive. In the case of liquid-gas
or liquid-liquid equilibria, we can apply the Gibbs Ensemble method, devised by
Panagiotopoulos [10], to study the coexistence.
As mentioned before, the conditions of coexistence are that the T , P , and µ of
the two phases should be the same. In the Gibbs ensemble method, we initialize
the system in two separated boxes (without the presence of an interface), where the
total number of particles and the total volume of the two subsystems are fixed. To
achieve the coexistence conditions, we perform three different kinds of trial MC moves.
First, particle displacement within each subsystem, second, volume fluctuations of the
two subsystems, and third, transferring particles between the two subsystems. As the
system evolves, the two subsystems will each tend to a single phase. The free exchange
of V and N between subsystems results in mechanical and chemical equilibration, i.e.,
both subsystems will have the same P and µ, although neither of them are known. The
phases will be at the same (specified) T and will exist at the different (coexistence)
densities.
Having determined the coexistence densities as a function of T with the Gibbs
ensemble, we can determine the coexistence pressure using the virtual volume method
of Haresmiadis et al [11]. In this method, we simulate the gas and liquid in two
independent MC NV T simulations at a given T and at their respective coexistence
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densities. The pressure can be derived from,
P = −
(
∂F
∂V
)
N,T
. (2.21)
For a small volume change from V to V ′, P can be written as,
P ≈ −
(
∆F
∆V
)
= kBT∆V ln
(
QV ′
QV
)
(2.22)
where we have used the relation F = −kBT lnQV , ∆V = V ′ − V , and Q is the
partition function for the canonical ensemble given by,
Q =
∫ V N
Λ3NN ! exp (−βUV )dr
N , (2.23)
where the integration is over dimensionless particle coordinates that have been rescaled
by the box length, and this accounts for the “extra” factor of V N . The pressure can
then be expressed as,
P = kBT∆V ln
∫ V ′NΛ3NN ! exp(−βUV ′)dr∫ V N
Λ3NN ! exp(−βUV )dr

= kBT∆V ln
〈(V ′
V
)N
exp (−β∆U)
〉 , (2.24)
where ∆U is the potential energy difference between a configuration with particle
coordinates isotropically rescaled to accommodate the virtual volume V ′ and the un-
altered configuration with original volume V and 〈. . . 〉 indicates an ensemble average.
Close to the critical temperature (TC), coexistence is no longer clearly observed
in the simulations because the free energy associated with the formation of the liquid-
vapor interface becomes vanishingly small [12]. To determine the critical temperature,
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we fit the density difference of the two coexisting phases to a scaling law [2,13,14],
ρl − ρg = A|T − TC |βc , (2.25)
where ρl and ρg are the coexistence liquid and gas densities respectively. βC is a critical
exponent and for 2D systems βC = 0.125 and A is a fit constant. The critical density
(ρC) is determined by fitting our results to the law of rectilinear diameters [2,13,14],
ρl + ρg
2 = ρC +B|T − TC |, (2.26)
where B is a fit constant, and TC is used from the fit in Eq. 2.25. The critical
pressure PC is determined by fitting the gas pressure curve to the Clausius-Clapeyron
equation [14,15],
lnP = C + D
T
, (2.27)
where C and D are fit constants.
2.2.4 Gibbs-Duhem Integration
After locating a single coexistence point between two phases at specific T and P ,
we then can trace the rest of the coexistence curve without any further free energy
calculations. The method for achieving this goal was developed by Kofke, who refers
to his method as Gibbs-Duhem integration [12, 16, 17]. To illustrate the derivation
and the usage of this method, we start by the following relation,
dµ = −sdT + vdP, (2.28)
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where s and v are the entropy per particle and volume per particle, respectively. Two
phases I and II can coexist when their T , P , and µ are the same. If we give both T
and P a small deviation, then the difference in the chemical potential can be written
as,
dµII − dµI = −(sII − sI)dT + (vII − vI)dP. (2.29)
At any point on the coexistence curve, dµII−dµI = 0 must be satisfied, and therefore
we can write Eq. 2.29 as the well-known Clausius-Clapeyron relation,
dP
dT
= sII − sI
vII − vI =
∆s
∆v =
∆h
T∆v , (2.30)
where h is the enthalpy per particle, and here we have used the relation dh = Tds,
because enthalpy is much easier to calculate than entropy. To implement this method,
we run two independent simulations, one for phase I and another for phase II, at
coexistence T and P . From the output of the two simulations, we can calculate the
right hand side of Eq. 2.30, and by integration we can locate another coexistence point
on the curve. We carry out the integration using a second-order predictor-corrector
method [18,19].
2.2.5 Hamiltonian Gibbs-Duhem Integration
When applying a small perturbation to the interaction potential, the location of a co-
existence point will change slightly. To determine the new location of the coexistence
point, we implement Hamiltonian Gibbs-Duhem integration. This type of integra-
tion is also a thermodynamic integration, and therefore we have to use a coupling
parameter λ to switch between the original potential (UA) and the perturbed one
(UB) [20, 21],
U(λ) = (1− λ)UA + λUB. (2.31)
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When λ = 0, we recover UA and when λ = 1 we switch the potential to UB. To
explain the theory and the implementation of this method, we start by relation 2.28
for two phases I and II,
dµII − dµI = −(sII − sI)dT + (vII − vI)dP +
(
δUII
δλ
− δUI
δλ
)
dλ. (2.32)
The last term represents the change in the chemical potential due to the change in the
potential energy. To simplify the method, we fix either T or P . In the following, we
assume T is fixed and we take into consideration that dµII−dµI = 0 at coexistence [20,
21],
dP
dλ
∣∣∣∣∣
T
= −〈δUII/δλ〉NPTλ − 〈δUI/δλ〉NPTλ
vII − vI (2.33)
= −〈UB − UA〉
II
NPTλ − 〈UB − UA〉INPTλ
vII − vI (2.34)
where 〈. . . 〉NPTλ indicates an average in the NPT ensemble when the system is gov-
erned by U(λ). In a similar way, the differential equation when P is constant will
be [20, 21],
dT
dλ
∣∣∣∣∣
P
= T 〈UB − UA〉
II
NPTλ − 〈UB − UA〉INPTλ
hII − hI . (2.35)
To implement the method, we start by two independent simulations, one for each
phase, at λ = 0. We then calculate the R.H.S of Eq. 2.34 or Eq. 2.35 from the output
of the two simulations. By integration we can determine the new coexistence point
for the potential UB at λ = 1. In this thesis, we switch from λ = 0 to λ = 1 gradually
by choosing δλ = 0.1. Here also, we carry out the integration using a second-order
predictor-corrector method [18,19].
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2.2.6 Umbrella Sampling
Umbrella sampling is a method used in simulation to improve sampling of systems
that suffer from poor sampling [2, 22]. In particular, we use umbrella sampling in
systems that have a large energy barrier that separates two regions of configurational
space. This gives a low probability to overcoming the energy barrier and to sample
the two configurational spaces. With umbrella sampling we add a constraint potential
Uc,
Uc =
k
2(ρ− ρ0)
2 (2.36)
to the pair potential energy U . The biasing potential will force a given simulation to
sample densities in the vicinity of ρ0. k is a constant that controls the range of sampled
densities. We implement umbrella sampling within NPT simulations in different
windows with equally spaced values of ρ0. We obtain the probability distribution Pr(ρ)
by converting the constrained ensemble Prc(ρ) via exp [βUc(ρ)]Prc(ρ). We determine
the pieces of conditional Gibbs free energy (∆G(T, P ; ρ)) for each window via,
∆G(T, P ; ρ) = −kBT ln[Pr(ρ)]. (2.37)
We combine and shift all the pieces to produce a smooth ∆G(T, P ; ρ) for the entire
density range. The values of P and T chosen to perform the umbrella sampling might
be not exactly at the coexistence conditions, which produces a free energy curve with
unequal weight. To precisely locate the coexistence pressure (P ′), we apply a pressure
shift ∆P to reweight the ∆G(T, P ; ρ),
β∆G(T, P ′; ρ) = β∆G(T, P0; ρ) +
Nβ∆P
ρ
+ c, (2.38)
where c is a constant related to normalization, and P ′ = P0 + ∆P , where P0 is the
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original coexistence pressure at which the constrained simulations are performed.
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Chapter 3
Phase diagram of a
two-dimensional system with
anomalous liquid properties
Reproduced with permission from Ahmad M. Almudallal, Ivan Saika-Voivod and
Sergey V. Buldyrev, J. Chem. Phys. 137:034507/1-10. Copyright 2012, American
Institute of Physics Publishing LLC.
3.1 Abstract
Using Monte Carlo simulation techniques, we calculate the phase diagram for a square
shoulder-square well potential in two dimensions that has been previously shown to
exhibit liquid anomalies consistent with a metastable liquid-liquid critical point. We
consider the liquid, gas and five crystal phases, and find that all the melting lines
are first order, despite a small range of metastability. One melting line exhibits a
temperature maximum, as well as a pressure maximum that implies inverse melting
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over a small range in pressure.
3.2 Introduction
Core-softened potentials were first used by Stell, Hemmer and coworkers in a lattice
gas system to discuss the isostructural solid-solid phase transition that ends in a
second critical point [1–3]. Core-softened potentials were also used to study single-
component systems in a liquid state, such as liquid metals [4–11]. They have been
also used to study liquid anomalies in 1D [12–14] and 2D [15–18]. Calculations in
Ref. [19,20] show that a core-softened potential can be considered as a realistic first-
order approximation for the real interaction between water molecules resulting from
averaging over the angular part.
Interest in the study of liquid-liquid (L-L) phase transitions in single component
systems grew dramatically after such a transition and accompanying critical point
were proposed for water as an explanation for its anomalous properties [21]. Various
studies have been done to understand the L-L phase transition and associated phe-
nomena. Some of these studies focussed on the “two-liquid” model to explain liquid
properties [22–24]. Other studies were based on using anisotropic potentials [25, 26].
Franzese et al. showed that the liquid-liquid phase transition and accompanying criti-
cal point can also arise from a shoulder-like potential with two characteristic distances
(hard-core and soft-core) [27]. In this work, the authors reported in 3D molecular dy-
namics (MD) simulations the existence of two liquid phases, the low-density liquid
phase and the high-density liquid phase, and showed that these two phases can occur
in the system with no density anomaly. On the other hand, 2D simulation studies
reproduce the density anomaly but no second critical point [13]. For a review of un-
usual behavior of isotropic potentials with two energy scales in 2D, see Ref. [28]. In
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general, the phase behavior of 2D systems is richer than that of 3D systems, with
crystallization able to proceed through a hexatic phase [29], or even through a less
well understood way when long-range repulsions are present [30].
Gibson and Wilding [31] studied a family of ramp potentials [16] for which the
L-L critical point systematically moved from a stable position in the phase diagram
to a metastable one. Ryzhov and Stishov [32] tracked the change of the L-L transition
line as a function of the width of the shoulder in a square shoulder potential. A fuller
examination of the phase behavior of the square shoulder potential [33, 34] placed
the liquid anomalies in the context of the crystal phases and gave emphasis to the
“quasi binary mixture” nature of the system at low temperature (which allows for an
“amorphous gap” of increased liquid stability between crystal structures as a function
of density). Lattice models have also played a role in gaining basic insight into the
mechanism of the L-L transition and associated liquid state anomalies [35, 36], and
are more amenable to analytic treatments [37, 38].
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Figure 3.1: The pair potential used in this study is an isotropic step potential with
hard-core diameter σ. b =
√
2σ is the soft-core distance, and c =
√
3σ is the attractive
distance limit. r is the distance between two particles and  is the bond energy.
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Scala and coworkers [18] carried out MD simulations in 2D of the square-shoulder
square-well (SSSW) potential shown in Fig. 3.1 to study liquid anomalies. Buldyrev
et al [39] continued with the SSSW model in 2D and 3D in order to study liquid-liquid
phase transitions. For the 2D system, they produced a phase diagram showing liquid
anomalies in relation to approximate crystallization lines for a range in pressure P
and temperature T near a potential L-L critical point. Their phase diagram shows the
gas-liquid coexistence curve and crystallization lines for a low density triangular and
higher density square crystal. It also shows the first critical point and the hypothetical
position of the second critical point, which coincides with the crossing of the two
crystallization lines. Thus, unavoidable crystallization renders the L-L critical point
not directly observable, or obscured. Their crystallization lines were determined from
examining the behavior of the pressure, structure and dynamics along isochores. They
are estimates of the limit of liquid stability, or rather the limit of metastability, with
respect to the crystal, rather than thermodynamically determined coexistence lines.
As the system is two-dimensional, the nature of the crystallization transition is also
under question, in so far that in two dimensions, crystallization can proceed in a
continuous way via a hexatic phase rather than through a first-order phase transition.
In the present work, we carry out free energy calculations, based primarily on
Monte Carlo (MC) simulation, to determine the coexistence conditions between the
liquid and crystal phases for a wide range of P and T , including the smaller range
presented in Ref. [39]. In doing so, we find two low density crystal phases not pre-
viously reported for the model. We find that all the transitions are at least weakly
first-order. The crystallization lines reported in Ref. [39] are below our calculated
melting lines. Additionally, the square crystal shows a maximum temperature in its
melting curve, as well as a maximum in pressure. Thus, the present model is a useful
one for studying the rare phenomenon of inverse melting, in which the liquid may
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freeze to the crystal upon heating.
This paper is organized as follows. In Section II, we discuss all the free energy
and computer simulation techniques used in carrying out this work. In section III, we
show our results. In Section IV we present a discussion and we give our conclusions
in Section V.
3.3 Methods
3.3.1 Model and simulations
The model we study is the step pair potential shown in Fig. 3.1. As we are carrying
out our studies in two dimensions, the model describes disks with a hard-core diameter
σ and an attractive well extending out to a radial distance of c =
√
3σ. The attractive
well itself contains a shoulder, with a pair interaction energy of −/2 for σ < r < b and
energy of − for b < r < c. The parameter b was originally chosen to be √2σ so that
there would exist a low density triangular (LDT) phase and a higher density square
(S) phase with the same potential energy per particle of −3, i.e. two energetically
degenerate phases of well separated densities [39]. The idea behind this was to allow
for distinct liquid states, one based on square packing and the other on the more open
triangular packing, in analogy to what is thought to be the case for water. At high
pressure the system ultimately must form the close-packed triangular phase (HDT),
with potential energy per particle of −1.5. We find two additional crystals, phases A
and Z, with per particle energies −3.25 and −3.5, respectively. The various crystal
phases are depicted in Fig. 3.2. Our goal is to calculate coexistence lines between the
five crystal phases, the liquid (L) and the gas (G).
The liquid-state properties of the model were extensively studied in Ref. [39] using
discrete MD simulation. The S and LDT crystallization lines were determined in that
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work from pressure isochores and from direct observation of crystal-like structural and
dynamical behavior. Here, we calculate the crystal coexistence lines using free energy
techniques that employ for the most part MC simulations performed at constant
particle number N , P and T , i.e., in the NPT ensemble [40]. Depending on the
phase, the pressure is kept constant by changing the volume isotropically (for L, S,
HDT and LDT), by allowing rectangular dimensions of the simulation cell to change
length independently while maintaining a right angle (for A and Z), or by allowing the
angle to change as well (as a check for all phases). The system sizes and box shapes are
as follows: (L) N = 1020 and 986, square box; (S) N = 1024 square box, and N = 992
with rectangular box Ly = 32Lx/31; (HDT and LDT) N = 986, Ly = 17
√
3Lx/29;
(A) N = 952, Ly = 28(sin 12◦ + 1)Lx/(34 cos 12◦) initially; (Z) N = 968, square
box initially. The different box shapes (and hence number of particles) are used as
consistency checks, and indeed we do not detect any difference in the results based
on the particular choice used.
3.3.2 Solid-liquid and solid-solid coexistence
First-order transition lines can be determined using a method developed by Kofke
to trace coexistence curves [41, 42]. Kofke refers to his method as Gibbs-Duhem
integration, and it is based on the Clapeyron equation which describes the temperature
dependence of the pressure at which two phases coexist,
dP
dT
= ∆s∆v =
∆h
T∆v , (3.1)
where ∆s is the molar entropy difference, ∆h is the molar enthalpy difference and
∆v is the molar volume difference between the two coexisting phases. Tracing the
coexistence curve requires that one point on the coexistence curve be known and
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Figure 3.2: Illustration of the phases modelled: (a) the liquid (L), here shown as a
small portion of a simulation in which distinct local packing environments are visible,
(b) the square crystal (S), (c) the low-density triangular crystal (LDT), (d) the high-
density triangular crystal (HDT), (e) the A crystal and (f) the Z crystal. Line segments
for the crystal phases indicate a bond with energy − and a dashed line segment one
with energy −/2.
then the rest of the curve can be found by integration of Eq. 3.1, in particular using
the enthalpy since it is much easier to calculate than the entropy. We carry out the
integration using a second-order predictor-corrector method [43,44].
To obtain the first coexistence point between the liquid and the S crystal, we first
determine the respective equations of state along an isotherm by carrying out several
NPT simulations. We choose kBT/ = 0.55 so that we are above the L-G critical
temperature, where kB is the Boltzmann constant. Once the equations of state are
known, we calculate the chemical potential µ for each phase as a function of number
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density ρ by integrating the pressure via [40,45],
βµ(ρ) = βf(ρ∗) + β
∫ ρ
ρ∗
P (ρ′)
ρ′2
dρ′ + βP
ρ
, (3.2)
where β = (kBT )−1 and f is the Helmholtz free energy per particle calculated at a
reference number density ρ∗.
To carry out the integration, we fit the liquid isotherm to Eq. 3.3 and the solid
isotherm to Eq. 3.4 [46, 47],
βP = ρ1− alρ + bl
(
ρ
1− alρ
)2
+ cl
(
ρ
1− alρ
)3
, (3.3)
βP = asρ2 + bsρ+ cs, (3.4)
where al,s, bl,s, and cl,s are the fit parameters. Integration of Eq. 3.3 from zero
to a density of interest yields the chemical potential of liquid, as given in Eq. 3.5.
Similarly, integration of Eq. 3.4 from a reference density to the density of interest
yields the chemical potential of solid, as given in Eq. 3.6 [46, 47],
βµl(ρ) = ln
(
ρΛ2
1− alρ
)
+ bl/al − cl/a
2
l + 1
1− alρ
+ cl/2a
2
l + blρ
(1− alρ)2 +
clρ
2
(1− alρ)3
− (bl/al − cl/2a2l + 1), (3.5)
βµs(ρ) = 2asρ+ bs[ln(ρ) + 1]
− [asρ∗ + bs ln(ρ∗)− cs/ρ∗]
+ βf ex(ρ∗) + ln(Λ2ρ∗)− 1, (3.6)
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where Λ = h/
√
(2pimkBT ) is the de Broglie thermal wavelength, where it is assumed
to equal unity since it plays no rule in locating the coexistence pressure (along an
isotherm). f ex(ρ∗) is the excess Helmholtz free energy per particle calculated at ρ∗.
For the liquid, Eq. 3.3 provides a good fit only up to ρ ≈ 0.1, and so from ρ = 0 to
ρ∗l = 0.09418 we use Eq. 3.5, and then integrate Eq. 3.2 numerically, using different
interpolation orders to estimate uncertainty. The equations of state for the liquid and
the S crystal are shown in Fig. 3.3.
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Figure 3.3: Equations of state of the liquid (circles) and S crystal (diamonds) at
kBT/ = 0.55. The curves show fits according to Eqs. 3.3 and 3.4, with al =
−0.457818, bl = −9.18372, and cl = 33.4007 for the liquid (inset) and as = 479.035,
bs = −686.583, and cs = 246.067 for the crystal.
We calculate the crystal reference Helmholtz free energy using the Frenkel-Ladd
method [48]. In this method, a harmonic potential is added to the original system to
define a new system potential energy,
Uλ = U(~rN) + λ
N∑
i=1
(~ri − ~r0,i)2, (3.7)
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where ~ri is the position of particle i and ~r0,i is its ideal lattice position, and U(~rN) is
the unaltered system potential energy. Uλ is such that at coupling parameter λ = 0
the original model is recovered and for sufficiently large λ, the system behaves as
an ideal Einstein crystal. A thermodynamic integration at a particular T and ρ is
carried along λ to determine the Helmholtz free energy difference between the Einstein
crystal and the original model. The excess free energy per particle for the model is
then expressed as [40],
βf ex = βfEin +
β∆FCM
N
+ ln(ρ
∗)
N
− d2N ln(N)
− d2N ln
(
βλmaxm
2pi
)
− βf id, (3.8)
where d = 2 is the dimensionality of the system, m = 1 is the mass of the particle. The
first term in Eq. 3.8 represents the free energy of the ideal (non-interacting) Einstein
crystal, which is equal to,
βfEin =
βU(~rN0 )
N
− d2 ln
(
pi
βλmax
)
, (3.9)
where U(~rN0 ) is the potential energy of the crystal when all the atoms are at their ideal
lattice positions. λmax is chosen such that, for λ larger than λmax, the mean-squared
displacement 〈δr2〉λ ≡ 〈(~ri − ~r0,i)2〉λ, where 〈. . . 〉λ indicates an ensemble average, for
a system with fixed center of mass follows the following analytical expression,
〈δr2〉Eins,λ = N − 1
N
1
βλ
. (3.10)
The second term in Eq. 3.8 represents the free energy difference between the solid
and the Einstein crystal, and can be calculated by integrating the mean-squared
displacement obtained from simulations carried out with a fixed center of mass as
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follows [40,49],
∆FCM
N
=
∫ λmax
0
〈δr2〉λdλ. (3.11)
This integration can be understood as gradually switching on the coupling parameter
to transform the solid into an Einstein crystal. For better accuracy, this integral can
be transformed to [40],
∆FCM
N
=
∫ ln(λmax+c)
ln(c)
d[ln(λ+ c)](λ+ c)〈δr2〉λ, (3.12)
where c is a constant chosen to be 1 in this work. The integrand is shown in Fig. 3.4,
along with the curve for the ideal solid. We choose ln (λmax + 1) = 6.909, checking that
using higher values yields no appreciable change in the final result. The integration
is carried out using interpolations of different order in order to estimate uncertainty.
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Figure 3.4: The mean-squared displacement transformed by Eq. 3.12 as a function of
coupling parameter λ calculated by computer simulation (solid curve is a guide to the
eye). Dashed line is the theoretical value given by Eq. 3.10.
The third, fourth and fifth terms in Eq. 3.8 correspond to the difference between
the constrained (fixed center of mass) and unconstrained (non-fixed center of mass)
60
solids. The last term in Eq. 3.8 is the free energy of the ideal gas per particle, which
is given by,
βfid = ln(ρ)− 1 + ln(2piN)2N . (3.13)
Once the chemical potentials of the two phases are known, the coexistence point
can be obtained from the intersection of the two chemical potential curves [46,47].
µl(ρ) and µs(ρ) are used together with the equations of state to plot the chemical
potentials of the two phases as functions of pressure, as we do in Fig. 3.5. It is
immediately apparent that µ(P ) has nearly the same slope for both phases, and hence
the location of the crossing is sensitive to errors in the various calculated quantities
used to determine the curves. We note that the equations of state are determined only
to the point where the metastable phase does not easily transform to the other phase.
It is somewhat surprising that at the P for which either phase becomes unstable,
βPσ2 ∼ 3.49 for S and βPσ2 ∼ 4.09 for L, the difference in chemical potential is very
small, on the order of |β∆µ| ∼ 0.01. In the context of this work, we consider a phase
as being unstable when the time to transformation is very short, i.e. the phase does
not maintain metastability long enough to obtain precise average properties.
As a check on the L-S coexistence conditions at kBT/ = 0.55, we perform an
NV T (canonical ensemble) simulation with 10,000 particles initially placed on a
square lattice with ρσ2 = 0.786567, the ρ at which the system is expected to phase
separate into L and S with equal numbers of particles in each phase, based on liquid
and S coexistence densities of ρl = 0.7677 and ρx = 0.8064, respectively. Fig. 3.6
shows a snapshot after running for 2× 107 MC steps per particle, with dark symbols
identifying particles belonging to the S phase [50–53]. Averaging over the last 5× 106
MC steps per particle, the fraction of particles belonging to the S phase is 0.51.
The above procedure is repeated (at lower T ) for the other crystal phases to
determine crystal-crystal coexistence lines. For two crystals, the slopes of µ(P ) are
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Figure 3.5: Determination of a coexistence P between the L and S phases at kBT/ =
0.55. Panel (a) shows the chemical potential isotherms for the liquid (solid curve) and
the square crystal (dashed curve). Inset shows a close-up of the crossing. In panel
(b) we show the difference in chemical potential ∆µ between the two phases over the
entire range of P for which the equations of state overlap, with dashed lines indicating
upper and lower uncertainty estimates.
generally quite different, which makes it easier to pinpoint the coexistence P . Simi-
larly, at T less than the L-G critical temperature, the procedure is repeated to find
crystal sublimation lines after determining the equation of state for the gas.
For the L-LDT melting line, we must additionally perform an integration of the
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Figure 3.6: Snapshot configuration obtained from an NV T simulation for 10,000
particles at kBT/ = 0.55 and ρ = 0.786567. Black symbols represent particles
belonging to the S phase, while grey symbols represent the L phase.
enthalpy H to lower T at a P above the critical pressure in order to avoid the L-G
critical point. Specifically, we first integrate the liquid equation of state at kBT/ =
0.70 using Eq. 3.2 to Pσ2/ = 0.05, and then calculate µ(T ) via [49],
µ(T2, P )
kBT2
= µ(T1, P )
kBT1
−
∫ T2
T1
H(T )
NkBT 2
dT, (3.14)
noting that here, the T dependence of Λ must be taken into account. Equivalently,
this amounts to using the potential energy instead of the thermal energy in calculating
H. For the LDT crystal, the reference free energy is calculated at Pσ2/ = 0.05 after
determining the density at that pressure to be ρσ2 = 0.4780± 0.0015. In Fig. 3.7 we
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show H(T ) for L and LDT as well as the resulting difference in µ between the phases.
We repeat the calculation using the liquid equation of state at kBT/ = 0.55 as a check.
Using the same procedure at kBT/ = 0.70, we carry out an evaluation of the melting
temperature of the S phase at Pσ2/ = 0.15 [Fig. 3.7(c)] and Pσ2/ = 7.00 as a check
on the accuracy of the coexistence line. In the inset of Fig. 3.7(a), we plot H for L and
LDT for a larger system of ∼ 4000 particles, detecting no appreciable difference in
the value of H per particle or range of metastability from the ∼ 1000 particle system.
We similarly detect no differences for the L-S transition when increasing the system
size to 4000 particles (not shown).
3.3.3 L-HDT coexistence
Using the Gibbs-Duhem integration method is not necessary (or possible) for tracing
out the L-HDT melting line at high T , as over a certain range in P the system
can fairly easily sample both states. Thus, to determine the coexistence P along
an isotherm, we first locate a pressure P0 for which we can sample both states with
reasonable statistics, as shown in Fig. 3.8, and determine the conditional Gibbs free
energy from a histogram of the densities sampled during an NPT simulation,
β∆G(T, P0; ρ) = − ln [Pr(ρ)], (3.15)
where Pr(ρ) is the probability density of observing the system at a particular ρ. Here,
we do not normalize our histograms as the normalization merely adds an inconsequen-
tial shift. P0 already provides an estimate of the location of the coexistence pressure.
The conditional free energy shown in Fig. 3.9 (black curve) exhibits a global minimum
at high density (HDT) and a metastable one at low density (liquid). The free energy
barrier between the two states is characteristic of a first order transition. To more
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Figure 3.7: (a) Enthalpy per particle for the liquid (circles) and LDT crystal (di-
amonds) along Pσ2/ = 0.05. Here we have subtracted the ideal gas contribution
to the energy. Inset shows data for a larger system of approximately 4000 particles
(filled symbols). (b) The corresponding chemical potential difference between the L
and LDT phases for the entire range in T of metastability. (c) The chemical potential
difference between the L and S phases at Pσ2/ = 0.15.
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Figure 3.8: Sample time series of the number density near the L-HDT coexistence
curve, with N = 986, kBT/ = 5.0 and P0 = 50.0/σ2. The system samples both the
(lower density) liquid and the HDT crystal.
precisely locate the coexistence pressure, we reweight the histogram by applying a
pressure shift,
β∆G(T, P ′; ρ) = β∆G(T, P0; ρ) +
Nβ∆P
ρ
+ c, (3.16)
where c is a constant related to normalization and ∆P is the pressure shift that brings
the two minima to the same level, as in Fig. 3.9 (red curve). The coexistence pressure
is then equal to P ′ = P0 + ∆P . In practice, the shift we obtain is hardly perceptible
on the scale of our plots, e.g., for the kBT/ = 5.0 case in Fig. 3.9, P0σ2/ = 50.0 and
∆Pσ2/ = −0.135, and for kBT/ = 1.0, P0σ2/ = 14.350 and ∆Pσ2/ = −0.004.
We note that the barrier does grow with decreasing T , and below kBT/ ≈ 0.5,
both phases can stably exist for sufficiently long times in order to perform Gibbs-
Duhem integration. Indeed below this T , it is not feasible to continue with histogram
reweighting without using some biasing potential within the MC simulations.
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Figure 3.9: Conditional Gibbs free energy as a function of ρ. At kBT/ = 5.0 and
a pressure P0 = 50.0/σ2 slightly above coexistence (solid curve, circles), the high
density basin (HDT crystal) has a lower free energy than the low density (liquid)
basin. Through Eq. 3.16, an appropriate shift in the pressure locates the coexistence
pressure, i.e., transforms the P0 curve so that the liquid and HDT minima are at the
same level to within precision of the data (dashed line, squares).
3.3.4 G-L coexistence
The G-L coexistence line can be determined by using the Gibbs ensemble MC method
developed by Panagiotopoulos [54]. The Gibbs ensemble employs two separated sub-
systems (without the presence of an interface), where the total number of particles is
fixed and the total volume (in this case, area) of the two subsystems is also fixed; the
total system as a whole evolves according to the canonical ensemble. The thermo-
dynamic requirements for phase coexistence are that the temperature, pressure, and
chemical potential of the two coexisting phases must be equal and these requirements
can be achieved by performing three different kinds of trial MC moves. First, particle
displacement within each subsystem, second, volume fluctuations of the two subsys-
tems, and third, transferring particles between the two subsystems. The advantage
67
of using the Gibbs ensemble is that the system finds the densities of the coexistence
phases without computing either the pressure or the chemical potential.
Having obtained the coexistence densities at a series of T , the corresponding
coexistence pressures can be estimated by applying the virtual volume change method
of Haresmiadis et al [55]. In this method, we perform separate NV T MC simulations
of both the liquid and the gas at their respective coexistence densities (at a given T ),
and obtain the pressure via,
P = kBT∆V ln
〈(V ′
V
)N
exp (−β∆U)
〉 , (3.17)
where ∆U is the potential energy difference between a configuration with particle
coordinates isotropically rescaled to accommodate a smaller virtual area V ′ and the
unaltered configuration with original area V , where V ′ = V −∆V and ∆V = 0.1σ2.
Both phases give the same pressure to within error.
However, as the temperature approaches the critical temperature TC , G-L coexis-
tence can no longer be discerned in the Gibbs ensemble simulation. Our data for the
G-L coexistence curve from the Gibbs ensemble extend only to kBT/ = 0.50. Be-
yond this T , we extrapolate according to the following procedure. We estimate TC by
fitting the density difference of the two coexisting phases to a scaling law [40,46,56],
ρl − ρg = A|T − TC |βc , (3.18)
where βc is the critical exponent, which is equal to 0.125 for a two-dimensional system,
and A is a constant determined from the fit. To estimate the critical density ρC , we
fit our results to the law of rectilinear diameters [40,46,56],
ρl + ρg
2 = ρC +B|T − TC |, (3.19)
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where B is a constant determined in the fit, and TC is used from the fit in Eq. 3.18. The
critical pressure PC is estimated by fitting the vapor pressure curve to the Clausius-
Clapeyron equation [56],
lnP = C + D
T
, (3.20)
where C and D are constants determined in the fit. PC is then calculated by sub-
stituting TC obtained from Eq. 3.18 in Eq. 3.20. From the fits, we obtain ρCσ2 =
0.263±0.002, kBTC/ = 0.533±0.002 and PCσ2/ = 0.019±0.001. The uncertainties
quoted here are based on uncertainties in the fit parameters and do not reflect any sys-
tematic error associated with the fact that we are extrapolating above kBT/ = 0.50,
the highest T at which we have reliable Gibbs ensemble data.
3.4 Results
Having assembled all of the individual coexistence curves, we present the phase di-
agram in the P -T plane in Fig. 3.10 and in the ρ-T plane in Fig. 3.11. The three
panels of Fig. 3.10 show progressively smaller ranges of P . In Fig. 3.10(b), dashed
lines indicate metastable extensions of coexistence lines into the gas stability field
(i.e., showing the phase diagram in the absence of the gas when there is a metastable
condensed phase). As an aid to interpreting Fig. 3.11, we recall that under conditions
of constant volume, the thermodynamic ground state is not necessarily a single phase,
but is generally composed of two coexisting phases. The bottom panel of Fig. 3.11
shows the phase diagram in the absence of the gas phase.
Fig. 3.10(a) shows a prominent S-L melting line temperature maximum at Pσ2/ =
5.24 ± 0.05 and kBTmax/ = 0.655 ± 0.005. At this point, according to Eq. 3.1, the
molar volumes of the S crystal and liquid are equal. At higher P , the melt is more
dense than the crystal, as in the familiar case of water and hexagonal ice.
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Figure 3.10: Phase diagram of the 2D model in the P -T plane, showing the liquid (L),
gas (G) and crystal phases HDT, S, LDT, A and Z (see Fig. 3.2). The panels show
portions of the phase diagram at (a) high, (b) medium and (c) low P . The liquid-gas
coexistence line terminates at a critical point at kBTc/ = 0.533 and PCσ2/ = 0.0185
(filled circle). Dashed lines in (b) are metastable coexistence lines assuming the
absence of the gas phase. Initial coexistence points, i.e., starting points for Gibbs-
Duhem integration, are indicated by circles, while ×’s show repeated coexistence
calculations done as checks on the Gibbs-Duhem integration.
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Figure 3.11: Phase diagram in the ρ-T plane. (a) The points along the G-L coexistence
lines indicate results from Gibbs ensemble simulations and the large filled orange circle
shows our estimate of the G-L critical point based on an extrapolation described in
the text. Panel (b) shows the phase diagram in the absence of the gas phase. The
filled black circle shows the location of the obscured L-L critical point discussed in
Ref. [39].
An even more exotic feature of the S-L melting line is the pressure maximum
occurring near the HDT-S-L triple point at Pmaxσ2/ = 7.98 ± 0.08 and kBT/ =
0.450±0.003. A close-up of this feature is shown in Fig. 3.12. At this point, according
to Eq. 3.1, the entropy of the S crystal and the liquid are equal, and for lower T along
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the curve, the melt has a lower entropy than the crystal. The presence of the pressure
maximum in the melting curve allows for “inverse melting” [57] in the narrow range
of P between the triple point and the maximum, i.e. isobaric heating of the liquid
results in crystallization.
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Figure 3.12: P-T phase diagram obtained at high pressure, near the L-S-HDT triple
point. The grid of points is obtained from three sets of simulations. Each of L, S and
HDT is used to initialize a simulation set with N = 986, 992 and 986, respectively.
The final phase adopted from each set at each state point is indicated by a symbol: S,
square; HDT, triangle; L, ×. E.g., at low P and high T , both L and HDT transform
to S, while near the triple point, each phase retains metastability.
Given the numerical uncertainties in determining coexistence conditions and trac-
ing out coexistence lines, we carry out a rough check by performing three sets of simu-
lations in the vicinity of the HDT-S-L triple point. Each set is a grid of 121 simulations
for state points marked in Fig. 3.12. For one set, the particles are initially positioned
on the S lattice; for the second set, points are initially on the HDT lattice; high T
liquid state configurations seed the third set of simulations. We run each simulation
for 5 × 107 MC steps per particle, and then indicate with the appropriate symbol in
Fig. 3.12 the phase which the system spontaneously adopts. Potentially, since there
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are three simulations per state point, three symbols may appear, indicating stability
or metastability of all three phases. Near the triple point, the simulations retain the
starting phase, as expected, while deep within a stability field, all sets transform to
the same phase. In this way, we crudely map out the extent of metastability. At
kBT/ = 0.30, metastability of S is enhanced as the dynamics become slow.
It is difficult to directly confirm inverse melting on typical simulation time scales,
as the metastable phase is never far from the coexistence line. We aim to address
this in future work. However, and while this is not a definitive check on the existence
of inverse melting, the tendency for points exhibiting liquid metastability within the
S stability field to track the curvature of the S-L melting line is supportive of the
existence of this phenomenon in the system, i.e., the lowest P point for each T for
which the × and ◦ simultaneously occur roughly form a curve with a maximum in P
that tracks the shape of the S-L coexistence line.
At lower P , we confirm the negative slope of the LDT-L melting line as reported
already in Ref. [39]. Below the LDT-S-L triple point, we find that the new crystal
phases A and Z both have reasonably large stability fields, as shown in Fig. 3.10(b),
and that the LDT crystal, having the lowest density of the crystal phases studied,
occupies a rather small portion of the phase diagram. The A-S transition line is also
negatively sloped, which together with the fact that the A phase has a lower density
than S (see Fig. 3.11), implies through Eq. 3.1 that the entropy of S is larger than
that of A. Indeed, the bonding distances required to form A are rather restrictive
compared to the geometry of S, and this is reflected in the smaller range in ρ for
which A is the single stable phase (again, compared to S). A similar argument holds
when comparing Z to A.
The nature of phases A and Z is somewhat reminiscent of the low density phases
appearing in soft shoulder models [33, 34], in that in both cases the system sacrifices
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entropy in favor of lower energy at low T by effectively increasing the particle size to
the soft diameter. Here, however, the particular low energy bond length allows the
system to form particle geometries that progressively lower the energy. That there
are several low density crystals is also reminiscent of water and silica.
In Ref. [39], the authors locate lines in the P -T plane that demarcate a limit to
observing the liquid, i.e., where crystallization is practically unavoidable. Although
their investigation into this aspect of the model was not exhaustive, the character
of crystallization was possibly suggestive of continuous crystallization seen in other
two dimensional systems. We plot these lines within the appropriate portion of our
calculated phase diagram in Fig. 3.13. We see that the crystallization lines occur
below our calculated first-order melting lines, and therefore occur at conditions for
which there is a gap in crystal and liquid chemical potential. However, this does
merit a closer look at the crystallization process, especially near the apparent limit of
liquid metastability. Also in Fig. 3.13, we plot the location of what might be termed
the obscured L-L critical point at low T that appears to be responsible for the liquid
anomalies reported in Ref. [39], but which is unobservable owing to unavoidable nucle-
ation. Within uncertainty, this obscured critical point falls on the S-LDT coexistence
line.
We estimate the density of the obscured critical point from the pressure isochores
reported in Ref. [39], and plot the location in the ρ-T plane in Fig. 3.11. We see that
it falls within the coexistence region of two crystals of significantly different ρ, S and
LDT. This is similar to the case of, e.g., the TIP4P2005 model of water [58,59] and is
consistent with the idea that L-L phase separation is possible when there is a strong
coupling between energy and density [60].
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Figure 3.13: Comparison of our phase diagram with previously reported system prop-
erties. Red curves are taken from Ref. [39] and represent crystallization lines (+),
locus of temperatures of maximum density along isobars (TMD, circles), pressures of
maximum diffusivity along isotherms (Dmax, diamonds), maxima of isothermal com-
pressibility (KTmax, squares) and G-L coexistence. Also shown are the G-L critical
point (filled red circle) and the obscured L-L critical point (large hashed circle). Dot-
ted lines show pressure along isochores. All other symbols as in Fig. 3.10. We note
that we determine the location of the G-L critical point from an extrapolation of data
above kBT/ = 0.50, while the one reported in Ref. [39] is based on inflection points
of pressure isotherms. The previously reported crystallization lines fall within the
presently calculated crystal stability fields.
3.5 Discussion
We calculate the coexistence temperature (along an isobar) or pressure (along an
isotherm) of two phases by determining the point at which the chemical potential of
those two phases cross, and estimate the uncertainty by accounting for the numerical
error, typically arising from an integration, in evaluating the various terms in, e.g.,
Eq. 3.2, 3.12 and 4.4. The errors mostly result in a constant shift in the curves that,
given the small difference in slopes of µ(P ) or µ(T ) between the liquid and crystal
phases, can lead to a large uncertainty in the crossing. As a check, after calculating the
75
coexistence curve through Gibbs-Duhem integration, for the L-S case for example, we
determine two additional chemical potential crossings along different thermodynamic
paths and the results show good consistency with the Gibbs-Duhem curve. Another
indicator of the quality of the results is the degree to which coexistence lines cross at
the L-S-HDT and L-S-LDT triple points.
Having said this, shifts in the µ(P ) or µ(T ) curves do not affect the slopes, which
show in general the first-order character of the L-S or L-LDT transitions. For a given
phase, we determine µ to the point where it is simple to determine the equilibrium
properties of that phase, i.e., to the point where spontaneous transformation does not
readily occur on the timescale of simulation. We note that for the liquid to crystal
transitions, the chemical potential difference between the liquid and crystal at which
metastability is no longer easily attainable is rather small in comparison to other
studies [61]. Perhaps this is a feature of two-dimensional systems, but nonetheless
implies a very small surface tension if the classical description of nucleation is valid.
The L-LDT and L-S crystallization lines in Ref. [39], as noted earlier, were dy-
namically determined as maximal extents of the liquid’s ability to exist, and we show
here that they indeed occur in the metastable liquid. The loss of liquid metastabil-
ity prevents observing any low and high density liquids that would exist below the
proposed L-L critical point because these limit lines radiate from the critical point
towards higher T . We would like to explore the process of crystallization in this vicin-
ity. If indeed the L-L critical point proposed for this system is obscured by nucleation
induced through critical fluctuations, studying nucleation in the present model may
help better understanding what may be occurring in water [62].
Notably, for the model at higher P , we provide evidence for inverse melting,
arising from a maximum in P in the L-S coexistence line. This phenomenon is rare,
and seeing evidence for it in such a simple system will allow for deeper exploration
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into the basic physics surrounding it.
The freezing of the liquid to the close-packed solid, i.e., the L-HDT transition,
appears to be first-order for all T that we have explored. For our system size, the
free energy barrier between the L and HDT basins with ρ as the order parameter
at kBT/ = 5.0 and P = 50.0/σ2 is just above 1kBT . In the high T limit when
the system should behave as hard disks, Mak [63] and Bernard and Krauth [64] have
provided evidence that the transition should be also first-order. Lowering T , the
barrier grows and reaches a value of ∼ 2.4kBT at a simulation conducted on our
coexistence line at kBT/ = 0.50 and Pσ2/ = 9.5649 with N = 986, thus becoming
more strongly first-order. A careful search for the hexatic phase near the HDT melting
line is very much warranted, particularly at high T , as Bernard and Krauth’s rather
impressive work appears to establish a first-order transition between the liquid and
hexatic (not crystal) phase in hard disks, and that the hexatic phase exists only for
a very narrow range of densities. Our initial search for the hexatic phase through
discrete molecular dynamics simulations at constant P of 65536 particles for kBT/ ≤
5.0 along the HDT melting line, as well as at points near the L-S and L-LDT transition
lines has not yet yielded evidence for the hexatic phase, namely an orientational
correlation function that decays with distance as a power-law with a sufficiently small
exponent [65]. It would seem then, that if it exists, the presence of the hexatic phase
would not affect our phase diagram in a significant way. Interestingly, Bernard and
Krauth did not establish a power-law decay of the orientational correlation function
within the hexatic phase. We hope to report on this more thoroughly in the future.
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3.6 Conclusions
We compute a phase diagram using various free energy techniques of a two-dimensional
SSSW model that has been previously shown to exhibit liquid-state anomalies often
associated with the presence of a metastable L-L critical point [18]. We find two
low-T crystal phases not previously reported. All transitions, including melting lines,
appear to be first-order for our system size of ∼ 1000 particles. Thus, it appears that
the liquid anomalies present in the system do not arise as a result of quasi-continuous
freezing, as has been previously suggested [66]. Previously reported crystallization
lines fall within respective phase stability regions reported here. Interestingly, the
difference in chemical potential between liquid and crystal phases at the limit where
the metastable phase can be readily observed is rather small, β∆µ ∼ 0.01.
The L-S coexistence curve exhibits both a maximum temperature, indicating that
at higher pressure the crystal is less dense than the melt, and a pressure maximum,
which means that inverse melting should occur in a specific pressure range. Given
the scarcity of systems exhibiting inverse melting, the present model presents the
opportunity to study this rare phenomenon in more detail.
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Chapter 4
Inverse melting in a
two-dimensional off-lattice model
Reproduced with permission from Ahmad M. Almudallal, Ivan Saika-Voivod and
Sergey V. Buldyrev, J. Chem. Phys. 140:144505/1-12. Copyright 2014, American
Institute of Physics Publishing LLC.
4.1 Abstract
We carry out computer simulations of a simple, two-dimensional off-lattice model that
exhibits inverse melting. The monodisperse system comprises core-softened disks in-
teracting through a repulsive square shoulder located inside an attractive square well.
By systematically varying the potential parameters, we increase the pressure range
over which the liquid freezes to a crystal upon isobaric heating. The effect is largely
controlled by the extent of the shoulder. Despite occurring in two dimensions, the
melting transition is first order and to a liquid, rather than to a hexatic or quasicrystal
phase. We also provide comment on a commonly employed correlation function used
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to determine the degree of translational ordering in a system.
4.2 Introduction
Inverse melting is the curious phenomenon in which a crystal melts upon isobaric cool-
ing, or equivalently, a liquid freezes upon heating. Only a handful of systems exhibit
this rare behavior [1]. While the effect is inherently fascinating, recent theoretical
work on DNA-coated colloids points to inverse melting as a way to overcome kinetic
trapping at low temperature T , thus providing alternate pathways in the synthesis of
novel materials [2, 3].
Notable examples of materials exhibiting inverse melting are 3He [4] and 4He [5,6],
for which the liquid is stabilized at low T by quantum mechanical effects, and poly-
mers poly(4-methylpentene-1) [7–10] and syndiotactic polystyrene [11]. Motivated by
He and polymers, Feeney and coworkers devised a model that successfully recovers
inverse melting by coupling internal degrees of freedom of a particle with interparticle
interactions [12]. A lattice model for which the ferromagnetic phase receives an ener-
getic penalty but is given a higher degeneracy also recovers inverse melting [13]. Other
cases of inverse melting and behavior similar to it are the nematic to smectic-A tran-
sition achieved upon heating the liquid crystal 4-cyano-4′-octyloxybiphenyl [14]; crys-
tallization of micelles of triblock copolymer PEO-PPO-PEO upon heating, brought
about by an increase in effective packing fraction as T increases [15]; the multi-
component solution of a-cyclodextrine, water, and 4-methylpyridine [16–18] in which
hydrogen bond rearrangements play a role; Nb-Cr alloys, which again are multicom-
ponent solutions; and the melting of the ordered vortex phase in a high-temperature
superconductor [19, 20].
The idea of inverse melting is also linked conceptually to the glass transition. It
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was pointed out by Kauzmann [21] that in many cases, the behaviour of a liquid
cooled progressively below its freezing T extrapolates to the thermodynamically ex-
otic case of the liquid’s entropy becoming lower than that of the crystal. Before this
point is reached, the glass transition, a kinetic phenomenon, intervenes, implicating
entropy as a controlling factor in liquid dynamics. Inverse melting, however, requires
that the crystal have a higher entropy than the liquid’s over a range of thermody-
namic conditions, a conclusion reached upon considering slopes of melting lines in
the pressure (P )-T plane [1]. So while systems exhibiting inverse melting provide a
counter-example to the importance of excess entropy to dynamics, they do provide
the intriguing case in which a crystal may be quenched into a kinetically trapped
metastable state, an ordered version of a glass [22]. Further, one may wish to explore
the possible connection between inverse melting and glassy dynamics achieved upon
heating [23].
What would enhance the current body of work on inverse melting is a simple off-
lattice model that exhibits the phenomenon and is amenable to simulation. Recently,
we reported inverse melting for a double-step potential consisting of a square shoulder
within a square well (SSSW), shown in Fig. 4.1, while calculating the phase diagram
for the model in two dimensions [Fig. 4.2(a)] [24]. The difficulty is that the effect is
very weak, and we did not provide direct evidence for the existence of the phenomenon
to confirm the Monte Carlo-based free energy calculations used to determine phase
boundaries.
In our present study, we tune the parameters of the model in a systematic way
in order to greatly expand the region in the P -T plane over which inverse melting
takes place. Having enlarged the effect, we probe it with complementary techniques,
including event-driven molecular dynamics (EDMD) simulations, to confirm its exis-
tence. EDMD is suitable for simulating step potentials, for which particles experience
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no forces between impulsive collisions or “events”. Since in two dimensions there is
the possibility of continuous melting through a hexatic-type phase we further provide
evidence that the transition is first order between a liquid and crystal. Further, a
quasicrystal phase for a similar potential has been reported [25], but we do not see
such a phase.
The SSSW potential we study here falls into the category of core-softend potentials
introduced by Stell and Hemmer [26,27] as model systems exhibiting multiple fluid or
iso-structural solid transitions and critical points [28, 29]. Such potentials were used
to study liquid metals [30–35], for which experimental evidence exists for novel critical
behaviour [36]. Research into explaining the many anomalous properties of water [37–
40], particularly through a hypothesized second critical point in the deeply metastable
state [41], has also drawn benefit from studies of core-softened potentials [42–56].
The particular model (in two dimensions) we use here was introduced in Ref. [48]
and further studied in Ref. [49]. The model parameters were originally chosen so
that a low density triangular crystal (LDT) and a higher density square crystal (S)
would have the same energy. The competition between these two structures within
the liquid gives rise to anomalous properties, e.g., a line of density maxima. A liquid-
liquid critical point is not observed in this 2D system, perhaps because of lack of
strong metastability of the liquid below the LDT and S melting lines near the triple
point [24]. Given that the model exhibits several anomalies, including two crystals
that are less dense than the melt [24], it is perhaps fitting that it also exhibits inverse
melting.
This paper is organized as follows. In Section II, we discuss the model and the
free energy and computer simulation techniques used in carrying out this work. In
Section III, we give our results, including how potential parameters affect the melting
line of the S crystal, an estimate of the surface tension between liquid and crystal at
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low T coexistence, direct MD simulations showing both metastablity and nucleation
of S and the liquid, as well as structural measures that provide evidence against the
existence of a hexatic-type phase or quasicrystals near the point of inverse melting.
In Section IV we provide a discussion and our conclusions.
4.3 Methods
4.3.1 Model and simulations
The SSSW interaction potential U(r) that we consider in this study is a double-step
potential consisting of a square shoulder and a square well as shown in Fig. 4.1. We
study the potential in two dimensions, in which it describes disks with a hard-core
diameter σ followed by a square shoulder of interaction energy −1 for σ < r < b.
The shoulder is followed by a square well of energy − for b < r < c. As in Ref. [48],
we start with potential parameters 1 = /2, b =
√
2σ, and c =
√
3σ. The three
parameters were originally assigned these values in order to bestow two crystals of
different density, LDT and S, the same potential energy per particle of −3, i.e., to
create two energetically degenerate phases of well separated densities [49]. The idea
behind this is to allow for distinct liquid states, one based on square packing and the
other on the more open triangular lattice, in analogy to what is thought to be the
case for water.
In Ref [24], we used various Monte Carlo simulation techniques to calculate the
phase diagram for the same interaction potential over a wide range of temperature
and pressure, as shown in Fig. 4.2(a), for the liquid (L), gas (G) and five crystal
phases: the close-packed high-density triangular (HDT) crystal, LDT, S, and two
low-T crystals A and Z. Apart from the case of the L-HDT transition at high T ,
the methods used to calculate phase boundaries required metastability of the phases
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concerned, and therefore provided evidence that the transitions are first order.
We also found that the S-L melting line exhibits a maximum temperature, as
well as a maximum pressure that implied inverse melting over a very small range in
pressure. We did not, however, provide any strong direct evidence that the model
exhibits inverse melting. Our goal in the present study is to find potential parameters
1, b and c that significantly increase the range of pressure over which inverse melting
occurs, so that it can be observed more easily.
In this study, our calculations are based on free energy techniques that employ
standard Metropolis MC simulations performed at constant number of particles N ,
P , and T , i.e., in the NPT ensemble [57]. We simulate 1024 particles in a square
box with periodic boundary conditions and we change the box size isotropically to
maintain its square shape. To observe the liquid freeze after increasing T and the
crystal melt upon decreasing T with an independent method, we carry out EDMD
simulations [58–61] of up to 65536 particles.
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Figure 4.1: Square-shoulder square-well potential with hard-core diameter σ and bond
energy  as a function of particle separation r. The original model parameters [48] are
soft-core distance b =
√
2σ, shoulder depth 1 = /2 and limit of attraction c =
√
3σ.
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Figure 4.2: Panel (a) shows the phase diagram of the SSSW potential model with
potential parameters 1 = /2, b =
√
2σ and c =
√
3σ (adapted from Ref. [24]). Panel
(b) is a close-up of the maximum pressure of the L-S line. C1 is the lower melting
point along Pσ2/ = 7.94, from which Gibbs-Duhem integration is carried out to
determine the coexistence line to the higher melting point at the same pressure (blue
dashed curve). The red dashed coexistence curve results from integrating from the
higher melting T back to C1. The error bar indicates shifting of coexistence conditions
arising chiefly from uncertainty in µL. Both C1 and C2 are points on the coexistence
line from which Hamiltonian Gibbs-Duhem integration is carried out to explore the
effect of changing model parameters.
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4.3.2 Square crystal-liquid coexistence
Although we calculated the S melting line for the SSSW model with its original
parameters in Ref. [24] and found good consistency between traces of the coexistence
curve starting at independent initial coexistence points, we wish to recalculate the
curve since the inverse melting effect is so small. Our present approach is to calculate
the chemical potential for both S (µS) and L (µL) as a function of T along Pσ2/ =
7.94, a pressure at which µL(T ) and µS(T ) should cross twice, since this pressure
should be in the middle of the narrow inverse melting pressure range, as shown in
Fig. 4.2(b), and there should be two melting temperatures.
For the S crystal, we calculate a reference excess chemical potential to be βµexS =
7.3699 ± 0.0005 at Pσ2/ = 7.94 and kBT/ = 0.45 [and where β = (kBT )−1], a
T which should fall between the two melting temperatures, using the Frenkel-Ladd
method [24, 62]. This method requires simulations at constant N and ρ, which we
find to be ρ σ2 = 0.907 at this state point, with an uncertainty of ±0.002. The ideal
gas contribution to the chemical potential is βµid = ln Λ2ρ, where Λ is the de Broglie
wavelength.
For the liquid, we determine µL at Pσ2/ = 7.94 and kBT/ = 0.7 using two
thermodynamic paths. First, as in Ref. [24], we integrate the equation of state along
the kBT/ = 0.7 supercritical isotherm after fitting it to a phenomenological fitting
model [63, 64]. Second, as a check and to have a more independent estimate of the
uncertainty, we determine the enthalpy difference between our system and the hard
disk system as modeled by the equation of state [65,66],
P
ρkT
= 1 + η
2/8
(1− η)2 , (4.1)
where η = ρpiσ2/4 is the area packing fraction. It is somewhat straightforward to
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obtain at arbitrary state points both the hard-disk enthalpy HHD = NP/ρ + NkBT
and chemical potential,
µHD(ρ) = fid + P/ρ+ kBT
∫ ρ
0
(
P
ρkBT
− 1
)
dρ
ρ
, (4.2)
where fid = kBT (ln Λ2ρ− 1) is the ideal gas Helmholtz free energy per particle.
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Figure 4.3: The absolute value of the integrand of Eq. 4.3, where the quantity h(T ) =
H(T )/(NkBT 2)×/kB at Pσ2/ = 7.94, and hHD(T ) is the analogous quantity for the
hard disk model. Circles indicate points for which the calculated enthalpy difference
is negative, and indicate the T at which the integrand is essentially noise.
The chemical potential for our system can then be written as,
µL(T0)
kBT0
= µHD(T0)
kBT0
+
∫ T∞
T0
(HHD(T )−H(T ))
NkBT 2
dT, (4.3)
where we have assumed that HHD(T∞) = H(T∞) and used the relation,
µ(T2, P )
kBT2
= µ(T1, P )
kBT1
−
∫ T2
T1
H(P, T )
NkBT 2
dT. (4.4)
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The integrand in Eq. 4.3 is plotted in Fig. 4.3 and we see that beyond kBT/ ≈ 200,
the integrand is essentially noise. We evaluate the integral both directly and with a
change in variable of τ = lnT using different interpolation orders to values of kBT∞/
ranging from 200 to 2000. For the hard disks at kBT0/ = 0.7 and P0σ2/ = 7.94,
βµexHD = 12.855287 (excess chemical potential).
Combining results from the two different thermodynamic routes, we obtain the
excess chemical potential for our liquid at T0 and P0, where the liquid density is
ρσ2 = 0.893± 0.003, to be βµexL = 13.323± 0.006. The uncertainty arises chiefly from
integrations such as the one in Eq. 4.3.
Having obtained a value of the chemical potential at reference temperatures at
Pσ2/ = 7.94 for both L and S, we use Eq. 4.4 to determine the difference in chemical
potential, β∆µ ≡ βµL(T )− βµS(T ) as a function of T , which we plot in Fig. 4.4(a).
The figure shows two T at which crossing of zero occurs, which is required for in-
verse melting to occur. However, given the uncertainties in calculating the chemical
potential and the small value of β∆µ, it is entirely possible that the liquid does not
crystallize along this pressure at all. Therefore, when we amplify the inverse melting
effect below, it is necessary to check the effect by complementary methods.
Fig. 4.4(b) shows the entropy of the crystal becoming increasingly larger than
that of the liquid for T decreasing below kBT/ ≈ 0.45, which is required for crys-
tallization upon heating past the lower of the two coexistence T . Fig. 4.4(c) shows
that the volume contribution to the enthalpy of the crystal in this range also becomes
increasingly larger than the liquid’s as T decreases, which tends to destabilize the
crystal with respect to the liquid. Fig. 4.4(d) shows that the energetic driving force
for phase transformation does not change with T .
Having obtained at P0 two coexistence temperatures Tm1 = 0.400345/kB and
TmHigh = 0.490054/kB, we carry out a Gibbs-Duhem integration [67, 68], as in
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Figure 4.4: Differences in thermodynamic quantities between the L and S phases as
a function of T at Pσ2/ = 7.94, where ∆q ≡ qL − qS for a per particle quantity q.
Quantities considered are (a) chemical potential ∆µ, where a negative value indicates
that the liquid is the stable phase, (b) entropy ∆s, (c) the mechanical contribution
to the enthalpy P ∆v and (d) potential energy ∆u. Below T ≈ 0.39, the S phase no
longer shows appreciable metastability.
Ref. [24], of the Clausius-Clapeyron equation that describes the slope in the P -T
plane of the coexistence line,
dP
dT
= ∆s∆v =
∆h
T∆v , (4.5)
where ∆s is the molar entropy difference, ∆h is the molar enthalpy difference, and ∆v
is the molar volume (area in 2D) difference between the two coexisting phases. To test
the accuracy of the integration, we carry it out twice, starting from the state point
(P0, Tm1), labelled C1 in Fig. 4.2(b), and increasing T until TmHigh, and again from
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(P0, TmHigh) down in temperature. The overlapping results for the coexistence line are
shown in Fig. 4.2(b). The uncertainty in the position of the line is predominantly due
to the uncertainty in calculating the reference entropy of the liquid. An upward shift
of 0.006 (the uncertainty in βµL) in the β∆µ curve shown in Fig. 4.4(a) results in a
certain shift in the melting temperatures along P0. This in turn produces a shift in
the coexistence curve, the extent of which is indicated by the error bar in Fig. 4.2(b).
It is not surprising that there is a small discrepancy between the present results and
those of Ref. [24], given that different thermodynamic paths are used to calculate
initial coexistence conditions and that small values of β∆µ make the calculations
quite sensitive.
4.3.3 Hamiltonian Gibbs-Duhem integration
After determining the coexistence curve that exhibits inverse melting, we use Hamilto-
nian Gibbs-Duhem integration to find the potential parameters (1, b, c) that increase
the range of inverse melting. This technique allows one to find a coexistence point for
a system governed by a potential energy UB starting from a known coexistence point
for the system defined by potential energy UA. The starting point is to introduce a
potential that depends on a coupling parameter λ, which we choose to be [69,70],
U(λ) = λUB + (1− λ)UA. (4.6)
As λ changes from zero to one, the potential continuously transforms from UA to
UB. In our case, UA is determined by the SSSW pair potential using the original
parameters, while UB is given by the SSSW potential with a different set of parameters.
Ref [71] has shown that the generalized Clapeyron equations for two coexisting
phases I and II at constant pressure and temperature can be written as, respectively,
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dT
dλ
∣∣∣∣∣
P
= T 〈∂uII/∂λ〉NPTλ − 〈∂uI/∂λ〉NPTλ
hII − hI (4.7)
dP
dλ
∣∣∣∣∣
T
= −〈∂uII/∂λ〉NPTλ − 〈∂uI/∂λ〉NPTλ
vII − vI (4.8)
where ∂uI/∂λ, given Eq. 4.6, is the quantity UB−UA per particle for phase I, hI is its
per particle enthalpy and vI its per particle volume. Similarly for phase II. 〈.〉NPTλ
indicates an average in the NPT ensemble when the system is governed by U(λ).
In principle, by applying this technique to many coexistence points, one can obtain
the phase diagram of a new model potential starting from a known phase diagram of
another model.
To simplify finding the optimized parameters that can increase the inverse melting,
we implement the Hamiltonian Gibbs-Duhem integration at constant temperature,
given in Eq. 4.8, first for only two coexistence points on the inverse melting curve,
labelled C1 and C2 in Fig. 4.2(b). As a convenient measure of the effectiveness with
which a change in the pair potential increases the region in the P -T plane over which
inverse melting occurs, we use the slopeM = (PC2−PC1)/(TC2−TC1). For example, if
changing the potential causesM to increase, then the pressure range of inverse melting
increases. We vary 1, b and c independently to determine which parameter most
effectively increases M . The two original coexistence points that we use to study M
as a function of potential parameters are C1 = {kBTm1/ = 0.400345, P0 σ2/ = 7.94}
and C2 = {kBTm2/ = 0.425345, Pm2 σ2/ = 7.98906}. As a potential parameter is
varied, the coexistence P will change, causing M to increase or decrease.
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4.3.4 Biased Monte Carlo simulations
Once the coexistence line has been recalculated for a new set of model parameters, we
choose a P -T state point on the coexistence line to evaluate the distribution of density
fluctuations. This calculation is necessary to compute the free energy barrier between
L and S, and to verify a coexistence point by a different method. The probability
distribution function for the density, determined at conditions of constant T and P ,
defines the conditional (or Landau) Gibbs free energy,
∆G(T, P ; ρ) = G(T, P ; ρ)−G0 = −kBT ln[Pr(ρ)], (4.9)
where Pr(ρ) dρ is the probability of finding the system with density between ρ and
ρ + dρ and G0 is a constant that ensures that the average of G(T, P ; ρ) gives the
equilibrium Gibbs free energy G(T, P ). For a finite system at a first order coexistence
point, there should be two peaks of equal areas in Pr(ρ). If the shapes of the peaks
are similar, the two resulting minima in ∆G(T, P ; ρ) will have the same value. The
barrier between these minima arises from the work required to form the transition
state, which for a large enough periodic system amounts to creating two interfaces
that span the width of the simulation box.
To ensure good sampling of ρ, we use the umbrella sampling MC simulation [57]
carried out by NPT simulations to calculate G(T, P ; ρ). To implement umbrella sam-
pling, we add the following constraint potential Uc,
Uc(ρ) =
k
2(ρ− ρ0)
2, (4.10)
to the system potential energy. The biasing potential will force a given simulation
to sample densities in the vicinity of ρ0. k is a constant that controls the range
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of sampled densities. We use simulation windows with equally spaced values of ρ0,
and perform two sets of simulations with N = 2082 in a rectangular (two squares)
simulation box (using isotropic scaling to maintain P ), one with k = 640000/σ4
and again with k = 1280000/σ4. We convert the probability distribution from the
constrained ensemble Prc(ρ) to the NPT ensemble via Pr(ρ) ∝ exp [βUc(ρ)]Prc(ρ).
The pieces of ∆G(T, P ; ρ) determined near each ρ0 can be combined by essentially
shifting each to produce a smooth ∆G(T, P ; ρ) for the entire density range. We use
MBAR [72] to accomplish this.
There will necessarily be some error in calculating coexistence conditions at which
we perform umbrella sampling. To more precisely locate the coexistence pressure, we
reweight the ∆G(T, P ; ρ) curve by applying a pressure shift,
βG(T, P ′; ρ) = βG(T, P0; ρ) +
Nβ∆P
ρ
+ c, (4.11)
where c is a constant related to normalization. The corrected coexistence pressure
is then P ′ = P0 + ∆P , where P0 is the original coexistence pressure at which the
constrained simulations are performed and ∆P is the pressure shift that brings the
two minima in ∆G(T, P0; ρ) to the same level.
To distinguish the S and L phases in a visualization of the configurations pro-
duced, we make used of the Steinhardt bond order parameters based on spherical
harmonics [73] as was done in Ref. [24].
4.3.5 Analysis of long range correlations
In order to distinguish the liquid, crystal and hexatic phases in two dimensions,
one typically measures or calculates translational and orientational correlation func-
tions [74]. For translations, in addition to the radial distribution function g(r), we
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calculate,
G~g(r) = 〈exp (i~g · ~rj)〉 , (4.12)
where we average the result over reciprocal lattice vectors ~g = xˆ 2pi/a and ~g = yˆ 2pi/a,
a is the expected lattice spacing in the S phase for the density studied, ~rj with
magnitude r is the position of particle j relative to an origin taken to be one of the
particle positions, and 〈.〉 indicates an ensemble average over configurations, origins
and particles j. For orientational order, we use,
G4(r) =
〈
q4(~r) q∗4(~0)
〉
, (4.13)
q4(~rj) =
1
Nj
Nj∑
k=1
exp (4iθjk), (4.14)
where q∗4 is the complex conjugate of q4, θjk is the angle made by the bond with
respect to an arbitrary but fixed axis between particle j and neighbor k, neighbors
being those particles that are closer together than a distance of 1.24σ, and the sum
is over the Nj neighbors of particle j.
The expectation based on the KTHNY theory of melting [50, 74, 75] in two di-
mensions for these functions is that both G4(r) and G~g(r) decay exponentially in the
liquid phase, that G4(r) decays as a power law with a small exponent (≤ 1/4) and
G~g(r) decays exponentially in the hexatic phase, and that G4(r) tends to a constant
and G~g(r) decays slowly as a power law with a small exponent (≤ 1/3) in the crystal.
To detect the presence of a quasicrystal phase, we calculate the structure factor,
S(~q ) = 1
N
〈
ρ~q ρ
∗
~q
〉
, (4.15)
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where,
ρ~q =
N∑
i=1
exp (−i ~q · ~ri), (4.16)
and 〈.〉 indicates an ensemble average and ρ∗ is the complex conjugate of ρ. In our
periodic system, the allowed reciprocal vectors are ~q = 2pi(nx, ny)/L, where L is the
length of the simulation box and nx,y are integers.
4.4 Results
4.4.1 Expanding the range in inverse melting
Each panel in Fig. 4.5 shows how the slope M between two selected points on the
original S-L coexistence curve, C1 and C2 [Fig. 4.2(b)] changes when each of 1, b and
c is varied with the other two parameters held fixed. A larger value of M compared
with the original parameters indicates an expanded range of pressures over which
inverse melting should be observed. The filled red circle in each panel represents the
value of M when using the original potential parameters: 1 = /2, b =
√
2σ and
c =
√
3σ. From Fig. 4.5(a), we conclude that M is already near the maximum for the
original value of 1, and therefore changing this parameter will not help increase the
range of inverse melting. On the other hand, Fig. 4.5(b) shows that M increases by
a factor of three when b is increased, greatly expanding the range of inverse melting.
Increasing the parameter c beyond the values shown in Fig. 4.5(c) results in losing
the L phase in favor of HDT. Thus it appears that in this case, L-S inverse melting
becomes metastable with respect to HDT.
Given that b alone is the important parameter in increasing the range of inverse
melting, we proceed with a more detailed look at how the S-L coexistence curve
changes with b. To begin, we perform a Gibbs-Duhem integration for the origi-
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Figure 4.5: The slope M between two S-L coexistence points, labelled C1 and C2 for
the original parameters in Fig. 4.2(b), changes as a function of (a) 1, (b) b and (c) c.
A larger value of M implies inverse melting occurring over a larger range of P . Filled
(red) circles indicate M for the original parameter values.
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nal interaction parameters starting from the coexistence point (kBT/ = 0.490345,
Pσ2/ = 7.94) to obtain the full curve. For roughly 20 points on this curve, we
carry out Hamiltonian Gibbs-Duhem integration for b/σ = 1.40, 1.42, 1.44, 1.46, 1.48
and 1.50. The results are represented by open symbols in Fig. 4.6(a). To check the
accuracy of determining these points, we perform Gibbs-Duhem integration for each
value of b, starting from TmHigh, as represented by the solid lines in Fig. 4.6(a). The
results obtained by the two integration methods shows a high degree of agreement.
From Fig. 4.6(a), it becomes obvious that as the potential parameter b increases, the
range of pressure of the inverse melting increases. Concurrent with this change is the
reduction of the S stability field.
Fig. 4.6(b) shows the S-L melting line projected on to the ρ-T plane for a selection
of b values. The curves demarcate boundaries between regions of single phase stability
and of phase coexistence. These regions are labelled for b/σ = 1.50. For b/σ = 1.42,
inverse melting is observed weakly in the P -T plane but not at all in the ρ-T plane. For
larger b, only partial melting on isochoric cooling is indicated in the phase diagram.
Even for b/σ = 1.50, at least for the T studied, there is no density at which cooling
a completely crystalline system results in a system that is completely liquid. Thus,
although inverse melting is present in the ρ-T plane, it is a weaker effect.
For the analysis that follows, we focus on the SSSW potential for which b/σ = 1.46
while 1 and c are kept at their original values. Already at this value of b, the range
in P over which the coexistence line exhibits inverse melting is considerable. This
allows more direct methods to confirm the phenomenon.
4.4.2 Interfacial tension between S and L
To confirm inverse melting, we report the G(T, P ; ρ) from a histogram of the densities
sampled by a series of biased NPT simulations with 2082 particles at the coexistence
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Figure 4.6: Panel (a) shows the S-L coexistence curve in the P -T plane for b/σ
ranging from 1.40 to 1.50, calculated by Gibbs-Duhem (curves) and Hamiltonian
Gibbs-Duhem (symbols) integration. The large filled circle indicates the coexistence
point at which biased Monte Carlo simulations explicitly show a free energy barrier
between the S and L phases. Panel (b) shows Gibbs-Duhem results in the ρ-T plane.
The curves reach their maximum at the point when the phase boundary in the P -T
plane has a vertical slope. To the left of the maximum the liquid is less dense than
the solid, corresponding to a positive slope of the melting line at lower P in the P -T
plane. To the right of the maximum, the solid is less dense than the liquid; in the
P -T plane this corresponds to the portion of the melting line with negative slope and
the high-P -low-T inverse melting portion. Partial inverse melting at constant volume
corresponds to decreasing T from within the region of S phase stability along a vertical
line into the L+S region, for which liquid and solid coexist. Such paths are possible
for b = 1.46σ and b = 1.50σ and are indicated by dashed arrows; for b = 1.42σ, such
a path is not possible. Complete inverse melting at constant volume, corresponding
to a vertical line descending from region S to region L (stable liquid), is not possible
for our range of data even for b = 1.50σ.
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Figure 4.7: Conditional Gibbs free energy as a function of ρ calculated at temperature
kBT/ = 0.340345 and reweighted by Eq. 4.11. The black curve is calculated for
kσ4/ = 640000 and red for 1280000.
point (kBT/ = 0.340345, Pσ2/ = 5.5331) for the SSSW model for which b/σ = 1.46.
This coexistence point is indicated by the large filled circle in Fig. 4.6(a).
The results are shown in Fig. 4.7, where we use Eq. 4.11 to bring the free energy
minima to the same level. The pressure shifts required in this reweighting are small,
∆Pσ2/ = −0.0261 for the simulations with kσ4/ = 6.4×105 and ∆Pσ2/ = −0.0295
for the simulations with kσ4/ = 12.8×105, indicating that the errors built up during
the several steps in determining the coexistence line is indeed small. The curves show
a barrier of approximately 5 kBT separating the lower density S phase from the higher
density liquid.
The shape of the barrier, generally flat with overshoots at either end, is consistent
with the morphology of the separated phases. Despite the rather diffuse interface
between S and L, as noted in Ref. [24], the system is large enough to accommodate
an isolated liquid droplet within the S phase. This we show in Fig. 4.8(a), which
shows a snapshot from the biased NPT simulation with ρ0σ2 = 0.8862, i.e., near the
overshoot occurring as the density of the system is constrained to the high density
side of the S basin in G(T, P ; ρ). At higher density, Fig. 4.8(b), the L phase spans the
105
(a)
(b)
(c)
(d)
Figure 4.8: Snapshot of configurations taken from different windows of umbrella sam-
pling for N = 2082 particles. Fig. 4.8(a) shows a liquid bubble at ρ0σ2 = 0.8862,
Fig. 4.8(b) shows a liquid strip at ρ0σ2 = 0.8887, Fig. 4.8(c) shows a square-crystal
strip at ρ0σ2 = 0.8975 and Fig. 4.8(d) shows a square-crystal bubble at ρ0σ2 = 0.9000.
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width of the periodic simulation cell. If the width of the strip is sufficiently wide to
accommodate two well formed S-L interfaces, then increasing the density further will
not change the free energy, as both phases are at the same chemical potential. In our
case, the system may not be large enough to accomplish this, as we can only claim a
broad minimum near ρσ2 = 0.89 and not a truly flat region in the barrier, and so we
can only estimate an upper bound on the interfacial tension. Taking the minimum of
the barrier to be β∆G(T, P ; ρ∗) = 5.1 ± 0.2, we determine the interfacial tension to
be γσ/ = ∆G(T, P ; ρ∗)/(2w) = 0.025± 0.001, where w/σ = 34.160 is the box width
and β = 0.340345−1, or βγσ = 0.075 ± 0.003. Increasing the density further results
first in a strip of the S phase within the liquid [Fig. 4.8(c)] and then a bubble of S
[Fig. 4.8(d)] before reaching the homogeneous liquid.
4.4.3 Direct simulation of freezing and melting
As a rough check on the portion of the S-L coexistence curve that exhibits inverse
melting and to determine the extent of metastability, we perform a set of NPT simu-
lations for the potential parameters 1 = 0.5, b = 1.46σ and c =
√
3σ to map out the
range of metastability of L and S. For both phases, we use 1024 particles in a square
box, scaling the box size isotropically to maintain P . We initialize the L simulations
with a liquid configuration and the S simulations with a square crystal, and we run
each state point for 4× 108 MC steps per particle. We indicate with a blue x sign in
Fig. 4.9 the state points for which simulations either retain the L phase or melt to the
L phase, and with a red open square symbol the state points for which simulations
either retain the S phase or crystallize to S.
From Fig. 4.9, we see that the L phase is obtained well above the coexistence curve
and the S crystal is obtained for state points well within its predicted stability field.
At and near the coexistence curve, we see both phases at every state point, indicating
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Figure 4.9: The solid line is the S-L coexistence curve for the potential parameters
1 = 0.5, b = 1.46σ and c =
√
3σ and the grid of points is obtained from two sets
of NPT MC simulations, one beginning from a perfect S configuration and the other
from a liquid. A blue x symbol represents a simulation that ended in the L phase,
while a red open square represents a simulation that ended in the S phase. A state
point with both symbols indicates that each simulation retained its starting phase.
the stability or metastability of the two phases. We also see the tendency for points
exhibiting either liquid or S metastability to track the curvature of the S-L melting
line. For this system size, inverse melting is directly confirmed at Pσ2/ = 6.0: at low
T , only the liquid survives; at kBT/ ≈ 0.46 only S survives; and by kBT/ ≈ 0.60,
only the liquid is stable.
To independently confirm these findings, we carry out EDMD simulations of 1024
and 65536 particles along the Pσ2/ = 5.6 isobar. In Fig. 4.10 we plot the density
as a function of time for a few T , chosen to illustrate the behavior of both phases
when they are stable, metastable and undergoing a phase transformation. The most
dramatic and direct illustration of melting of S at low T is for the N = 1024 simulation
at kBT/ = 0.30, which started from a perfect S crystal, where the density exhibits a
sudden increase as the system transforms from S to L. Such a jump is typical of first
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Figure 4.10: Density as a function of time from EDMD simulations at Pσ2/ = 5.6.
Here reduced time τ = t
√
/(σ2m). Legend gives initial phase, T and system size.
For the N = 1024 simulation, time is reduced by a factor of 50 for ease of comparison
(i.e., its simulation time is roughly 50 times longer than the longest simulation for
N = 65536).
order transitions when the crystallization of the system is dominated by nucleation.
Note that time for this smaller system is reduced by a factor of 50 for plotting purposes
in order to compare with the time scales of the N = 65536 simulations.
To observe melting of S for the larger system on a reasonable time scale, we
reduce the temperature to kBT/ = 0.29. Here, the slow, rather continuous increase
in ρ arises from crystallization being dominated by growth. In Fig. 4.11(a) we plot
dots representing the rather uniformly distributed locations of L-like particles within
the metastable S phase for a snapshot configuration at kBT/ = 0.30 and reduced
time τ = t
√
/(σ2m) = 36741. Fig. 4.11(b) shows distinct domains of the L phase
appearing as S melts at kBT/ = 0.29 (snapshot taken at τ = 74732), which is
consistent with the first order nature of the transition. The time series for S at
kBT/ = 0.40 is representative of the stable S phase.
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Addressing the liquid, we show in Fig. 4.10 density time series for three state
points: kBT/ = 0.29, where L is thermodynamically stable; kBT/ = 0.38, where L is
unstable and the time series decays to lower ρ as the S phase forms; and kBT/ = 0.35,
where the time series is stable and, according to our calculated phase boundaries, L
is metastable. Snapshots from the kBT/ = 0.35 (τ = 46459) and kBT/ = 0.38
(τ = 40000) simulations showing only S-like particles are plotted in Figs. 4.11(c) and
4.11(d), respectively. Similarly to the case of crystal melting, we see distinct domains
of the stable phase surrounded by the metastable phase in Fig. 4.11(d).
Encouraged by these EDMD results, we perform additional EDMD simulations
of N = 65536 particles for the model with b = 1.46σ (which exhibits strong inverse
melting) and the original model with b =
√
2σ (where inverse melting is at best very
weak), and report the following. For b = 1.46σ, and Pσ2/ = 5.6 starting from the L
phase, simulations for kBT/ ≥ 0.56 remain as L, for 0.40 ≤ kBT/ ≤ 0.55 transform
to S, and for kBT/ ≤ 0.38 remain as L. Again for b = 1.46σ, and Pσ2/ = 5.6
but starting from the S phase, simulations for kBT/ ≥ 0.58 transform to L, for
0.36 ≤ kBT/ ≤ 0.56 remain as S, and for kBT/ ≤ 0.34 transform to L. We also
note that for kBT/ ≤ 0.31 the energy of the liquid is lower than that of S. These
results are consistent with the phase diagram calculations and also point to the role of
a lower potential energy of L with respect to S as a contributing factor in enhancing
inverse melting in the b = 1.46σ model.
For the original b =
√
2σ model (again with N = 65536), it is more difficult for
direct EDMD simulations to confirm inverse melting and we thus start simulations
with a system that is half S and half L to make confirmation possible. At Pσ2/ = 7.7,
the system transforms to HDT for kBT/ ≤ 0.37, appears to contain S, HDT and L at
kBT/ = 0.38 (which is close to the triple point), converts to S for 0.39 ≤ kBT/ ≤ 0.51
and converts to L for kBT/ ≥ 0.52. At Pσ2/ = 7.8 inverse melting is also confirmed.
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Figure 4.11: Snapshot configurations from EDMD simulations showing liquid-like
particles for (a) the metastable S phase at kBT/ = 0.30 at τ = 36741, and (b) the
S phase melting at kBT/ = 0.29 at τ = 74732 and showing several distinct liquid
domains; and configurations showing S-like particles for (c) the metastable L phase
at kBT/ = 0.35 at τ = 46459 and (d) crystallizing L at kBT/ = 0.38 at τ = 40000.
Density time series for these state points are shown in Fig. 4.10.
The system transforms to HDT for kBT/ ≤ 0.38, converts to L for 0.39 ≤ kBT/ ≤
0.41, converts to S for 0.42 ≤ kBT/ ≤ 0.48 and converts to L for kBT/ ≥ 0.50. We
note that at kBT/ = 0.39, interestingly, we observe the appearance of the HDT phase
prior to full melting. At Pσ2/ = 7.9, the S phase is lost. The system transforms to
HDT for kBT/ ≤ 0.38 and to L for kBT/ ≥ 0.39. Similarly, at Pσ2/ = 8.0, the
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system transforms to HDT for kBT/ ≤ 0.39 and to L for kBT/ ≥ 0.40. For all these
state points for the original b =
√
2σ, the potential energy of the liquid is higher than
that of S.
4.4.4 Ruling out hexatic and quasicrystal phases
In two dimensions, a crystal possesses medium-range translational order and long-
range orientational order. Furthermore, there is the possibility that a crystal melts in
two dimensions via a hexatic phase, which retains medium-range orientational order
before encountering the liquid, at which point orientational order is only short-range.
Additionally, in Figs. 4.8 and 4.11 we see that, based on our bond-order parameter
criteria for identifying crystal-like and liquid-like particles, there are a large number
of defects within each phase, i.e., many S-like particles in the L phase and vice versa.
To clarify the range of order, we focus on two state points for each phase near the
low T melting point along Pσ2/ = 5.6: one for which the phase is thermodynamically
stable and the other for which it is metastable, given our calculated phase boundaries.
We choose S at kBT/ = 0.30 (metastable), S at kBT/ = 0.40 (stable), L at kBT/ =
0.29 (stable) and L at kBT/ = 0.35 (metastable), all for the N = 65536 for which the
time series are plotted in Fig. 4.10. It is true that we have not quantified the effect
of system size on the location of the phase boundaries, but the EDMD simulations
themselves confirm that what we deem as metastable is not far from being unstable.
For each state point we calculate G4(r), G~g(r), g(r) and also S(~q), which is calculated
from a single configuration taken from the time series. In Fig. 4.12(a), we plot the
orientational correlation function G4(r) and see the expected behavior: the L phase
decorrelates within ten particle diameters while S remains correlated at long range as
G4(r) approaches a constant close to unity. Neither S nor L exhibit behavior in G4(r)
that can be interpreted as hexatic-like.
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Figure 4.12: Orientational (a) and translational (b) correlation functions as well as
(c) the peaks of g(r) − 1 for the N = 65536 system at Pσ2/ = 5.6 for the S phase
at kBT/ = 0.30, S at kBT/ = 0.40, L at kBT/ = 0.29 and L at kBT/ = 0.35. In
panel (a) G4(r) reaches a constant for S, while decaying exponentially for L. In panel
(b) G~g(r) decays as a power law for S. For L, G~g(r) is described by a Bessel function
J0(2pir/a), which is the analytic result for a random system. For L and J0(2pir/a),
we plot only the peaks for r > 10σ. The inset shows exponential decay in G~g(r) for
L once the vector ~g is chosen to align with local environments and after J0(2pir/a) is
subtracted. In (c), g(r) decays exponentially in the liquid, and as a power law with
exponent ∼ 0.7 for the S phase.
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From the translational correlation functions plotted in Fig. 4.12(b) we see that
for the S phase, G~g(r) decays as a power law with an exponent of roughly ∼ 0.1−0.2,
which is smaller in magnitude than 1/3, the value expected for triangular 2D crystals
near the transition to the hexatic phase. For the liquid, G~g(r) is smaller in magnitude
than for S and oscillates about zero, and the peaks decay as a power law with an
exponent equal to 1/2. While this power-law decay is perhaps at first surprising, and
indeed the same behavior has been observed in experiments on colloids [76], it is not
an indication of quasi-long-range order. Rather, if one calculates G~g(r) by averaging
over uniformly distributed orientational environments, then one obtains,
G~g(r) =
1
pi
∫ pi
0
cos
(
2pir
a
cos(φ)
)
dφ = J0
(
2pir
a
)
, (4.17)
where φ is the angle between ~g and ~rj in Eq. 4.12, and J0(r) is the Bessel function
of the first kind. The blue open circles in Fig. 4.12(b) represent J0(2pir/a) averaged
over the a values of the liquid configurations at T = 0.29kB/ used to calculate G~g(r).
The result shows a complete agreement with the G~g(r) of the liquid phase. We note
that for the liquid curves in Fig. 4.12(b), for clarity, we only plot for r > 10σ points
corresponding to local peaks in G~g(r) and J0(r). J0(r) decays as 1/
√
r, which accounts
for the observed power law. Subtracting J0(2pir/a) from G~g(r) gives essentially noise
and a correlation length of zero.
In calculating G~g(r) so far, ~g is constant, i.e., the reference system is that of
the simulation box. This makes sense for a crystal, but choosing a lattice vector for
the liquid must take into account local ordering. We therefore employ the method
whereby every time we select a particle to be an origin, we use each of its closest four
neighbors in turn to define the x direction, and then average over the four ~g = 2pi/a xˆ
reciprocal lattice vectors for that origin. Doing so catches local translational ordering
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in the absence of a global orientation. The result is a larger correlation at small r
for L, but nonetheless G~g(r) rapidly approaches the Bessel function result. To more
clearly see the decay in correlation, we plot in the inset of Fig. 4.12(b) the quantity
∆G~g(r) ≡ G~g(r) − J0(2pir/a), where G~g(r) now takes into account local orientation.
The exponential decay in this case has a somewhat smaller length scale than what
is seen in the orientational correlations for L, but at least the exponential decay is
observed.
By contrast, a plot of the peaks of g(r) in Fig. 4.12(c) distinguishes in a more
straightforward way between the liquid and crystal in terms of the range of order.
For the liquid, g(r) shows an exponential decay with a similar length scale present
in G4(r). For S, there is a power-law decay, with an exponent of approximately 0.7,
significantly larger than the exponent for G~g(r).
As an additional measure of order we plot the structure factor in Fig. 4.13 for
the same state points considered in Fig. 4.12. We use a single configuration for the
calculation of S(~q), i.e., we do not average over many configurations, in order to avoid
possible complications arising from rotations of crystal-like domains in time. The S(~q)
for S [panels (a) and (b)] show peaks characteristic of a square crystal. While there
are small hints of scattering for ~q in between the main points located at multiplies of
∼ 2pi/σ in either qx or qy, the effect is rather weak compared to what is seen in other
studies of the hexatic phase [76]. For the liquid, panels (c) and (d) show no hint of
crystal-like peaks that might have appeared were there a hexatic phase. Neither do
they show features consistent with a quasi-crystalline phase, for which the S(~q) plot
exhibits ten equidistant peaks along circles of certain fixed |~q |, indicating the presence
of five-fold symmetry [25].
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Figure 4.13: Structure factor for the N = 65536 system at Pσ2/ = 5.6 for the (a) S
phase at kBT/ = 0.30, (b) S at kBT/ = 0.40, (c) L at kBT/ = 0.29 and (d) L at
kBT/ = 0.35. The grey scale indicates the value of S(~q) and saturates at a value of
25, which is just above the largest value for the liquid (large peaks for the S phase
appear as white spots with black edges).
4.5 Discussion and conclusions
In this study, we vary the parameters 1, b and c of the SSSW potential and find that
increasing b (the extent of the shoulder) has the greatest impact on increasing the
range of P over which inverse melting takes place. Recalculating the melting curve
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for several values of b, we find that the stability field of the S phase shrinks as a whole
while making the effect of inverse melting more pronounced.
For the b = 1.46σ case, we confirm the melting line predicted by the combination
of several MC free energy methods now becoming standard in the calculation of phase
diagrams by carrying out biased simulations of a phase-separated system. From these
simulations, we estimate the interfacial tension at the inverse melting line (Pσ2/ =
5.6, kBT/ = 0.340) to be βγσ = 0.075. This value is rather low compared to
crystallization in three dimensions, e.g., βγσ2 = 0.5 for hard spheres [77], but is
consistent with the rather diffuse interface at coexistence. A small surface tension is
also consistent with our earlier observations of a small range of metastability of the
liquid with respect to crystallization in general for this model despite only a small
difference in chemical potential at the edge of metastability [24].
The large region of inverse melting for b = 1.46σ facilitates direct testing by
EDMD simulations. For both large and small systems, we confirm the first-order
nature of the transition as well as the general location of the transition.
Using the large systems, we test for the range of order. The orientational corre-
lation function as well as g(r) clearly find the S phase to be a crystal and L phase to
be a liquid. No hexatic phase is apparent at the point along the melting line where
we carry out our analyses. The structure factor likewise supports these findings. This
is consistent with recent work on a simpler repulsive-shoulder model in 2D that has
a similar phase diagram to ours, and finds a hexatic phase only at low density [78].
Additionally, the structure factor indicates the absence of a quasicrystal phase.
As for the translational correlation function [G~g(r)], it decays as a power law with
a small exponent for S as is expected. For the liquid, some care must be taken before
exponential decay is made apparent. First, the orientation of the local environment of
each origin used in averaging should be taken into consideration when defining lattice
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vectors. Second, one should take into account that the analytical expression for G~g(r)
in the case where orientations are uniformly distributed is a Bessel function, for which
oscillations decay in amplitude as a power law. Thus a spurious power-law decay in
translational correlation arises in a completely random system.
Inverse melting in this system, because of the simplicity of the radial pair poten-
tial, hopefully will lend itself to analytical treatment [79]. A more theoretical analysis
might be beneficial to understanding the impact of other modifications to the poten-
tial on inverse melting, and may thus facilitate producing inverse melting in other 2D
systems that are governed by similar potentials, such as lipid membranes [80].
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Chapter 5
High-Pressure Phases in a System
with Inverse Melting
5.1 Abstract
We perform NPT MC simulations to study the phase behaviour of the SSSW model,
with b = 1.46σ, at high pressure. The triple point seen in the original model vanishes,
leading to a “liquid corridor” of liquid stability. We find a new crystal phase that
may thwart the liquid from achieving thermodynamic stability to very low tempera-
ture. A “funny point”, where the free energy barrier between liquid and HDT phase
vanishes, appears along the HDT melting line. While this funny point appears to be
connected to a previously undiscovered transition between low and high temperature
forms of HDT, its explanation remains a mystery. Through using scaling laws and
Binder cumulants to help us determine the order of the transition between the two
HDT forms, we find that using isotropic pressure scaling significantly impacts the
transition despite having a candidate structure for the low-T phase that shares the
same simulation box geometry of the high-T phase.
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5.2 Introduction
Having calculated the phase diagram of the SSSW model and then found model pa-
rameters that greatly enhance the extent of inverse melting, we now turn our attention
to the phase behaviour at high density of the model. We are interested specifically in
the melting line of the high density triangular (HDT) crystal and its relation to the
anomalous square (S) melting curve, i.e., near inverse melting in the case that inverse
melting is a strong effect.
While completeness of the phase diagram provides sufficient justification for ex-
ploring the phase behaviour of the HDT crystal, the shape of the melting line of S
sets up the following interesting scenario. As the parameter b is increased, as we have
seen in the previous chapter, the slope of the S melting line near the HDT-S-L triple
point becomes progressively more vertical. If the triple point is to remain at the low
T side of the inverse melting part of the S melting curve, then the HDT melting line
in this vicinity must also become progressively more vertical.
An HDT melting line that is significantly vertical is problematic. The HDT phase,
a relatively high energy phase, forms because of its efficient packing; it is mechanically
driven. A vertical melting line implies that the transition is driven by the presence of
a lower energy phase at lower temperature, i.e., from the Clausius-Clapeyron equation
we see that a vertical line implies no volume change and hence that the transition is
not mechanically driven. Given that the HDT phase is rather high in energy compared
to the liquid, this would be somewhat paradoxical.
Another scenario is that the HDT melting line remains horizontal. Then the
question is at what pressure does HDT melting occur in relation to the pressure
maximum in the S melting line that demarcates the beginning of inverse melting? If
the pressure of the HDT-L line is significantly lower, then the HDT-S-L triple point
will move to significantly higher T along the S-L curve, relegating the phenomenon
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of inverse melting to the metastable liquid regime. If it (the HDT melting pressure)
is significantly higher than the S-L pressure maximum, then the HDT-L and S-L
will no longer intersect, resulting in the disappearance of the HDT-S-L triple point
altogether.
The simulation techniques used to generate the results in this chapter are the
same as those used previously, and as such we simply extend them to the model
investigated in detail in Chapter 4, namely the SSSW with N = 1024 hard disks with
diameter a = σ, shoulder of energy −0.5 and extent b = 1.46σ and a deeper well of
energy − and extent c = √3σ. The model again provides a few surprises.
5.3 Results and Discussion
5.3.1 New phase diagram
Before presenting new results and to provide a reference, we reproduce in Fig. 5.1(a)
the P -T phase diagram for the original model (b =
√
2σ). In Fig. 5.1(b), we plot the
P -T phase diagram for the b = 1.46σ model, obtaining the HDT-L line from density
histograms wherever free energy barriers are sufficiently low for good histogram statis-
tics to be obtained, and with Gibbs-Duhem integration otherwise. The S-L curve is
from Chapter 4. We must note that during all these calculations, the simulation box
shape does not change as we do not expect the HDT phase to change symmetry. That
is to say, we maintain constant P through isotropic volume changes of the box.
The most striking feature, and the one we first point out, is the disappearance of
the triple point. This, along with the inflection near kBT/ = 0.4 that results in the
HDT-L becoming more horizontal again at lower T , is consistent with HDT formation
being driven by its more efficient packing upon compression as opposed to energetic
considerations.
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Figure 5.1: Panel (a) shows the P -T phase diagram for the original SSSW model with
b =
√
2σ. Panels (b) and (c) show the phase diagram for the b = 1.46σ model in the
P -T and ρ-T planes, respectively. In (b), the green ×’s indicate a transition between
high and low T forms of HDT, the filled red circle a “funny point” at which the free
energy barrier between HDT and L seems to disappear, and the orange star marks
the state point from which a snapshot configuration is shown in Fig. 5.2.
With the triple point removed and given the curvatures of the HDT-L and S-L
lines, there is the tantalizing possibility that the “corridor” of stability of the liquid
extends to very low T . This corridor is also quite evident in the ρ-T phase diagram in
Fig. 5.1(c), where the system remains thermodynamically free of HDT and S crystal
down to the lowest T studied along ρσ2 ≈ 0.92. In a preliminary confirmation of
this, EDMD simulations at kBT/ = 0.30 and ρσ2 = 0.92 have so far not shown any
evidence of crystallization. However, as we shall see later, our hopes for finding a
liquid that is thermodynamically stable down to T = 0 liquid, as found in Ref. [1], are
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likely short lived. It seems that nature abhors liquid corridors in addition to vacuums;
the system does not appear to be content in allowing for a liquid stable at low T and
instead conjures up new crystal phases.
The second feature we observe is an apparent transition line occurring within the
HDT stability fields, which appears to separate low-T and a high-T forms of HDT.
This line, indicated by green ×’s in Fig. 5.1(b), is quite vertical and therefore seems
to imply a transition chiefly driven by energetic differences between the two forms
with practically no density change.
The third feature, represented by a large filled red circle in Fig. 5.1(b), marks a
point at which the free energy barrier separating L and HDT vanishes, or at least
is indistinguishable from the noise in our calculations. This is quite surprising for
us to see, and not being able to characterize currently, we call it the “funny point”.
At first glance, the funny point appears to be independent of the low-T to high-T
HDT transition, as it occurs at a T significantly greater than that of the intra-HDT
transition.
In what follows, we shall address each of these three oddities in turn.
5.3.2 The liquid corridor
The liquid corridor at ρ = 0.92 begs two immediate questions. One, is there anything
obviously special about the liquid’s structure that renders it more stable than the
crystals present at both higher and lower ρ? Two, what new crystals might exist in
this part of the phase diagram? Fortunately, the answer to the first question provides
answers to the second as well.
In Fig. 5.2, we show a snapshot configuration taken from the liquid at kBT/ =
0.30 and Pσ2/ = 4.60, the orange point indicated in Fig. 5.1(b). To help the eye
distinguish patterns, we connect neighbouring particles with red lines, and also over-
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lay colourful triangles, squares (or rhomboids) and pentagons over minimal rings of
particles for two particular regions of the liquid. Additionally, in a few places we have
highlighted regions of square (large squares) and triangular (large hexagons) local
packing.
Figure 5.2: A snapshot configuration of the liquid phase taken at kBT/ =
0.30, Pσ2/ = 4.60. Red lines connect neighbouring particles, while the overlaid geo-
metrical figures are a guide to the eye in order to show different local environments.
The upper colourful area shows a tiling of pentagons, triangles and squares forming
the O crystal, while the lower one shows the I crystal.
While the large variety of local environment is immediately apparent, so are the
two distinct tiling patterns present in the two chosen regions overlaid with triangles,
squares and pentagons. While the tiled regions are rather large, the repeated patterns
do not extend across the system; at some point “strings” of face-sharing pentagons
end. However, the tilings are clearly crystalline and we extract two crystal structures,
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I and O, shown in Fig. 5.3(a) and Fig. 5.3(b). These two crystals have been previously
discovered and studied in a model similar to ours, except consisting of only a hard
core and a square well of extent
√
3σ [2]. For the model in that work, the tilings
produced a quasi-crystal phase, as noted in Chapter 4. In principle, such a phase
might still be found in the SSSW model.
As a first step in determining the range of thermodynamic stability of the I and
O phases, we carry out NPT MC simulations over a range of P and T for 2 × 108
steps and note whether the phase persists for that state point (determined from a
lack of change in the energy and density time series as well as a visual inspection of
the final configuration). A sampling of such points for each phase is shown in the
phase diagram in Fig. 5.3(c), along with data for the L, HDT and S phases as well.
The lower energy I phase has a rather large field of stability (or metastability). Given
that the O phase has a higher energy than the I phase, and that the region in P -T
space where it persists is a subset of that for the I phase, we would expect that the O
phase is completely metastable with respect to the I phase. Nonetheless, free energy
calculations are needed to determine the true transition lines between the I phase and
the others. It is certainly reasonable, however, that we have a good candidate crystal
for plugging the liquid corridor.
5.3.3 The two HDT phases
The green ×’s plotted in Fig. 5.1(b) demarcate an apparent transition between two
forms of HDT, evidence for which comes from the behaviour of the enthalpy per
particle h as a function of T along a few isobars, which we plot in Fig. 5.4(a) for a few
system sizes. As the system size increases, the inflection in h(T ) becomes sharper.
These inflection points by definition correspond to maxima in the constant pressure
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Figure 5.3: Panel (a) shows an ideal configuration of the I crystal with potential
energy per particle −3.4, and panel (b) shows the O phase, with potential energy
per particle −3.166. Line segments indicate a bond with energy − and a dashed
line segment one with energy −/2. Panel (c) shows the phase diagram presented in
Fig. 5.1(b) with symbols indicating the extent of metastability of each phase (except
that for L, simulations are only performed down to kBT/ = 0.3).
heat capacity, which we define and calculate as a dimensionless per particle quantity,
CP =
〈h2〉P,T − 〈h〉2P,T
Nk2BT
2 . (5.1)
132
A plot of CP in Fig. 5.4(b) shows these peaks growing in height and moving to higher
T as N increases. The growth of the specific heat peak (of height CPmax) with system
size is indicative of a transition, as opposed to something like a Schottky anomaly,
which should not increase with N . The positions of the green ×’s in Fig. 5.1(b) are
given by the T of the maxima in CP for N = 986 (the size for which the other phases
in the phase diagram are simulated).
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Figure 5.4: Evidence for a transition between high and low T forms of HDT: (a)
enthalpy per particle as a function of T calculated along different isobars for different
system sizes; (b) corresponding specific heat calculated according to Eq. 5.1.
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To get a rough sense of what this transition might entail, we show snapshot
configurations from simulations along the Pσ2/ = 9.8 isobar in Fig. 5.5 at T (a)
near but below, (b) near but above the location of CPmax , as well as for (c) above the
melting line. Below the transition [Fig. 5.5(a), kBT/ = 0.40], there are large, well
ordered domains. The boundaries between domains are somewhat subtle. If one looks
closely within a domain, one can see that the local ordering is not as symmetric as
it ought to be for a triangular crystal and is perhaps somewhat skewed. While this
is imprecise and may arise from stresses due to domain walls and other defects, it is
something perhaps to keep in mind. It is not obvious how this structure departs from
the ideal triangular crystal. The configuration from above the transition in Fig. 5.5(b)
(kBT/ = 0.50), there is rather more disorder as one should expect (greater vibrational
entropy in the higher T phase). For the configuration at kBT/ = 0.60 in Fig. 5.5(c)
(above melting), it is difficult to discern any long range order, as is expected.
To view these phases in a more quantitative way, we plot corresponding g(r) in
Fig. 5.6(a). The two HDT phases exhibit behaviour expected from crystals: sharp and
slowly decaying peaks. The low-T phase shows peaks that are absent in the high-T
phase, indicating a real structural difference between the two. For comparison, the
kBT/ = 0.60 curve shows typical liquid behaviour.
The orientational correlation functions plotted in Fig. 5.6(b), which plateau to
a constant, are also consistent with the two forms of HDT being crystals. Above
melting, G6(r) decays exponentially. Along with the g(r) data, these findings confirm
that we have not encountered a hexatic phase, and that both the low-T and high-T
forms of HDT are crystal, at least near the transition at the values of P we explore.
We now wish to explore the nature of the transition by re-examining the heat
capacity data more closely. Whether the transition is (weakly) first order or second
order, CPmax should scale as a power law with N [3–7]. The CPmax data plotted in
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Figure 5.5: Snapshots configurations taken along the isobar Pσ2/ = 9.8, (a) low-T
HDT at kBT/ = 0.40, (b) high-T HDT at kBT/ = 0.50, and (c) L at kBT/ = 0.60.
Fig. 5.7(a) clearly show that this is not the case. Perhaps for the largest system sizes,
we are entering the size regime where scaling holds.
In another attempt to observe scaling laws, we note that for second order tran-
sitions, CP (T ) can be rescaled to collapse into a single scaling function that is inde-
pendent of system size according to [5–7],
CP (T ) = Lα/νf
(
T − Tc
Tc
L1/ν
)
, (5.2)
where α is the critical exponent associated with the power-law divergence of CP (T )
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Figure 5.6: Pair distribution functions plotted in (a) show structural differences be-
tween low-T (kBT/ = 0.40) and high-T (kBT/ = 0.50) forms of HDT (there are miss-
ing peaks in the high-T form), and only short range correlations in L (kBT/ = 0.60),
as expected. Corresponding orientational correlation functions in (b) show that both
HDT forms are crystalline [G6(r) reaches a plateau], while L is indeed a liquid [expo-
nential decay in G6(r)].
near the critical temperature Tc, ν is the critical exponent describing the divergence
of the correlation length scale upon approach to Tc, L is the simulation box length
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and f is a scaling function. The Josephson relation 2 − α = dν, where d = 2 is the
dimensionality of the system, reduces the number of unknown parameters to two: α
and Tc.
We rescale C(P ) data for our largest three system sizes according to Eq. 5.2 over
a range of potential values of α and Tc, searching out the values that provide the
best collapse of the data. The search is aided by the fact that changing Tc only shifts
the curves along the temperature axis. So although our search is done “by hand”,
our estimates kBTc/ = 0.484 ± 0.001 and α = 0.82 ± 0.01 are likely reasonable.
The resulting near collapse of CP (T ) is shown in Fig. 5.7(b). Assuming the collapse
is sufficiently indicative of a second order transition, the behaviour of the specific
heat should be CPmax(N) ∼ Nα/(2−α), where we use once again the Josephson scaling
relation. This curve is plotted in Fig. 5.7(a) and provides what appears to be a
reasonable scaling for larger N .
While the scaling of CP (T ;N) and CPmax(N) suggest that the transition is second
order in nature, the results are not very convincing. To help us further in distin-
guishing between first and second order, we plot for the same T , P and N the Binder
cumulant
VN = 1− 〈h
4〉N
3 〈h2〉2N
, (5.3)
in Fig. 5.8(a). The locations of the minima in VN are the same as those of CPmax ,
while the values of the minima VNmin determine the order of the transition. For a first
order transition VNmin → c as N → ∞, where c < 2/3 is a constant. For a second
order transition, VNmin = 2/3 − 1/N for large N [8]. In Fig. 5.8(b) we plot VNmin as
a function of 1/N . The orange line in the inset shows the expected behaviour for
second order behaviour. From the plots, we must conclude that the transition is not
continuous, but rather first order, despite a value of c that is quite close to 2/3.
Thus, we appear to be at a crossroads, where scaling (somewhat) supports a
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Figure 5.7: Tests for a second order transition. The heat capacity maxima CPmax
should scale with system size as a power law. Panel (a) shows that we have not entered
into such a regime. However, panel (b) shows that CP data for the largest systems
collapse reasonably well onto a single scaling function, yielding a critical temperature
of Tc = 0.482 and critical exponent α = 0.82. The orange line in panel (a) shows the
power-law behaviour of CPmax expected from this value of α.
second-order transition and Binder cumulants point to a weakly first-order transition.
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Figure 5.8: Binder cumulants. Panel (a) shows cumulants calculated according to
Eq. 5.3 as a function of T along different isobars and for different system sizes, while
in (b) we plot the minima of the cumulants. As system size increases, the minima
approach a constant value close to, but significantly less than 2/3, thus indicating a
first-order transition with a small latent heat. The orange line in the inset shows the
behaviour expected of a continuous transition.
5.3.4 Solving the riddles partially
By simulating in the NPT ensemble with a fixed box geometry, we do not allow the
box to accommodate changes in crystal symmetry very well. This may also suppress
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fluctuations that would accompany a phase change to a different geometry. This
enhances metastability of the phase matching the box geometry, and is responsible
for the confounding behaviour we have just encountered. This, in fact, can be seen as
a case of “clamping”, where a first order transition in a crystal becomes second order
once lattice deformations (long-wavelegth phonons) are removed from the Hamiltonian
[9]. Here, by enforcing the symmetry of the high-T HDT phase on the simulation box,
we suppress certain deformations.
In Fig. 5.9, we show potential energy “time” series of MC simulations at a set of T
and P near the low-T to high-T transition, starting from the ideal HDT structure. We
note that the system very quickly adjusts from an initial potential energy per particle
of −1.5 to the value ≈ −2.15 characteristic of high-T HDT, a change not even
noticed in the time series. For these simulations, however, we implement anisotropic
pressure control by allowing the box vectors to independently change length and also
allowing the angle between box vectors to change. The abrupt jump in energy, in this
case to a value just above −2.5, is the hallmark of a first order transition for our
system size of N = 986 particles. Thus, we have clear evidence that the low-T to high-
T transition is first order, and not particularly weak. This jump must occur in the
region where the high-T phase is metastable, and so the actual transition temperature
for this system size is quite reasonably near kBT/ = 0.5, the temperature of the funny
point.
While we have not confirmed the structure of the low-T form of HDT, we present
a candidate structure in Fig. 5.10 that has potential energy per particle of −2.5.
The new structure can be understood by considering a rectangular non-primitive unit
cell containing two particles, as outlined in red in the figure. In the perfect HDT
structure, both particles are equivalent, but in the low-T form, the central particle
is shifted slightly to the left or right, parallel to the short side of the rectangle. The
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Figure 5.9: MC simulations with anisotropic pressure control showing potential energy
per particle as a function of MC step. The abrupt change in the energy is a very clear
indication of a first-order phase transition.
shift gains two bonds of energy −, and also renders the two particles inequivalent.
They both have the same bonding pattern, but “point” in opposite directions. The
proposed structure fits in the same box as ideal HDT, so it is a bit perplexing that
the transition is so affected by box flexibility. Perhaps for entropic reasons, the low-T
form prefers a different ratio of box lengths, or a unit cell that is not rectangular.
By simulating the proposed structure systematically at low T with a flexible box, we
should be able to discern the geometry.
Simulating with a flexible box appears to solve the problem of determining the
order of the low-T to high-T HDT transition, and moves the transition temperature
to that of the funny point. However, we do not know why the low-T -high-T HDT
transition line meeting or approaching the HDT-L line(s), presumably at a triple
point, should result in the free energy barrier between either low-T HDT or high-T
HDT and the liquid disappearing.
In Fig. 5.11 we plot the Gibbs free energy as a function of ρ for state points along
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Figure 5.10: The candidate structure for the low-T HDT crystal that has potential
energy per particle −2.5. A solid line indicates a bond with energy − and a dashed
line a bond with energy −/2. The red rectangle shows a non-primitive unit cell of
this crystal, with the interior particle being shifted to one of the long edges. For the
close-packed HDT structure, this interior particle is centred.
the HDT-L coexistence line. The coexistence condition we employ is that the free
energy minima at high ρ (HDT) and low ρ (L) are the same. The inset shows that
the height of the energy barrier separating the two minima practically vanishes at
kBT/ = 0.50. The free energy curves result from histograms of ρ obtained from
umbrella sampling simulations, as described in Chapters 2 and 4, with N = 986.
While the curves shown are for fixed box geometry NPT simulations, the results are
robust to allowing box flexibility. For smaller system sizes (not shown), a small barrier
is apparent, while for a larger system, N = 2232(not shown), the loss of the barrier is
more clearly seen. The barrier vanishing implies that the interfacial tension between
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L and (either) HDT vanishes.
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Figure 5.11: Conditional Gibbs free energy as a function of ρ obtained from umbrella
sampling MC simulations for different temperatures along the HDT-L coexistence line.
At kBT/ = 0.50 a barrier is not distinguished from the noise; the barrier thus seems to
vanish at this “funny point”. The inset plots the barrier height for each temperature,
showing a dramatic difference in behaviour above and below kBT/ = 0.50.
As noted above, density is continuous across the low-T -high-T HDT transition.
We see this directly and it also follows from the verticality of the transition line in the
P -T plane. Thus, there seems to be no reason to assume large density fluctuations
seen at the funny point on account of the two different HDT forms, assuming the low-
T -high-T HDT transition remains first order on meeting the melting line. Perhaps
the low-T -high-T HDT transition becomes second order prior to meeting the melting
line.
Another possibility is that the hexatic phase appears in the vicinity of the funny
point, allowing transitions to the liquid to not be first order. The riddle of the funny
point is not solved.
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5.4 Discussion and Conclusions
In Ch. 4 we vary the potential parameters 1, b and c and we find that b is the
responsible parameter for increasing the range of P over which the inverse melting
occurs. In particular, we focus on the model with 1 and c as in the original model
and with b = 1.46σ. The bending of the inverse melting part of the S-L transition line
has an impact on the topology of other coexistence lines, and as a result, the phase
diagram in Fig. 5.1(b) for b = 1.46σ is significantly different, at least at high P , from
the original model (SSSW for b =
√
2) as shown in Fig. 5.1(a).
One novel feature in the b = 1.46σ model is the disappearance of the HDT-S-L
triple point. Instead of meeting, the HDT-L and S-L lines approach but then diverge
from each other. This results in a “corridor” along ρσ2 ≈ 0.92 for which, barring
the appearance of other phases, the liquid appears to be the stable phase down to
low T . Examining the structure of the liquid, we find two crystalline motifs. One of
these crystals is a good candidate to occupy the low T portion of the phase diagram
within this corridor. Free energy calculations remain to be done in order to determine
coexistence conditions for this new phase.
In the course of calculating the new phase diagram, we noticed a “funny point”
along the HDT-L line at which the free energy barrier separating the HDT crystal and
the liquid disappears. This phenomenon is absent in the original model. This sort
of behaviour is expected at a critical point, which is not expected to exist between a
crystal and a liquid, at least in three dimensions. Further, we find no evidence of the
expected increase in fluctuations within the liquid on approach to the funny point, as
would be if it were a critical point.
Searching for an explanation within the HDT stability field, we find a transition
between low and high T forms of HDT. We find that whether the NPT simulations
are carried out with isotropic rescaling of particle coordinates or by allowing the
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simulation box to change shape has a significant effect on the apparent order of the
transition. Scaling relations and Binder cumulants are useful in pointing out the
consequences arising from the additional constraints imposed on the system when
using isotropic rescaling. We find a candidate structure for the low-T form of HDT,
which can be obtained from the ideal HDT structure by slightly shifting alternate
rows of particles in opposite directions in order to make energetic bonds with second
neighbours. Further simulations are required to refine the structure of the low-T phase
and to understand better why the pressure algorithm has a marked impact on the
transition, given that the proposed structure also fits into the same simulation box
as the high-T phase. Going back to the original model, we also find this transition
within HDT.
The funny point remains a riddle to us. While both the original and b = 1.46σ
models possess the low-T to high-T HDT transition, only the b = 1.46σ exhibits
a vanishing of the free energy barrier along the HDT-L line. Possible explanations
include the appearance of a hexatic phase (an examination of the orientational and
translation correlation functions in the vicinity will help rule this out) and the chang-
ing of transition order from first to second along the low-T -highT HDT transition
prior to meeting the melting curve. A detailed examination of the compressibility, en-
ergy and/or density histograms at several system sizes are needed to help understand
what is going on around the funny point.
Although the issue of isotropic versus anisotropic box scaling has an impact on
studying the low-T to high-T HDT transition, generally speaking, for first order tran-
sitions where the symmetry of the coexisting phases is known, the pressure algorithm
used for each phase should be such that it preserves the symmetry of that phase. It is
more of a problem when encountering an unknown transition to an unknown phase,
as in our case. Anisotropic scaling is useful in determining the symmetry of the new
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phase. Once we have characterized the low-T HDT phase, we need to recalculate its
melting curve and also its coexistence line with S (in the original model).
In principle, the inverse melting part of the S-L might be affected by an unknown
transition that is obscured by enforcing a square simulation box. At the very least, we
have calculated the S-L transition metastable to some unknown phase. However, the
large EDMD simulations showing S melting and L crystallizing to S are large enough
for new crystals to grow in a liquid environment unaffected by the box shape.
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Chapter 6
Summary and Future Work
In this thesis, I present the results of our exploration of the phase behaviour of a
system of disks interacting through a potential that was previously shown to exhibit
anomalous liquid properties at low density, and the construction of which was moti-
vated by creating minimal models that exhibit single-component liquid-liquid phase
separation. Given these origins of the potential, it is perhaps not surprising that its
behaviour at higher pressures yields some surprises.
The S (square) crystal proves to be the most interesting of characters in the
cast of phases that include the gas, the liquid, a low density triangular crystal, two
high density triangular phases (although the low T phase does not seem to possess
hexagonal symmetry), and four new crystals perfunctorily named A, Z, I and O.
The rather open structure of S allows for a large vibrational entropy and hence we
encounter a case where the entropy of the crystal is higher than that of the liquid,
giving rise to the phenomenon of inverse melting.
In studying the numerous phase transitions in the system, we employ:
• NV T and NPT MC simulations for obtaining equations of state for use in
thermodynamic integration required to obtain free energy changes between state
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points and to test basic phase stability.
• umbrella sampling MC, particularly useful for determining histograms of fluc-
tuations of thermodynamic quantities, in our case ρ.
• the Frenkel-Ladd method for determining absolute free energies of crystals.
• the Gibbs-ensemble method along with calculating the pressure using virtual
volume changes to determine the L-G line and critical point.
• Gibbs-Duhem integration for tracing coexistence curves.
• Hamiltonian Gibbs-Duhem integration for obtaining changes in coexistence con-
ditions given changes to a potential.
• EDMD simulations as an independent check on the MC-based results.
• various measures of order and its range including g(r), S(q), G4,6(r) and G~g(r),
as well as Steinhardt bond order parameters to identify particles locally as being
crystal-like or liquid-like.
• finite-size scaling including Binder cumulants to help discern the order of tran-
sitions.
The methods we use in calculating the phase diagram in Ch. 3 require a degree
of metastability in order to be applicable. Indeed, with the exception of the HDT-L
line above kBT/ = 0.46, where the free energy barrier between crystal and liquid
is low, all transitions are sufficiently strongly first order. Despite this, the degree of
metastability is very small for some of the transitions, and the chemical potential
difference between metastable and stable phases is very small compared to three
dimensional systems. Given this, it would be straightforward to achieve a reasonably
accurate phase diagram by simply carrying out many simple NPT simulations and
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observing the end phase of each run (as we did in checking our free energy-based
transition lines). However, it is worthwhile pointing out that with such an approach,
we would have likely missed the initially very subtle effect of inverse melting. It was
the precise and rigorous determination of coexistence conditions that allowed us to
discern inverse melting of S.
In Ch. 4, we expand the range of inverse melting by first varying the three inde-
pendent parameters of the potential and using Hamiltonian Gibbs-Duhem integration
for a small portion of the S-L curve to see the effect of the variations on the extent
of inverse melting. We find that the parameter b, the extent of the intrawell shoulder
has the greatest impact on inverse melting and the effect seems to be maximized near
b = 1.5σ. As a case study of a system with pronounced inverse melting, we focus on
the model with b = 1.46σ.
For the b = 1.46σ model, we recalculate the whole S-L melting curve and perform
various tests. We determine the surface tension through density histogram methods
between S and L at coexistence conditions despite the interface being rather diffuse.
This surface tension calculation confirms both the accuracy of the determination of
the coexistence conditions and the first-order nature of the transition. We carry out
molecular dynamics simulations to directly see inverse melting, both by melting the
S crystal upon lowering T and freezing the liquid upon raising T . We do not find
evidence for a hexatic phase or a quasicrystal phase in the vicinity of the inverse
melting line.
Having the surface tension, at least at one particular coexistence pressure, as well
as the tools required for calculating the chemical potential difference between the S
and L along the corresponding isobar, we are in an excellent position to carry out
an assessment of how well Classical Nucleation Theory (CNT) fares in describing the
crystallization process of our 2D system. CNT predicts the rate of nucleation given
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the surface tension and the chemical potential difference (and diffusion coefficient).
It would be interesting to see in what regime the predictions of CNT hold, given the
diffuse nature of the interface between S and L.
In using the translational correlation function G~g(r) to identify phases as being
crystalline, hexatic or liquid, we find that the previously reported power-law decay of
peaks in this function, when there is no other indication of quasi-long-range order in
the system, is an artefact of the mathematical definition of G~g(r): for a system with
orientationally uncorrelated local environments, G~g(r) reduces to a Bessel function,
the peaks of which decay as a power law. This Bessel-law contribution should be
subtracted in order to reveal the true extent of translational correlation.
In pursuing the HDT-L line for the b = 1.46σ model in Ch. 5, we find a narrow
density range for which the liquid remains particularly stable at lower T as the HDT-
S-L triple point vanishes. Examining the structure of the liquid reveals a potential
crystal that is well suited to this density. We also find that the free energy barrier
between HDT and L disappears at a point along the HDT-L coexistence curve. While
this funny point is likely related to a transition we find between two subforms of HDT,
we must use the various techniques at our disposal to very clearly show what precisely
is occurring as the low-T -to-high-T HDT line meets the HDT-L melting line. We need
to do this also for the original parameters of the SSSW model, for which there is also
a low-T -to-high-T HDT transition, but where the free energy barrier between HDT
and L remains finite and hence we expect a normal triple point.
We wonder to what extent the rich phase behaviour of the SSSW model can be
reproduced in other model or experimental systems, and to what extent dimensional-
ity plays a role. A step in this direction is to see whether inverse melting survives in a
continuous version of the potential. There is some hope. Recently, it was shown that
a continuous version of the SSSW potential retains the second (liquid-liquid) critical
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point [1] that is obscured by crystallization near the LDT-S-L triple point in the orig-
inal SSSW model. It would be interesting to see how the continuous model behaves at
higher pressures and whether a similar optimization of the continuous model parame-
ters can be accomplished to produce inverse melting. Conversely, perhaps the SSSW
potential parameters can be adjusted to lower the LDT-S-L triple point so that, with
crystallization sufficiently suppressed, the critical point emerges into the stable liquid
regime.
Interactions within lipid membrane systems have been modelled with potentials
similar to the SSSW model used in this thesis [2]. If inverse melting can indeed
occur in continuous analogs of the SSSW potential, then it may be possible to find or
synthesize lipids with the effective interaction required to produce inverse melting.
In summary, this thesis is another example of how a seemingly straightforward
goal, in our case wishing to determine the phase diagram of a fairly innocuous model
of interaction between disks, can yield unexpected results. We hope that you agree
with us that the SSSW model is a simple potential full of complexities.
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