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Abstract: A set of vertices S in a graph G is said to be a Smarandachely k-dominating
set if each vertex of G is dominated by at least k vertices of S. Particularly, if k = 1, such
a set is called a dominating set of G. The Smarandachely k-domination number γk(G) of
G is the minimum cardinality of a Smarandachely k-dominating set of G. For abbreviation,
we denote γ1(G) by γ(G). In [9], Reed proved that the domination number γ(G) of every
n−vertex graph G with minimum degree at least 3 is at most 3n/8. In this note, we present
a sequence of Hamiltonian 4-regular graphs whose domination numbers are sharp. Here
we state some results which will pave the way in characterization of domination number in
regular graphs. Also, we determine independent, connected, total and forcing domination
number of those graphs.
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§1. Introduction
Throughout this paper, all graphs considered are ﬁnite, undirected, loopless and without mul-
tiple edges. We refer the reader to [11] for terminology in graph theory.
Let G = (V,E) be a graph with vertex set V and edge set E, and let v ∈ V . The
neighborhood of v, denoted by N(v), is deﬁned as the set of vertices adjacent to v, i.e., N(v) =
{u ∈ V |uv ∈ E}. For S ⊆ V , the neighborhood of S, denoted by N(S), is deﬁned by N(S) =
∪v∈SN(v), and the closed neighborhood N [S] of S is the set N [S] = N(S) ∪ S and the degree
of x is degG(x) = |NG(x)|.
A set of vertices S in a graph G is said to be a Smarandachely k-dominating set, if each
vertex of G is dominated by at least k vertices of S. Particularly, if k = 1, such a set is called
a dominating set of G. The Smarandachely k-domination number γk(G) of G is the minimum
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cardinality of a Smarandachely k-dominating set of G. For abbreviation, we denote γ1(G) by
γ(G). The domination number has received considerable attention in the literature.
A dominating set S is called a connected dominating set if the subgraph G[S] induced by
S is connected. The connected domination number of G denoted by γc(G) is the minimum
cardinality of a connected dominating set of G. A dominating set S is called an independent
dominating set if S is an independent set. The independent domination number of G denoted
by i(G) is the minimum cardinality of an independent dominating set of G. A dominating
set S is a total dominating set of G if G[S] has no isolated vertex and the total domination
number of G, denoted by γt (G), is the minimum cardinality of a total dominating set of G. A
subset F of a minimum dominating set S is a forcing subset for S if S is the unique minimum
dominating set containing F . The forcing domination number f (G, γ) of S is the minimum
cardinality among the forcing subsets of S, and the forcing domination number f (G, γ) of G is
the minimum forcing domination number among the minimum dominating sets of G ([1]-[7]).
For every graph G, f (G, γ) ≤ γ (G).
The problem of ﬁnding the domination number of a graph is NP-hard, even when restricted
to 4-regular graphs. One simple heuristic is the greedy algorithm [10]. Let dg be the size
of the dominating set returned by the greedy algorithm. In 1991 Parekh [8] showed that
dg ≤ n+1−
√
2e+ 1. Reed [9] proved that γ (G) ≤ 38n. Fisher et al. [3]-[4] repeated this result
and showed that if G has girth at least 5 then γ (G) ≤ 514n. In the light of these bounds on γ,
in 2004 Seager considered bounds on dg for r-regular graphs and showed that:
Theorem 1.1([10]) For r ≥ 3, dg ≤ r2+4r+1(2r+1)2 × n.
Theorem 1.2([3]) For any graph of order n,
⌈
n
1+ΔG
⌉
≤ γ (G).
The authors of [7] studied domination number in Hamiltonian cubic graphs, and stated in
it the following problem.
Problem 1.3 What are the domination numbers of the Hamiltonian 4-regular graphs?
The aim of this article is to study the domination number γ(G), independent domination
number i(G), connected domination number γc(G), total domination number γt(G) and forcing
domination number f(G, γ) for 4-regular graphs and give a sharp value for the domination
numbers of these graphs.
§2. Domination Number
In this section we obtain a sharp value for the domination number of some 4-regular graph. In
the following, we construct graphs G, G1 and G2 of which the graphs G and G2 are 4-regular.
The graph G1 is not 4-regular but degG1(vi) = 4 where 2 ≤ i ≤ m−1 and for the two remaining
vertices, degG1(v1) = degG1(vm) = 3. Moreover, the graph G2 will be obtained from the graphs
G1.
Remark 2.1 (i) Let G be a graph with V (G) = {v1, v2, ..., vn} and E(G) = {vivj | |j − i| =
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1 or t or t + 1} ∪ {v1vt, vt+1v2t} where n = 2t, t ≥ 3;
(ii) Let G1 be a graph with V (G1) = {v1, v2, ..., vm} and E(G1) = {vivj | |j − i| =
1 or s or s+ 1} where m = 2s+ 1, s ≥ 2;
(iii) Let G2 = ∪qi=1Gmi where Gmi ∼= G1, |V (Gmi)| = mi for all possible i and |V (Gm1)| ≤
|V (Gm2)| ≤ ... ≤ |V (Gmq )|, such that V (G2) = ∪qi=1 ∪mij=1 {vivj} and E(G2) = ∪qi=1E(Gmi) ∪
{vimiv(i+1)1 (mod q)| i = 1, 2, ..., q}.
By Theorem 1.1, we have dg ≤ (33/81)n for r-regular graphs where r = 4. In the following
Theorems, we obtain the exact number for constructed 4-regular graphs.
In all following theorems, let m,n be odd and even respectively and n ≡ l1 (mod 5), m ≡ l2
(mod 5) then m = 5p+ l2 and n = 5k + l1 where 0 ≤ l1, l2 ≤ 4 and p, k are integers.
By Theorem 1.2, we have the following observation.
Observation 2.2 γ(G) ≥  5k+l15  and γ(G1) ≥  5p+l25 .
Theorem 2.3 Let G be a graph of order n, then γ(G) =
⎧⎨⎩ k if n ≡ 0 (mod 5)k + 1 otherwise .
Proof We proceed by proving the series cases of following.
Case 1 If n ≡ 0 (mod 5) then n = 5k. Let S = {v3, v8, v13, · · · , vi, vi+5, · · · , vn2−7, vn2−2, vn2 +1,
vn
2
+6, · · · , vj , vj+5, · · · , vn−4}. It is easy to verify that |S| = (2× (n2 − 5)/5) + 2 = k. Further-
more, every vertex in S dominates four vertices and itself and N [x] ∩N [y] = ∅ for any pair of
vertices x, y ∈ S. It follows that S is a dominating set, so γ(G) ≤ k. Using Observation 2.2 it
is now straightforward to see that γ(G) = k.
Case 2 If n ≡ 1 (mod 5) then n = 5k+1. Let S = {v3, v8, v13, ..., vi, vi+5, ...vn
2
−5, vn
2
−1, vn
2
+1,
vn
2 +6
, · · · , vj , vj+5, ..., vn−2} which implies |S| = k + 1. Clearly, every vertex in S − {vn2−1}
dominates four vertices and itself. Then the non-dominated vertex vn
2
−1 is dominated by itself.
Also, N [x] ∩ N [y] = ∅ for every pair vertices x, y ∈ S − {vn
2−1}. Thus S is a dominating set
and γ(G) ≤ k + 1. Using Observation 2.2 it is now straightforward to see that γ(G) = k + 1.
Case 3 If n ≡ 2 (mod 5) so n = 5k + 2. Assign S = {v2, v7, · · · , vi, vi+5, · · · , vn2−9, vn2−4, vm,
vn
2
+5, · · · , vj , vj+5, ..., vn−1} and m ∈ {n2 , n2 + 1}. One can see that any vertex in S − {vm}
dominates four vertices and itself and the two non-dominated vertices vn
2
and vn
2 +1
are dom-
inated by vertex vm. Obviously, |S| = k + 1. Moreover, for every pair of vertices x and y
from S − {vm}, we have N [x] ∩N [y] = ∅. Therefore S is a dominating set for G that implies
γ(G) ≤ k + 1. Using Observation 2.2 it is now straightforward to see that γ(G) = k + 1.
Case 4 If n ≡ 3 (mod 5) so n = 5k + 3. Let S = {v2, v7, v12, · · · , vi, vi+5, · · · , vn2−2, vm,
vn
2
+5, · · · , vj , vj+5, · · · , vn−4}, where m ∈ {n2 , n2 +1, n}. By simple veriﬁcation one can see that
every vertex in S − {vm} dominates four vertices and itself and the three vertices vn
2
, vn
2
+1
and vn are dominated by vertex vm. Clearly, |S| = k + 1 and N [x] ∩N [y] = ∅ for all possible
vertices x, y ∈ S − {vm}. Therefore S is a dominating set for G that implies γ(G) ≤ k + 1.
Using Observation 2.2 it is now straightforward to see that γ(G) = k + 1.
Case 5 If n ≡ 4 (mod 5), so n = 5k + 4. Let S = {v2, v7, ..., vi, vi+5, ..., vn
2
−5, vn
2
, vn
2
+5, ..., vj ,
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vj+5, · · · , vn−2}. We see every vertex in S − {vn
2
} dominated four vertices and itself and
the vertex vn
2
dominates three vertices {vn
2−1, vn2 +1, vn} and itself. Since |S| = k + 1 and
N [x]∩N [y] = ∅ for all possible vertices x, y ∈ S−{vn
2
}. Then S is a dominating set for G that
implies γ(G) ≤ k + 1. By Observation 2.2 it is straightforward to see that γ(G) = k + 1. 
Theorem 2.4 Let G1 be a graph of order m = 5p + l2 where l2 ∈ {0, 1, 2, 3, 4} and p is an
integer, then γ(G1) =
⎧⎨⎩ p if m ≡ 0 (mod 5);p + 1 otherwise.
Proof We consider the following sets such that m ≡ l2 (mod 5) for 0 ≤ l2 ≤ 4.
For l2 = 0. We say S = {v2, v7, ..., vi, vi+5, ..., vs, vs+5, ..., vj , vj+5, ..., vm−3}.
For l2 = 1. We say S = {v2, v7, ..., vi, vi+5, ..., vs−3, vs, vs+5, vs+10, ..., vj , vj+5, ..., vm−1}.
For l2 = 2. We say S = {v2, v7, .., vi, vi+5, .., vs−1, vs+1, vs+5, vs+10, .., vj , vj+5, ..., vm−4}.
For l2 = 3. We say S = {v2, v7, ..., vi, vi+5, ..., vs−4, vs, vs+5, vs+10, ..., vj , vj+5, ..., vm−2}.
For l2 = 4. We say S = {v2, v7, ..., vi, vi+5, ..., vs−2, vs, vs+5, vs+10, ..., vj , vj+5, ..., vm−5}.
A method similar to that described in proof of Theorem 2.3 can be applied for proof of
this Theorem. From this, one can see that all of the considered sets are dominating sets. Using
Observation 2.2 it is now straightforward to obtain the stated results in this Theorem. 
Now we are ready to study domination number of more 4-regular graphs which are stated
in Theorem 2.3.
Remark 2.5 We construct graph G′ = Gn1 ∪ Gn2 ∪ ... ∪ Gnr in which between every two
4-regular graphs we add an edge such that d(v) = 5 to each of ﬁrst and end vertices of Gni for
all possible i and Gni
∼= G, |V (Gn1)| ≤ |V (Gn2)| ≤ ... ≤ |V (Gnr )|.
Theorem 2.6 γ(G′) =
∑r
i=1 γ(Gni) such that there exists a G with Gni
∼= G for each i.
Proof The result follows by Theorem 2.3. 
Let G
′
1 and G
′′
1 be the graphs in which these are two induced subgraphs of G1 such that
V (G
′
1) = V (G1)− {v1, vm} and V (G
′′
1 ) = V (G1)− {v1} (or V (G
′′
1 ) = V (G1)− {vm}).
Proposition 2.7 (i) γ(G
′
1) = γ(G
′′
1 ) = γ(G1) where V (G1) ≡ l to modulo 5 and l ∈ {0, 2, 3, 4};
(ii)Let V (G1) ≡ 1 to modulo 5. Then (a): γ(G′1) = γ(G1)− 1 (b): γ(G
′′
1 ) = γ(G1) where
V (G
′′
1 ) = V (G1)− {v1} (c): γ(G
′′
1 ) = γ(G1)− 1 where V (G
′′
1 ) = V (G1)− {vm}.
Proof (i) The result follows by Observation 2.2 and Theorem 2.4.
(ii) Let V (G1) ≡ 1 (mod 5). We say S = {v4, v9, ..., vs−1, vs+2, vs+7, ..., vm−4}. Clearly S
is a dominating set for G
′
1 and G
′′
1 where V (G
′′
1 ) = V (G1)−{vm}. Therefore γ(G
′
1) = γ(G
′′
1 ) =
γ(G1) − 1 because |S| = m−15 . Finally if V (G
′′
1 ) = V (G1) − {v1}, one can check by simple
veriﬁcation that γ(G
′′
1 ) = γ(G1). 
Proposition 2.8 Let G2 be the graph with V (Gmi) ≡ 1 (mod 5) for all i. Then γ(G2) =∑q
i=1 γ(Gmi)−  q2.
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Proof The result follows by Proposition 2.7 (ii)(c). Moreover, It is suﬃcient to show the
truth of the statement when q = 2 (G2 = Gm1 ∪Gm2).
Let S = {v14, v19, · · · , v1i, v1(i+5), · · · , v1(sm1−1), v1(sm1+2), v1(sm1+7), · · · , v1j , v1(j+5), · · · ,
v1(m1−4), v21, v26, · · · , v2i′ , v2(i′+5), · · · , v2(sm2−4), v2(sm2+1), · · · , v2j′ , v2(j′+5), · · · , v2(m2−2)}.
Obviously, γ(G2) = γ(Gm1) + γ(Gm2) − 1. It is now straightforward to prove the result
for q > 2, by Proposition 2.7(ii) and a method similar to that described for q = 2. Thus
γ(G2) =
∑q
i=1 γ(Gmi)−  q2 with V (Gmi) ≡ 1 (mod 5) for all i. 
Let l be the number of occurrences of consecutive G1’s with V (G1) ≡ 1 (mod 5). For
1 ≤ i′ ≤ l, let Hi′ = {G2 − e| G2 = ∪ri′j=1Gmj , ri′ is the number of consecutive Gmjs with
V(Gmj) ≡ 1 (mod 5) for all j, e(= vi
′
11v
i′
ri′mri′
) /∈ Gmj}.
Theorem 2.9 Let G3 = ∪qi=1Gmi which contains the induced subgraph Hi′ for 1 ≤ i′ ≤ l and
G3 ∼= G2. Then γ(G3) =
∑q
i=1 γ(Gmi)− ( r12 +  r22 + ...+  rl2 ).
Proof The result follows by Theorem 2.4 and Propositions 2.7 and 2.8. 
§3. Independent Domination Number of Some Graphs
Theorem 3.1 If n ≡ l (mod 5) where 0 ≤ l ≤ 4, then i(G) = γ (G).
Proof We Suppose that n ≡ 0 (mod 5) and n is even. Since i(G) ≥ γ (G), The-
orem 2.3 implies that i(G) ≥ k. Let S = S1 ∪ S2 = {v3, ..., vi, vi+5, ..., vn2−7, vn2−2} ∪
{vn
2
+1, vn
2
+6, ..., vj , vj+5, ..., vn−4}. It is suﬃcient to prove that there exists no pair of ver-
tices (x, y) with xy ∈ E(G) in S. Because, on the one hand dPn(x, y) = 5 (Let Pn = v1v2...vn)
for any two consecutive vertices with x, y ∈ S1 (or x, y ∈ S2). On the other hand each vi ∈ S
is adjacent to vertices vi−1, vi+1, vi+n
2
and vi+ n
2
+1. So by simple veriﬁcation one can see that
there exists no vertex in S from {vi−1, vi+1, vi+n2 , vi+n2 +1}. Hence S is an independent set of
G, then i(G) = γ (G).
Similar argument settles proof of cases n ≡ l where 1 ≤ l ≤ 4. 
Theorem 3.2 If m ≡ l (mod 5) where 0 ≤ l ≤ 4, then i(G1) = γ(G1).
Proof Similar to that of Theorem 3.1, we settle the proof of this Theorem. 
Theorem 3.3 i(Gx) = γ(Gx) where x = 2, 3.
Proof The result follows by Theorems 2.4 and 2.9. 
§4. Connected Domination Number of Some Graphs
Let Np[vi] = N [vi]− (N(vi) ∩ S) where S is an arbitrary set.
Theorem 4.1 If n ≡ l ( mod 5 ), where 0 ≤ l ≤ 4, then γc(G) = n2 − 1.
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Proof Let n ≡ 0 (mod 5). Since γc(G) ≥ γ (G), Theorem 2.3 implies γc(G) ≥ k. We
introduce S0 = {v2, v3, ..., vn2 }. Obviously, S0 is a connected dominating set for G, then γc(G) ≤
n
2 − 1. Now we suppose that S is an arbitrary connected dominating set for G with |S| =
l ≤ n2 − 2. Clearly, 〈S〉 is containing a path of length l ≤ n2 − 2, and |Np[x]|, |Np[y]| ≤ 4
and |Np[z]| = 3 where x, y are pendant vertices of path and z ∈ S − {x, y}. Furthermore
|Np[u]∩Np[v]| = 1 where u, v are two consecutive vertices from S. By the assumptions we have
| ∪x∈S Np[x]| ≤ (2 × 4) + (n2 − 4)× 3 − (n2 − 3) = n− 1. Then S cannot dominate all vertices
of G. This implies that S0 is minimum connected dominating set of G, hence γc(G) =
n
2 − 1.
Similar argument settles proof of cases n ≡ l where 1 ≤ l ≤ 4. 
Theorem 4.2 If m ≡ l (mod 5) where 0 ≤ l ≤ 4 then γc(G1) = s− 1.
Proof In a manner similar to Theorem 4.1 we can prove the Theorem. 
Theorem 4.3 γc(G2) =
∑q
i=1(smi + 1)− 2.
Proof Theorem 4.2 implies that γc(G2) ≥
∑q
i=1(smi − 1). Because if S1 and S2 are
arbitrary γc-sets for Gm1 and Gm2 with |S1| = sm1 − 1, |S2| = sm2 − 1 then 〈S1 ∪ S2〉 is
disconnected. Furthermore, any γc-set for Gmi does not contain ﬁrst or endvertex of Gmi .
Therefore, to obtain a γc-set for G2, we must add all of the end and ﬁrst vertices of the graph
Gmi except for two graphs. For the ﬁrst graph, say (Gm1), we can add the endvertex and the
last graph, say (Gmq), we may add its ﬁrst vertex (note that we may choose in a similar manner
for two other graphs). Then γc(G2) =
∑q
i=1(smi + 1)− 2. 
§5. Total Domination Number of Some Graphs
Let S be a minimum total dominating set, then we have the following Observations.
Observation 5.1 For any vertex x ∈ S, there exists at least one vertex y ∈ S such that
xy ∈ E(G).
Observation 5.2 Let G be a 4-regular graph then |N [x] ∪ N [y]| ≤ 8, where x, y ∈ S and
xy ∈ E(G).
Immediately we have the following lemma.
Lemma 5.3 Let G and G1 be the graphs deﬁned in Remark 2.1. For any x, y ∈ S with xy ∈ S
then |N [x] ∪N [y]| ≤ 7.
Proof Let x = vi and y = vi+1 (or y = vi−1) then |N [x] ∪ N [y]| = 7. Now suppose that
x = vi and y = vi+n2 (or y = vi+
n
2 +1
) then |N [x] ∪N [y]| = 6. Hence |N [x] ∪N [y]| ≤ 7. 
We consider the following Theorem.
Theorem 5.4 γt(G) =
⎧⎨⎩ 2n7  n ≡ l (mod 7) where l ∈ {0, 3, 4, 5, 6}2n7 + 1 n ≡ 1or 2 (mod 7) .
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Proof The proof is divided into the following cases by considering n ≡ (mod7).
Case 1 n ≡ 0 (mod 7)
Let S = {v1, v2, v8, v9, · · · , vi, vi+1, · · · , vn2−6, vn2−5, vn2 +5, vn2 +6, vn2 +12, vn2 +13, · · · , vj , vj+1,
· · · , vn−2, vn−1}. It is easy to verify that S is a γt-set for G where n ≡ 0 (mod 7). Moreover
any two adjacent vertices from S have 7 vertices as neighbors, so by Lemma 5.3, S is minimum
total dominating set for G and γt(G) = |S| = 2n7  where n ≡ 0 (mod 7).
Case 2 n ≡ 1 (mod 7)
Let S1 = {v1, v2, v8, v9, · · · , vi, vi+1, · · · , vn2−3, vn2−2, vn2 +5, vn2 +6, vn2 +12, vn2 +13, · · · , vj , vj+1,
· · · , vn−6, vn−5}. It is easy to verify that (N [x] ∪N [y]) ∩ (N [z] ∪N [t]) = ∅ for each two pairs
of vertices (x, y) and (z, t) and xy, zt ∈ E(G) and x, y, z, t ∈ S1. Also, |N [r] ∪N [s]| = 7 for all
possible r, s ∈ S1 and rs ∈ E(G). Meanwhile, Lemma 5.3 implies that the set S1 is a minimum
γt-set for G −M1 where M1 = {vn}. Now, we give S2 = {vn
2
−1}. Clearly S = S1 ∪ S2 is a
γt-set of G where n = 7k + 1. Then γ(G) = |S| = 2n7 + 1 where n ≡ 1 (mod 7).
Case 3 n ≡ 2 (mod 7)
Let S1 = {v1, v2, v8, v9, · · · , vi, vi+1, · · · , vn
2
−7, vn
2
−6, vn
2
+5, vn
2
+6, vn
2
+12, vn
2
+13, · · · , vj , vj+1,
· · · , vn−3, vn−2}. It is easy to verify that (N [x] ∪N [y]) ∩ (N [z] ∪N [t]) = ∅ for each two pairs
of vertices (x, y) and (z, t) with xy, zt ∈ E(G) and x, y, z, t ∈ S1. Also, |N [r] ∪ N [s]| = 7 for
all possible r, s ∈ S1 and rs ∈ E(G). Hence, Lemma 5.3 implies that the set S1 is a minimum
γt-set for G −M2 where M2 = {vn
2
−1, vn}. Now, let S2 = {vn−1}. Clearly S = S1 ∪ S2 is a
γt-set of G where n = 7k + 2. Then γ(G) = |S| = 2n7 + 1 where n ≡ 2 (mod 7).
Case 4 n ≡ 3 (mod 7)
Let S1 = {v1, v2, v8, v9, ..., vi, vi+1, ..., vn
2
−4, vn
2
−3, vn
2
+5, vn
2
+6, vn
2
+12, vn
2
+13, · · · , vj , vj+1,
· · · , vn−7, vn−6}. It is easy to verify that (N [x]∪N [y])∩ (N [z]∪N [t]) = ∅ for each two pairs of
vertices (x, y) and (z, t) with xy, zt ∈ E(G) and x, y, z, t ∈ S1. Furthermore, |N [r]∪N [s]| = 7 for
all possible r, s ∈ S1 and rs ∈ E(G). Clearly, Lemma 5.3 implies that the set S1 is a minimum
γt-set for G −M3 where M3 = {vn2−1, vn−1, vn}. Now, let S2 be 2-subset from M3 which are
adjacent in G. Clearly S = S1 ∪ S2 is a γt-set of G where n = 7k+3. Then γ(G) = |S| = 2n7 
where n ≡ 3 (mod 7).
Case 5 n ≡ 4 (mod 7)
We assign S1 = {v1, v2, v8, v9, · · · , vi, vi+1, · · · , vn
2
−8, vn
2
−7, vn
2
+5, vn
2
+6, vn
2
+12, vn
2
+13, · · · ,
vj , vj+1, ..., vn−4, vn−3}. It is easy to verify that (N [x] ∪N [y]) ∩ (N [z]∪N [t]) = ∅ for each two
pairs of vertices (x, y) and (z, t) with xy, zt ∈ E(G). Also, |N [r] ∪ N [s]| = 7 for all possible
r, s ∈ S1 and rs ∈ E(G). Hence, Lemma 5.3 implies that the set S1 is a minimum γt-set for
G −M4, where M4 = {vn
2
−2, vn
2
−1, vn−1, vn}. Now, let S2 be a 2-subset from M4 which are
adjacent in G. Clearly S = S1 ∪ S2 is a γt-set of G where n = 7k+4. Then γ(G) = |S| = 2n7 
where n ≡ 4 (mod 7).
Case 6 n ≡ 5 (mod 7)
Say S1 = {v1, v2, v8, v9, · · · , vi, vi+1, · · · , vn
2
−5, vn
2
−4, vn
2
+5, vn
2
+6, vn
2
+12, vn
2
+13, · · · , vj , vj+1,
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· · · , vn−8, vn−7}. It is easy to verify that (N [x] ∪N [y]) ∩ (N [z] ∪N [t]) = ∅ for each two pairs
of vertices (x, y) and (z, t) with xy, zt ∈ E(G) and x, y, z, t ∈ S1. Also, |N [r] ∪ N [s]| = 7 for
all possible r, s ∈ S1 and rs ∈ E(G). Hence, Lemma 5.3 implies that the set S1 is a minimum
γt-set for G − M5, where M5 = {vn2−2, vn2−1, vn−2, vn−1, vn}. Now, let S2 = {vn2−2, vn2−1}.
Clearly S = S1 ∪ S2 is a γt-set of G where n = 7k + 5. Then γ(G) = |S| = 2n7  where n ≡ 5
(mod 7).
Case 7 n ≡ 6 (mod 7)
Let S1 = {v1, v2, v8, v9, ..., vi, vi+1, · · · , vn2−9, vn2−8, vn2 +5, vn2 +6, vn2 +12, vn2 +13, · · · , vj , vj+1,
· · · , vn−5, vn−4}. It is easy to verify that (N [x] ∪N [y]) ∩ (N [z] ∪N [t]) = ∅ for each two pairs
of vertices (x, y) and (z, t) with xy, zt ∈ E(G) and x, y, z, t ∈ S1. Also, |N [r] ∪N [s]| = 7 for all
possible r, s ∈ S1 and rs ∈ E(G). Hence, Lemma 5.3 implies that the set S1 is a minimum γt-
set for G−M6, where M6 = {vn
2
−3, vn
2
−2, vn
2
−1, vn−2, vn−1, vn}. Now, let S2 = {vn
2
−2, vn
2
−1}.
Clearly S = S1 ∪ S2 is a γt-set of G where n = 7k + 6. Then γ(G) = |S| = 2n7  where n ≡ 6
(mod 7). 
Theorem 5.5 γt(G1) =
⎧⎨⎩ 2m7  if m ≡ l (mod 7) where l ∈ {0, 3, 4, 5, 6}2m7 + 1 if m ≡ 1 or 2 (mod 7) .
Proof Lemma 5.3 implies that γt(G1) ≥ 2m7 . Now we consider the following cases.
Case 1 m ≡ 0 (mod 7)
We assign St0 = {v5, v6, v12, v13, · · · , vi, vi+1, · · · , vs−5, vs−4, vs+2, vs+3, · · · , vj , vj+1, · · · ,
vm−2, vm−1}. It is easy to see that St0 is a γt-set for G1. Hence γt(G1) ≤ 2m7 . Moreover
Lemma 5.3 implies γt(G1) ≥ 2m7 . It follows that γt(G1) = 2m7  with m ≡ 0 (mod 7).
Case 2 m ≡ l (mod 7) where l ∈ {1, 2, 3, 4, 5, 6}.
We assign Stl to each l as follows:
St1 = {v1, v2, v3, v9, v10, ..., vi, vi+1, vi+7, ..., vs−5, vs−4, vs+6, vs+7, ..., vj , vj+1, ..., vm−2, vm−1}.
St2 = {v2, v3, v9, v10, ..., vi, vi+1, vi+7, ..., vs−2, vs−1, vs, vs+6, vs+7, ..., vj , vj+1, ..., vm−6, vm−5}.
St3 = {v3, v4, v10, v11, ..., vi, vi+1, vi+7, ..., vs−5, vs−4, vs, vs+1, vs+7, vs+8, ..., vj , vj+1, ..., vm−2,
vm−1}.
St4 = {v1, v2, v7, v8, ..., vi, vi+1, vi+7, .., vs−5, vs−4, vs+4, vs+5, .., vj , vj+1, ..., vm−2, vm−1}.
St5 = {v4, v5, v11, v12, v18, .., vi, vi+1, vi+7, .., vs−5, vs−4, vs+1, vs+2, vs+8, vs+9, ..., vj , vj+1, ...,
vm−2, vm−1}.
St6 = {v1, v2, v8, v9, .., vi, vi+1, vi+7, .., vs−5, vs−4, vs+5, vs+6, .., vj , vj+1..., vm−2, vm−1}.
In the same manner as in Case 1 we settle this Case. Hence γt(G1) = 2m7  where m ≡ 3
or 4 or 5 or 6 (mod 7) and γt(G1) = 2m7 + 1 where m ≡ 1 or 2 (mod 7). 
Motivated by Theorem 5.5, we are now really ready to state of following Theorem.
Theorem 5.6 γt(G2) =
∑q
i=1 γt(Gmi).
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Observation 6.1 f(H, γ) ≥ 1 where H ∈ {G,G1, G2}.
Proof It is easy to see that the graphs G, G1 and G2 have at least two γ-sets. Then it
immediately implies that f(H, γ) ≥ 1 where H ∈ {G,G1, G2}. 
Observation 6.2 f(G, γ), f(G1, γ) ≥ 2 where |V (G)|, |V (G1)| ≡ l with l ∈ {1, 2, 3, 4} (mod 5).
Proof It is straightforward to see that with any 1-subset, say T from any arbitrary domi-
nating set, we can obtain at least two diﬀerent γ-sets for G containing T . Then f(G, γ) ≥ 2.
Similar argument settles that f(G1, γ) ≥ 2 too. 
Theorem 6.3 (i) If n ≡ 0 (mod 5) then f(G, γ) = 1;
(ii)If m ≡ 0 (mod 5) then f(G1, γ) = 1;
(iii) f(G2, γ) = q where V (Gmi) ≡ 0 (mod 5) for all i.
Proof (i) We apply Observation 6.1 with H = G, so f (G, γ) ≥ 1. Now let S =
{v3, v8, ..., vi, vi+5, · · · , vn
2
−2, vn
2
+1, vn
2
+6, · · · , vj , vj+5, · · · , vn−4}. It is easy to see that F =
{v3} ⊂ S is a forcing subset for G which implies f (G, γ) ≤ 1. It is now straightforward to give
f (G, γ) = 1.
(ii) By Observation 6.1 with H = G1, it implies that f (G1, γ) ≥ 1. Let F = {v2}. Obvi-
ously, F is a forcing subset for G1. From this and by Theorem 2.4, it follows that f (G1, γ) = 1.
(iii) The Case(ii) settles this case. Moreover, let F = {v12, v22, v32, ..., vi2, ..., vq2} then it
implies that f(G2, γ) = q. 
Theorem 6.4 (i) If n ≡ 1 (mod 5), then f(G, γ) = 2;
(ii)If m ≡ 1 (mod 5), then f(G1, γ) = 2;
(iii) f(G2, γ) = 2 q2 where V (Gmi) ≡ 1 (mod 5) for all i.
Proof (i) Observation 6.2 implies that f (G, γ) ≥ 2. Say S = {v1, v6, ..., vi, vi+5, · · · , vn
2
−2,
vn
2 +1
, vn
2 +6
, · · · , vj , vj+5, · · · , vn−4}. Suppose that F = {v1, vn2 +1} ⊂ S, clearly F is a forcing
subset for G and it follows that f (G, γ) ≤ 2. This implies that f (G, γ) = 2.
(ii)Using Observation 6.2 we have f (G1, γ) ≥ 2. Now we deﬁne F = {vs, vm−1}. Clearly,
|N [vs]∪N [vm−1]| = 6. On the other hand, since m ≡ 1 (mod 5) then cardinality of the set of re-
maining vertices is multiple of 5. It immediately follows that the set {v2, v7, ..., vi, vi+5, ..., vs−3,
vs+5, vs+10, ..., vj , vj+5, ..., vm−6} ∪ F is the unique γ-set containing F . Thus f(G1, γ) = 2.
(iii) We consider the following cases. (a): If q is even, let F1 = ∪qi=2{vi1, vi(si+1)} where
i is even. (b): If q is odd let F2 = ∪q−1i=2 {vi1, vi(si+1)} ∪ {v(q)1, vq(sq+1)} where i is even. By
simple veriﬁcation one can check that F1 and F2 are forcing subsets for G2 in two stated cases.
Hence, it follows that f(G2, γ) = 2 q2. 
Theorem 6.5 (i) If n ≡ 2 (mod 5), then f(G, γ) = 2;
(ii) If m ≡ 2 (mod 5), then f(G1, γ) = 2;
(iii) f(G2, γ) = 2q where V (Gmi) ≡ 2 (mod 5) for all i.
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Proof (i)Using Observation 6.2 we have f (G, γ) ≥ 2. Now we deﬁne F = {vn
2
−1, vn
2
} ⊂ S.
Clearly, |N [vn
2−1] ∪N [vn2 ]| = 7. Moreover, since m ≡ 2 (mod 5) then cardinality of the set of
remaining vertices is a multiple of 5. It immediately follows that the set {v5, v10, ..., vi, vi+5, ...,
vn
2−6, vn2 +3, vn2 +8, ..., vj , vj+5, ..., vn−3}∪F is the unique γ-set containing F . Thus f(G, γ) = 2.
(ii) Using Observation 6.2 we have f (G1, γ) ≥ 2. Now we deﬁne F = {vs+1, vs+2}. It
immediately follows that the set {v4, v9, ..., vi, vi+5, ..., vs−4, vs+7, vs+12, ..., vj , vj+5, ..., vm−2}∪F
is the unique γ-set containing F . Thus f(G1, γ) = 2.
(iii): Clearly, the obtained forcing subset in the case (ii) is extendible to G2. Therefore,
we can assert that f(G2, γ) = 2q. 
Theorem 6.6 (i) If n ≡ 3 (mod 5), then f(G, γ) = 2;
(ii) If m ≡ 3 (mod 5), then f(G1, γ) = 2;
(iii) f(G2, γ) = 2q where V (Gmi) ≡ 3 (mod 5) for all i.
Proof (i) Using Observation 6.2 we have f (G, γ) ≥ 2. Now we deﬁne F = {v1, vn
2
+3} ⊂ S.
Clearly, |N [v1] ∪ N [vn2 +3]| = 8. On the other hand, since m ≡ 2 (mod 5) then cardinal-
ity of the set of remaining vertices is a multiple of 5. It immediately follows that the set
{v5, v10, ..., vi, vi+5, ..., vn
2
−4, vn
2
+8, vn
2
+13, ..., vj , vj+5, ..., vn−1} ∪ F is the unique γ-set contain-
ing F . Thus f(G, γ) = 2.
(ii) Using Observation 6.2 we have f (G1, γ) ≥ 2. Let F = {v1, v3}. Since |N [v1]∪V [v3]| =
8, cardinality of the set of non-dominated vertices is a multiple of 5. From this it immediately
follows that S consists of vs+6, v8, vs+11, v13,...,vm−1, vs−3. Thus f(G1, γ) = 2.
(iii) Clearly, the obtained forcing subset in Case (ii) is extendible to G2. Therefore, it
implies that f(G2, γ) = 2q. 
Theorem 6.7 (i) If n ≡ 4 (mod 5), then f(G, γ) = 2;
(ii) If m ≡ 4 (mod 5), then f(G1, γ) = 2;
(iii) f(G2, γ) = 2q where V (Gmi) ≡ 4 (mod 5) for all i.
Proof (i) Using Observation 6.2 we have f (G, γ) ≥ 2. Now we deﬁne F = {vn
2
−2, vn
2
} ⊂
S. Clearly, |N [vn
2−2] ∪ N [vn2 ]| = 9. Furthermore, since m ≡ 2 (mod 5) then cardinal-
ity of the set of remaining vertices is a multiple of 5. It immediately follows that the set
{v5, v10, · · · , vi, vi+5, · · · , vn2−7,
vn
2
+3, vn
2
+8, · · · , vj , vj+5, · · · , vn−4} ∪ F is the unique γ-set containing F . Thus f(G, γ) = 2.
(ii) By Observation 6.2 we have f (G1, γ) ≥ 2. Let F = {vs, vs+2}. It immediately follows
that the set {v4, v9, · · · , vi, vi+5, · · · , vs−5, vs+7, vs+12, · · · , vj , vj+5, · · · , vm−3}∪F is the unique
γ-set containing F . Thus f(G1, γ) = 2.
(iii) Clearly, the obtained forcing subset in Case (ii) is extendible to G2. Therefore, it
implies that f(G2, γ) = 2q. 
We close this section by the following Theorem for which we are motivated by the results
of this section.
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Theorem 6.8 Let G3 be the graph deﬁned in Section 2. Then f(G3, γ) =
∑q
i=1 f(Gmi , γ) −
( r12 +  r22 + ... +  rl2 ).
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