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Abstract
For over a decade  nonparametric modelling has been successfully applied to study
nonlinear structures in nancial time series It is well known that the usual nonpara
metric models often have less than satisfactory performance when dealing with more
than one lag When the mean has an additive structure  however  better estimation
methods are available which fully exploit such a structure Although in the past such
nonparametric applications had been focused more on the estimation of the conditional
mean  it is equally if not more important to measure the future risk of the series along
with the mean For the volatility function  ie  the conditional variance given the past 
a multiplicative structure is more appropriate than an additive one  as the volatility
is a positive scale function and a multiplicative model provides a better interpretation
of each lagged values inuence on such a function In this paper we consider the joint
estimation of both the additive mean and the multiplicative volatility The technique
used is marginally integrated local polynomial estimation The procedure is applied to
the DEMUSD Deutsche MarkUS Dollar daily exchange returns
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  Introduction
The prediction of  nancial time series based on daily data is in general dicult since after
dierencing most of the structure in the mean disappears This is why randomwalkbased
models have been used in this context The situation is dierent though for high frequency
time series such as foreign exchange rates Autoregressive models have been applied for such
data with speci c assumptions on the error distribution see Engle 	
 Engle and Ng
 Some of the most common nonlinear autoregressive models were proposed by Tong
	 	 Haggan and Ozaki 	 Chan and Tong 	 and Granger and Terasvirta
 In particular it is important not only to predict future values but also to evaluate the
risk or the volatility of the series In the class of ARCH models the volatility or the scale of
innovative random shocks is a function of past values Over the past  fteen years the strict
parametric forms of these models have been questioned and more exible nonparametric
approaches have been studied as an alternative see Robinson 	 	 Meese and Rose
 Drost and Nijman  Engle and GonzalezRivera  A more recent review
is Hardle and Chen 
One of the models studied for foreign exchange rates for example is the CHARN condi
tional heteroskedastic autoregressive nonlinear model with one lag Bossaerts Hardle and
Hafner 
Y
i
 mY
i  
  sY
i  
 
i

where f 
i
g
i 
are iid random variables E 
i
  E 

i
   E 

i
   and E 

i
  m

 
and Y

is independent of thef 
i
gs An analysis of the estimated residuals still revealed
autocorrelation Hence more than one lagged variable in the modelling of the mean function
m and the scale function s seems to be the necessary step in a further analysis
We consider therefore in this paper the CHARN model of the form
Y
i
 mY
i  
 Y
i 
  Y
i d
  sY
i  
 Y
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i d
 
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where f 
i
g
i 
are as in  and Y

 Y
 
  Y
d  
are random variables independent of the
f 
i
gs The conditional volatility function is vY
i  
 Y
i 
  Y
i d
  s

Y
i  
 Y
i 
  Y
i d

This form of the CHARN model in  nancial time series has been studied by Gourieroux
and Monfort 
 and Masry and Tjstheim a The estimation problem for the
functions m and v has been treated in Hardle and Tsybakov  in the case of
d   with the local polynomial regression method Hardle Tsybakov and Yang 	
studied vector autoregression with arbitrary number of lags and dimension We de ne the
CHARN model for general dimensions however from a practical point of view the method
can be expected to suer from the statistical imprecision introduced by a large number of
lags In particular in the small sample size case We illustrate the method with a foreign

exchange rate application Through lag selection see Tschernig and Yang  we ended
up using the  rst lag and the third lag of the time series
Stone 	
 showed in the iid regression case that if the mean function m is a sum
of univariate functions then the one dimensional convergence rate can be achieved for the
estimation of ms component functions Tools for analysis of additive models in this con
text have been developed by Hastie and Tibshirani  including the BRUTO algorithm
for nonparametric modelling which Chen and Tsay ab applied to autoregressive time
series The integration method but not the term marginal integration was introduced
by Auestad and Tjstheim  and further explored by Tjstheim and Auestad 
for the precise analysis of additive model estimators which was previously unavailable It
provides closed form bias and variance expressions of the one dimensional function estimator
The term marginal integration was introduced in Linton and Nielsen  who worked
in the independent identically distributed regression setting Marginal integration has re
cently been employed in the autoregression setting by Masry and Tjstheim ab and
in the independent identically distributed regression setting by Linton and Hardle 
and SeveranceLossin and Sperlich 
The idea of the integration method is quite straightforward in the regression setting for
instance if the mean function mx
 
 x

  x
d
 is a sum of univariate functions say
mx
 
 x

  x
d
  c
d
X
  
m
 
x
 
 
then
m
 
x
 
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Z
mx
 
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
  x
d
dF x
 
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c
x
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where F x
 
 
c
x
 
  x
d
 is the joint distribution function of all the variables X
 
  X
d
with
the th X
 
removed and C is an additive constant Hence each component function m
 
is
identi ed from mx
 
 x

  x
d
 through a simple integration procedure Linton and Nielsen
 introduced the idea of applying integration estimation to multiplicative structures in
dimension two in this paper we extend the integration formula to multiplicative volatility
functions of any dimension
To estimate the parameters in the CHARN model we have to estimate the conditional
mean functionm and the conditional variance or volatility function v at the same time
The exibility of our CHARN model is important in a number of economic applications For
example prediction of  nancial time series where the volatility function often plays an even
more important role than the mean function It is therefore bene cial to obtain the joint
estimation of both m and v for model 
 The volatility function v measures
the scale and is always positive therefore it seems more appropriate to model its changes
multiplicatively rather than additively as in the EGARCH model of Nelson  In this
paper we jointly estimate the additive mean and the multiplicative volatility functions
with the integration method
We therefore assume that the mean functionm is additive while the volatility function
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where c
m
and c
v
are constants fm
 
g
d
  
and fv
 
g
d
  
are sets of unknown functions
Besides the better rate of convergence for the estimation of fm
 
g
d
  
and fv
 
g
d
  
as
discussed above these univariate functions also allows one to quantify the impact of each
lagged variable Y
i  
on the mean and volatility more directly
To formulate the identi ability conditions for the functions fm
 
g
d
  
and fv
 
g
d
  

the process Y
i
has to converge to a stationary distribution If we denote by X
i
the vector
Y
i  
 Y
i 
  Y
i d

T
 then fX
i
g is a ddimensional Markov process Many authors such as
Tweedie  Nummelin and Tuominen 	
 Mokkadem 	 Tjstheim  and
Diebolt and Guegan  developed geometric ergodicity criteria for Markov processes
Here we state some general assumptions
A The random variable  
i
has a density function p  This density p and the volatility
function v are strictly positive in a neighborhood of x
A
 There exists an r   such that for
P
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 
 C

E j 
 
j  d 
These assumptions are standard in this context in order to prevent the process from
either dying out or exploding Ango Nze 
 proved the following
Lemma    Under assumptions A and A the process fX
i
g is geometrically ergodic i e 
it is ergodic with stationary probability measure  such that for almost every x
kP
n
 j x k
TV
 O
n

for some      where P
n
 j x is the probability measure of X
n
given X
d
 x and
kk
TV
is the total variation distance 
This lemma ensures that the process fX
i
g is asymptotically stationary We denote by
F  the stationary distribution function For all   	  d we denote by F

 the
stationary distribution function of the 	th variable and F  the stationary distribution
function with the 	th variable deleted We allow ourselves to use the shorthand notation Y
 
for Y
i  
 Let x
 
denote the deterministic version of Y
i  
 We can now state the identi ability
conditions
A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 
Y  
R
m
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x
 
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 
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be a point where we will estimate the mean and volatility
functions We de ne for every   	  d M
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In what follows we adopt the notationX
i
 Y
i 
 Y
i
 to highlight a particular direction
of interest Y
i 
 for all   	  d while Y
i
is the d  dimensional vector that consists of
all the rest Y
i  
s     d   	 Assumptions A and A yield the following marginal
integration formulae for the unknown functions
Z
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which show that the univariate functions fm
 
g
d
  
and fv
 
g
d
  
are identi able from
the functions m and v up to some constants And similar formulae exist for these
constants as well
c
m

Z
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v

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d
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These are the basic equations that will be used later in our estimation procedure
In Section 
 we present the estimators of fm
 
g
d
  
and fv
 
g
d
  
and study their
asymptotic properties In Section  we discuss the application of the result to DMUSD
daily return data In Section  proofs of theorems are given Inspection of the proofs
in Section  shows that the result of the present paper also holds with obvious refor
mulation for the multivariate nonparametric regression model with heteroskedastic errors
Y
i
 mX
i 
 X
i
  X
id
  sX
i 
 X
i
  X
id
 
i
 where  
i
are as in 
 X
i 
X
i
 X
id
 Y
i

are iid and the design points fX
i 
X
i
 X
id
g are independent of f 
i
g
 The Estimators
The estimators given in this section are based on local polynomial regression  rst studied
by Stone  and Katkovnik  The idea as will be seen below is to estimate an
unknown function locally by polynomials whose coecients are calculated through kernel
weighted least squares see also Tsybakov 	 Ruppert and Wand  Wand and
Jones  and Fan and Gijbels 
Now we let p   be any odd integer which will be the degree of polynomial used later
For any function K  we denote kKk



R
K

udu while for a kernel function K  we
de ne K
h
u  Kuhh and 

r
K 
R
u
r
Kudu We shall consider two kernel functions
K and L that satisfy

A Both kernels K  and L  are bounded symmetric compactly supported and Lips
chitz continuous with
R
K u du 
R
L u du   while K  is positive the kernel
L  is of order q  d p 

When estimating functions m

 and v

 for a particular 	 a multiplicative kernel
is used consisting of K for the 	th variable and L for all other variables
We assume the following about the functions involved in the estimation
A The functionsm

s and v

s have bounded Lipschitz continuous p th deriva
tives for all   	  d
A The stationary distribution function F  has a density  The function  to
gether with the densities 

 of F

 and  of F  are all uniformly bounded
away from zero and in	nity and have bounded Lipschitz continuous p th deriva
tives for all   	  d
Lastly we assume the following for two bandwidths g for the kernel L h for the kernel
K
A	 Bandwidths g and h satisfy
g
d  
h

 
nhg
d  
ln

n
 
g
q
h
p 
  and h  h

n
  
p
 
Note that this A	 requires that L  have the order as in A In particular if one uses
local linear regression ie p   then the order of L  is q  d 
One can de ne the integration estimator for M

x

 as
c
M

x

 
Z
c
mx

 xd
b
F x  n d 
  
n
X
ld
c
mx

 Y
l
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where
c
mx

 x is an estimate of m at x

 x and
b
F x is the empirical cumulative
distribution function ecdf The estimator
c
M

x

 is hereby based on the sample version
of equation  The estimator for c
m
is simply the sample mean of Y
j
s according to 
b
c
m

b
EY   n d 
  
n
X
jd
Y
j
where
b
E is the empirical mean of Y  These estimators are then used to obtain estimators
for m

x

 and mx
c
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
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
c
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b
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c
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 
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b
c
m
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We now de ne
c
mx

 Y
l
 as follows For all l  d d   n and     p let
Z 
n
Y
i 
 x



o
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

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

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K
h
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
L
g
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l


n
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
where we denote
diaga 

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Also write
Y  Y
i

din
 Y

 Y

i

din

and let e

be a p  vector of zeros whose  element is  Then
c
mx

 Y
l
  e
T


Z
T
W
l
Z

  
Z
T
W
l
Y
which is the usual local polynomial estimator of m at x

 Y
l
 of order p in the 	th
direction and order  in all the other directions Our estimator
c
M

x

 is therefore
c
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e
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Z
T
W
l
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Z
T
W
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Note that
EY

i
j X
i
  m

X
i
  vX
i

thus similar estimator for V

x

 based on equation 	 is de ned as
b
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v
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
b
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One then obtains estimators for v

x

 and vx as the following
b
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
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
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c
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b
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Our  rst theorem gives the estimation result of the mean functions

Theorem   Under assumptions AA
 as n  for any 	
p
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The second theorem is about the estimation of the volatility functions
Theorem  Under assumptions AA
 as n  for any 	
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The next theorem summarizes all the previous results together in the form of joint
asymptotic normality for all estimators
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We comment here that although Theorem  is obtained for local polynomial of degree
p where p is an odd integer the same result holds for p even in particular for p  
ie the NadarayaWatson estimator We choose to have p odd here because it does not
involve the derivatives of the design density in the bias and variance expressions and thus
designadaptive
 An Application
To illustrate our method with an example we study the daily returns of the DEMUSD
exchange rates from Jan
 	 to May 
 	 a total of  observations The data is
plotted in Figure 
We estimate the conditional mean and volatility functions of this series at lags  and
 The choice of these two lags is based on the  ndings of Tschernig and Yang  who
have developed a nonparametric  nal prediction error criterion for determining signi cant
lagged variables For the estimation we use subjectively selected bandwidths h  

g   and the NadarayaWatson estimators We found that except for some boundary

eects the mean functions m
 
s are very close to zero The estimated volatility func
tion  v
 
s depicted in Figures 
 and  however provide some fresh insights Both the
computation and graphics are done in XploRe see Hardle Klinke and Turlach 
Figures 
 and  show that the lagged variables impact the volatility function asym
metrically as both  v
 
 and  v

 are quite skewed especially  v

! one can see this by
comparing  v
 
 and  v

 with their ordinary least squares quadratic  ts which are the thin
lines in the pictures Some kind of nonparametric testing would be needed in order to check
the signi cance of these observed features
Our observations about  v
 
 and  v

 have added weight to what some other studies
had also suggested that the basic GARCH model is perhaps inappropriate for the process
we have here Our analysis here has gone a step further in nonparametric estimation of
times series as the signi cant lagged variables are  rst identi ed by a nonparametric criteria
see Tschernig and Yang  for details This example of identifying signi cant lags and
measuring their impacts points to a new comprehensive nonparametric approach to time
series analysis
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 Proofs
Theorems  through  are proved in this section by the marginal integration technique as
in SeveranceLossin and Sperlich  We make use of the following geometric mixing
results
Lemma   Davydov
Under assumptions A and A if further X
d
is distributed with the stationary distribution
 then the process fX
i
g is geometrically strongly mixing with the mixing coecients
satisfying 	n  c


n

for some c

  and   

  
By arguments which are very similar to those used in Hardle Tsybakov and Yang
	 the above mixing lemma entails that the sample mean of any bounded continuous
function of the observations Y
j
converges in both probability and mean to the stationary
population mean The situation here is slightly more complicated than in that paper as one
now has to average functions of two variables Y
j
and Y
l
 one at a time Nevertheless the
dierence is more formal than substantial We therefore neither state nor prove any such
results here but use them to derive the various formulae of asymptotic biases and variances
as these are the new contributions of this paper
The proof of the next lemma is standard and omitted It employs the strong mixing
condition of Lemma  and Lemma 
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Proofs of asymptotic normality in this section are based on the central limit theorem of
Liptser and Shirjaev 	 Conditions for applying this theorem will not be veri ed here
as they are all standard Set S  
R
u
st
Ku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stp
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th equivalent kernel It has the following moments
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for local polynomial estimation see Wand
and Jones 
To prove Theorem  we begin by observing the following simple equation
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Now Assumption A combined with the strong mixing properties of our process imply that
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Proof We only show this for the  rst case
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If we only had to consider the diagonal terms then this fact is easily recongnised this is if
we could ignore the correlation of the Iterms with the rest The correlation can however

be taken care of by writing up the I
lk
s as sums se above squaring the expression and
conditioning on the Icomponents The exponential decay of the correlations in Lemma

 and Lemma  ensures that the order of magnitude is the same as if only the diagonal
terms were considered
Proof of Theorem   Making the aforementioned substitution one has in particular
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Now by using the mixing properties of our process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Equations  and 
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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dard technique as in Linton and Hardle 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We derive the asymptotics of each of these terms Recall that Theorem  provides the
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To calculate the terms T

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 note  rst that they both have mean zero and are uncor
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Putting together equations  through  gives the asymptotic expressions of
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 To get the formula for c
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 of Theorem 
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 N 

 for some 

 applying Taylor expansion gives the result on
b
c
v
 the rest
of Theorem 
 follows directly Q E D
Proof of Theorem  Simply putting together the results of the previous two theorems
Note that the joint normality follows from the fact that the stochastic part of all the estimates
are based on the  
j
s and the  

j
 s Thus any linear combinations of the estimates also
have similar forms as the ones treated in Theorem  Q E D
References
Ango Nze P  	 Criteres dergodicite de quelques modeles a representation markovi
enne CR Acad Sci Paris ser I  
 
Auestad B Tjstheim D   	 Functional identi cation in nonlinear time series In
Nonparametric Functional Estimation and Related Topics Ed Roussas GG Amster
dam Kluwer Academic Publishers 
Bossaerts P Hardle W Hafner C  	 Foreign exchangerates have surprising
volatility In Athens conference on applied probability and time series  ed P M
Robinson Lecture Notes in Statistics  
 Springer Verlag
Chan KS Tong H  	 On estimating thresholds in autoregressive models Journal
of Time Series Analysis  
Chen R Tsay RS  a	 Nonlinear additive ARX models Journal of the American
Statistical Association  
Chen R Tsay RS  b	 Functionalcoecient autoregressive models Journal of the
American Statistical Association  
		
Davydov YuA  	 Mixing conditions for Markov chains Theory of Probability and
its Applications   

	
Diebolt J Guegan D  	 Tail behaviour of the stationary density of general non
linear autoregressive processes of order one Journal of Applied Probability  


Drost F C Nijman T E  	 Temporal aggregation of GARCH processes Econo
metrica   #

Engle RF  	 Autoregressive conditional heteroscedasticity with estimates of the vari
ance of U K  ination Econometrica 
 		
Engle RF GonzalezRivera G   	 Semiparametric ARCH models Journal of Busi
ness and Economic Statistics  
Engle RF Ng V  	 Measuring and testing the impact of news on volatility Jour
nal of Finance  	


Fan J Gijbels I  	 Local polynomial modelling and its applications Chapman and
Hall
Gourieroux Ch Monfort A  	 Qualitative threshold ARCH models Journal of
Econometrics 
 
Granger C Terasvirta T  	 Modelling nonlinear dynamic relationships Oxford
University Press Oxford
Haggan V Ozaki T   	 Modelling nonlinear vibrations using an amplitudedependent
autoregressive time series model Biometrika  	#
Hardle W Chen R  
	 Nonparametric time series analysis a selective review with
examples Proceedings of the th session of the ISI Peking
Hardle W Klinke S Turlach B  
	 XploRe  an interactive statistical comput
ing environment Springer Verlag Heidelberg
Hardle W Tsybakov AB  	 Local polynomial estimators of the volatility func
tion in nonparametric autoregression Journal of Econometrics   




Hardle W Tsybakov AB Yang L  	 Nonparametric vector autoregression
Journal of Statistical Planning and Inference to appear
Hastie T J Tibshirani R J  	 Generalized additive models Monographs on Statis
tics and Applied Probability  Chapman and Hall London
Katkovnik VYa  	 Linear and nonlinear methods of nonparametric regression anal
ysis Automatika 
Linton O B Hardle W  	 Estimation of additive regression models with known
links Biometrika  

Linton O Nielsen JP  
	 A kernel method of estimating structured nonparamet
ric regression based on marginal integration Biometrika  
Liptser RSh Shirjaev AN  	 A functional central limit theorem for martin
gales Theory of Probability and its Applications 
   		
Masry E Tjstheim D  
a	 Nonparametric estimation and identi	cation of ARCH
nonlinear time series Strong convergence and asymptotic normality Econometric The
ory    
	
	
Masry E  Tjstheim D  
b	 Additive nonlinear ARX time series and projection
estimates to appear in Econometric Theory
Meese RA Rose A   	 An empirical assessment of nonlinearities in models of
exchange rate determination Review of Economic Studies 
 


Mokkadem A  	 Sur un modele autoregressif nonlineaire  Ergodicite et ergodicite
geometrique Journal of Time Series Analysis  

Nummelin E Tuominen P  	 Geometric ergodicity of Harrisrecurrent Markov
chains with application to renewal theory Stochastic Processes and their Applications
  	


Nelson DB   	 Conditional heteroscedasticity in asset returns A new approach
Econometrica 
 
Robinson PM  	 Nonparametric estimators for time series Journal of Time Series
Analysis  	

Robinson PM  	 Robust nonparametric autoregression In Robust and nonlinear
time series analysis eds Franke Hardle and Martin Lecture Notes in Statistics 

SpringerVerlag Heidelberg
Ruppert D Wand MP  	 Multivariate locally weighted least squares regression
Annals of Statistics  
SeveranceLossin E Sperlich S  
	 Estimation of derivatives for additive sepa
rable models SFB  Discussion Paper  Humboldt Universitat zu Berlin available
at httpwwwwiwihuberlindepubpaperssfbdpsfbpsZ
Stone CJ  	 Consistent nonparametric regression Annals of Statistics 
   
Stone CJ  	 Optimal global rates of convergence for nonparametric regression An
nals of Statistics   
Tjstheim D  	 Nonlinear time series and Markov chains Advances in Applied
Probability  	
Tjstheim D Auestad B  	 Nonparametric identi	cation of nonlinear time se
ries Projections Journal of the American Statistical Association  	
Tong H  	 On a threshold model in C H Chen ed Pattern recognition and signal
processing Sijtho and Noordholf The Netherlands
Tong H  	 Threshold models in nonlinear time series analysis Lecture Notes in
Statistics 
 SpringerVerlag Heidelberg
Tschernig R Yang L  	 Nonparametric lag selection for time series SFB 
Discussion Paper  Humboldt Universitat zu Berlin
Tsybakov AB  	 Robust reconstruction of functions by the localapproximation method
Problems of Information Transmission  
Tweedie RL  
	 Sucient conditions for ergodicity and recurrence of Markov chains
on a general state space Stochastic Processes and their Applications  	
Wand MP Jones MC  
	 Kernel smoothing Chapman and Hall London



