Models for survival analysis typically assume that everybody in the study population is susceptible to the event of interest and will eventually experience this event if the follow-up is sufficiently long. In recent years, there has been a increasing interest in modelling survival data with long term survivors. Such data may arise from clinical trials, in which, even after an extended follow-up, no further events of interest are observed. Some people in the population may be considered as cured or non-susceptible (cured). Failing to account for such cured subjects would lead to incorrect inferences. Moreover researchers may be interested in estimating the cured fraction.
Mixture cure models assume that the studied population is a mixture of susceptible (uncured) individuals, that may experience the event of interest, and nonsusceptible (cured) individuals, that will never experience it [1] . This approach allows to estimate simultaneously whether the event of interest will occur, which is called incidence, and when it will occur, given that it can occur, which is called latency.
Let U be the indicator denoting an individual is susceptible (U = 1) or non susceptible (U = 0) to the event of interest and T is a nonnegative random variable denoting the failure time of interest, defined only when U = 1. The mixture cure model is given by S(t|x, z) = π(z)S(t|U = 1, x) + 1 − π(z) (1) where S(t|x, z) is the unconditional survival function of T for the entire population, S(t|U = 1, x) = P (T > t|U = 1, x) is the survival function for susceptible individuals given a covariate vector x = (x 1 , . . . , x p ) ′ , and π(z) = P (U = 1|z) is the probability of being susceptible given a covariate vector z = (z 1 , . . . , z q ) ′ , which may include the same covariates as x. The survival function of cured patients can be set to one for all finite values of t because they will never experience the event of interest. Note that S(t|x, z) → 1 − π(z) as t → ∞. When π(z i ) = 1 for all z i , i.e. when there is no cured fraction, the mixture cure model reduces to the standard survival model.
Various parametric and semiparametric specifications of S(t|U = 1) have been proposed, leading to parametric and semiparametric mixture cure models [2] .
In the next section, a brief description of parametric and semiparametric mixture cure models is presented as well as computational methodology. The macro and its requirements are described in Section 3 and a simulation study is shown in Section4.
In Section 4 an illustrative example is provided.
2 Computational methods and theory 2.1 Parametric and semiparametric mixture cure models
The effect of z on the probability of π(z) can be modelled by the use of binary regression models, with logit link
where β 0 is the intercept and β is the vector of regression parameters associated to z. Other regression models include the probit link
where Φ is the distribution function of a standard normal distribution, and the complementary log-log link
The conditional latency distribution S(t|U = 1) can take the form of parametric or semiparametric distributions. Among the parametric models, exponential (EXP), Weibull (WB), lognormal (LN) and loglogistic (LG) are commonly used to model survival data. After reparametrization [3] , these distributions can be expressed as
Covariates can be included by parameterizing µ such as µ = γ ′ x, where γ represents the vector of unknown regression parameters. These models are also known as parametric accelerated failure time (AFT) mixture cure models [4] . Since
x acts multiplicatively on the scale parameter µ, it accelerates or decelerates the failure time of susceptible individuals.
In proportional hazards (PH) models, the conditional distribution of T is modelled by
where S 0 (t|U = 1) and λ 0 (t|U = 1) are the baseline conditional survival and hazard functions respectively. The conditional cumulative hazard function is Λ(t|U = 1) = 5 arbitrary, the model is defined as the Cox's proportional hazards mixture cure model [5] . Note that the Weibull (and exponential) models are both AFT and PH models.
Through the vectors of regression parameters β and γ, parametric and semiparametric mixture cure models are able to separate the covariate effects on the incidence and the latency.
Likelihood
Suppose the data are of the form
is the conditional probability density function of T . The observed full likelihood is then given by
When no cured fraction is assumed, i.e. π(z i ) = 1 for all z i , the likelihood function (4) reduces to the likelihood of the standard survival model.
Estimation procedures
This section presents a brief description of the procedures used to estimate the parameters by maximizing the likelihood (4). A more detailed presentation can be found in Peng and Dear [6] and Sy and Taylor [7] .
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Maximization of the likelihood function
To estimate γ, we must specify the failure time distribution of uncured subjects.
For parametric mixture cure models, f (.|U = 1) and S(.|U = 1) can be defined by a few unknown parameters in (4) . Therefore, maximum likelihood estimates are obtained via usual optimization methods as the Newton-Raphson method (PROC NLMIXED [8] ). Asymptotic standard errors are obtained by inverting the Fisher's information matrix of second order derivatives of log(L).
Unlike in the standard Cox's proportional hazard, where little information is lost by eliminating S 0 (t), one cannot eliminate S 0 (t|U = 1) in the Cox' PH mixture cure model without losing information about β. The EM algorithm provides a simple and efficient way to estimate separately β, γ and S 0 (t|U = 1, x i ).
From the introduction, U is the random variable denoting an individual is susceptible (U = 1) or non susceptible (U = 0). It follows that, if δ i = 1 then u i = 1, and if δ i = 0 then u i is not observed, where u i is the value taken by the random variable U i . Given the u i 's, the complete-data full log-likelihood (4) is the sum of two independent components, l I , which depends only on β, and l S , which depends only on γ and Λ 0 where
and
with u the vector of u i values. The EM algorithm starts with initial values β (0) , γ (0) and S (0) 0 (t|U = 1). The E step in the (r)th iteration calculates the expectation of 7 the complete log-likelihood function with respect to u, conditional on the observed data and β (r) ,γ (r) and S (r) 0 (t|U = 1), the estimates of β, γ and S 0 (t|U = 1) at the rth iteration. This is given by following conditional expectation
which is the rth estimator of the probability of the ith individual being susceptible.
Given y (r)
i the M step in the (r +1)th iteration maximizes the expected complete loglikelihood function with respect to β and γ to obtain β (r+1) , γ (r+1) and S (r+1) 0 (t|U = 1). The algorithm iterates until convergence on estimates of β, γ and S 0 (t|U = 1).
Peng and Dear [6] and Sy and Taylor [7] proposed a Cox's partial-likelihood-type method to estimate γ semiparametrically without specifying λ 0 (t|U = 1). For this method (6) is approximated by
where k is the number of distinct uncensored failures times, d j is the number of uncensored observations at t j , s (j) is the sum of covariate vectors associated with the uncensored observations at t j and R j is the risk set at t j .
Note that (5) The estimation of S 0 (t|U = 1) is of concern here, because it is needed in (7) . Two nonparametric methods are discussed in Peng and Dear [6] and Sy and Taylor [7] .
The first one is based on a profile likelihood estimate of Λ 0 (t|U = 1), similar to the Breslow's likelihood for the standard Cox's PH model [9] . The second one is derived from the product limit estimator (PLE) after Kalbfleisch and Prentice [10] .
In order to obtain a good estimation for γ and β it is important forŜ 0 (t|U = 1)
to approach 0 as t → ∞. However the estimates from the Breslow or the PLE methods do not approach zero as t → ∞ when there are censored survival times after t k , where t k is the last observed failure time. SettingŜ 0 (t|U = 1) = 0 for all t ≥ t k allows for a proper distribution function for susceptible individuals and avoid identifiability problems [11, 12] . However this zero-tail constraint implies that individuals with survival times greater than t k are all considered as non susceptible or cured, which may appear to be a strong assumption. Peng [13] proposed that S 0 (t|U = 1) decreases fromŜ 0 (t k +0|U = 1) to zero smoothly for all t > t k and considered the exponential and Weibull distribution functions to complete the tail of the conditional baseline survival function. For the exponential distribution function S 0 (t|U = 1) = exp(−ζt) for t > t k , whereζ satisfies exp(−ζt) =Ŝ 0 (t k +0|U = 1). For the Weibull distribution function,Ŝ 0 (t|U = 1) = exp(−(ζt)ρ) for t > t k , whereζ and ρ are the maximum likelihood estimates based on all observations. 9
The standard errors of estimated parameters are not directly available, because of the EM algorithm. The variance ofγ is particularly difficult to compute, because it involves S 0 (t|U = 1) trough u i . Multiple imputation and bootstrap methods have been proposed to estimate the observed information matrix ofγ [6, 14] . However, simulations studies (not shown here) indicated that the variance estimated by inverting the Fisher's information matrix of second derivatives when convergence in parameter estimates and likelihood is attained may perform quite well. Nonparametric bootstrap methods [15, 16] which is the kaplan-Meier estimate for the whole stratum (including right censored subjects). The plots of (S (obs) (t|x i , z i ),Ŝ(t|x i , z i )) versus t is a visual tool to examine the goodness of the model prediction. The correlation coefficient between
is also computed for each stratum and provides an appropriate measure of the goodness of fit [18] . P-P plots of the KM estimates versus the fitted values are also plotted. The default value is N.
When the Cox PH mixture cure model is requested, additional options are available:
SU0MET: indicates whether the Breslow-type method (CH) or the product limit estimator (PL) is utilized to estimate the conditional baseline survival function. The default value is PL.
TAIL : indicates whether a constraint or a tail completion method is used to esti-mateŜ 0 (t|U = 1). The option TAIL=ZERO specifies that the zero tail constraint is utilized (i.e.Ŝ 0 (t|U = 1) = 0 for t > t k ). ETAIL or WTAIL specify that the exponential and Weibull tail completion methods are used, respectively. NONE indicates that no tail constraint is used, but identifiability and convergence problems may rise with this option. The default value is ZERO.
MAXITER: is the maximum number of iterations to perform. If convergence is not attained the displayed output and all output data sets created by the procedure contain results that are based on the last maximum likelihood iteration. The default value is MAXITER=200.
CONVCRIT: sets the convergence criterion. The default value is 10 −5 . The iterations are considered to have converged when the maximum relative change in the parameters and likelihood estimates between iteration steps is less than the value specified.
FAST: when set to Y, parameter estimates and their standard errors (computed by inverting the matrix of second derivatives when convergence is attained) are written to the FAST INC and FAST SURV datasets respectively. Although the standard errors may be underestimated [19] , they may be of concern, since they do not require based on simulated data for two different configurations. The first one corresponds to π(z) = 0.5 that is 50% of the population is cured. In this setting, the covariate z has no effect neither on incidence (β 1 = 0) nor on latency (γ 1 = 0). The second configuration corresponds to π(z = 0) = 0.8 and π(z = 1) = 0.6, meaning that 20% of the population is cured in one group and 40% in the other. It can be seen that point estimates have little bias. We also simulated a case with a continuous 14 covariate, and similarly there are not substantial departures from the simulated values.
Application
The macro is applied to the melanoma data from the Eastern Cooperative Oncology Group (ECOG) phase III clinical trial e1684 [20] . The dataset can be downloaded at http://merlot.stat.uconn.edu/∼mhchen/survbook. Our purpose here is not to perform a detailed analysis, but rather to illustrate the use of the PPSMCM macro.
An extensive analysis of this dataset is provided in [21, 22] . Briefly, the aim of e1684 The Kaplan-Meier (KM) plot of the survival function estimate for each treatment group is shown in figure 1, together Applying the standard Weibull and Cox PH survival models (table 4) , would lead to conclude that the treatment had a significant effect on the survival. These models, however, do not account for the possibility of cure and may lead to misinterpretation of covariate effects. Alternatively, data can be analyzed utilizing statistical models that account for heterogeneity among individuals. These models, also known as frailty models, differ from cure models in that they assume all individuals eventually experience the event of interest with varying risk that are greater than zero [23, 24] . Parametric mixture cure models with random effects have recently been proposed [26] , but the choice of the frailties' distribution and of their variance matrix may be an important issue.
As stressed by many others [10, 28] there are potential problems in applying the 
Availability
The SAS macro PSPMCM is available to the public at no charge at http://www.isped.u-bordeaux2.fr/recherche/biostats/FR-biostats-accueil.htm♯ programmes. A simulated dataset is also provided to illustrate the program. Treatment : latency
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