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Abstract
We study combinatorial properties of the species of scattered subsets in the case of linearly
ordered sets and in the case of cycles. In particular, we study the numbers of such subsets
which turn out to be a generalization of Fibonacci and Lucas numbers. We also determine a
generalization of the Cassini’s identity. Finally, we de3ne a q-analog of such numbers and we
prove some q-analog identities.
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1. Introduction
In this paper we study the combinatorics of scattered subsets, i.e. subsets in which
two consecutive elements are su8ciently distant. Such a concept is well de3ned both
for 3nite linearly ordered sets and cycles.
In Section 2, we study the linear species and the cyclic species of h-scattered subsets.
In particular, we 3nd the number of all such subsets and the number of such subsets
with a 3xed number of elements. These numbers are very well known [8,4,9], since
they arise in the generalization of the classical m@enage problem [8]. However, the use
of the theory of species is new. We refer to [3,1] for the theory of linear species and
to [2] for the theory of cyclic species. In particular, the number of all the h-scattered
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subsets turns out to be a generalization of the Fibonacci numbers in the case of linear
orders and of Lucas numbers in the case of cycles.
In Section 3, we prove a Cassini-like identity for the generalized Fibonacci numbers.
Finally, in Section 4, we de3ne a q-analog for the generalized Fibonacci numbers
and generalized Lucas numbers studied in the preceding sections. In particular, we
prove the q-analog of several identities for the ordinary numbers.
2. Scattered subsets
2.1. Scattered subsets of a linear order
Let Ln be the set {1; 2; : : : ; n} linearly ordered in the usual way. An h-scattered
subset of Ln is a subset S such that for each two elements x; y∈ S there are at least h
elements not in S between x and y. In other words, if x¡y, then |[x; y]∩ S ′|¿h. For
example, the 2-scattered subsets of L5 are given by the empty set, the singletons and
the doubletons {1; 4}; {1; 5}; {2; 5}.
Let Sc(h) be the linear species of the h-scattered subsets, and Sc(h)k be the linear
species of the h-scattered k-subsets. So Sc(h)[Ln] is the set of all h-scattered sub-
sets of Ln, and Sc
(h)
k [Ln] is the set of all h-scattered k-subsets of Ln. Further, let
f(h)n := |Sc(h)[Ln]| and f(h)n; k := |Sc(h)k [Ln]|. Clearly,
f(h)n =
∑
k¿0
f(h)n; k : (1)
An h-scattered k-subset of Ln can be represented by a binary string of length n with
k 1’s, in which between each two 1’s occur at least h 0’s. See Fig. 1 for some values
of the numbers f(h)n .
Proposition 1. If h6k, then Sc(h)[Ln] ⊇ Sc(k)[Ln] and in particular f(h)n ¿f(k)n .
Proof. Clearly, when h6k, each k-scattered subset is also an h-scattered subset.
Fig. 1. Generalized Fibonacci numbers.
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Proposition 2. The numbers f(h)n satisfy the recurrence
f(h)n+h+1 =f
(h)
n+h + f
(h)
n ; (2)
with the initial conditions f(h)n = n+ 1 for each n6h.
Proof. The set Sc(h)[Ln+h+1] can be partitioned into two classes. The 3rst consists of
the subsets not containing the last element n+ h+ 1, and is equivalent to Sc(h)[Ln+h].
The second consists of the subsets containing the last element (and consequently not
containing the preceding h elements n+1; n+2; : : : ; n+h), and is equivalent to Sc(h)[Ln].
So we have the bijection
Sc(h)[Ln+h+1]=Sc
(h)[Ln+h] + Sc
(h)[Ln]
which yields the stated identity.
Finally, when n6h, the only h-scattered subsets of Ln are the empty set and the
singletons and so f(h)n = n+ 1 for each n6h.
Proposition 3. We have the following equivalence between linear species:
Sc(h) = (G ◦ (X + Xh+1)) · (1+ X + · · ·+ Xh);
where G is the geometric (or uniform linear) species and Xk is the linear species of
linear orders with exactly k elements.
Proof. Let S be an h-scattered subset of a linear order Ln. Each element in S is
followed by at least h elements of Ln not in S, except at most the last element of S.
Thus, we have a 3rst splitting of Ln into two intervals I1 and I2 such that I1 + I2 =Ln,
where I2 is empty if the last element of S is followed by at least h elements not in S,
and otherwise is formed by all the elements greater or equal to the last element of S.
Clearly, I2 has at most h elements.
Let us now consider the linear order I1, and let S1 := S ∩ I1. Since each element of
S1 is followed at least by h elements not in S1, then we can consider the linear partition
of I1 in which the blocks are given by the intervals [x; x + h] with x∈ S1 and by the
singletons [y] with y not in any interval of the 3rst kind.
Therefore, to give a structure of h-scattered subset on Ln is equivalent to assign a
pair 〈〈I1; ; 〉; 〈I2; 〉〉 where I1 and I2 are two intervals such that I1 + I2 =Ln,  is a
linear partition of I1, = {B}B∈ is a family of structures of species X+Xh+1 on the
blocks of  and  is a structure of linear order with at most h elements on I2. This
implies the stated equivalence.
As an immediate consequence of the above proposition we have the following propo-
sition about cardinalities.
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Proposition 4. The formal series associated with the numbers f(h)n is
∑
n¿0
f(h)n x
n=
1 + x + · · ·+ xh
1− x − xh+1 :
Proof. Since
card(G; x)=
1
1− x ; card(X; x)= x;
we have
card(Sc(h); x) =
(
1
1− x ◦ (x + x
h+1)
)
· (1 + x + · · ·+ xh)
=
1 + x + · · ·+ xh
1− x − xh+1 :
Theorem 5. We have a bijection
Sc(h)k [Ln] =
(
Ln−hk+h
k
)
and in particular the identity
f(h)n; k =
(
n− hk + h
k
)
: (3)
Proof. Clearly, there is a bijection between the set Sc(h)k [Ln] and the set of all
h-scattered k-subsets of Ln+h in which every element is smaller or equal to n. Now,
however, each element of a scattered k-subset S is always followed by at least h ele-
ments not in S. Therefore, we can associate to S the k-subset of Ln−hk+h obtained by
deleting exactly h elements after each element in S. Such a correspondence is clearly
a bijection.
Theorem 6. The numbers f(h)n have the explicit form
f(h)n =
∑
k¿0
(
n− hk + h
k
)
: (4)
Proof. The theorem is an immediate consequence of identities (1) and (3).
It is easy to show that the following identity holds:
f(h)m+n=
∑
k¿0
(
m
k
)
f(h)n−hk :
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Let us now consider the polynomials [8]
F (h)n (t)=
∑
k¿0
f(h)n; k t
k :
With a similar argument used to prove Proposition 2, it is easy to 3nd that such
polynomials satisfy the recurrence
F (h)n+h+1(t)=F
(h)
n+h(t) + tF
(h)
n (t)
with the initial conditions
F (h)n (t)= 1 + nt
for each n6h. Moreover, using the obvious weighted linear species and an argument
similar to the one used to prove Propositions 3 and 4, it is easy to 3nd the following
formal series:
∑
n¿0
F (h)n (t)x
n=
1 + t(x + x2 + · · ·+ xh)
1− x − txh+1 :
2.2. Scattered subsets of a cycle
Let Cn be the set {1; 2; : : : ; n} with the usual cyclic order mod n. An h-scattered
subset of Cn is a subset S such that for each two elements x; y∈ S, there are at least
h elements not in S between x and y. For example, the 2-scattered subsets of C5 are
only the empty set and the singletons.
Let Sc(h) be the cyclic species of the h-scattered subsets, and Sc(h)k be the cyclic
species of the h-scattered k-subsets. So Sc(h)[Cn] is the set of all h-scattered sub-
sets of Cn, and Sc
(h)
k [Cn] is the set of all h-scattered k-subsets of Cn. Further, let
l(h)n := |Sc(h)[Cn]| and l(h)n; k := |Sc(h)k [Cn]|. Clearly,
l(h)n =
∑
k¿0
l(h)n; k : (5)
Also the h-scattered subsets of the cycle Cn can be represented by binary circular
strings. See Fig. 2 for the 3rst values of the numbers l(h)n .
Proposition 7. For n¿2h and k¿1, the numbers l(h)n; k can be expressed in the following
way:
l(h)n; k =f
(h)
n−h; k + hf
(h)
n−2h−1; k−1: (6)
Moreover, we have the following explicit form:
l(h)n; k =
(
n− hk
k
)
n
n− hk : (7)
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Fig. 2. Generalized Lucas numbers.
Proof. Given an h-scattered k-subset S of the cycle Cn, with n¿2h, we have the
following cases:
(1) 1∈ S: S do not contain neither the h elements which follow 1 nor the h elements
which precede 1; so S is equivalent to an h-scattered (k − 1)-subset of the linear
order {h+ 2; : : : ; n− h}.
(2) 1 =∈ S but 2∈ S: S is equivalent to an h-scattered (k−1)-subset of the linear order
{h+ 3; : : : ; n− h+ 1}.
(3) 1; 2 =∈ S but 3∈ S: S is equivalent to an h-scattered (k − 1)-subset of the linear
order {h+ 4; : : : ; n− h+ 2}.
...
(h) 1; 2; : : : ; h − 1 =∈ S but h∈ S; S is equivalent to an h-scattered (k − 1)-subset of
the linear order {2h+ 1; : : : ; n− 1}.
(h+ 1) 1; 2; : : : ; h =∈ S: S is equivalent to an h-scattered k-subset of the linear order {h+
1; : : : ; n}.
Clearly, such conditions determine a partition of Sc(h)[Cn] which yields the identity
l(h)n; k = hf
(h)
n−2h−1; k−1 + f
(h)
n−h; k :
Finally, from identities (6) and (3), we have
l(h)n; k =
(
n− hk
k
)
+ h
(
n− hk − 1
k − 1
)
=
(
n− hk
k
)
+
(
n− hk
k
)
hk
n− hk
=
(
n− hk
k
)
n
n− hk :
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Theorem 8. The numbers ln(h) have the following explicit form:
l(h)n =
∑
k¿0
(
n− hk
k
)
n
n− hk : (8)
Proof. The theorem follows from identities (7) and (5).
Proposition 9. The numbers l(h)n can be expressed in terms of the generalized
Fibonacci numbers as follows
l(h)n+2h+1 =f
(h)
n+h+1 + hf
(h)
n : (9)
Proof. The combinatorial proof of identity (9) is as the proof of the previous
proposition.
If we extend the sequence {f(h)n }n to negative indices so that recurrence (2) is
satis3ed, than it is easy to see that f(h)−2h−1 = 1 and
f(h)−2h= · · · =f(h)−h−1 = 0;
f(h)−h = · · · =f(h)−1 = 1:
So it follows that identity (9) holds for each positive n. Moreover, we can extend
also the sequence {l(h)n }n to non-positive indices using identity (9). In particular,
we have
l(h)0 =f
(h)
−1 + f
(h)
−2h−1 = 1 + h:
Proposition 10. We have the following equivalence between cyclic species:
Sc(h) =L ◦ (X + Xh+1);
where L is the logarithmic (or uniform cyclic) species and Xk is the linear species of
linear orders with exactly k elements.
Proof. An h-scattered subset S of the cycle Cn de3nes a cyclic partition of Cn in which
each class is of the form [x; x + h + 1](mod n) with x∈ S or is a singleton [x] with
x =∈ S and diNerent from all the h elements which follow an element in S. So, to give
a structure of h-scattered subset on a cycle Cn is equivalent to assign a cyclic partition
of Cn whose classes are singletons or with exactly h + 1 elements. This implies the
stated equivalence.
As an immediate consequence of the above proposition we have the following.
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Proposition 11. The logarithmic formal series associated to the numbers l(h)n is∑
n¿1
l(h)n
xn
n
= ln
1
1− x − xh+1 : (10)
Identity (8) can also be obtained expanding the above logarithmic series.
Proposition 12. For n¿h+ 2, we have the recurrence
l(h)n = l
(h)
n−1 + l
(h)
n−h−1 (11)
with the initial conditions l(h)n =1 for 16n6h, and l
(h)
n = n+1 for h+16n62h+1.
Proof. From recurrences (9) and (2), it follows that
l(h)n =f
(h)
n−h + hf
(h)
n−2h−1
=f(h)n−h−1 + f
(h)
n−2h−1 + hf
(h)
n−2h−2 + hf
(h)
n−3h−2
= l(h)n−1 + l
(h)
n−h−1:
For the initial conditions, observe that when 16n6h the empty set is the unique
h-scattered set, and when h + 16n62h + 1 the empty set and the singletons are the
only h-scattered sets.
It is easy to show that the following identity holds:
l(h)m+n=
∑
k¿0
(
m
k
)
l(h)n−hk :
Finally, we can consider the polynomials [8]
L(h)n (t)=
∑
k¿0
l(h)n;k t
k :
Again it is easy to 3nd the identity
L(h)n+2h+1(t)=F
(h)
n+h+1(t) + xF
(h)
n (t);
and the recurrence
L(h)n+h+1(t)=L
(h)
n+h(t) + tL
(h)
n (t):
Moreover, using a suitable weighted cyclic species, we can 3nd the following logarith-
mic series:∑
n¿1
L(h)n (t)
xn
n
= ln
1
1− x − txh+1 :
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3. Cassini-like identities
In this section we will prove that Cassini’s identity∣∣∣∣∣
fn fn+1
fn+1 fn+2
∣∣∣∣∣=fnfn+2 − f2n+1 = (−1)n+1
can be generalized to the numbers f(h)n .
Let us consider the following square matrix of order h+ 1:
C (h)n :=


f(h)n f
(h)
n+1 : : : f
(h)
n+h
f(h)n+1 f
(h)
n+2 : : : f
(h)
n+h+1
...
...
. . .
...
f(h)n+h f
(h)
n+h+1 : : : f
(h)
n+2h


:
Let n¿h. Since the elements of C (h)n satisfy recurrence (2), by subtracting the (i−1)th
row from the ith row, for each 26i6n, we obtain the matrix
Q(h)n :=


f(h)n f
(h)
n+1 : : : f
(h)
n+h
f(h)n−h f
(h)
n−h+1 : : : f
(h)
n
...
...
. . .
...
f(h)n−1 f
(h)
n : : : f
(h)
n+h−1


:
Clearly, the matrices C (h)n and Q
(h)
n have the same determinant.
If P (h) is the permutation matrix which represents the cycle (123 · · · h+ 1), then
P (h)Q(h)n =


f(h)n−h f
(h)
n−h+1 : : : f
(h)
n
...
...
. . .
...
f(h)n−1 f
(h)
n : : : f
(h)
n+h−1
f(h)n f
(h)
n+1 : : : f
(h)
n+h


;
that is, P (h)Q(h)n =C
(h)
n−h. Since |P (h)|=(−1)h, we have
|C (h)n−h|= |P (h)| · |Q(h)n |=(−1)h|C (h)n |;
that is,
|C (h)n |=(−1)h|C (h)n−h|:
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Thus, since n= hn=h+ nmod h, we have
|C (h)n |=(−1)n=hh|C (h)nmod h|:
So we have that the determinants |C (h)n | are de3ned by the 3rst h values. To obtain
such 3rst values it is convenient to consider negative indices, and in particular the
matrices C (h)−2h; : : : ; C
(h)
−h , since |C (h)−2h|= |C (h)0 |; : : : ; |C (h)−h |= |C (h)h |. As we have already
noticed in the previous section, we have f(h)n =0 for −2h6n6− h− 1 and f(h)n =1
for −h6n6− 1. So we have
C (h)−2h|=
∣∣∣∣∣∣∣∣∣
0 0 : : : 0 1
0 0 : : : 1 1
...
...
. . .
...
...
1 1 : : : 1 1
∣∣∣∣∣∣∣∣∣
=(−1)(h+1)=2:
Then we have
|C (h)−2h+1|=
∣∣∣∣∣∣∣∣∣∣∣
0 0 : : : 0 1 1
0 0 : : : 1 1 1
...
...
. . .
...
...
...
1 1 : : : 1 1 1
1 1 : : : 1 1 2
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
0 0 : : : 0 1 1
0 0 : : : 1 1 1
...
...
. . .
...
...
...
1 1 : : : 1 1 1
0 0 : : : 0 0 1
∣∣∣∣∣∣∣∣∣∣∣
= |P (h)C (h)−2h|=(−1)h(−1)(h+1)=2:
Again we have
|C (h)−2h+2|=
∣∣∣∣∣∣∣∣∣∣∣
0 0 : : : 0 1 1 1
...
...
. . .
...
...
...
...
1 1 : : : 1 1 1 1
1 1 : : : 1 1 1 2
1 1 : : : 1 1 2 3
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
0 0 : : : 0 1 1
...
...
. . .
...
...
1 1 : : : 1 1 1
0 0 : : : 0 0 1
0 0 : : : 0 1 1
∣∣∣∣∣∣∣∣∣∣∣
= |(P (h))2C (h)−2h|=(−1)2h(−1)(h+1)=2:
Going on in this way, at the end we have
|C (h)−h−1|=
∣∣∣∣∣∣∣∣∣∣∣
0 1 : : : 1 1 1
1 1 : : : 1 1 1
1 1 : : : 1 1 2
...
...
. . .
...
...
...
1 1 : : : h− 2 h− 1 h
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
0 1 1 : : : 1 1 1
1 1 1 : : : 1 1 1
0 0 0 : : : 0 0 1
...
...
...
. . .
...
...
0 0 1 : : : 1 1 1
∣∣∣∣∣∣∣∣∣∣∣
= |(P (h))h−1C (h)−2h|=(−1)h(h−1)(−1)(h+1)=2:
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In conclusion, we have
|C (h)−2h+i|=(−1)ih(−1)(h+1)=2
and hence
|C (h)n |=(−1)(n=h+nmod h)h+h=2:
Since (⌊n
h
⌋
+nmod h
)
h= h(1− h)
⌊n
h
⌋
+ nh
and since h(1− h) is always even, it follows that
|C (h)n |=(−1)nh+h=2: (12)
In particular,
|C (h)2m |=(−1)m; |C (h)2m+1|=(−1)m+h+1:
4. q-analogs
In this section we will de3ne a q-analog for the numbers f(h)n ; f
(h)
n; k ; l
(h)
n and l
(h)
n; k
we studied in the previous section. We will de3ne such q-analogs by means of the
-statistic (or sum-statistic), which is the function  :P[X ]→N de3ned on the power
set P[X ] of X (where X is a linear order or a cycle) by
(S) :=
∑
s∈ S
s
for every subset S of X . In [7] the -statistic was used in connection with a q-analog
of another type of generalized Fibonacci numbers [6].
We recall that the q-analog of the natural number n is
[n] :=
1− qn
1− q =1 + q+ q
2 + · · ·+ qn−1:
4.1. Generalized q-Fibonacci numbers
We de3ne the following q-numbers:
f(h)n; k (q) :=
∑
S∈Sc (h)k [Ln]
q(S);
f(h)n (q) :=
∑
k¿0
f(h)n; k =
∑
S∈Sc(h)[Ln]
q(S):
Clearly, f(h)n; k (1)=f
(h)
n; k and f
(h)
n (1)=f
(h)
n .
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Lemma 13. Given a6b, the q-numbers
f(h)k (a; b; q) :=
∑
S⊆[a;b]
|S| = k
q(S)
can be expressed in the following form:
f(h)k (a; b; q)= q
(a−1)kf(h)b−a+1; k(q): (13)
Proof. Let  : [a; b]→ [1; b − a + 1] be the bijection de3ned by (x) := x − a + 1. If
S = {i1; : : : ; ik} ⊆ [a; b], then
(S) = i1 + · · ·+ ik
= (i1 − a+ 1) + · · ·+ (ik − a+ 1) + (a− 1)k
= ((S)) + (a− 1)k:
Hence, it follows identity (13).
Proposition 14. The q-numbers f(h)n (q) satisfy the recurrence
f(h)n+h+1(q)=f
(h)
n+h(q) + q
n+h+1f(h)n (q)
with the initial conditions f(h)n (q)= [n+ 1] for each n6h.
Proof. The stated recurrence is an immediate consequence of the partition of
Sc(h)[Ln+h+1] based on the fact that the last element of Ln+h+1 is or not an element
of an h-scattered subset. Moreover, since, when n6h, the only h-scattered subsets are
the empty set and the singletons, we have f(h)n (q)= 1 + q+ · · ·+ qn.
Proposition 15. The q-numbers f(h)n; k (q) satisfy the two recurrences
f(h)n+h+1; k+1(q)=f
(h)
n+h; k+1(q) + q
n+h+1f(h)n; k (q);
f(h)n+h+1; k+1(q)= q
k+1f(h)n+h; k+1(q) + q
h+1f(h)n; k (q);
with the initial conditions
f(h)n;0 = 1; f
(h)
0; k =0
k :
Proof. The 3rst recurrence is obtain exactly as the recurrence in the above proposition.
The second recurrence, on the other hand, can be obtained in a similar way starting
from the 3rst point and using identity (13).
We recall that the Gaussian coe8cients are the q-numbers(
n
k
)
q
=
[n]!
[k]![n− k]! :
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Such numbers have many combinatorial interpretations. Here we need the following
one. Let  = b1b2 · · · bn a binary string. An inversion of  is a couple (i; j) such that
i¡j and bi¿bj. Let inv( ) be the number of inversions of  . Then (see for instance
[7]) we have the identity(
n
k
)
q
=
∑
 ∈Bn; k
qinv ( ); (14)
where Bn; k is the set of all binary strings of length n with k 1’s.
Proposition 16. The q-numbers f(h)n; k (q) have the following explicit form:
f(h)n; k (q)=
(
n− hk + h
k
)
q
qk((1+h)k+1−h)=2: (15)
Proof. Let S ∈Sc(h)k [Ln] and let  be the binary string corresponding to the k-subset
of Ln−hk+h in the bijection we used in the proof of Theorem 5. If  has a 1 in position
ij, then we have an inversion (1; 0) for all the 0’s on the right of such 1. Thus we
have (n− hk + h)− ij − (k − j) such inversions and the total number of the inversion
of  is
inv  = ((n− hk + h)− i1 − (k − 1)) + · · ·+ ((n− hk + h)− ik)
= k(n− hk + h)−
(
k
2
)
− (i1 + · · ·+ ik):
Let now P = bn · · · b2b1 be the binary string obtained by reversing  = b1b2 · · · bn. Now
the positions of the 1’s in P are {n− hk + h− ik + 1; : : : ; n− hk + h− i1 + 1}, and so
inv P = k(n− hk + h)−
(
k
2
)
+((n− hk + h− ik + 1) + · · ·+ (n− hk + h− i1 + 1)
= (i1 + · · ·+ ik)−
(
k + 1
2
)
:
If S = {s1; s2; : : : ; sk} and if {i1; i2; : : : ; ik} are the positions of the 1’s in  , then it is
easy to see that we have the following relations:
i1 = s1;
i2 = s2 − h;
i3 = s3 − 2h;
...
ik = sk − (k − 1)h:
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So it follows that
i1 + i2 + · · ·+ ik = s1 + (s2 − h) + (s3 − 2h) + · · ·+ (sk − (k − 1)h)
= (s1 + s2 + · · ·+ sk)− (1 + 2 + · · ·+ (k − 1))h
= (S)−
(
k
2
)
h
and consequently
inv P = (S)−
(
k
2
)
h−
(
k + 1
2
)
or
(S)= inv P +
(
k + 1
2
)
+ h
(
k
2
)
:
In this way, we have a bijection between Sc(h)k [Ln] and Bn−hk+h; k which transform the
-statistic in the second member of the above identity. So, by (14), we have
f(h)n; k (q) =
∑
 ∈ Bn−hk+h; k
qinv
P +(k+12 )+h(k2)
=

 ∑
 ∈Bn−hk+h; k
qinv  

 q(k+12 )+h(k2)
=
(
n− hk + h
k
)
q
q(
k+1
2 )+h(k2):
From the above proposition Theorem 17 immediately follows.
Theorem 17. The generalized q-Fibonacci numbers have the explicit form
f(h)n (q)=
∑
k¿0
(
n− hk + h
k
)
q
q(
k+1
2 )+h(k2): (16)
Finally, we have
Proposition 18. The degrees of f(h)n; k (q) and f
(h)
n (q), as polynomials in q, are
degf(h)n; k (q)= nk − (h+ 1)
(
k
2
)
;
degf(h)n (q)= n
⌊
n
h+ 1
⌋
− (h+ 1)
( n=(h+ 1)
2
)
:
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Proof. We recall that the Gaussian coe8cient
(n
k
)
q, as polynomial in q, has degree
k(n− k). Hence, using the identity (15), we have that
degf(h)n; k (q)=
(
k + 1
2
)
+ h
(
k
2
)
+ k(n− hk + h− k)= nk − (h+ 1)
(
k
2
)
:
To obtain the degree of f(h)n (q) it is su8cient to observe that the maximum size of
an h-scattered subset of Ln is  nh+1.
4.2. Generalized q-Lucas numbers
We now de3ne the q-numbers
l(h)n; k(q) :=
∑
S∈Sc (h)k [Cn]
q(S);
l(h)n (q) :=
∑
k¿0
l(h)n; k =
∑
S∈Sc(h)[Cn]
q(S):
Clearly, l(h)n; k(1)= l
(h)
n; k and l
(h)
n (1)= l
(h)
n .
For the generalized q-Lucas numbers we do not have simple recurrences as in the
previous cases. However, we still have an explicit form in terms of Gaussian coe8-
cients.
Theorem 19. The q-numbers l(h)n; k(q) and l
(h)
n (q) have the following explicit forms:
l(h)n; k(q)=
(
n− hk
k
)
q
[n]
[n− hk] q
(k+12 )+h(k2); (17)
l(h)n (q)=
∑
k¿0
(
n− hk
k
)
q
[n]
[n− hk] q
(k+12 )+h(k2): (18)
Proof. The second identity is an immediate consequence of the 3rst one. To prove the
3rst identity we use the bijection described in the proof of Proposition 7. From such
a bijection we obtain the identity
l(h)n; k (q)=
k∑
i=1
qif(h)k−1(h+ i + 1; n− h+ i − 1; q) + f(h)k (h+ 1; n; q):
Using identity (13), we have
l(h)n; k (q)=
k∑
i=1
qiq(h+i)(k−1)f(h)n−2h−1; k−1(q) + q
hkf(h)n−h; k(q):
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Now, since i + (h+ i)(k − 1)= k + h(k − 1) + k(i − 1), we have
l(h)n; k (q) = q
k+h(k−1)(1 + qk + · · ·+ q(h−1)k)f(h)n−2h−1; k−1(q) + qhkf(h)n−h; k(q)
= qk+h(k−1)
1− qhk
1− qk
(
n− hk − 1
k − 1
)
q
q(
k
2)+h(k−12 )
+ qhk
(
n− hk
k
)
q
q(
k+1
2 )+h(k2)
=
[hk]
[k]
(
n− hk
k
)
q
[k]
[n− hk]q
(k+12 )+h(k2) + qhk
(
n− hk
k
)
q
q(
k+1
2 )+h(k2)
=
(
[hk]
[n− hk] + q
hk
)(
n− hk
k
)
q
q(
k+1
2 )+h(k2):
Finally, since [hk] + qhk [n− hk] = [n], we obtain identity (17).
Proposition 20. The q-numbers l(h)n; k (q) and l
(h)
n (q), as polynomials in q, have the
following degrees:
deg l(h)n; k (q)= nk − (h+ 1)
(
k
2
)
;
deg l(h)n (q)= n
⌊
n
h+ 1
⌋
− (h+ 1)
( n(h+ 1)
2
)
:
References
[1] F. Bergeron, G. Labelle, P. Leroux, Combinatorial Species and Tree-like Structures, Cambridge University
Press, Cambridge, 1998
[2] S. Fontanesi, E. Munarini, Cyclic Species, preprint.
[3] A. Joyal, Une Th@eorie Combinatoire des S@eries Formelles, Adv. Math. 42 (1981) 1–82.
[4] I. Kaplansky, Solution of the probleme des menages, Bull. Amer. Math. Soc. 49 (1943) 784–785.
[5] E. Munarini, A combinatorial interpretation of the generalized Fibonacci numbers, Adv. Appl. Math. 42
(1997) 306–318.
[6] E. Munarini, Generalized q-Fibonacci Numbers, preprint.
[7] G. P@olya, G. SzegSo, Problems and Theorems in Analysis I. Series. Integral Calculus. Theory of Functions,
Springer, Berlin, Heidelberg, 1972; reprint, 1998.
[8] J. Riordan, An Introduction to Combinatorial Analysis, Princeton University Press, Princeton, NJ, 1980.
[9] K. Yamamoto, Structure polynomial of Latin rectangles and its application to a combinatorial problem,
Mem. Fac. Sci. Kyusyu Univ. Ser. A 10 (1956) 1–13.
