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Abstract. Let K be an algebraically closed field that is complete with respect to a non-
trivial and non-archimedean absolute value. For a polynomial P ∈ K[z] of degree d > 1,
the n-th Trucco’s dynamical tree Γn, n ≥ 0, is spanned by the union of P−n(ξB) and {∞}
in the Berkovich projective line over K, where ξB is the boundary point of the minimal
Berkovich closed disk in the Berkovich affine line containing the Berkovich filled-in Julia
set of P . We expand Trucco’s study on the branching of Γn and, using the second author’s
Berkovich hyperbolic geometric development of Rumely’s works in non-archimedean dynam-
ics and on their reductions, compute the weight function on Γn associated to the Γn-crucial
curvature νP j ,Γn on Γn induced by P
j , for j ≥ 1 and n ≥ 1. Then applying Faber’s and
Kiwi and the first author’s depth formulas to determine the GIT semistability of the coef-
ficient reductions of the conjugacies of P j , we establish the Hausdorff convergence of the
barycenters (BCΓn(νP j ,Γn))n towards Rumely’s minimal resultant locus MinResLocP j of P
j
in the Berkovich hyperbolic space and the independence of MinResLocP j on j ≥ d− 1. We
also establish the equidistribution of the averaged total variations (|νP j ,Γn |/|νP j ,Γn |(Γn))n
towards the P -equilibrium (or canonical) measure µP , for an either nonsimple and tame or
simple P .
1. Introduction
Let (K, | · |) be an algebraically closed field that is complete with respect to a non-trivial
and non-archimedean absolute value | · |, and let k := OK/MK be the residue field of K,
where OK = {z ∈ K : |z| ≤ 1} is the ring of K-integers andMK is the maximal ideal in OK .
The Berkovich projective line P1 = P1K over K is a compact augmentation of the (classical)
projective line P = P1K = K ∪{∞} and is also connected, locally arcwise connected, uniquely
arcwise connected, and Hausdorff. A point in P1 is classified into types I, II, III, or IV, and
P1 is canonically identified with the set of all type I points. The Berkovich upper half space
H1 := P1 \P1 in P1 is equipped with the hyperbolic metric ρ. The set H1II of all type II points
in P1 is dense in (H1, ρ) and in P1. Any point in P1 is represented by either (the cofinal
equivalence class of a decreasing sequence of) K-closed disk(s) or ∞, so that P1 is equipped
with a partial ordering ≺ (≺ is  as usual) which extends the inclusion relation ⊂ among
K-closed disks and has ∞ as the maximal element of P1 and also induces a (profinite) tree
structure on P1. A subtree in P1 is nothing but a non-empty connected and closed subset in
P1, and for subtrees Γ ⊂ Γ′ in P1, ιΓ,Γ′ is the inclusion from Γ to Γ′, and rΓ′,Γ is the retraction
from Γ to Γ′. The weak topology on P1 with respect to this tree structure coincides that on
P1. The action on P1 of a non-constant rational map φ ∈ K(z) canonically extends to that
on P1, which is still continuous, open, surjective, and fiber-discrete and preserves types of
points in P1. The linear fractional transformations group PGL(2,K) on P1 preserves H1II, and
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2 HONGMING NIE AND YUˆSUKE OKUYAMA
the subgroup PGL(2,OK) stabilizes {ξg}, where ξg is the Gauss (or canonical) point in H1II
represented by (the K-closed unit disk) OK . The local degree function deg· φ also canonically
extends to an upper semicontinuous function on P1 and takes its values in {1, . . . ,deg φ}; for
every ξ ∈ P1, ∑ξ′∈φ−1(ξ) degξ′ φ = deg φ. The pullback φ∗ on the space of all Radon measures
on P1 is the transpose of the pushforward φ∗ on the space of all continuous functions on P1,
so that φ∗δξ =
∑
ξ′∈P1(degξ′ φ)δξ′ on P
1, where δξ is the Dirac measure at ξ on P
1.
In [19], Rumely introduced various new equivariants to non-archimedean dynamics of ratio-
nal maps, including the crucial measures and trees, and in [14], the second author expanded
Rumely’s theory introducing more explicit and global Berkovich hyperbolic geometric equiv-
ariants to non-archimedean dynamics. In the setting of tame and nonsimple non-archimedean
polynomial dynamics, Trucco introduced dynamical trees in the superattractive basins as-
sociated to ∞, and applied it to the study of wandering Fatou components of this kind of
polynomials [22]. Our aim in this paper is to contribute to a study of Trucco’s trees for
general P from Berkovich hyperbolic geometric viewpoints.
1.1. Rumely’s equivariants [18, 19]. For a rational map φ ∈ K(z) on P1 of degree d > 1,
Rumely introduced the function ordResφ on P
1, (the restriction to H1 of) which is the unique
continuous, convex, and piecewise affine extension to (H1, ρ) of the function
H1II
∼= PGL(2,O)\PGL(2,K) 3 [M ] 7→ − log |Res(a minimal lift of M ◦ φ ◦M−1)| ∈ R≥0
([19, Theorem 1.1]), the bijection in which is the inverse of PGL(2,O)\PGL(2,K) 3 [M ] 7→
M−1(ξg) ∈ H1II; here for each ψ ∈ K(z), a non-degenerate homogeneous lift (Ψ0,Ψ1) ∈
(K[X,Y ]degψ)
2 is said to be minimal (in the sense of [12]) if the maximum of the absolute
values of the coefficients of Ψ0 or Ψ1 equals 1, and Res(F,G) ∈ K denotes the homogeneous
resultant for homogeneous polynomials F,G ∈ K(X,Y ) (see, e.g., [21]). We say φ is simple
if ordResφ attains 0 on H
1
II; Rumely’s motivation to introduce ordResφ was to determine
whether φ is simple or not, algorithmically. Taking the value +∞ on P1 identically, ordResφ
is also a proper and continuous [0,+∞]-valued function on P1 and is locally affine on (P1, ρ˜)
except for H1II, and the minimum locus
MinResLocφ
of ordResφ is a non-empty and connected subset in H
1. Rumely then introduced the φ-weight
function wφ : P
1 → {0, 1, . . . ,deg φ}, so that the φ-crucial measure νφ := (
∑
ξ∈supp(wφ)wφ(ξ) ·
δξ)/(deg φ−1) is a probability Radon measure on P1 supported by a finite subset in H1II and,
after verifying the finiteness of the subtree ΓFP = Γφ,FP :=
⋂
a∈P1 Hull(φ
−1(a) ∪ Fixφ) in P1,
where Fixφ is the set of all (classical) fixed points of φ in P1, established the formula
2d(d− 1)νφ = (ιΓFP,P1)∗(∆ΓFP ordResφ +2d(d− 1)νΓFP)
([19, Corollary 6.5]), where ∆Γ is the Laplacian on a non-trivial subtree Γ in P
1 and νΓ is
the valency measure on Γ. Also introducing the φ-crucial tree Γφ = Hull(supp νφ) in P
1
and equipping Γφ with the vertices set V (Γφ) := (supp νφ) ∪ (supp(νΓφ)) ⊂ H1II, Rumely
established the structure theorem on MinResLocφ; this locus is either a vertex or a (closed)
edge of Γφ. Rumely’s first characterization of MinResLocφ is the coincidence
MinResLocφ = BCΓφ(νφ),
where BCΓ(ν) is the Γ-barycenter of a probability Radon measure ν on P
1 ([19, Theorem
B]). Rumely’s second characterization of MinResLocφ is in terms of the GIT-(semi)stabilities
of the coefficient reductions of M ◦ φ ◦M−1, M ∈ PGL(2,K), modulo MK ([19, Theorem
C], see Theorem 2.5 below for the precise statement).
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1.2. Crucial functions and Crucial curvatures [14]. For a rational map φ ∈ K(z) of
degree d > 1, the second author introduced and studied in [14] the φ-crucial function
Crucialφ(ξ) :=
ρ(ξ, ξg)
2
+
ρ(ξ, φ(ξ) ∧ξg ξ)−
∫
P1 ρ(ξg, ξ ∧ξg ·)(φ∗δξg)
d− 1 ∈ R, ξ ∈ H
1
on H1, which gives a (global, explicit, and hyperbolic geometric) expression
ordResφ = 2d(d− 1) Crucialφ− log |Res(a minimal lift of φ)|
of Rumely’s order function ordResφ (recall that ordResφ is defined more algebraically and
indirectly); in particular, MinResLocφ coincides with the minimum locus of Crucialφ. The
following difference formula ([14, (1.2)]) is very useful for differentiating Crucialφ; for any
ξ, ξ0 ∈ H1,
Crucialφ(ξ)− Crucialφ(ξ0) = ρ(ξ, ξ0)
2
+
ρ(ξ, φ(ξ) ∧ξ0 ξ)−
∫
P1 ρ(ξ0, ξ ∧ξ0 ·)(φ∗δξ0)
d− 1 .(1.1)
(In the above, for any ξ0, ξ1, ξ2 ∈ P1, ξ1 ∧ξ0 ξ2 ∈ P1 is the unique point in the intersection of
all the closed segments [ξ0, ξ1], [ξ0, ξ2] and [ξ1, ξ2].)
For a non-trivial finite subtree in P1, the Γ-crucial curvature induced by φ is defined as
the (signed) Radon measure
νφ,Γ := ∆Γ(Crucialφ |Γ) + νΓ on Γ
which is supported by a finite subset in (Γ∩H1II)∪{type I or IV points in Γnot fixed by φ}∪
{type III end points of Γ} ([14, Theorems 2(ii) and 3(ii)]) and has total mass 1. This curva-
ture νφ,Γ induces a weight function
P1 3 ξ 7→ (d− 1)((ιΓ,P1)∗νφ,Γ)({ξ}) ∈ N ∪ {0,−1}
on P1, and satisfies the identity
(d− 1)νφ,Γ = ∆Γ(ξ 7→ ρ(ξ, φ(ξ) ∧ξ0 ξ)) + (rP1,Γ)∗(φ∗δξ0 − δξ0) on Γ, ξ0 ∈ H1(1.2)
([14, (1.13)]). In particular, Rumely’s φ-crucial measure νφ coincides with (ιΓFP,P1)∗νφ,ΓFP ,
and the identity (1.2) for Γ = Γφ,ΓFP gives a hyperbolic geometric formula of νφ.
We extend the notion of the barycenter BCΓ(µ) to a (not necessarily nonnegative) Radon
measure µ on a subtree Γ in P1 having total mass 1; we still define it by
BCΓ(µ) :=
{
ξ ∈ Γ : ((ιΓ,P1)∗µ)(U(~v)) ≤
1
2
for every ~v ∈ TξP1
}
,
so that setting Γφ,Γ := Hull(supp (νφ,Γ)),
BCΓ(νφ,Γ) = BCΓφ,Γ(νφ,Γ) ⊂ Γφ,Γ ⊂ Γ
since νφ,Γ(P
1) = 1 > 1/2. We equip Γφ,Γ with the vertices set
V (Γφ,Γ) := (supp(νφ,Γ)) ∪ supp(νΓφ,Γ)
(νΓφ,Γ is the valency measure on Γφ,Γ); Rumely’s φ-crucial tree Γφ and its vertex set V (Γφ)
coincide with Γφ,Γφ,FP and V (Γφ,Γφ,FP), respectively.
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1.3. Trucco’s dynamical trees [22]. Let P ∈ K[z] be a polynomial of degree d > 1. By
Rivera-Letelier [15, Proposition 6.7], the minimal K-closed disk containing the (classical)
filled-in Julia set KIP := {z ∈ K : limn→∞ Pn(z) 6→ ∞} represents a point
ξB = ξB(P ) ∈ H1II
(corresponding to the point L0 in [22, Definition 3.2])
Fact 1.1. For a rational map φ ∈ K(z) of degree > 1, the Berkovich Julia set of φ is defined
by
Jφ := suppµφ,
where µφ is the φ-equilibrium (or canonical) measure on P
1 (see the definition (1.4) and a
construction (7.1) of µφ below). A rational map φ ∈ K(z) of degree > 1 is simple (for the
definition of simpleness, see Subsection 1.1) if and only if P−1(ξ) = {ξ} for some ξ ∈ H1, and
then ξ ∈ H1II (by Rivera-Letelier [16]), Jφ = {ξ}, and (ordResφ)−1(0) = {ξ} = MinResLocφ.
In particular, if φ is simple, then so is φj for any j ≥ 1. We say φ is nonsimple unless φ is
simple.
The Berkovich (immediate) superattractive basin of P associated to the superattracting
fixed point ∞ of P is
ΩP (∞) := {ξ ∈ P1 : lim
n→∞P
n(ξ) =∞},
and then JP = ∂ΩP (∞) and KIP = P1 \ ΩP (∞). We also note that P−1(P (ξ)) = {ξ} for
every ξ ∈ [ξB,∞] and that ξ  P (ξ) for every ξ ∈ (ξB,∞) (see Lemma 3.1 below).
If P is nonsimple, then the point ξB is in ΩP (∞) still satisfies ξB  P (ξB) ([22, Proposition
3.4]). For every n ≥ 0, the dynamical tree of level n for P is defined by the convex hull
Γn = Γn(P ) := Hull(Ln ∪ {∞})
in P1, where Ln := P−n(ξB) (so L0 = {ξB}); then (Γn)n exhausts the convex hull Hull(JP ∪
{∞}) in that Γn ⊂ Γn+1 \ ((∂Γn+1) \ {∞}) for every n ≥ 0 and that
Γ∞ = Γ∞(P ) :=
⋃
n≥1
Γn = Hull(JP ∪ {∞}).
For each n ≥ 1, we equip Γn with the vertices set
V (Γn) := ∂Γn ∪ {branch points of Γn},
which contains ξB (a branch point of Γn) and ∞ (an end point).
Alternatively if P is simple, then there is a unique ξ0 ∈ H1II such that P−1(ξ0) = {ξ0}, so
JP = ∂ΩP (∞) = {ξ0} = MinResLocP , ΩP (∞) = U(−−→ξ0∞), and KIP = P1 \ U(
−−→
ξ0∞). Then
ξB = ξ0.
For every n ≥ 0, we set Ln := P−n(ξB) = {ξB},
Γn := Hull(Ln ∪ {∞}) = [ξB,∞], Γ∞ :=
⋃
n≥0
Γn = [ξB,∞], and
V (Γn) := (either branch or end points of Γn) = {ξB,∞},
in a way similar to that in the above nonsimple case.
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Fact 1.2. For a rational map φ ∈ K(z) of degree > 1, the ramification locus of φ is
Rφ := {ξ ∈ P1 : degξ φ ≥ 2},
which is a closed subset in P1 having no isolated points, so that the (classical) critical set
Critφ := {z ∈ P1 : φ′(z) = 0 (in an affine coordinate in P1)}
of φ coincides with Rφ ∩ P1. There are at most (deg φ) − 1 components of Rφ, and if there
is a totally ramified point ξ of φ in P1, i.e., degξ φ = deg φ, then Rφ is connected (Faber [6,
Theorems A and C], respectively). Following Trucco, we say φ is tame if each component of
Rφ has at most finitely many branch points; if in addition there is a totally ramified point
of φ, then Rφ = Hull(Critφ), # Critφ = 2d − 2 taking into account the multiplicity of each
c ∈ Critφ, and for every j ≥ 1, φj is also tame.
If P is nonsimple and tame, there is a nice description
V (Γn) =
(
Γn ∩
n⋃
j=0
P−j
(
rP1,Hull(JP∪{∞})(CritP ∩(ΩP (∞)))
))
of the vertices set V (Γn) (see Proposition 3.6).
For more details on Γn, see Section 3.
1.4. Main results. Let P ∈ K[z] be a polynomial of degree > 1. For every j ≥ 1 and every
n ≥ 1, the Γn-crucial curvature νP j ,Γn on Γn induced by P j seems the first example of a
crucial curvature supported by a dynamical subtree in P1 other than Rumely’s subtrees. Our
first result is computing the weight function νP j ,Γn({·}) on Γn. Set
Zj,n :=
{
ξ ∈ (∂Γn) \ RP j : P j(ξ) ∈ (ξ,∞)
}
.
Theorem 1. Let P ∈ K[z] be a polynomial of degree > 1. Then (i) for every j ≥ 1, every
n ≥ 1, and every ξ ∈ Γn,
νP j ,Γn({ξ}) =
1
dj − 1 ·

0 if ξ =∞,
vΓn(ξ)− 2 if vΓn(ξ) ≥ 2,
degξ(P
j)− 1 if vΓn(ξ) = 1 and P j(ξ) ∈ (ξ,∞),
−1 if vΓn(ξ) = 1 and P j(ξ) 6∈ (ξ,∞).
In particular, supp(νP j ,Γn) = V (Γn) \ (Zj,n ∪ {∞}) and νP j ,Γn |(V (Γn) \ ∂Γn) > 0.
(ii) If P is either nonsimple and tame or simple, then for every j ≥ 1 and m  1,
supn≥m #Zj,n ≤ dj+m.
Recall that P1 is ordered by ≺. Our second result concerns the barycenters BCΓn(νP j ,Γn).
Theorem 2. Let P ∈ K[z] be a polynomial of degree > 1. Then for every j ≥ 1 and every
n ≥ 1, BCΓn(νP j ,Γn) is either a singleton in V (Γn) or a non-trivial closed segment in Γn
having end points in V (Γn), and is contained in RP . Moreover, for every j ≥ 1, there are
sequences (ξn)n1, (ηn)n1 in H1 such that BCΓn(νP j ,Γn) = [ξn, ηn] and ξn+1 ≺ ξn ≺ ηn ≺
ηn+1 ≺ ξB for n  1, and both the limits ξ0 := limn→∞ ξn and η0 := limn→∞ ηn exist in
(Γ∞ \ (ξB,∞)) ∩RP ; more precisely,
(a) if ξn  ηn for some n ≥ 1, then we have ηn ≡ η0 for n 1,
(b) if ξn ∈ Γn \ ∂Γn for some n ≥ 1, then we have both ηn ≡ η0 and ξn ≡ ξ0 for n 1,
(c) for any n ≥ 1, if ξn+1 6∈ Γn (or equivalently, ξn 6= ξn+1), then (ξn, ξn+1] ⊂ Γn+1 \Γn.
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For every j ≥ 1, in terms of ξ0, η0 in Theorem 2, set
lim
n→∞BCΓn(νP j ,Γn) := [ξ0, η0] ⊂ Hull(JP ) ∩RP ;(1.3)
indeed, we would conclude [ξ0, η0] ∩ P1 = ∅, so that (BCΓn(νP j ,Γn))n converges to [ξ0, η0] in
the Hausdorff topology from (H1, ρ).
Our third result is a relationship between MinResLocP j and BCΓn(νP j ,Γn), and its appli-
cation.
Theorem 3. Let P ∈ K[z] be a polynomial of degree > 1. Then
(i) for every j ≥ 1, limn→∞BCΓn(νP j ,Γn) = MinResLocP j .
(ii) MinResLocP j = MinResLocP d−1 for any j ≥ d− 1; moreover, they are singletons.
(iii) for every j ≥ d− 1 and every n ≥ 1, BCΓn(νP j ,Γn) is a singleton.
Remark 1.3. The assertion (ii) might have an independent interest. Rumely’s strategy to
study MinResLocφ for a rational map φ ∈ K(z) of degree > 1 was to locate MinResLocφ in
the tree Γφ,ΓFP . We note that Γφ,FP ∩ P1 = Fixφ and that Γφ,FP = Hull(Fixφ) if φ ∈ K[z].
Hence under the setting in Theorem 3, for every j ≥ 1, MinResLocP j ⊂ Hull(FixP j ), but it
seems not easy to control FixP j . We will control the tree Γn in Section 3, which is spanned
by P−n(ξB) ∪ {∞}, and in the proof of Theorem 3, for every j ≥ 1, we will first locate
MinResLocP j in Γ∞ = Γ∞(P ) =
⋃
n≥0 Γn, instead of adopting Rumely’s original strategy.
An equidistribution result on the sequence (νφn) of the φ
n-crucial measures has been known
(Jacobs [9]; see also [14, Theorem 6] for some precision); for a rational map φ ∈ K(z) of degree
> 1, limn→∞ νφn = µφ on P1. Here the φ-equilibrium (or canonical) measure µφ on P1 is the
unique probability Radon measure µ on P1 such that
φ∗µ = (deg φ)µ and µ(E(φ)) = 0,(1.4)
where E(φ) := {a ∈ P1 : #⋃n∈N∪{0} φ−n(a) <∞} is the (classical) exceptional set of φ, and
the former property is called the φ-balancedness of µ ([1, §10], [4, §2], [7, §3.1]).
For each j ≥ 1 and each n ≥ 1, let ν+
P j ,Γn
and ν−
P j ,Γn
be the positive and negative parts of
νP j ,Γn , respectively. Let us introduce the averaged total variation
ν˜P j ,Γn := |νP j ,Γn |/
(|νP j ,Γn |(Γn))
of νP j ,Γn on Γn, where |νP j ,Γn | = ν+P j ,Γn + ν
−
P j ,Γn
is the total variation of νP j ,Γn . Our final
result is an equidistribution result for the sequence ((ιΓn,P1)∗(ν˜P j ,Γn))n on P
1. The proof
depends on Theorem 1(ii).
Theorem 4. Let P ∈ K[z] be a polynomial of degree > 1. If P is either nonsimple and tame
or simple, then for every j ≥ 1, limn→∞(ιΓn,P1)∗ν˜P j ,Γn = µP weakly on P1.
For a simple P , we will show much stronger (and simpler) statements than those in The-
orems 1, 2, 3, and 4, in Section 8 below.
Organization of this paper. In Section 2, we gather background materials from non-
archimedean dynamics and potential theory and also give some development of [14]. In
Section 3, we recall the construction of the dynamical trees Γn for a nonsimple polynomials
P ∈ K[z] of degree > 1, and establish their fundamental properties. In Sections 4 and 5, we
show Theorems 1 and 2, respectively, in the nonsimple case. In Section 6, we show Theorem 3
in the nonsimple case, and also examine the best possibility of Theorem 3(ii)(iii) by examples.
In Section 7, we show Theorem 4 in the nonsimple and tame case. In Section 8, we show
Theorems 1, 2, 3, and 4 in the simple case.
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2. Background
2.1. Berkovich projective line and the tangent spaces. For more details, we refer to
[1, 2, 3, 7, 11]. As a set, the Berkovich space P1 = P1K consists of all multiplicative seminorms
on K(z) which restricts to | · | on K. Each point ξ ∈ P1 is one of type I, II, III, and IV. For
each point ξ ∈ P1 \ {∞} of one of type I, II and III, there exists a K-closed disk
Bξ = B(a, r) := {z ∈ K : |z − a| ≤ r}, a ∈ K, r ≥ 0,
such that ξ is a supremum seminorm |φ|ξ = supz∈Bξ |φ(z)| on K(z). We set diam(ξ) := r,
which is indeed the diameter of B(a, r) in (K, | · |). The point ξ ∈ P1 \ {∞} is of type I if and
only if r = 0, is of type II if and only if r ∈ |K×|, and is of type III, otherwise. A type IV
point in P1 corresponds to a decreasing sequence of K-closed disks the intersection of which
is empty, and the diameter of a type IV point is the decreasing limit of the diameters of the
corresponding decreasing disks. The point ∞ ∈ P1 = P1K = K ∪ {∞} corresponds to the
evaluation (generalized) seminorm K(z) 3 ψ 7→ |ψ(∞)| ∈ R≥0 ∪ {+∞} on K(z), which is a
type I point in P1, so that P1 is canonically embedded in P1 as the set of all type I points in
P1. The Gauss or canonical point in P1 is such a point ξg ∈ H1II that
Bξg = OK .
The topology of P1 is the weak topology, so that P1 is dense in P1.
The inclusion relation ⊂ among all K-closed disks extends to a partial ordering ≺ on P1
having ∞ as the maximal element, and canonically induces a (profinite) tree structure on
P1 in the sense of Jonsson [11, Definition 2.2]. The weak topology on P1 coincides with the
weak topology induced by this tree structure on P1. For ξ, ξ′ ∈ P1, let [ξ, ξ′] be the closed
segment in P1 joining ξ and ξ′, and then (ξ, ξ′) = [ξ, ξ′] \ {ξ, ξ′}, (ξ, ξ′] = (ξ, ξ′) ∪ {ξ′} and
[ξ, ξ′) = (ξ, ξ′) ∪ {ξ}; for example, for ξ ≺ ξ′,
[ξ, ξ′] = [ξ′, ξ] = {ξ′′ ∈ P1 : ξ ≺ ξ′′ ≺ ξ′}.
We say a closed segment [ξ, ξ′] is trivial if ξ = ξ′.
For any ξ0, ξ1, ξ2 ∈ P1, let ξ1 ∧ξ0 ξ2 ∈ P1 be the unique point in the intersection of all the
closed segments [ξ0, ξ1], [ξ0, ξ2] and [ξ1, ξ2]. The Berkovich upper half space H
1 := P1 \ P1 is
equipped with the hyperbolic metric ρ so that for any ξ1, ξ2 ∈ H1,
ρ(ξ1, ξ2) = 2 log diam(ξ1 ∧∞ ξ2)− log diam(ξ1)− log diam(ξ2).
The topology on (H1, ρ) is finer than the relative topology of H1, and the type II points in
P1 are dense in (H1, ρ), so in P1. The metric ρ on H1 extends to a generalized metric ρ˜ on
P1, which is allowed to take +∞ in an appropriate way.
For each ξ ∈ P1, the set of all components of P1 \ {ξ} induces an equivalence relation on
P1 \ {ξ}, and each equivalence class is called a tangent direction at ξ of P1. The tangent
space TξP
1 of P1 at ξ is the set of all tangent directions at ξ. The component of P1 \ {ξ}
corresponding to a tangent direction ~v ∈ TξP1 is denoted by
U(~v) = Uξ(~v),
which is also identified with a germ
−→
ξξ′ of a non-trivial closed segment [ξ, ξ′] for some (indeed
any) ξ′ ∈ U(~v). The weak topology on P1 (induced by the tree structure on P1) has the
quasi open basis {Uξ(~v) : ξ ∈ P1, ~v ∈ TξP1}. A subset in P1 is called a Berkovich open (resp.
closed) ball in P1 if it is written as Uξ(~v) (resp. P
1 \ Uξ(~v)) for some ξ ∈ P1 and ~v ∈ TξP1.
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Definition 2.1 (subtrees in P1). We say a subset Γ in P1 is a subtree in P1 if it is spanned
by a non-empty subset S ⊂ P1 or equivalently is the convex hull
ΓS = Hull(S) =
⋃
ξ,ξ′∈S
[ξ, ξ′]
in P1, and say this subtree Γ is finite if it is spanned by a non-empty finite subset in P1. For
subtrees Γ ⊂ Γ′ in P1, we say Γ is a subtree in Γ′. Without mentioning them, a subtree in
P1 is equipped with neither vertices nor edges.
For a subtree Γ in P1, the valency function vΓ : Γ→ {0, 1, 2, . . .}∪{+∞} on Γ is defined so
that for every ξ ∈ Γ, vΓ(ξ) = #TξΓ, where TξΓ := {~v ∈ TξP1 : U(~v) ∩ Γ 6= ∅}, is the valency
of Γ at ξ, and vΓ(ξ) = 0 happens only when Γ is a trivial {ξ}. For a (possibly trivial) subtree
Γ in P1, we call ξ ∈ Γ a branch point of Γ if vΓ(ξ) > 2, and call ξ ∈ Γ an end point of Γ if
vΓ(ξ) ∈ {0, 1}, and denote by ∂Γ the set of all end points of Γ. For a finite subtree Γ in P1,
the Γ-valency measure
νΓ := (−2)−1 ·
∑
ξ∈Γ
(vΓ(ξ)− 2) · (rP1,Γ)∗δξ
is a (signed) Radon measure on Γ, which has, by the Euler genus theorem, total mass 1.
For every ξ ∈ P1, vP1(ξ) = #TξP1 = 1 iff ξ is of type I or IV, and vP1(ξ) = #TξP1 = 2 iff ξ
is of type III. If ξ is of type II, then fixing a linear fractional transformation M ∈ PGL(2,K)
sending ξ to ξg, TξP
1 is identified with the projective line P1k over the residue field k of K;
when ξ = ξg, the canonical identification of TξgP
1 and P1k is given by
−→
ξgz ↔ zˆ, z ∈ P1,
where zˆ ∈ P1k is the (usual) reduction of z ∈ P1 modulo MK .
2.2. Local degree and the multiplicities of rational maps [16]. Let φ ∈ K(z) be a
non-constant rational map. The action on P1 of φ canonically extends to P1, and the local
degree function deg · φ on P1 also canonically extends to P1, upper semicontinuously. There
are a notion of the tangent map of φ at each point ξ in P1 and two kinds of directional
multiplicities of φ associated to each ~v ∈ TξP1. For every ξ ∈ H1II, φ induces the tangent map
Tξφ = (φ∗)ξ = φ∗ : TξP1 → Tφ(ξ)P1
of φ at ξ, which is regarded as a rational map on P1k of degree degξ φ under an identification
of both TξP
1, Tφ(ξ)P
1 with (different) P1k as mentioned above, and for every ~v ∈ TξP1, the
directional multiplicity mφ(~v) of φ on U(~v) is nothing but the local degree of Tξφ = (φ∗)ξ as
a rational function on P1k at the point in P1k corresponding to ~v under the above identification
of TξP
1 with P1k. For every ξ ∈ P1 \ H1II and every ~v ∈ TξP1, we set mφ(~v) := degξ φ. Then
for every ξ ∈ P1, we have∑
~v∈Tξφ:φ∗~v=~w
mφ(~v) = degξ φ for every ~w ∈ Tφ(ξ)P1,(2.1)
and for every ξ ∈ P1 and every ~v ∈ TξP1, if ξ′ ∈ U(~v) is close enough to ξ, then φ : [ξ, ξ′]→
[φ(ξ), φ(ξ′)] is a homeomorphism; more precisely, for any ξ1, ξ2 ∈ (ξ, ξ′),
ρ
(
φ(ξ1), φ(ξ2)
)
= mφ(~v) · ρ(ξ1, ξ2)(2.2)
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([17, Proposition 3.1]; see also [11, Theorem 4.7]). Moreover, for every ξ ∈ P1 and every
~v ∈ TξP1, there is the surplus (directional) multiplicity sφ(~v) ∈ {0, 1, . . . ,deg φ} of φ on U(~v)
such that for every ξ′ ∈ P1 \ {φ(ξ)},
(φ∗δξ′)(U(~v)) = sφ(~v) +
{
0 if ξ′ ∈ P1 \ U(φ∗~v),
mφ(~v) if ξ
′ ∈ U(φ∗~v),
(2.3)
and in particular, for every ξ ∈ P1,∑
~v∈TξP1
sφ(~v) = deg φ− degξ φ(2.4)
(Rivera-Letelier [16, Lemma 2.1]; see also [6, Proposition 3.10]).
The following consequences of (2.1), (2.2), (2.3), and (2.4) will be repeatedly used in this
paper.
Fact 2.2. When φ is a non-constant polynomial P ∈ K[z], for every ξ ∈ H1 and every
~v ∈ TξP1, P∗~v =
−−−−→
P (ξ)∞ if and only if ~v = −→ξ∞, so that for every ξ ∈ H1,
mP (
−→
ξ∞) = degξ P,
sP (
−→
ξ∞) = degP − degξ P, sP (~v) = 0 for every ~v ∈ TξP1 \ {
−→
ξ∞}, and
mP (
−→
ξ′ξ) = mP (
−−→
ξ′∞) = mP (−→ξ∞) for any ξ′ ∈ (ξ,∞) close enough to ξ.
Moreover, P maps [ξ,∞) to [P (ξ),∞) homeomorphically and order preservingly, and ξ′ 7→
mP (
−→
ξ′ξ) is non-decreasing on ([ξ,∞),≺).
2.3. Reductions of rational maps and GIT. Let φ ∈ K(z) be a non-constant ra-
tional map. Letting Ψ = (Ψ0,Ψ1) be a minimal lift of φ (see Subsection 1.1), writing
Ψ0(X0, X1) =
∑deg φ
j=1 ajX
(deg φ)−j
0 X
j
1 ,Ψ1(X0, X1) =
∑deg φ
`=1 b`X
(deg φ)−`
0 X
`
1 ∈ OK [X0, X1],
and setting Ψ˜0(ζ0, ζ1) :=
∑deg φ
j=1 aˆjζ
(deg φ)−j
0 ζ
j
1 , Ψ˜1(ζ0, ζ1) :=
∑deg φ
`=1 bˆ`ζ
(deg φ)−`
0 ζ
`
1 ∈ k[ζ0, ζ1],
the coefficient reduction φ˜ = Ψ˜1/Ψ˜0 of φ is the point [aˆ0 : · · · : aˆdeg φ : bˆ0 : · · · : bˆdeg φ] ∈
P2(deg φ)+1k . Setting
Hφ˜ := gcd(Ψ˜0, Ψ˜1) ∈ k[ζ0, ζ1] \ {0},
the reduction of φ is the induced rational map
φˆ(ζ) := (Ψ˜1/Hφ˜)(1, ζ)/(Ψ˜0/Hφ˜)(1, ζ) ∈ k(ζ),
which is of degree (deg φ− degHφ˜) ∈ {0, 1, . . . ,deg φ}. Here we follow the convention on the
coordinate of P1k from the standard book [8].
Fact 2.3 (Rivera-Letelier [16], see also [1, Corollary 9.27]). φˆ is constant if and only if φ(ξg) 6=
ξg; moreover, if φˆ ≡ zˆ on P1k for some z ∈ P1, then
−−−−−−→
ξg(φ(ξg)) =
−→
ξgz.
When degHφ˜ > 0, let [Hφ˜ = 0] be the effective divisor on P
1
k defined by the zeros of Hφ˜
on P1k (where k = k under the assumption on K) taking into account their multiplicities, and
set [Hφ˜ = 0] := 0 when degHφ˜ = 0, by convention. Then for every ζ ∈ P1k, we call
depthζ(φ˜)
{
:= ordζ [Hφ˜ = 0] if degHφ˜ > 0
:≡ 0 if degHφ˜ = 0
the depth at ζ of φ˜, and when depthζ(φ˜) > 0, we call this ζ a hole of φ˜.
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Fact 2.4 (Depth formulas). By Faber [6, Lemma 3.17], for every type II point ξ0 ∈ P1 fixed
by φ, choosing an affine map M ∈ K[z] such that M(ξ0) = ξg, the depth of the coefficient
reduction ˜(M ◦ φ ◦M−1) of the affine conjugacy M ◦ φ ◦M−1 at each ζ = zˆ ∈ P1k, z ∈ P1, is
depthzˆ(
˜(M ◦ φ ◦M−1)) = sφ
(
(M−1)∗
−→
ξgz
)
.(2.5)
Similarly, by Kiwi and the first author [13, Proof of Corollary 2.11], for every type II point
ξ0 ∈ P1 not fixed by φ, choosing an affine map M ∈ K[z] such that M(ξ0) = ξg, we have
(2.6) depthzˆ(
˜(M ◦ φ ◦M−1))
=
{
sφ
(
(M−1)∗
−→
ξgz
)
+mφ
(
(M−1)∗
−→
ξgz
)
if
−−−−→
φ(ξ0)ξ0 = φ∗((M−1)∗
−→
ξgz)
sφ
(
(M−1)∗
−→
ξgz
)
otherwise
for every z ∈ P1.
Recall that the coefficient reduction φ˜ of φ is semistable (resp. stable) in P2d+1k if for every
hole ζ ∈ P1k of φ˜, we have depthζ(φ˜) ≤ (d+ 1)/2 (resp. depthζ(φ˜) ≤ d/2) and, if in addition
φˆ(ζ) = ζ, then we even have depthζ(φ˜) < d/2 (resp. if depthζ(φ˜) < (d − 1)/2). Strictly
speaking, this is DeMarco’s interpretation [5, Section 3] of Silverman’s characterization [20]
of the GIT (semi)stability of φ˜ in P2d+1k under the conjugation action of SL2(k); see also [10,
Proposition 5].
Theorem 2.5 (Rumely’s second characterization of MinResLocφ [19, Theorem C]). Let
φ ∈ K(z) be a rational map of degree > 1. Then for every M ∈ PGL(2,K),
(i) M−1(ξg) ∈ MinResLocφ if and only if ˜(M ◦ φ ◦M−1) is semistable.
(ii) MinResLocφ = {M−1(ξg)} if and only if ˜(M ◦ φ ◦M−1) is stable.
2.4. Directional derivatives and Laplacians. For a point ξ ∈ H1 and a tangent direction
~v ∈ TξP1, let d~v be the (distributional) directional derivative operator at ξ with respect to ~v
on the space of continuous functions f on (H1, ρ), so that
d~vf = lim
ξ′→ξ in (U(~v),ρ)
f(ξ′)− f(ξ)
ρ(ξ′, ξ)
.
Let ∆Γ denotes the (distributional) Laplacian on a non-trivial finite subtree Γ in P
1, so that
for any continuous and piecewise affine function ψ on (Γ ∩ H1, ρ) and any ξ ∈ Γ ∩ H1,
(∆Γψ)({ξ}) =
∑
~v∈TξΓ
d~vψ.
Let φ ∈ K(z) be a rational map of degree > 1. For every non-trivial finite subtree Γ in P1,
every ξ ∈ Γ ∩ H1, and every ~v ∈ TξΓ, we have the following slope formula
d~v Crucialφ =
1
2
− ((ιΓ,P1)∗νφ,Γ)(U(~v)).(2.7)
([14, Theorem 3]).
We conclude this section with a few very useful consequences from the slope formula (2.7)
and the convexity (and the piecewise affineness) of the φ-crucial function] Crucialφ on (H
1, ρ).
([14, Theorem 2 (ii)]. See also Section 1.)
Lemma 2.6. For every non-trivial finite subtree Γ in P1 and every ξ ∈ Γ, the following are
equivalent.
(a) ξ ∈ BCΓ(νφ,Γ),
(b) Crucialφ(ξ) = minΓ Crucialφ.
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For every distinct α, β ∈ Γ, the following are equivalent;
(i) [α, β] ⊂ BCΓ(νφ,Γ),
(ii) ((ιΓ,P1)∗νφ,Γ)(U(
−→
αβ)) = ((ιΓ,P1)∗νφ,Γ)(U(
−→
βα)) = 1/2,
(iii) for every ξ ∈ [α, β] and every ~v ∈ Tξ([α, β]), ((ιΓ,P1)∗νφ,Γ)(U(~v)) = 1/2,
(iv) Crucialφ ≡ minΓ Crucialφ on [α, β],
(v) Crucialφ ≡ minH1 Crucialφ on [α, β].
Proof. First, the equivalence between (a) and (b) follows from the slope formula (2.7) (and
the piecewise affineness of Crucialφ on (H
1, ρ)).
Next, (v) and (iv) are equivalent by the convexity of Crucialφ on (H
1, ρ). If (iv) holds,
then by the slope formula (2.7), (iii) holds. The (iii) is stronger than (ii), and if (ii) holds,
then by the slope formula (2.7) and the convexity (and the piecewise affineness) of Crucialφ
on (H1, ρ), (iv) holds. If (iii) holds, then by the slope formula (2.7) and the convexity of
Crucialφ on (H
1, ρ), (i) holds. If (i) holds, then by the slope formula (2.7) and the convexity
(and the piecewise affineness) of Crucialφ on (H
1, ρ), (iv) holds. 
The following is a partial generalization of [14, Theorem 3(iii)], where the case that νφ,Γ ≥ 0
was studied.
Proposition 2.7. Let φ ∈ K(z) be a rational map of degree > 1. Then for every non-trivial
finite subtree Γ in P1, BCΓ(νφ,Γ) is either a singleton in supp(νφ,Γ) or a non-trivial closed
segment in Γφ,Γ having end points in V (Γφ,Γ), and in the latter case, writing BCΓ(νφ,Γ) =
[α1, α2] by some distinct α1, α2 ∈ V (Γφ,Γ), we have
(supp(νφ,Γ)) ∩ BCΓ(νφ,Γ) ⊂ {α1, α2} ∪ {branch points in Γφ,Γ}.
Moreover, for any two non-trivial finite subtrees Γ ⊂ Γ′ in P1,
(i) If BCΓ(νφ,Γ) is a non-trivial closed segment, then BCΓ(νφ,Γ) ⊂ BCΓ′(νφ,Γ′), and if
in addition BCΓ(νφ,Γ) 6= BCΓ′(νφ,Γ′), then any component of BCΓ′(νφ,Γ′)\BCΓ(νφ,Γ)
is written as (ξ, ξ′] by some ξ ∈ ∂ BCΓ(νφ,Γ) ∩ ∂Γ and some ξ′ ∈ ∂ BCΓ′(νφ,Γ′) and
is contained in Γ′ \ Γ.
(ii) Suppose that BCΓ(νφ,Γ) and BCΓ′(νφ,Γ′) are singletons {ξ}, {ξ′}, respectively. If
ξ 6= ξ′, then ξ ∈ ∂Γ and (ξ, ξ′] ⊂ Γ′ \ Γ.
Proof. First, by the equivalence between (a) and (b) in Lemma 2.6, BCΓ(νφ,Γ) is a (possibly
trivial) subtree in Γφ,Γ, also by the convexity (and the piecewise affineness) of Crucialφ on
(H1, ρ). If in addition # BCΓ(νφ,Γ) > 1, then by the equivalence between (i) and (v) in Lemma
2.6, we have BCΓ(νφ,Γ) ⊂ MinResLocφ (= the minimum locus of Crucialφ). Recalling that,
in this case, MinResLocφ is a (closed) edge of Rumely’s φ-crucial tree Γφ equipped with
the vertex set V (Γφ) (see Subsection 1.1), we conclude that BCΓ(νφ,Γ) is a closed segment
in Γφ,Γ in this case. Pick ξ ∈ BCΓ(νφ,Γ) which is either the unique point in BCΓ(νφ,Γ)
if # BCΓ(νφ,Γ) = 1 or an end point in BCΓ(νφ,Γ) otherwise. If ξ 6∈ supp(νΓφ,Γ), then by
the slope formula (2.7) and νφ,Γ(P
1) = 1, we have νφ,Γ({ξ}) > 1 − (1/2) − (1/2) = 0, so
ξ ∈ supp(νφ,Γ). Hence the first assertions holds.
Next, if BCΓ(νφ,Γ) = [α1, α2] for some distinct α1, α2 ∈ V (Γφ,Γ), then for every ξ ∈
(α1, α2)\{branch point of Γφ,Γ}, by (iii) in Lemma 2.6 and νφ,Γ(P1) = 1, we have νφ,Γ({ξ}) =
1− (1/2)− (1/2) = 0, so ξ 6∈ supp(νφ,Γ).
Finally, pick two non-trivial finite subtrees Γ ⊂ Γ′ in P1. If BCΓ(νφ,Γ) is not a singleton,
then by the equivalence between (i) and (v) in Lemma 2.6, we have BCΓ(νφ,Γ) ⊂ BCΓ′(νφ,Γ′),
and if in addition BCΓ(νφ,Γ) ⊂ Γ \ ∂Γ, then we even have BCΓ(νφ,Γ) = BCΓ′(νφ,Γ′). In
particular, the latter assertion in (i) is also the case.
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Alternatively, suppose that BCΓ(νφ,Γ) and BCΓ′(νφ,Γ′) are singletons {ξ}, {ξ′}, respectively.
If ξ′ 6= ξ ∈ Γ \ ∂Γ, then by the equivalence between (a) and (b) in Lemma 2.6 (twice)
the convexity of Crucialφ on (H
1, ρ), we must have minΓ′ Crucialφ > minΓ Crucialφ, which
is impossible by Γ ⊂ Γ′. Similarly, if (ξ, ξ′] ∩ Γ 6= ∅, then by the equivalence between
(a) and (b) in Lemma 2.6 (twice) and the convexity of Crucialφ on (H
1, ρ), we must have
minΓ′ Crucialφ > minΓ Crucialφ, which is impossible by Γ ⊂ Γ′. Hence (ii) is also the case. 
Let us focus on the masses of the crucial curvatures (ιΓ,P1)∗νφ,Γ on Berkovich closed/open
balls. The following is a direct consequence of (2.7).
Proposition 2.8 (an invariance property for Berkovich balls). Let φ ∈ K(z) be a rational
map of degree > 1. Then for every non-trivial subtrees Γ ⊂ Γ′ in P1, every ξ ∈ Γ ∩ H1, and
every ~v ∈ TξΓ(⊂ Tξ(Γ′)), we have
((ιΓ,P1)∗νφ,Γ′)(U(~v)) = ((ιΓ,P1)∗νφ,Γ)(U(~v)).
Proof. By the slope formula (2.7) twice, we have
((ιΓ′,P1)∗νφ,Γ′)(U(~v)) =
1
2
− d~v Crucialφ = ((ιΓ,P1)∗νφ,Γ)(U(~v)),
which completes the proof. 
The statement (i) in the following is crucial in our study of BCΓ(νφ,Γ) for φ = P
j and
Γ = Γn. We also include the proof of (ii), which might have an independent interest.
Proposition 2.9 (monotonicity properties for Berkovich balls). Let φ ∈ K(z) be a rational
map of degree > 1, and let Γ be a non-trivial finite subtree in P1.
(i) For every ξ ∈ Γ ∩ H1 and any distinct ~v, ~w ∈ TξΓ,
((ιΓ,P1)∗νφ,Γ)(U(~v)) ≤ ((ιΓn,P1)∗νφ,Γ)(P1 \ U(~w)).
(ii) For any distinct ξ, ξ′ ∈ Γ∩H1 and any ~v ∈ Tξ′Γ, if U(~v) ⊂ U(
−→
ξξ′) (so ξ′ 6∈ ∂Γ), then
((ιΓ,P1)∗νφ,Γ)(U(~v)) ≤ ((ιΓ,P1)∗νφ,Γ)(U(
−→
ξξ′)).
Proof. (i) By the slope formula (2.7) twice, we have
((ιΓn,P1)∗νφ,Γ)(P
1 \ U(~w))− ((ιΓ,P1)∗νφ,Γ)(U(~v))
=
(
1− ((ιΓn,P1)∗νφ,Γ)(U(~w))
)− ((ιΓ,P1)∗νφ,Γ)(U(~v))
= 1−
(1
2
− d~w Crucialφ
)
−
(1
2
− d~v Crucialφ
)
= (d~w + d~v) Crucialφ ≥ 0,
where the final inequality is by the convexity of Crucialφ on (H
1, ρ).
(ii) Without loss of generality, we assume that (ξ, ξ′) is contained in an edge of Γsupp(νφ,Γ),
so that νφ,Γ((ξ, ξ
′)) = 0. Noting that ~v 6= −→ξ′ξ or equivalently U(−→ξ′ξ) ∩ U(~v) = ∅ and
(U(
−→
ξξ′) \ U(~v)) ∩ Γ = (ξ, ξ′) ∪ ((P1 \ (U(−→ξ′ξ) ∪ U(~v))) ∩ Γ),
we have
((ιΓ,P1)∗νφ,Γ)(U(
−→
ξξ′))− ((ιΓ,P1)∗νφ,Γ)(U(~v)) = 1− ((ιΓ,P1)∗νφ,Γ)(U(
−→
ξ′ξ) ∪ U(~v))
= 1− (((ιΓ,P1)∗νφ,Γ)(U(−→ξ′ξ)) + ((ιΓ,P1)∗νφ,Γ)(U(~v)))
= ((ιΓ,P1)∗νφ,Γ)(P1 \ U(
−→
ξ′ξ))− ((ιΓ,P1)∗νφ,Γ)(U(~v)) ≥ 0,
where the final inequality is by (i). 
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We will establish a sharper version of the following for φ = P j and Γ = Γn later, which is
needed for our purpose.
Proposition 2.10 (a general mass bound ≤ 1/2 for Berkovich closed balls). Let φ ∈ K(z)
be a rational map of degree > 1, and let Γ be a non-trivial finite subtree in P1 and ξ ∈ Γ∩H1.
Then for every ~v ∈ TξΓ but at most one exception, ((ιΓ,P1)∗νφ,Γ)(U(~v)) ≤ 1/2.
Proof. Pick distinct ~v1, ~v2 ∈ TξΓ such that ((ιΓ,P1)∗νφ,Γ)(U(~vj)) > 1/2 for j ∈ {1, 2}. Then
by the slope formula (2.7) twice, we must have
(d~v1 + d~v2) Crucialφ =
∑
j∈{1,2}
(1
2
− ((ιΓ,P1)∗νφ,Γ)(U(~vj))
)
= 1−
∑
j∈{1,2}
((ιΓ,P1)∗νφ,Γ)(U(~vj))) < 1−
(1
2
+
1
2
)
= 0,
which contradicts the convexity of Crucialφ on (H
1, ρ). 
3. Trees Γn
Let P ∈ K[z] be a polynomial of degree d > 1. Recall that the type II point ξB = ξB(P ) ∈
P1 is represented by the minimal K-closed disk containing the classical filled-in Julia set KIP
of P , or equivalently, P1\U(−−→ξB∞) is the smallest Berkovich closed ball in P1\{∞} containing
(the convex hull of) the Berkovich Julia set JP = ∂ΩP (∞) of P in P1.
Lemma 3.1. We have the following;
(i) P−1(P (ξ)) = {ξ} for every ξ ∈ [ξB,∞]
(ii) ξ  P (ξ) for every ξ ∈ (ξB,∞).
Proof. Recall that by Fact 2.2, a Berkovich closed ball in P1\{∞} is mapped onto a Berkovich
closed ball in P1 \ {∞} by P . For every ξ ∈ [ξB,∞), by P (JP ) = JP , we have either
ξB ≺ ξ ≺ P (ξ) or ξB ≺ P (ξ) ≺ ξ, so P (ξ) ∈ [ξB,∞).
Let us see (i), which is clear if ξ = ∞. Pick ξ ∈ [ξB,∞). Then for every ξ′ ∈ P−1(P (ξ)),
also by P−1(JP ) = JP , we have either ξB ≺ ξ′ ≺ ξ or ξB ≺ ξ ≺ ξ′ so, unless ξ′ = ξ, we must
have P (ξ)  P (ξ), which is impossible. Hence (i) holds when ξ ∈ [ξB,∞).
Let us see (ii). We claim that (ξB,∞) ⊂ ΩP (∞); for, otherwise, there is ξ′ ∈ (ξB,∞) such
that [ξ′,∞)∩JP 6= ∅, but then ξ′ ≺ ξB, which is impossible. Hence the claim holds. Suppose
to the contrary that P (ξ) ≺ ξ for some ξ ∈ (ξB,∞). Then also by Fact 2.2, for every ` ≥ 0,
we have ξB ≺ P `+1(ξ) ≺ P `(ξ) (inductively). But then lim`→∞ P `(ξ) 6=∞, which contradicts
the claim. 
3.1. Trucco’s trees for nonsimple polynomials. Suppose that P is nonsimple (for the
definition/characterization of this notion, see Subsection 1.3).
Fact 3.2 (see [22, Proposition 3.4]). The point ξB satisfies the following;
(i) {ξB} = P−1(P (ξB)).
(ii) for every n ≥ 0, Pn(ξB)  Pn+1(ξB).
(iii) #P−1(ξB) ≥ 2, and for every ξ ∈ P−1(ξB), ξ  ξB.
(iv) for any distinct ξ, ξ′ ∈ P−1(ξB), neither ξ ≺ ξ′ nor ξ′ ≺ ξ.
(v) there exist ξ1, ξ2 ∈ P−1(ξB) such that −−→ξBξ1 6= −−→ξBξ2.
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Recall that for every n ≥ 0, Ln := P−n(ξB) ⊂ H1II \ U(
−−→
ξB∞) and
Γn = Γn(P ) := Hull(Ln ∪ {∞}),
equipped with the vertices set V (Γn) := (∂Γn) ∪ {branch points of Γn}.
Lemma 3.3. For any n ≥ 0 and any ξ ∈ Ln, we have
((Pn+1)∗δξB )(P
1 \ U(−→ξ∞)) = degξ(Pn+1).
Proof. Pick n ≥ 0 and ξ ∈ Ln. Then by Facts 3.2(ii) and 2.2, we have (Pn+1)∗−→ξ∞ =−−−−−−−→
Pn+1(ξ)∞ 6= −−−−−−−→Pn+1(ξ)ξB, and in turn by (2.3) and Fact 2.2, we have
((Pn+1)∗δξB )(U(
−→
ξ∞))) = sPn+1(
−→
ξ∞)
= dn+1 − degξ(Pn+1) = ((Pn+1)∗δξB )(P1)− degξ(Pn+1).
This completes the proof. 
Fact 3.4. In particular,
(i) ξB ∈
⋂
n≥0 Hull(Ln), and for every n ≥ 1, Γn = Hull(Ln)∪ (ξB,∞] (a disjoint union)
and {∞} ∪⋃nj=0 Lj ⊂ V (Γn).
(ii) for every n ≥ 1 and every ξ ∈ Ln, there is a unique ξ′ ∈ Ln−1 such that ξ  ξ′(≺ ξB).
(iii) Γn ⊂ Γn+1 \ ((∂Γn+1) \ {∞}) for any n ≥ 0.
(iv) rΓn+1,Γn(Ln+1) = Ln.
(v) Hull
(⋃
n≥0 Ln
)
= Hull(JP ) \JP (the inclusion ⊃ follows from [22, Proposition 3.6]),
so
⋃
n≥0 Γn = Hull(JP ∪ {∞}) \ JP and ξB is a branch point of Hull(JP ∪ {∞}).
(vi) for every n ≥ 1, P maps each edge (α, β) of Γn into an edge of Γn−1 homeomorphically
and order preservingly.
(see also Subsection 3.3.)
3.2. Trucco’s trees for nonsimple and tame polynomials. Now suppose that P is
nonsimple and tame. Set
CP := rP1,Hull(JP∪{∞})
(
CritP ∩(ΩP (∞) \ {∞})
)
.
By Trucco [22, Proposition 4.3], we have ξB ∈ CP .
Lemma 3.5. Any point ξ ∈ CP is a branch point of Hull(JP ∪ {∞}) (as a subtree in P1).
Proof. Pick ξ := rP1,Hull(JP∪{∞})(c) ∈ CP for some c ∈ CritP ∩(ΩP (∞) \ {∞}). Then ξ ∈
ΩP (∞); for, if ξ ∈ JP , then for any ` ≥ 0, we have P `(c) ∈ P1 \ U(
−−−−−→
P `(ξ)∞) (by Fact 2.2)
and P `(ξ) ∈ JP (by P `(JP ) = JP ). Then we must have c 6∈ ΩP (∞), which is a contradiction.
Hence we indeed have ξ ∈ ΩP (∞) ∩ H1II. We also note that
−→
ξ∞ ∈ Tξ(Hull(JP ∪ {∞})).
Pick ~w ∈ TP (ξ)(Hull(JP ∪ {∞})) \ {
−−−−→
P (ξ)∞}. Since P−1(JP ) ⊂ JP , also by Fact 2.2, we
have ((P∗)ξ)−1(~w) ⊂ Tξ(Hull(JP ∪ {∞})) \ {−→ξ∞}.
Let us see that #(((P∗)ξ)−1(~w)) > 1, which will complete the proof; for, otherwise, there
is a unique ~v ∈ Tξ(Hull(JP ∪ {∞})) \ {−→ξ∞} such that P∗~v = ~w, and then by (2.1), we have
mP (~v) = degξ P , and in turn #(U(~v) ∩ CritP ) = (degξ P ) − 1 (by Fact 2.2, (2.1), (2.3),
and a Riemann-Hurwitz formula for tame polynomials [22, p. 422, the second paragraph
after Definition 2.10]). By ξ ∈ H1II, there are affine maps M,N ∈ PGL(2,K) such that
M(ξ) = N(P (ξ)) = ξg and that M∗~v =
−→
ξg0. Then the reduction ˜(N ◦ P ◦M−1) ∈ k[ζ] of
M ◦ P ◦M−1 ∈ K[z] is of degree degξ P , and must have all the (degξ P ) − 1 critical points
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in P1k \ {∞} at ζ = 0 (under the assumption that P is tame, see Trucco [22, Proposition
2.9]). On the other hand, ˜(N ◦ P ◦M−1) also has a critical point at zˆ 6= 0,∞ in P1k for some
(indeed any) z ∈ U(M∗(−→ξc)), since −→ξc 6∈ Tξ((Hull(JP ∪ {∞}))). This is a contradiction. 
The following characterization of V (Γn) is mentioned in Section 1. Although we dispense
with it, we include a proof since it has an independent interest.
Proposition 3.6. For every n ≥ 0, V (Γn) = (Γn ∩
⋃n
j=0 P
−j(CP )) ∪ {∞}.
Moreover, for every j ≥ 1, every n ≥ 0, and every edge (ξ1, ξ2) of Γn, when ξ1  ξ2, we
have deg ·(P j) ≡ degξ1(P j) = mP j (
−−→
ξ1ξ2) ≡ mP j (
−→· ξ1) on (ξ1, ξ2).
Proof. The latter assertion follows from the former one and [22, Proposition 4.10].
The inclusion “⊃” in the former assertion follows from Lemma 3.5 and⋃n≥0 Γn = Hull(JP∪
{∞}) \ JP . Let us see the reverse inclusion “⊂”. Pick n ≥ 0 and ξ ∈ V (Γn) \ {∞}. Then
there is ` := min{` ≥ 0 : P `+1(ξ) ∈ Γn \ V (Γn)} ∈ {0, 1, . . . , n}. By Fact 2.2,
−−−−−→
P `(ξ)∞ is
the unique tangent direction in TP `(ξ)P
1 which is mapped to
−−−−−−−→
P `+1(ξ)∞ under (P∗)P `(ξ), and
writing TP `+1(ξ)Γn = {
−−−−−−−→
P `+1(ξ)∞, ~v}, we have
TP `(ξ)(Hull(JP )) \ {
−−−−−→
P `(ξ)∞} = {~w ∈ TP `(ξ)P1 : P∗ ~w = ~v}
(also by P−1(JP ) = JP ). Since vΓn(P `(ξ)) > 2, we have P `(ξ) ∈ H1II, so there are affine maps
M,N ∈ PGL(2,K) such that M(P `(ξ)) = N(P `+1(ξ)) = ξg. Then #(CritP \U(
−−−−−→
P `(ξ)∞)) =
deg( ˜(N ◦ P ◦M−1))−1 = (degP `(ξ) P )−1 (under the assumption that P is tame, see Trucco
[22, Proposition 2.9]). Moreover, for every ~w ∈ (TP `(ξ)(Hull(JP ))) \ {
−−−−−→
P `(ξ)∞}, we also have
#(CritP ∩U(~w)) = mP (~w)− 1 (by Fact 2.2, (2.3), and a Riemann-Hurwitz formula for tame
polynomials [22, p. 422, the second paragraph after Definition 2.10]).
Consequently, also by (2.1), we compute
#
(
CritP ∩
⋃
~w∈T
P`(ξ)
P1:P∗ ~w=~v
U(~w)
)
=
∑
~w∈T
P`(ξ)
P1:P∗ ~w=~v
(mP (~w)− 1)
= (degP `(ξ) P )− (vΓn(P `(ξ))− 1) < (degP `(ξ) P )− 1 = #
(
CritP \U(
−−−−−→
P `(ξ)∞)),
which concludes P `(ξ) ∈ CP . 
3.3. Example. Let p ≥ 5 be a prime number and set
P (z) =
1
4p2
z4 − p− 1
3p3
z3 +
1
2p3
z2 ∈ Cp[z],
(which is tame [6, Corollary 6.6], so that CritP = {0,∞, 1, 1/p} andRP = Hull{0,∞, 1, 1/p}).
The point ξB is represented by B(0, |1/p|), and we compute
degξ P =

4 if ξ ∈ [ξB,∞],
3 if ξ ∈ [ξg, ξB),
2 if ξ ∈ [0, ξg) ∪ [1, ξg) ∪ (ξB, 1p ],
1 otherwise.
In Figure 1 below, P−1(ξB) = {ξ1, ξ2, ξ3} and, for each j ∈ {1, 2, 3}, P−1(ξj) = {ξj,`; 1 ≤ ` ≤
4}. The other bullets are the preimages of ξg under P . Then Γ1 = Hull({ξ1, ξ2, ξ3})∪ (ξB,∞]
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and V (Γ1) = {ξ1, ξ2, ξ3, ξg, ξB,∞}, and Γ2 = Hull({ξj,` : 1 ≤ j ≤ 3, 1 ≤ ` ≤ 4})∪ (ξB,∞] and
V (Γ2) = {∞} ∪ {Pm(ξj,`) : m ∈ {0, 1, 2}} ∪ {P s(ξg) : s ∈ {−1, 0}}.
ξB
ξg
ξ1 ξ2 ξ3
∞
0
1
1
p
ξ11 ξ12
ξ13ξ21 ξ22 ξ23 ξ24
ξ31 ξ32
ξ33 ξ34
P (ξg)
P (ξB)
ξ1,4
=
Figure 1. The dynamical trees Γ1,Γ2 for P (z) =
1
4p2
z4 − p−1
3p3
z3 + 1
2p3
z2 ∈ Cp[z]
4. Proof of Theorem 1 in the nonsimple case
Let P ∈ K[z] be a polynomial of degree d > 1, and suppose that P is nonsimple. Recall
that V (Γn) is the vertices set equipped with Γn.
4.1. Proof of Theorem 1(i). Let us compute the weight function ξ 7→ νP j ,Γn({ξ}) on Γn,
based on a general results from [14], which will conclude supp(νP j ,Γn) = V (Γn)\(Zj,n∪{∞}).
It has been known that νP j ,Γn({∞}) = 0 ([14, Theorem 3(ii)]), so pick ξ ∈ Γn \ {∞}.
Fact 4.1 ([14, (4.1), (4.2)]). For a rational map φ ∈ K(z) of degree > 1, every ξ ∈ H1, and
every
−→
ξξ′′ ∈ TξP1, diminishing [ξ, ξ′′] if necessary, we have
[ξ, ξ′′] 3 ξ′ 7→ ρ(ξ′, φ(ξ′) ∧ξ ξ′) =

0 if φ(ξ) 6= ξ and −−−→ξφ(ξ) = −→ξξ′′,
ρ(ξ′, ξ) if φ(ξ) 6= ξ and −−−→ξφ(ξ) 6= −→ξξ′′,
0 if φ(ξ) = ξ and φ∗(
−→
ξξ′′) =
−→
ξξ′′,
ρ(ξ′, ξ) if φ(ξ) = ξ and φ∗(
−→
ξξ′′) 6= −→ξξ′′
and
[ξ, ξ′′] 3 ξ′ 7→
∫
P1
ρ(ξ, ξ′ ∧ξ ·)(φ∗δξ) = (φ∗δξ)
(
U(
−→
ξξ′′)
) · ρ(ξ′, ξ).
We note that P j(ξ) 6= ξ since ξ ∈ ΩP (∞) \ {∞}, and that
−−−−→
ξP j(ξ) =
−→
ξ∞ by Facts 2.2 and
3.2(ii)(iv). Hence by Fact 4.1, we compute
d~v
(
ξ′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′)
)
=
{
0 if ~v =
−→
ξ∞,
1 if ~v ∈ (TξΓn) \ {−→ξ∞},
so that(
∆Γn(ξ
′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′))
)
({ξ}) = #(Tξ(Γn))− 1 = vΓn(ξ)− 1.
If vΓn(ξ) ≥ 2, then noting Tξ(Γn) ⊃ Tξ(Γ{ξ}∪P−j(ξ)), so that
((rP1,Γn)∗((P
j)∗δξ − δξ))({ξ}) = −δξ({ξ}) = −1.
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Hence by (1.2), we have
νP j ,Γn({ξ}) =
(vΓn(ξ)− 1) + (−1)
dj − 1 =
vΓn(ξ)− 2
dj − 1 .
For a later use, we compute the masses of (ιΓn,P1)∗νP j ,Γn for Berkovich closed balls P
1 \
U(
−→
ξ∞), ξ ∈ Γn \ {∞}, which includes the computation of νP j ,Γn({ξ}) in the case that
vΓn(ξ) = 1.
Lemma 4.2. For every ξ ∈ Γn \ {∞},
((ιΓn,P1)∗νP j ,Γn)(P
1 \ (U(−→ξ∞)) = 1
dj − 1 ·
{
degξ(P
j)− 1 ≥ 0 if P j(ξ) ∈ (ξ,∞),
−1 otherwise.
Proof. Pick ξ ∈ V (Γn) \ {∞}. By the slope formula (2.7), we compute
((ιΓn,P1)∗νP j ,Γn)
(
P1 \ U(−→ξ∞)) = 1− ((ιΓn,P1)∗νP j ,Γn)(U(−→ξ∞)) = 12 + d−→ξ∞CrucialP j
= 1 +
d−→
ξ∞
(
(ξ′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′))− (ξ′ 7→
∫
P1 ρ(ξ, ξ
′ ∧ξ ·)((P j)∗δξ))
)
dj − 1 .
By Fact 2.2 and
−−−−→
ξP j(ξ) =
−→
ξ∞, we have
(P j)∗
−→
ξ∞ =
−−−−−→
P j(ξ)∞
{
6= −−−−→P j(ξ)ξ if P j(ξ) ∈ (ξ,∞),
=
−−−−→
P j(ξ)ξ if P j(ξ) 6∈ (ξ,∞),
so that using (2.3), we also compute
d−→
ξ∞
(
ξ′ 7→
∫
P1
ρ(ξ, ξ′ ∧ξ ·)((P j)∗δξ)
)
= ((P j)∗δξ)(U(
−→
ξ∞)) =
{
sP j (
−→
ξ∞) = dj − degξ(P j) if P j(ξ) ∈ (ξ,∞),
sP j (
−→
ξ∞) +mP j (
−→
ξ∞) = dj if P j(ξ) 6∈ (ξ,∞),
which completes the proof. 
Now the proof of Theorem 1(i) is complete. 
4.2. Proof of Theorem 1(ii). Suppose in addition that P is tame. Pick j ≥ 1. For any
n ≥ m ≥ 1, rΓn,Γm(Zj,n) ⊂ rΓn,Γm((∂Γn) \ {∞}) ⊂ (∂Γm) \ {∞}.
Claim. For any n > m 1, rΓn,Γm(Zj,n) ∩RP j = ∅.
Proof. If CritP ⊂ ΩP (∞), then under the tameness assumption on P , we have
RP j = Hull(CritP j ) ⊂ ΩP (∞).
Then for m 1, (∂Γm) ∩RP j = ∅, and the claim holds in this case.
Now pick c ∈ CritP \(ΩP (∞)). Then there is a (unique) αc ∈ JP ∩ [c, ξB), and by Fact
2.2, for any βc ∈ (αc, ξB) close enough to αc,
deg ·(P
j) ≡ degαc(P j) = mP j (
−−→
αcβc) ≡ mP j (−→·αc) on (αc, βc).
Fix such βc. Let us see that for n 1, (rΓn,Γn∩RPj (Zj,n))∩ (αc, βc) = ∅, which will complete
the proof; for, otherwise, there are infinitely many n ≥ 1 for each of which, there is ξn ∈ Zj,n
such that
ηn := rΓn,Γn∩RPj (ξn) ∈ (αc, βc), so that
−−→
ηnξn 6= −−→ηnαc,
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and that (αc )η`  ηn( ξB) for any such 1  n < ` F.or such n  1, since P j(ξn) ∈
(ξn,∞), by Fact 2.2, we have
P j(ηn) ∈ (ηn,∞),
and in turn (P j)∗(
−−→
ηnξn) =
−−−−−−−−−→
P j(ηn)P
j(ξn) =
−−−−−−→
P j(ηn)αc. Moreover, for any such ` > n, by
P j(η`) ∈ (η`,∞) and Fact 2.2 we also have
(P j)∗−−→ηnαc = (P j)∗−−→ηnη` =
−−−−−−−−−→
P j(ηn)P
j(η`) =
−−−−−−→
P j(ηn)αc.
Now also using (2.1) and noting that mP j (
−−→ηnαc) = degηn(P j), we must have
degηn(P
j) =
∑
~v∈TηnP1:(P j)∗~v=
−−−−−−→
P j(ηn)αc
mP j (~v) ≥ mP j (
−−→
ηnξn) +mP j (
−−→ηnαc) ≥ 1 + degηn(P j),
which is a impossible. 
Fix m 1. For every m ≤ n ≤ m+ j, #Zj,n ≤ #((∂Γn) \ {∞}) ≤ dn ≤ dm+j . For every
n > m+ j, let us see that for every ξ ∈ (∂Γm+j) \ {∞},
#{z ∈ Zj,n : rΓn,Γm+j (z) = ξ} ≤ 1,
which would still yield #Zj,n ≤ #((∂Γm+j) \ {∞}) ≤ dm+j ; for, if there are distinct z1, z2 ∈
Zj,n such that rΓn,Γm+j (z1) = rΓn,Γm+j (z2) =: ξ ∈ (∂Γm+j)\{∞}, then since P j(z1) ∈ (z1,∞),
we have P j(ξ) ∈ (ξ,∞), and in turn P j(z1) ∈ (z1, P j(ξ)) (by Fact 2.2). Similarly, P j(z2) ∈
(z2, P
j(ξ)). Consequently,
(P j)∗
−→
ξz1 =
−−−−−−−−→
P j(ξ)P j(z1) =
−−−−−→
P j(ξ)z1 =
−−−−→
P j(ξ)ξ =
−−−−−→
P j(ξ)z2 =
−−−−−−−−→
P j(ξ)P j(z2) = (P
j)∗
−→
ξz2
(also by Fact 2.2). On the other hand, by the above claim, we have degξ(P
j) = 1, so by
(2.1), we must have (P j)∗
−→
ξz1 6= (P j)∗−→ξz2. This is a contradiction. 
5. Proof of Theorem 2 in the nonsimple case
Let P ∈ K[z] be a polynomial of degree d ≥ 2, and suppose that P is nonsimple. Recall
that V (Γn) is the vertices set equipped with Γn. The following improvement of Proposition
2.10 in our setting plays a key role in the proof of Theorem 2.
Proposition 5.1 (a strong mass bound < 1/2 for Berkovich closed balls). Pick j ≥ 1 and
n ≥ 1, and pick ξ ∈ V (Γn)\{∞}. Then for every ~v ∈ TξP1 \{−→ξ∞} but at most one exception,
((ιΓn,P1)∗νP j ,Γn)(U(~v)) <
1
2
.
Proof. Pick ξ ∈ V (Γn) \ ∂Γn and distinct ~v2, ~v2 ∈ TξP1 \ {−→ξ∞} such that
min
{
((ιΓn,P1)∗νP j ,Γn)(U(~v1)), ((ιΓn,P1)∗νP j ,Γn)(U(~v2))
} ≥ 1
2
.
For each ` ∈ {1, 2}, if ξ′` ∈ U(~v`) ∩ Γn is close enough to ξ, then using Lemma 4.2, we have
P j(ξ′`) ∈ (ξ,∞) and
1
2
≤ ((ιΓn,P1)∗νP j ,Γn)(U(~v`)) = ((ιΓn,P1)∗νP j ,Γn)(P1 \ U(
−→
ξ′`ξ))
= ((ιΓn,P1)∗νP j ,Γn)(P
1 \ U(−−→ξ′`∞)) =
degξ′`
(P j)− 1
dj − 1 =
mP j (~v`)− 1
dj − 1 .
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We claim that (P j)∗~v1 = (P j)∗~v2; for, otherwise, we can assume (P j)∗~v1 6=
−−−−→
P j(ξ)ξ without
loss of generality. Then also noting that (P j)∗~v1 6=
−−−−−→
P j(ξ)∞ and P j(U(~v1)) = U((P j)∗~v1)
(by Fact 2.2 and (2.3)), we have P j(ξ′1) 6∈ (ξ,∞) ⊂ (ξ′1,∞). Hence we must have 1/2 ≤
((ιΓn,P1)∗νP j ,Γn)(P
1 \ U(−−→ξ′1∞)) = −1/(dj − 1) < 1/2, which is a contradiction.
Once the claim is at our disposal, also using (2.1), we must have
1 =
1
2
+
1
2
≤ mP j (~v1)− 1
dj − 1 +
mP j (~v2)− 1
dj − 1 ≤
dj − 2
dj − 1 < 1,
which is a contradiction. 
Recall that for each j ≥ 1 and each n ≥ 1,
BCΓn(νP j ,Γn) = BCΓPj,Γn
(νP j ,Γn) ⊂ ΓP j ,Γn := Γsupp(νPj,Γn ) ⊂ Γn \ (ξB,∞],
and ΓP j ,Γn is equipped with the vertices set
V (ΓP j ,Γn) := supp(νP j ,Γn) ∪ supp(νΓPj,Γn ) ⊂ V (Γn) \ {∞}
(the inclusion is by Theorem 1(i)).
Proposition 5.2. For every j ≥ 1 and every n ≥ 1, BCΓn(νP j ,Γn) is either a singleton in
supp(νP j ,Γn) or a closed segment in ΓP j ,Γn having end points in V (ΓP j ,Γn), and moreover is
contained in RP .
Proof. The former assertion is a consequence of the former half in Proposition 2.7.
Next, for every ξ ∈ Γn \ RP , noting that degξ(P j) ≤ 1 · dj−1, by Lemma 4.2, we have
((ιΓn,P1)∗νP j ,Γn)(U(
−→
ξ∞)) = 1− ((ιΓn,P1)∗νP j ,Γn)(P1 \ (U(
−→
ξ∞))) ≥ 1− d
j−1 − 1
dj − 1 >
1
2
.
Hence ξ ∈ Γn \ BCΓn(νP j ,Γn), and the latter assertion holds. 
Lemma 5.3. For every j ≥ 1 and every n ≥ 1, if BCΓn(νP j ,Γn) is a non-trivial closed
segment in ΓP j ,Γn, then rP1,BCΓn (νPj,Γn )
(∞) ∈ ∂ BCΓn(νP j ,Γn).
Proof. Suppose that η := rP1,BCΓn (νPj,Γn )
(∞) 6∈ ∂ BCΓn(νP j ,Γn). Then by Proposition 5.1, for
at least one ξ ∈ ∂ BCΓn(νP j ,Γn), we have ((ιΓn,P1)∗νP j ,Γn)(U(
−→
ηξ)) < 1/2, which contradicts
(iii) in Lemma 2.6. 
Pick j ≥ 1, and let us show the convergence assertion on (BCΓn(νP j ,Γn))n. If BCΓn(νP j ,Γn)
is not a singleton for some n ≥ 1, by Proposition 2.7(i) and Lemma 5.3, there are a sequence
(ξn)n1 in H1 and a point η0 ∈ H1 such that for n  1, BCΓn(νP j ,Γn) = [ξn, η0] and
ξn+1 ≺ ξn  η0 ≺ ξB, and without loss of generality, we can also assume that for n  1,
ξn ∈ ∂Γn and (ξn, ξn+1] ⊂ Γn+1 \ Γn. If BCΓn(νP j ,Γn) is a singleton for any n ≥ 1, then by
Proposition 2.7(ii) and Lemma 5.3, there is (ξn)n≥1 in H1 such that BCΓn(νP j ,Γn) = {ξn}
and ξn+1 ≺ ξn ≺ ξB for n 1.
In both cases, suppose that (ξn) accumulates distinct points α, β ∈ P1. Then α, β ∈ JP =
∂(ΩP (∞)) (recalling (∂Γn) \ {∞} = Ln := P−j(ξB)), and α ∧∞ β =: η ∈ (α, β). By Fact
3.4(v), for n  1, Γn ∩ ([α, β] \ {η}) has two components, one of which is [ξn, η), and then
the component of Hull(JP ) \ {η} containing [ξn, η) ⊂ Γn also contains [ξn+1, ξn) ⊂ Γn+1 \Γn.
By induction, all segments [ξn+1, ξn) for n 1 must be contained in an identical component
of (α, β) \ {η}, so that (ξn) can accumulate to only one of α and β. This is a contradiction.
Now the proof of Theorem 2 is complete. 
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6. Proof of Theorem 3 in the nonsimple case
Let P ∈ K[z] is a polynomial of degree d ≥ 2, and suppose that P is nonsimple. Recall
that for each j ≥ 1, νP j = νP j ,Γ
Pj,FP
is Rumely’s P j-crucial measure on P1 and that FixP j is
the set of all (classical) fixed point of P j in P1. Recall also that (Γn) exhausts
Γ∞ = Γ∞(P ) :=
⋃
n≥1
Γn = Hull(JP ∪ {∞}),
so that (∂Γ∞) \ {∞} = JP = ∂(ΩP (∞)).
6.1. Proof of Theorem 3(i). Pick j ≥ 1.
Lemma 6.1. MinResLocP j ⊂ Γ∞.
Proof. Recall that MinResLocP j ⊂ ΓFixPj \ P1. Pick ξ ∈ (ΓFixPj ∩ H1II) \ Γ∞, so that there
are z0 ∈ FixP j and α ∈ JP such that
ξ ∈ (z0, α).
We claim that |f ′(z0)| ≤ 1; for, otherwise, z0 ∈ JP so [z0, α] ⊂ Hull(JP ), and then ξ ∈ Γn for
n 1, which contradicts ξ 6∈ Γ∞. Hence the claim holds, and then since z0 ∈ KIP \JP , there
is a fixed Berkovich Fatou component Ω0 = ΩP (z0) of P
j containing z0, which is other than
ΩP (∞) and the boundary of which is a singleton {β} in JP , and then ξ ∈ (z0, β)(⊂ (z0, α))
and Ω0 = U(
−→
βz0) (by JP = ∂(ΩP (∞))). Moreover, P j((z0, β)) = (z0, β) (using Fact 2.2).
Pick an affine map M ∈ PGL(2,K) such that M(ξ) = ξg. Then (M−1)∗−−→ξg∞ = −→ξ∞.
Claim. The coefficient reduction ˜(M ◦ P j ◦M−1) of the affine conjugacyM◦P j◦M−1 ∈ K[z]
of P j is not semistable (as a point) in P2d
j+1
k .
Proof. Suppose P (ξ) = ξ. Then degξ(P
j) = 1 since ξ 6∈ JP . Since (M−1)∗−−→ξg∞ = −→ξ∞ and
sP j (
−→
ξ∞) = dj − degξ(P j) (by Fact 2.2), using (2.5), we compute
depth∞( ˜(M ◦ P j ◦M−1)) = sP j (
−→
ξ∞) = dj − degξ(P j) = dj − 1 > (dj + 1)/2,
so we are done in this case.
Alternatively, suppose P (ξ) 6= ξ. If P j(ξ) ∈ (z0, ξ), then since (P j)∗−→ξ∞ =
−−−−−→
P j(ξ)∞ =−−−−→
P j(ξ)ξ (by Fact 2.2) and (M−1)∗
−−→
ξg∞ = −→ξ∞, using (2.6) and (2.3), we compute
depth∞( ˜(M ◦ P j ◦M−1)) = ((M ◦ P j ◦M−1)∗δ∞)(U(
−−−−→
P j(ξ)ξ)) = dj > (dj + 1)/2.
Hence we are done in this subcase. If P j(ξ) ∈ (ξ, β), then z0 is indifferent (for, by [1,
Proposition 10.114], if z0 is attracting, then Bξ is mapped into it by P
j , so that P j(ξ) ≺ ξ).
Then P j is a bianalytic automorphism on Ω0, so in particular that degξ(P
j) = 1. Recalling
also that (M−1)∗
−−→
ξg∞ = −→ξ∞ and sP j (
−→
ξ∞) = dj−degξ(P j) (by Fact 2.2), by (2.6), we compute
depth∞( ˜(M ◦ P j ◦M−1)) = sP j (
−→
ξ∞) = dj − degξ(P j) = dj − 1 > (dj + 1)/2,
so we are done in this subcase. 
Once the claim is at our disposal, we have ξ 6∈ MinResLocP j by Rumely’s second charac-
terization of MinResLocP j (see Theorem 2.5). Hence (MinResLocP j )∩H1II ⊂ Γ∞, and we are
done by the density of H1II in (H
1, ρ). 
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Let us complete the proof of Theorem 3(i). Recall also that MinResLocP j coincides with
the minimum locus of CrucialP j , and is a (possibly trivial) closed segment.
If limn→∞BCΓn(νP j ,Γn) is a closed segment in Γ∞, then by Theorem 2, the equiva-
lence between (v) and (i) in Lemma 2.6, and Lemma 6.1, we have limn→∞BCΓn(νP j ,Γn) =
MinResLocφ.
Alternatively if limn→∞BCΓn(νP j ,Γn) is a singleton in Γ∞, then by Theorem 2 and the
equivalence between (i) and (v) in Lemma 2.6, BCΓn(νP j ,Γn) is a singleton for any n ≥ 1 and
MinResLocP j is also a singleton. Then by Lemma 6.1, the equivalence between (a) and (b) in
Lemma 2.6, and the convexity of CrucialP j on (H
1, ρ), we still have limn→∞BCΓn(νP j ,Γn) =
MinResLocP j . 
6.2. Proof of Theorem 3(ii).
Lemma 6.2. For every ξ ∈ MinResLocP d−1,
(a) P d−2(ξ) ∈ [ξB,∞). In particular, (MinResLocP d−1) ⊂ Γd−2 \ (ξB,∞].
(b) degξ(P
d−1) ≥ (dd−1 + 1)/2.
(c) for every ~v ∈ (Tξ(Hull(JP ))) \ {−→ξ∞}, we have mP d−1(~v) ≤ (dd−1 + 1)/2, and if in
addition (MinResLocP d−1) ∩ (P1 \ U(
−→
ξ∞)) = {ξ}, then we even have mP d−1(~v) ≤
dd−1/2.
Proof. If d = 2, then Hull(JP ) ∩ RP = {ξB}, so that by Theorems 2 and 3(i), we have
MinResLocP d−1 = {ξB}. Then we are done immediately in this case.
From now on, we assume d ≥ 3.
Proof of (a). We have already seen that MinResLocP d−1 = limn→∞BCΓn(νP d−1,Γn) ⊂ Γ∞ \
(ξB,∞], in (i). Pick ξ ∈ MinResLocP d−1 ∩H1II. Suppose to the contrary that P d−2(ξ)  ξB.
Then by Facts 3.2(iii) and 2.2, we even have
degξ(P
d−1) ≤ (d− 1)d−1 ≤ d
d−1 − 1
2
.
We claim that ξ ∈ (∂Γ∞) \ {∞}, so in particular ξ ∈ JP ; for, otherwise, for n 1, we have
ξ ∈ Γn \ (ξB,∞], and then by Lemma 4.2, we must have
((ιΓn,P1)∗νP d−1,Γn)(U(
−→
ξ∞)) = 1− ((ιΓn,P1)∗νP d−1,Γn)(P1 \ U(
−→
ξ∞))
≥ 1− degξ(P
d−1)− 1
dd−1 − 1 =
dd−1 − degξ(P d−1)
dd−1 − 1 >
1
2
,
which contradicts ξ ∈ BCΓn(νP j ,Γn). Hence the claim holds. We further claim that
P d−1(ξ) = ξ;
for, indeed, for every ξ′ ∈ (ξ, ξB], d−→ξ′ξ CrucialP d−1 ≤ 0 (by the convexity of CrucialP d−1 on
(H1, ρ)), so that for n 1, using Proposition 2.9(i) and the slope formula (2.7), we have
((ιΓn,P1)∗νP d−1,Γn)(P
1 \ U(−−→ξ′∞)) ≥ ((ιΓn,P1)∗νP d−1,Γn)(U(
−→
ξ′ξ)) =
1
2
− d−→
ξ′ξ
CrucialP d−1 ≥
1
2
.
Then by Lemma 4.2, we have P d−1(ξ′) ∈ (ξ′,∞) for any ξ′ ∈ (ξ, ξB], and then the claim
holds also by ξ ∈ JP .
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Since ξ ∈ H1II, there is an affine map M ∈ K[z] such that ξ = M−1(ξg), and then the
reduction ̂(M ◦ P d−1 ◦M−1) ∈ k[ζ] of the affine conjugacy M ◦ P d−1 ◦M−1 of P d−1 is non-
constant and fixes ∞ and, by Fact 2.2 and (2.5), satisfies
depth∞( ˜(M ◦ P d−1 ◦M−1)) = sP d−1(
−→
ξ∞) = dd−1 − degξ(P d−1)
≥ dd−1 − (dd−1 − 1)/2 = (dd−1 + 1)/2.
Hence the coefficient reduction ˜(M ◦ P d−1 ◦M−1) is not semistable in P2dd−1+1k . This is a
contradiction by Rumely’s second characterization of MinResLocP d−1 (see Theorem 2.5).
Hence the statement (a) is the case by the density of H1II in (H
1, ρ). 
Proof of (b). Pick ξ ∈ MinResLocP d−1 . Since P d−1(MinResLocP d−1) ⊂ (ξB,∞) by (a), for
n 1, using Lemma 4.2, we compute
degξ(P
d−1) = (dd−1 − 1)((ιΓn,P1)∗νP d−1,Γn)(P1 \ U(
−→
ξ∞)) + 1
≥ (dd−1 − 1)
(
1− 1
2
)
+ 1 =
dd−1 + 1
2
.
Hence the assertion (b) is also the case. 
Proof of (c). Pick ξ ∈ MinResLocP d−1 . Since P d−1(MinResLocP d−1) ⊂ (ξB,∞) by (a), we
have
−−−−−−→
ξP d−1(ξ) =
−→
ξ∞. For n  1, Tξ(Hull(JP )) = TξΓn, and for every ~v ∈ (Tξ(Hull(JP ))) \
{−→ξ∞} and every ξ′ ∈ U(~v) ∩ Γn close enough to ξ, we have not only P d−1(ξ′) ∈ [ξB,∞) ⊂
(ξ′,∞) but also d−→
ξ′ξ
CrucialP d−1 ≤ 0. Hence using the slope formula (2.7) and Lemma 4.2,
we compute
1
2
≥ 1
2
+ d−→
ξ′ξ
CrucialP d−1 = 1− ((ιΓn,P1)∗νP d−1,Γn)(U(
−→
ξ′ξ))
= ((ιΓn,P1)∗νP d−1,Γn)(P
1 \ U(−→ξ′ξ)) = ((ιΓn,P1)∗νP d−1,Γn)(P1 \ U(
−−→
ξ′∞))
=
degξ′(P
d−1)− 1
dd−1 − 1 =
mP j (
−→
ξ′ξ)− 1
dj − 1 =
mP j (~v`)− 1
dj − 1 ,
so mP d−1(~v) ≤ (dd−1 + 1)/2, where the equality holds if and only if d−→ξ′ξ CrucialP d−1 = 0 or
equivalently (MinResLocP d−1) ∩ (P1 \ U(
−→
ξ∞)) ) {ξ}. Hence the statement (c) is also the
case. 
Let us begin with the proof of Theorem 3(ii). For every j ≥ d− 1, by Theorems 2 and 3(i)
and Lemma 6.1, we write
MinResLocP j = [αj , βj ] ⊂ Γ∞, αj ≺ βj ≺ ξB.
Claim. αj ≺ αd−1 ≺ βd−1 ≺ βj for any j ≥ d− 1.
Proof. Pick j ≥ d − 1, and pick ξ ∈ {αd−1, βd−1}. Then by Lemma 6.2(b)(c) and Fact 2.2,
we have not only
sP j (
−→
ξ∞) = dj − degξ(P j) ≤ dj −
dd−1 + 1
2
· dj−d+1 < d
j − 1
2
but, for any ~v ∈ (TξP1) \ {−→ξ∞}, also
mP j (~v) = mP d−1(~v) · dj−d+1 ≤
dd−1 + 1
2
· dj−d+1 < d
j
2
and sP j (~v) = 0.
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By Lemma 6.2(a), we also have ξ 6= P d−1(ξ) ∈ (ξB,∞). Since ξ ∈ H1II, there is an affine
map M ∈ K[z] such that M−1(ξg) = ξ. Since P d−1(ξ) ∈ (ξB,∞), using Fact 2.2, we have−−−−→
P j(ξ)ξ 6= −−−−−→P j(ξ)∞ = (P j)∗(−→ξ∞) = (P j)∗((M−1)∗−−→ξg∞). Then since P d−1(ξ) 6= ξ, by (2.6), the
coefficient reduction ˜(M ◦ P j ◦M−1) ∈ P2dj+1k of the affine conjugacy M ◦ P j ◦M−1 ∈ K[z]
of P j has the depth < dj/2 at any ζ ∈ P1k \{∞} and has the depth = sP j (
−→
ξ∞) < (dj−1)/2 at
∞ ∈ P1k, so is semistable in P2d
j−1
k . Hence we are done by Rumely’s second characterization
of MinResLocP j (see Theorem 2.5). 
Claim. αj = αd−1 for any j ≥ d− 1.
Proof. Suppose to the contrary that αj  αd−1 for some j ≥ 1. Then for every ξ ∈ (αj , αd−1)
close enough to αj , using Fact 2.2 and Lemma 6.2(c), we have
degαj (P
j) ≤ degξ(P j) = mP j (
−−−→
ξαd−1) ≤ mP j (−−−−→αd−1αj)
= mP d−1(
−−−−→αd−1αj) ·mP j−d+1
(
(P d−1)∗−−−−→αd−1αj
) ≤ dd−1
2
· dj−d+1 ≤ d
j
2
,
so by Fact 2.2, we have sP j (
−−→αj∞) = sP j (−−−−→αjαd−1) = dj − degαj (P j) ≥ dj/2.
Since αj ∈ H1II, there is an affine map M ∈ K[z] such that M−1(ξg) = αj . If αj = P j(αj),
then the reduction ̂(M ◦ P j ◦M−1) ∈ k[ζ] of the affine conjugacy M ◦ P j ◦M−1 of P j is
non-constant and fixes ∞ and, by (2.5), the coefficient reduction ˜(M ◦ P j ◦M−1) ∈ P2dj+1k
has the depth sP j (
−−→αj∞) ≥ dj/2 at ∞ ∈ P1k so is not semistable in P2d
j−1
k . If αj 6= P j(αj),
then by Fact 2.3, we have
−−−−−−−→
αj(P
j(αj)) =
−−−−−−−−→
αj(M
−1(z)), where ̂(M ◦ P j ◦M−1) ≡ zˆ, and since−−−−−−→
αjP
j(αj) =
−−→αj∞ by Facts 2.2 and 3.2(iv), we have z = M−1(z) =∞. Then by Fact 2.2 again,
we have
−−−−−−→
P j(αj)αj 6=
−−−−−→
P j(α)∞ = (P j)∗(−−→α∞) = (P j)∗((M−1)∗−−→ξg∞), and then by (2.6), the
coefficient reduction ˜(M ◦ P j ◦M−1) ∈ P2dj+1k of the affine conjugacy M ◦ P j ◦M−1 ∈ K[z]
of P j has the depth sP j (
−−−−→αd−1∞) ≥ dj/2 at ∞ ∈ P1k, so is still not semistable in P2d
j−1
k .
In any case, we must have αj 6∈ MinResLocP j by Rumely’s second characterization of
MinResLocP j (see Theorem 2.5), which is a contradiction. 
Claim. βd−1 = αd−1.
Proof. Suppose to the contrary that βd−1 6= αd−1. By Lemma 6.2(a), we have P d−2(αd−1) ∈
[ξB,∞), and then P d−2(βd−1) ∈ (ξB,∞) (by Fact 2.2). Then by Lemma 6.2(b)(c) and Fact
2.2, we compute
dd−1 + 1
2
≥ mP d−1(
−−−−−−→
βd−1αd−1) = mP d−2(
−−−−−−→
βd−1αd−1) ·mP
(
(P d−2)∗
−−−−−−→
βd−1αd−1
)
≥ mP d−2(
−−−−−−→
αd−1βd−1) · d = degαd−1(P d−2) · d
= degαd−1(P
d−2) · degP d−2(αd−1)(P ) = degαd−1(P d−1) ≥
dd−1 + 1
2
,
so that degαd−1(P
d−2) = (dd−1 + 1)/(2d) 6∈ {1, 2, . . . , dd−2}. This is a contradiction. 
We finally claim that βj ≺ βd−1 for any j ≥ d − 1, which together with the above claims
will complete the proof of Theorem 3(ii); for, it is trivial when j = d− 1. Pick j ≥ d− 1, and
suppose βj ≺ βd−1.
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By Lemma 6.2(a), we have P d−1(βd−1) ∈ (ξB,∞). Then by Fact 2.2 and the first claim,
we have P d−1(βj) ∈ (ξB,∞), and in turn {P j(βj), P j+1(βj)} ⊂ (ξB,∞). Since βd−1 ≺ βj (by
the first claim) and βd−1 ∈ Γd−2 (by Lemma 6.2(a)), using Theorems 2 and 3(i), for n  1,
we have βj ∈ ∂BCΓn(νP j ,Γn), and then by the slope formula (2.7) (applied to P j), we have
((ιΓn,P1)∗νP j ,Γn)(U(
−−→
βj∞)) < 1/2. Hence by Lemma 4.2 (applied to P j), we compute
1
2
< 1− ((ιΓn,P1)∗νP j ,Γn)(U(
−−→
βj∞)) = ((ιΓn,P1)∗νP j ,Γn)(P1 \ U(
−−→
βj∞)) =
degβj (P
j)− 1
dj − 1 ,
so that degβj (P
j+1) = degβj (P
j) ·d > ((dj +1)/2) ·d. Then by Lemma 4.2 (applied to P j+1),
we have
((ιΓn,P1)∗νP j+1,Γn)(U(
−−→
βj∞)) = 1− ((ιΓn,P1)∗νP j+1,Γn)(P1 \ U(
−−→
βj∞))
= 1− degβj (P
j+1)− 1
dj+1 − 1 < 1−
dj+1 + d− 2
2(dj+1 − 1) =
dj+1 − d
2(dj+1 − 1) <
1
2
,
which implies βj+1 ≺ βj by the slope formula (2.7) (applied to P j+1). Hence βj+1 ≺ βd−1,
and the final claim holds by induction. 
6.3. Proof of Theorem 3(iii). Theorem 3(iii) is an immediate consequence of Theorems 2
and 3(i)(ii). 
6.4. Examples. Let us examine the best possibility of the condition j ≥ d − 1 on j in
Theorem 3(ii)(iii) for small d ≥ 3 by examples. Pick d ≥ 2, and then pick a prime number
p > d. Set
P (z) = (d− 1)pzd − dzd−1 ∈ Cp[z],
which is of degree d and nonsimple. Since P ′(z) = d(d− 1)p1/2zp−2(z − 1/p) and P (0) = 0,
we have CritP = {0, 1/p,∞}, P has a superattracting fixed point 0 6∈ ΩP (∞), 1/p ∈ ΩP (∞),
and the point ξB = ξB(P ) ∈ (0,∞) is represented by B(0, |1/p|). Let ΩP (0) be the immediate
superattractive basin of P associated to 0, and we write ΩP (0) = U(
−→
α0), so that P (α) = α ∈
JP = ∂ΩP (∞). By Fact 2.2, deg · P ≡ d− 1 on [0, ξB), mP (
−→· 0) = mP (−→· 0) + sP (−→· 0) ≡ d− 1
on (0, ξB], sP (
−→·∞) = d− deg· P ≡ 1 on [0, ξB), P : [0, ξB]→ [0, P (ξB)] is homeomorphic and
P−1(ξB)∩(α, ξB) = {ξP }, where ξP is represented by B(0, |1/p1/(d−1)|). Recall that for every
j ≥ 1, MinResLocP j is either a singleton in H1II or a closed segment whose end points are in
H1II, by Rumely’s structure theorem.
When d = 3 (so d− 1 = 2),
• MinResLocP = [α, ξB],
• for every j ≥ 2, MinResLocP j = {ξP };
indeed, noting that (α, ξB) ⊂ ΩP (∞) \ {∞}, the inclusion [α, ξB] ⊂ MinResLocP fol-
lows from Fact 2.2, the density of H1II in (H
1, ρ), (2.6), and Rumely’s second characteri-
zation of MinResLocP (see Theorem 2.5). Then by Theorem 3(i) and Lemma 5.3, we write
MinResLocP = [ξ, ξB], ξ ≺ α, and indeed ξ = α since otherwise (ξ, ξB] 6⊂ ΩP (∞) by α ∈ JP .
On the other hand, noting also that P ((ξP , ξB]) ⊂ (ξB,∞), for every j > 1, we have
mP j (
−−→
ξP 0) = mP j (
−−→
ξP 0) + sP j (
−−→
ξP 0) = (3− 1)2 · 3j−2 < 3
j + 1
2
and
sP j (
−−→
ξP∞) = 3j − degξP (P j) = 3j − (3− 1) · 3j−1 = 3j−1 <
3j + 1
2
,
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so by Fact 2.2, (2.6), and Rumely’s second characterization of MinResLocP (see Theorem
2.5), we have ξP ∈ MinResLocP j , and in turn MinResLocP j = {ξP } by Theorem 3(ii).
When d ∈ {4, 5}, an argument similar to that in the above shows
• MinResLocP j = {α} if 1 ≤ j ≤ d− 2,
• MinResLocP j = {ξP } if j ≥ d− 1.
When d ∈ {6, 7, 8}, an argument similar to that in the above shows
• MinResLocP j = {α} if 1 ≤ j ≤ d− 3,
• MinResLocP j = {ξP } if j ≥ d− 2.
7. Proof of Theorem 4 in the nonsimple and tame case
Let P ∈ K[z] be a polynomial of degree d > 1, and suppose that P is nonsimple and
tame. Then for every j ≥ 1, #(CritP j \{∞}) ≤ dj − 1, and RP j = Hull(CritP j ). Recall
that for every j ≥ 1 and every n ≥ 1, Zj,n :=
{
ξ ∈ (∂Γn) \ RP j : P j(ξ) ∈ (ξ,∞)
}
,
supp(νP j ,Γn) = V (Γn) \ (Zj,n ∪{∞}), ν±P j ,Γn are the positive/negative parts of the Γn-crucial
curvature νP j ,Γn on Γn induced by P
j , and supp(ν−
P j ,Γn
) ⊂ ∂Γn.
Lemma 7.1. For every j ≥ 1, every s ≥ 1, and every ξ ∈ (∂Γs) \ {∞},
(dj − 1) · ν−
P j ,Γn
(
Γn \ U(−→ξ∞)
)
#((∂Γn) \ {∞}) =
degξ(P
s)
ds
+O
((
1− 1
d
)n)
as n→∞.
Proof. Pick j ≥ 1, s ≥ 1, ξ ∈ (∂Γs) \ {∞}, and n > s. Recalling Theorem 1(i), we set
Sj,n(ξ) :=
(
supp(ν−
P j ,Γn
)
) \ U(−→ξ∞),
Lj,n(ξ) := {α ∈ (((∂Γn) ∩RP j ) \ U(
−→
ξ∞)) : P j(α) 6∈ (ξ,∞)} = Sj,n(ξ) ∩RP j ,
Hj,n(ξ) := {α ∈ (((∂Γn) ∩RP j ) \ U(
−→
ξ∞)) : P j(α) ∈ (ξ,∞)} = ((supp(ν+
P j ,Γn
)) \ U(−→ξ∞)) ∩ ∂Γn,
Zj,n(ξ) := Zj,n \ U(−→ξ∞).
Recall that Ln := P−n(ξB) = (∂Γn) \ {∞}. By a computation similar to that in the proof of
Lemma 3.3, we have
((Pn)∗δξB )(P
1 \ U(−→ξ∞)) = degξ(Pn) = degξ(P s) · dn−s.
Recall that sup`≥m #Zj,` ≤ dj+m <∞ for m 1 (Theorem 1(ii)), and also note that
#(((∂Γn) \ {∞}) ∩RP j ) ≤ #(CritP j \{∞}) ≤ dj − 1
(by Fact 3.2(iv) and the tameness assumption on P ) and that supβ∈∂Γn\{∞} degβ(P
n) ≤
(d− 1)n (by Facts 3.2(iii) and 2.2). Hence we have
#((∂Γn) \ {∞}) = dn −
(
((Pn)∗δξB )(((∂Γn) \ {∞}) ∩RP j )−#(((∂Γn) \ {∞}) ∩RP j )
)
= dn +O
((
1− 1
d
)n)
as n→∞
and, also by Theorem 1(i),
(dj − 1) · ν−
P j ,Γn
(Γn \ U(−→ξ∞)) = ((Pn)∗δξB )
(
Sj,n(ξ) \ Lj,n(ξ)
)
+ #Lj,n(ξ)
= degξ(P
s) · dn−s − ((Pn)∗δξB )
(
Lj,n(ξ) ∪Hj,n(ξ)
)−#Zj,n(ξ) + #Lj,n(ξ)
=
degξ(P
s)
ds
· dn +O((d− 1)n) as n→∞,
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which completes the proof. 
Recall that |νP j ,Γn | = ν+P j ,Γn + ν
−
P j ,Γn
on Γn. By Theorem 1(i)(ii) (and νP j ,Γn(Γn) = 1),
we have
ν±
P j ,Γn
(Γn) =
#((∂Γn) \ {∞})
dj − 1 +O(1), so that |νP j ,Γn |(Γn) =
2#((∂Γn) \ {∞})
dj − 1 +O(1),
as n→∞. Recall also that for any rational map φ ∈ K(z) of degree > 1 and any ξ ∈ H1,
lim
n→∞
(φn)∗δξ
(deg φ)n
= µφ weakly on P
1,(7.1)
which is a way of constructing the φ-canonical measure µφ on P
1.
By [1, Proposition 5.4], every continuous test function on P1 is uniformly approximated
by piecewise affine test functions f on (H1, ρ) supported by a subtree Γ in P1 spanned by a
finite subset in H1 (so that f = (rP1,Γ)
∗(f |Γ) on P1). We claim that
Λn = Λn(f) :=
∣∣∣∣∫
P1
f
((Pn)∗δξB
dn
− (ιΓn,P1)∗ν˜P j ,Γn
)∣∣∣∣
=
∣∣∣∣∫
Γ
f(rP1,Γ)∗
((Pn)∗δξB
dn
− (ιΓn,P1)∗ν˜P j ,Γn
)∣∣∣∣→ 0 as n→∞,
which will complete the proof of Theorem 4; for, noting that both (Pn)∗δξB/d
n and (ιΓn,P1)∗ν˜P j ,Γn
are supported by Γn, we assume that Γ ∩
⋃
n≥1 Γn 6= ∅ without loss of generality.
(1). Suppose Γ ⊂ ΩP (∞). Under the above standing assumption on Γ, by Fact 3.4(iii), there
is the largest s ≥ 0 such that Γ ∩ ∂Γs 6= ∅.
Then also by Fact 3.2(iv), for every n ≥ s+ 1,∫
Γ
f((rP1,Γ)∗(ιΓn,P1)∗ν˜P j ,Γn) =
∑
η∈Γ
f(η)
( ∑
ξ∈∂Γs+1: rP1,Γ(ξ)=η
((ιΓn,P1)∗ν˜P j ,Γn)(P
1 \ U(−→ξ∞))
)
+
∑
η∈Γ
f(η)
( ∑
ξ∈V (Γs+1)\∂Γs+1: rP1,Γ(ξ)=η
ν˜P j ,Γn({ξ})
)
,
and moreover, also by Theorem 1(i) and Proposition 2.8, we have∣∣∣∣∣∣
∑
η∈Γ
f(η)
( ∑
ξ∈V (Γs+1)\∂Γs+1: rP1,Γ(ξ)=η
ν˜P j ,Γn({ξ})
)∣∣∣∣∣∣
≤ (max
Γ
|f |) ·
∑
η∈Γ
( ∑
ξ∈V (Γs+1)\∂Γs+1: rP1,Γ(ξ)=η
ν˜P j ,Γn({ξ})
)
= O
(νP j ,Γs(Γs \ ∂Γs)
|νP j ,Γn |(Γn)
)
= O
(
(#((∂Γn) \ {∞}))−1
)
as n→∞.
On the other hand, for every ξ ∈ ∂Γs+1 and every n ≥ s + 1, recalling that Ln :=
P−n(ξB) = (∂Γn) \ {∞}, by a computation similar to that in the proof of Lemma 3.3,
we have ((Pn)∗δξB )(P
1 \ U(−→ξ∞)) = degξ(Pn) = dn−(s+1) · degξ(P s+1), so that∫
Γ
f(rP1,Γ)∗
(Pn)∗δξB
dn
=
∑
η∈Γ
f(η)
( ∑
ξ∈∂Γs+1: rP1,Γ(ξ)=η
degξ(P
s+1)
ds+1
)
.
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For every ξ ∈ ∂Γs+1 and every n ≥ s+ 1, by Proposition 2.8, we compute
((ιΓn,P1)∗νP j ,Γn)(P
1 \ U(−→ξ∞)) = ((ιΓs+1,P1)∗νP j ,Γs+1)(P1 \ U(
−→
ξ∞))
= ((ιΓs+1,P1)∗νP j ,Γs+1)({ξ}),
so that for every ξ ∈ ∂Γs+1,
((ιΓn,P1)∗ν˜P j ,Γn)(P
1 \ U(−→ξ∞)) =
2((ιΓn,P1)∗ν
−
P j ,Γn
)(P1 \ U(−→ξ∞))
2ν−
P j ,Γn
(Γn)
+O
( 1
ν−
P j ,Γn
(Γn)
)
=
(dj − 1)((ιΓn,P1)∗ν−P j ,Γn)(P1 \ U(
−→
ξ∞))
#∂Γn
+O
(
(#((∂Γn) \ {∞}))−1
)
as n→∞.
This with Lemma 7.1 yields Λn = O((1− 1/d)n) as n→∞, so the claim holds in this case.
(2). Suppose Γ 6⊂ ΩP (∞). Setting Γ˜ := Γ ∩ (ΩP (∞) ∪ JP ), which is a subtree in Γ, we have∫
Γ
f((rP1,Γ)∗(ιΓn,P1)∗ν˜P j ,Γn) =
∫
Γ˜
f
(
(rP1,Γ˜)∗(ιΓn,P1)∗ν˜P j ,Γn
)
and∫
Γ
f(rP1,Γ)∗
(Pn)∗δξB
dn
=
∫
Γ˜
f(rP1,Γ˜)∗
(Pn)∗δξB
dn
.
By [1, Proposition 5.4], for any  > 0, there is a piecewise affine test function g on (H1, ρ)
supported by a finite subtree Γ′ ⊂ Γ˜ ∩ ΩP (∞) such that supΓ˜ |g ◦ rΓ˜,Γ′ − f | < , so that for
any n ≥ 1, we have both∣∣∣∣∫
Γ˜
(g ◦ r
Γ˜,Γ′ − f)
(
(rP1,Γ˜)∗(ιΓn,P1)∗ν˜P j ,Γn
)∣∣∣∣ <  and∣∣∣∣∫
Γ˜
(g ◦ r
Γ˜,Γ′ − f)(rP1,Γ˜)∗
(Pn)∗δξB
dn
∣∣∣∣ < .
Since for any n ≥ 1, we also have both∫
Γ˜
g ◦ r
Γ˜,Γ′((rP1,Γ˜)∗(ιΓn,P1)∗ν˜P j ,Γn) =
∫
Γ′
g
(
(rP1,Γ′)∗(ιΓn,P1)∗ν˜P j ,Γn
)
) and∫
Γ˜
g ◦ r
Γ˜,Γ′
(
(rP1,Γ˜)∗
(Pn)∗δξB
dn
)
=
∫
Γ′
g
(
(rP1,Γ′)∗
(Pn)∗δξB
dn
)
,
we have limn→∞ Λn(f) = 0 from limn→∞ Λn(g) = 0, which has been seen in the former case
(1). Hence the claim also holds in this case. 
8. Theorems 1, 2, 3, and 4 in the simple case
Let P ∈ K[z] be a polynomial of degree d > 1, and suppose that P is simple. Let us
establish much stronger and simpler assertions than those in Theorems 1, 2, 3, and 4, for
such P . Recall the definitions of Γn and V (Γn) in this case in Subsection 1.3.
We note that Zj,n ⊂ (∂Γn) \ RP j = ∅ for every j ≥ 1 and every n ≥ 1, for such P .
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(1). For every j ≥ 1 and every n ≥ 1, let us see that
(ιΓn,P1)∗νP j ,Γn = δξB on P
1;
indeed, by [14, Theorem 3(ii)], we have known νP j ,Γn({∞}) = 0, so pick ξ ∈ [ξB,∞). If
ξ ∈ (ξB,∞), then ξ  P (ξ) and P−1(P (ξ)) = {ξ}. Then by Fact 2.2, we have
−−−−→
ξP j(ξ) =
−→
ξ∞,
and in turn by Fact 4.1, we compute
(∆Γn(ξ
′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′)))({ξ}) = (d−→ξ∞ + d−−→ξξB )(ξ
′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′)) = 0 + 1 = 1.
Moreover, ((rP1,Γn)∗((P
j)∗δξ − δξ))({ξ}) = (−δξ)({ξ}) = −1. Hence by (1.2), we have (dj −
1)νP j ,Γn({ξ}) = 1 + (−1) = 0 in this case. Alternatively if ξ = ξB, then P−j(ξ) = {ξ}, and
by Fact 2.2, we have (P j)∗
−→
ξ∞ = −→ξ∞. Then by Fact 4.1, we have
(∆Γn(ξ
′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′)))({ξ}) = d−→ξ∞(ξ′ 7→ ρ(ξ′, P j(ξ′) ∧ξ ξ′)) = 0,
and moreover, ((rP1,Γn)∗((P
j)∗δξ − δξ))({ξ}) = ((dj − 1)δξ)({ξ}) = (dj − 1). Hence by (1.2),
we have (dj − 1)νP j ,Γn({ξ}) = 0 + (dj − 1) = dj − 1 in this case.
(2). In particular, for every j ≥ 1 and every n ≥ 1,
BCΓn(νP j ,Γn) = {ξB} = MinResLocP j ⊂ (∂Γn) ∩RP ,
which together with µP = δξB (by e.g. (7.1) under the simpleness assumption) also yields
(ιΓn,P1)∗(νP j ,Γn) = µP on P
1.
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