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Given a Zp-extension of number fields K./K and a GK-module A which is cofree
as a Zp-module, we can define a Selmer group SA(K.). If A satisfies certain ordi-
nariness conditions, then SA(K.) is a cofinitely generated, cotorsion L-module.
In this paper, we study the effect that finite submodules of A can have on the
m-invariant of SA(K.). For each finite submodule a … A, we use the Galois coho-
mology of a to define an invariant d(a) which is a lower bound for m(SA(K.). Then
we define an invariant m(A) that organizes the information that we get from all of
the finite a … A. These invariants will lead to an elegant way of explaining some
previously known examples where the m-invariant is positive and they will provide
us with new kinds of examples where m is positive. © 2002 Elsevier Science (USA)
Starting in the 1950s, Iwasawa studied cyclotomic fields extensively. His
work was based on the study of Zp-extensions. A Zp-extension of a number
field K is an extension K. of K such that C=Gal(K./K) is isomorphic to
the additive group Zp. It is useful to think of the Zp-extension as a tower of
fields
K=K0 …K1 … · · · …Kn · · ·
such that Gal(Kn/K) 5 Z/pnZ. Every number field K has at least one
Zp-extension. It is a subfield of K[zp, zp2, ...] (here the z’s are roots of
unity) and it is called the cyclotomic Zp-extension. It is possible for a
number field to have other Zp-extensions.
Iwasawa constructed a module over the ring L=Zp[[C]] from the class
groups of the Kn. By studying the action of L on this module he was able
to prove strong results about the p-parts of the class numbers of the Kn.
We can associate with any finitely generated, torsion L-module A a char-
acteristic polynomial fA(T). Iwasawa noticed a connection between this
polynomial and values of certain L-functions attached to K. This connec-
tion became known as the main conjecture of Iwasawa theory. In 1984,
Mazur and Wiles proved this conjecture for the case K=Q.
In the meantime, Mazur [5] had found a way to construct a L-module
from Selmer groups of an elliptic curve with good ordinary reduction at p.
He was able to use information about this L-module to prove things about
the points on the elliptic curve in each of the Kn. He also noticed a con-
nection between this L-module and values of the Hasse–Weil L-function of
the elliptic curve. These parallels with Iwasawa’s results about class groups
have led to applications of Iwasawa’s ideas to a wide variety of situations
and to a very general formulation of Iwasawa’s main conjecture.
Greenberg outlined a way to define a Selmer group associated with any
GK-module A which is cofinitely generated and cofree as a Zp-module and
satisfies certain ordinariness conditions. (This first appeared in [1] and has
since been refined in many places.) This Selmer group is a cofinitely gener-
ated L-module, as such we can associate with it a corank and a character-
istic polynomial. We also attach two invariants to A: the l-invariant is the
degree of the characteristic polynomial for the Selmer group of A, and the
m-invariant is the power of p dividing that characteristic polynomial. The
l-invariant corresponds to the Zp-corank of the Selmer group and the
m-invariant is related to the Zp-torsion; in particular, m > 0 if and only if
the Zp-cotorsion subgroup of the Selmer group is infinite. Both Iwasawa’s
study of class groups and Mazur’s study of elliptic curves can be explained
in terms of these Selmer groups. In the case of elliptic curves, the module
E[p.] plays the role of A. The reader may refer to [4] for a historical
account of all of this. Section 1 of this paper will discuss this general
definition of Selmer group.
The purpose of this paper is to study the effect that finite submodules of
A can have on the m-invariant of A.
Computation led Iwasawa to conjecture that, in the class group case,
m=0 for any K./K. He eventually found a counterexample. The counter-
example depended on special properties of the Zp-extension. The cycloto-
mic Zp-extension can not have these properties, so the conjecture was
modified to m=0 for the cyclotomic Zp-extension of any number field K.
This has been proved in the case that K is abelian over Q by Ferrero and
Washington (see [9]).
In the case of elliptic curves, Mazur has found examples of elliptic
curves E where the m-invariant of E[p.] is positive even for the cyclotomic
Zp-extension. These examples come about when E[p.] has a finite
GQ-submodule with certain properties. In every case we can perform an
isogeny on E so that the resulting elliptic curve has no finite submodules
that would make m positive. A result by Perrin–Riou [6] tell us the effect
that isogeny has on m-invariants. This effect is closely related to the
2 MICHAEL J. DRINEN
properties of the finite submodules in Mazur’s examples. In general it is
hoped that, for the cyclotomic Zp-extension, the m-invariant of A can be
completely explained in terms of the finite submodules of A.
We will take the idea that Mazur used for his examples and make it into
a precise condition on the finite submodules of a general Galois module A.
First we define an invariant d(a) associated with a finite submodule a. This
d is a lower bound for the m-invariant of A. Then, to organize the informa-
tion that we get from all of the submodules, we define an invariant m(A) as
the maximum over all finite submodules of d(a). This m(A) is the best
lower bound for the m-invariant that we can get by looking at submodules.
We will show that, under the hypotheses of Perrin–Riou’s theorem, isogeny
has the same effect on m(A) that it has on m(A). So, under these hypothe-
ses, the difference m(A)−m(A) is a constant. Greenberg has proved that
m(A)=m(A) for certain special elliptic curves defined over Q (this is in
[3]). The condition m(A)=m(A) says the m-invariant of A is completely
explained by the finite submodules of A. We can also show that, as long as
the Selmer group is L-cotorsion, A is isogenous to an AŒ with m(AŒ)=0. If
we knew that m(A)=m(A) then we would know that there is an AŒ in the
isogeny class of A which has a 0 m-invariant.
Unfortunately, if A is defined over a number field K ] Q, the situation
is more complicated. Given a GK-module A for which we can define a
Selmer group and given a subfield k of K, we can define a Gk-module
IndkK(A) by inducing A from GK to Gk. It turns out that the Selmer group
for A over K. is (usually) isomorphic to the Selmer group for Ind
k
K(A)
over k.. Any submodule a of A gives rise to a submodule Ind
k
K(a) of
IndkK(A). Usually Ind
k
K(A) will have more finite submodules than the ones
induced from finite submodules of A. These extra finite submodules of
IndkK(A) could have an effect on the m-invariant of A over K.. To take this
into account, we refine our invariant m(A). For each k …K, we define a
new invariant mk(A) to be the maximum of d(a) as a runs over finite sub-
modules of IndkK(A). (We sometimes write A|K instead of A to make it clear
that we are treating A as a GK-module and studying its Selmer group over
K.). Because GK-submodules can be induced to Gk-submodules, mK(A) [
mk(A) for K ‡ k. Then mQ(A) is the biggest lower bound for m(A) that we
can get in this way. All of the mk(A)’s behave the same way under isogeny
as m(A)=mK(A) and m(A). We can perform an isogeny over K to make
m(A)=0, but if it happens that mQ(A) > mK(A) then the m-invariant will
be positive for everyAŒ in the isogeny class ofA. In some sense, thism-invariant
can still be explained in terms of submodules, but they are now submodules
of some induced representation and not submodules of A. This provides an
interesting new kind of example of how a positive m-invariant can occur.
This paper deals with making these ideas precise. Along the way, we will
point out some applications to elliptic curves. Specifically, given an elliptic
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curve defined over Q and a prime p, let rp be the representation of GQ
defined by its action on E[p]. We will show in this paper that if E has
good ordinary reduction at an odd prime p and the image of rp is all of
Gl(E[p]), then mK(E[p.])=0 for all K. On the other hand, a simple
observation about the invariant d(a) will show that if A has a finite sub-
module a with d(a) < 0, then A/a has a positive m-invariant. First off this
provides a nice way to think about Mazur’s examples of elliptic curves with
positive m-invariants. Another consequence of this observation is that it
makes it easy to find elliptic curves defined over number fields other than
Q which have positive m-invariants. In fact, if E is defined over Q, rp is
onto, and K ‡ Q(E[p]), then every submodule E[p]|K satisfies d(a) < 0.
Thus any elliptic curve isogenous to E over K will have a positive
m-invariant. It is even possible to make the m-invariant as big as we want by
choosing a sufficiently large K.
A subsequent paper will look more closely at the action of Galois on
elliptic curves to determine what happens when the image of rp is not all of
Gl(E[p]). It will turn out that under certain (quite restrictive) conditions
on the image of rp, there can exist a field K such that mQ(E) > mK(E). The
subsequent paper will also examine how the theory of this paper applies to
representations arising from symmetric powers of elliptic curves.
1. SELMER GROUPS
For the general setup, choose a prime p, let K be a number field, and let
V be a Qp vector space of dimension d on which GK acts. Given a place v of
K, let Dv be the decomposition group for a prime of Q¯ over v, and let Iv be
the corresponding inertia group. We must assume that the set of primes v
of K such that Iv acts non-trivially on V is finite (we call these primes the
ramified primes of V). Let T be a GK invariant lattice in V and let
A=V/T. We say that V is ordinary at a prime p | p if, for every prime p¯ of
K¯ above p, there is a filtration of Dp¯ invariant subspaces F
i
p¯V such that:
(1) F i+1p¯ V … F ip¯V
(2) F ip¯V=0 for i± 0 and F ip¯V=V for i° 0
(3) Ip¯ acts on F
i
p¯V/F
i+1
p¯ V by q
i,
where q is the homomorphism of GKp to Z
×
p given by the action on mp..
For each p | p we choose a p¯0 and let F
i
pV=F
i
p¯0
V.
To define a generalized Selmer group for A we need for each prime p¯ of
Q¯ over p a distinguished subspace F+p¯ V such that sF
+
p¯ V=F
+
sp¯V for all
s ¥ GK. Once again, for each p | p of K, we choose a prime p¯0 of Q¯ above p
and let F+p V=F
+
p¯0
V. If V is ordinary at all primes above p, then we can
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take F+p¯ V to be the F
1
p¯V step in the filtration. We can define a generalized
Selmer group as long as there are distinguished subspaces F+p V, but for
some results it is necessary that the subspaces come from a filtration. Most
of the results in this paper apply to generalized Selmer groups. Occasion-
ally we will make a note warning the reader that a distinction has to be
made between ordinary and generalized Selmer groups.
We will also consider the vector space Vg=Hom(V, Qp(1)), and the
lattice Tg=Hom(T, Zp(1)) where Zp(1)=I mpn, and Qp(1)=Zp(1)
é Qp. We have the corresponding quotient Ag=Vg/Tg. If V is ordinary
then Vg is ordinary with filtration defined by F ip(V
g)=(V/F2−ip V)
g. If V is
not ordinary at a prime above p, then we can define generalized Selmer
groups for Vg using F+p (V
g)=(V/F+p V)
g.
For each p we define F+p A to be the image of F
+
p V under the projection
onto A. For any submodule a of A, let F+p a as F
+
p A 5 a.
For the purpose of this paper, the Selmer group for A over an extension
F of K will be denoted by SA(F). It will be defined as the kernel of the
map:
H1(F, A)QD
v h p
H1(Iv, A)×D
p | p
H1(Ip, A/F
+
p A). (1)
This is not the most natural definition of Selmer group in some cases, but
the difference between this and the classical Selmer group will not have an
effect on the results of this paper (see [2] for details on why this definition
is not enough in some cases).
In general, H1(F, A) and <v H1(Fv, A) are too big to be dealt with
effectively. Let S be a set of primes of K containing the primes above p,
the ramified primes of F, the infinite primes, and the ramified primes of V.
For these v ¨ S, Iv acts trivially on A. So H1(Iv, A)=Hom(Iv, A) and
s ¥ ker(H1(F, A)QH1(Iv, A)) means s |Iv is trivial. This tells us that s
factors through an extension not ramified at v. If QS is the maximal exten-
sion of Q unramified outside of S then F … QS and the Selmer group can
be defined as the kernel of the map:
H1(QS/K, A)Q D
v ¥ S−{p}
H1(Iv, A)×D
p | p
H1(Ip, A/F
+
p A). (2)
If F/K is infinite and some primes of K are infinitely decomposed in F,
then the product of local cohomology groups may still be too large to deal
with. In particular, if p=2 then we have to worry about the infinite
primes. For each finite subextension Fn of F/K, we define
P i.(A, Fn)=D
v |.
H i((Fn)v, A) (3)
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then define
P i.(A, F)=lim
|0
P i.(A, Fn). (4)
Here the direct limit is taken over all finite subextensions of F/K. We will
suppress the F from the notation P i.(A, F) whenever possible. It is clear
that the image of H i(QS/F, A) in <v |. H i(Fv, A) is in P i.(A), so we can
replace the one by the other in our definition of Selmer groups.
Similar methods are used to deal with finite primes that split completely,
but we will avoid that situation in this paper by restricting our attention to
the cyclotomic Zp-extension.
It will also be useful to look at a strict Selmer group. We define this strict
Selmer group not only for A, but for any submodule a of A. It is denoted
by S˜a(F) and is defined as the kernel of the map
H1(QS/F, a)Q D
v ¥ S−{p,.}
H1(Dv, a)×D
p | p
H1(Dv, a/F
+
p a)×P
1
.(a). (5)
Note that S˜A(F) is a subgroup of SA(F).
If we let F=K., then C acts on H1(QS/K., A) through inner auto-
morphisms on Gal(QS/K.). Also, for each a ¥ S, C acts on<v | a H1(Iv, A)
as follows. For each v, let Cv be the image of Iv in C. If we fix a v0
then <v | a H1(Iv, A) is just the C-module induced from the Cv0 -module
H1(Iv0 , A). It follows that SA(K.) is a L-module. A similar argument shows
that all of the strict Selmer groups are L-modules. It turns out that these
Selmer groups are cofinitely generated as L-modules. In many cases it is
believed that they are also cotorsion and we will often make that assump-
tion.
2. SUBMODULES AND m-INVARIANTS
Henceforth, K. will be the cyclotomic Zp-extension of K. We have
defined the Selmer group of A to be a subgroup of H1(QS/K., A) consist-
ing of cocycle classes which satisfy given local conditions. If A has a finite
GK-submodule a … A, then we can look at the strict Selmer group S˜a(K.).
The natural map from H1(QS/K., a) to H1(QS/K., A) has a finite kernel,
and it gives rise to map from S˜a(K.) to SA(K.) which also has a finite
kernel. Since a is finite, the image of S˜a(K.) will be Zp-torsion of bounded
exponent. If it is infinite it will force SA(K.) to have a positive
m-invariant. In this section we will look closely at the local and global
cohomology groups of a and use these observations to study the effect that
finite submodules can have on the m-invariant of A.
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2.1. Local and Global Cohomology Groups
First we need some notation. Let a be any GK-submodule of A. For each
finite prime a ] p, let
P ia(a)=D
v | a
H i((K.)v, a). (6)
For the infinite primes, define P.(a) as in the previous section. For the
prime p, define
P ip(a)=D
p | p
H i((K.)p, a/F
+
p a). (7)
Now, given a finite set of primes S we define
P iS(a)=D
v ¥ S
P iv(a). (8)
With this notation, the strict Selmer group, S˜a(K.) is the kernel of the map
from H1(QS/K., a) to P
1
S(a).
We start by studying the local cohomology groups. Let M be a finite
GK-module of size |M|=pm. From the inflation restriction exact sequence,
0QH1(Cn, M((K.)v))QH1((Kn)vŒ, M)QH1((K.)v, M)Cn Q 0 (9)
we can conclude that H1(K., M) is a cofinitely generated L-module. Also,
H1(K., M) has finite exponent because M is finite. The |H1(Cn, ((K.)v))|
are bounded as nQ., so we can study the m-invariant by studying the
growth of the H1((Kn)v, M)’s.
For this we use Euler characteristics (see [8]). For v=pn, a prime of Kn
above p | p in K, we have
D
2
i=0
|H i((Kn)pn , M)|
(−1)i=p−m[(Kn)pn : Qp] (10)
so
|H1((Kn)pn , M)|=p
m[Kpn : Qp] |H0((Kn)pn , M)| |H
2((Kn)pn , M)| (11)
and Tate duality tells us that H2((Kn)pn , M)=H
0((Kn)pn , M
g). These H0’s
are finite, so
:D
pn | p
H1(((Kn)v), M) :=pmpn[Kp : Qp]+O(1). (12)
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We can conclude that for any GK-submodule a, m(P
1
p(a))=;p | p ordp |a|−
ordp |F
+
p a| (we setM=a/F
+
p a).
For v | a, where a is a finite prime other than p. Let L be a finite
extension of Qa. We have
D
2
0
|H i(L, a)| (−1)
i
=1. (13)
Because primes above a are finitely decomposed in the cyclotomic
Zp-extension, we get m(P
1
a (a))=0
For v |., there are pn places of Kn above v. Since v is unramified
in K./K, (Kn)vn=Kv for any vn | v. We conclude that m(P
i
a(a))=
; v | a |H i(Kv, a)|. (Note that this is 0 if p is odd or if v is complex.)
Putting everything together we have:
Lemma 2.1.
(1) m(P1p(a))=n ordp |a|−;p | p[Kp : Qp] ordp |F+p a|
(2) m(P1a (a))=0 for finite a ] p
(3) m(P i.(a))=; v |. |H i(Kv, a)|.
Now we study the structure of H1(QS/K., a) where S is a finite set of
primes containing p and .. As above we have calculations of Euler
characteristics and the inflation restriction exact sequence:
0QH1(Cn, a(K.))QH1(QS/Kn, a)QH1(QS/K., a)Cn Q 0. (14)
The |H1(Cn, a(K.))| are bounded as n goes to infinity and H1(QS/K., a) is
a finitely generated torsion L-module. We study the m-invariant of
H1(QS/K., a) by studying the growth of the H1(QS/Kn, a).
This is the formula for the global Euler characteristic,
D
2
i=0
|H i(QS/Kn, a)| (−1)
i
=p−dp
n
, (15)
where d=; v complex ordp |a|+; v real ordp |a/a(Kv)|. So
|H1(QS/Kn, a)|=pdp
n
|H0(QS/Kn, a)| |H2(QS/Kn, a)|. (16)
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For p odd, it is enough to note that this implies that
|H1(QS/Kn, a)| \ pdp
n
. (17)
If p=2 we have to take the H2(QS/Kn, a) into account. It is known that
the map
H2(QS/Kn, a)QP2.(a) (18)
is onto (see [8]). Also, since Gal(C/Knv) is cyclic and a is finite, we have
|H2((Kn)v, a)|=|H1(Kv, a)|. Then
m(H2(QS/K., a) \ C
v |.
ordp |H1(Kv, M)|=m(P
1
.(a)). (19)
We get:
Lemma 2.2. m(H1(QS/K., a) is at least
C
v complex
ordp |a|+C
v real
ordp |a/a(Kv)|+m(P
1
.(a)). (20)
2.2. The Invariant d
Now let a be a finite GK-submodule of A=V/T. Define C(a) by the
exact sequence
0Q S˜a(K.)QH1(QS/K., a)QP1S(a)Q C(a)Q 0. (21)
Every term in the exact sequence has finite exponent, so they are all
L-cotorsion. It follows that the alternating sum of their m-invariants is 0.
From Lemmas 2.1 and 2.2 we get
m(S˜a(K.)) \ C
v complex
ordp |a|+C
v real
ordp |a/a(Kv)|
+m(P1.(a))−m(P
1
.(a))−n ordp |a|
+C
p | p
[Kp : Qp] ordp | F
+
p a|+m(C(a))
=C
p | p
[Kp : Qp] ordp |F
+
p a|− C
v |.
ordp |a(Kv)|+m(C(a)). (22)
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We define C.(a) as the cokernel of the map H1(QS/K., a)QP1.(a).
Clearly C.(a) is a quotient of C(a). Now consider this commutative
diagram:
H1(QS/K., a)Ł P1.(a)Ł C.(a)
‡k ‡f ‡
H1(QS/K., A)ŁP1.(A)Ł C.(A).
(23)
From this we can see that ker f maps into C.(a). The long exact
sequence in cohomology arising from 0Q aQ AQ A/aQ 0 shows that
ker k is finite. Thus the kernel of the map from ker fQ C.(a) is finite. We
conclude that m(C(a)) \ m(ker f). For each infinite place v of K, define the
map fv: H1(Kv, a)QH1(Kv, A). It is clear that m(ker f)=; v |. ordp |ker fv |.
Let ev(a)=ordp |ker(fv)|.
Definition 2.1. For a a finite GK-submodule of A, define
d(a)=C
p | p
[Kp : Qp] ordp |F
+
p a|− C
v |.
(ordp |a(Kv)|− ev(a)) (24)
If d(a)=0 (resp. > 0, < 0) we call a critical (resp. supercritical, subcritical).
Theorem 2.1. If A contains a finite GK-submodule a which is supercriti-
cal, then either SA(K.) is not L-cotorsion or m(A) \ d(a).
Proof. Equation (22) together with the subsequent discussion about
C(a) tells us that m(S˜a(K.)) \ d(a). Now S˜a(K.) maps to SA(K.) with
finite kernel, and Im S˜a(K.) is a subgroup of SA(K.). Its Pontryagin dual
corresponds to a quotient of SˆA(K.). The fact that m(S(a)) \ d(a) tells us
that SˆA(K.) has a quotient with a m-invariant of at least d(a). The result
follows. L
When p=2, we have to deal with the extra factors ev(a). It is nice to be
able to include 2 in our results, but there seems not to be a very elegant
way of describing this factor. We should note that ev can also be thought of
as the power of p dividing the order of the image of the natural map
H0(Kv, A/a)QH1(Kv, a). Either interpretation requires that we under-
stand how a sits inside of A. The motivation of this work is to learn about
A by studying its finite submodules. We would like to simply treat a as a
module by itself and forget about the fact that it is a submodule of A. In
many cases we can find the F+p a by looking at how Ip acts on A[p], and we
can find a(Kv) for v infinite by studying the action of complex conjugation,
but we cannot find e(a) for a submodule a without looking outside of
a to A. Thus some of our methods will not apply to the case when p=2.
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A refinement of the ideas used in the proof of Theorem 2.1 lead to this
theorem due to Perrin–Riou:
Theorem 2.2. Suppose that all the primes of S are finitely decomposed
in K./K and A is such that SA(K.) and SAg(K.) are L-cotorsion. Then
given an isogeny AQ B with kernel a we have
m(A)−m(B)=d(a). (25)
This was originally proved by Schneider for abelian varieties, then
Perrin–Riou generalized the proof so that it worked for any ordinary
Galois representation. We should note here that her proof is for odd
primes, but it is not hard to see how to generalize it to p=2, now that we
have determined the appropriate definition for d(a) in the p=2 case.
Note also that Theorem 2.2 implies Theorem 2.1, but that the assump-
tions on SA(Q.) and SAg(Q.) are not needed for the proof of Theorem 2.1.
2.3. Properties of d
Now let us make some important basic observations about d. The first is
that d is additive in exact sequences.
For each infinite place of K, we denote the maximal divisible subgroup
of A(Kv) by A
+
v and a 5 A+v by a+v .
Theorem 2.3. Given an exact sequence 0Q aQ bQ cQ 0 with a and
b GK-submodules of A and c a GK-submodule of A/a, we have
d(b)=d(a)+d(c). (26)
Proof. We first need this lemma:
Lemma 2.3. Given an exact sequence 0Q aQ b0k cQ 0 for each v |.
we have an exact sequence,
0Q a+v Q b+v Q c+v Q 0 (27)
and for each p | p we have
0Q F+p aQ F+p bQ F+p cQ 0. (28)
Proof of the lemma. First the sequences in (28). We identify a with its
image in b. Note that the sequence 0Q F+p aQ F+p AQ F+p (A/a)Q 0 is
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exact. We have F+p a=F
+
p A 5 a and F+p=F+p A 5 b. Since a … b it is clear
that F+p a injects to F
+
p b. Also given
g ¥ F+p c … F+p (A/a) (29)
g has an inverse image b ¥ b because b maps onto c. Also b ¥ F+p A because
g ¥ F+p (A/a). So, b ¥ F+p b and the map from F+p b to F+p c is onto.
Exactness in the middle is easy to check.
For v a complex prime, a+v=a, and similarly for b and c, so there is
nothing to prove. For a real prime, we note that we have an exact
sequence,
0Q a+v Q A+v Q (A/a)+v Q 0 (30)
because A+v and (A/a)
+
v are divisible. The rest follows just as in the case of
a prime above p. This proves the lemma. L
Now we prove the theorem. The lemma tells us that
C
p | p
[Kp : Qp] ordp |F
+
p b|= C
p | p
[Kp : Qp] ordp |F
+
p a|
+C
p | p
[Kp : Qp] ordp |F
+
p c| (31)
and that
C
v |.
ordp |b
+
v |=C
v |.
ordp |a
+
v |+C
v |.
ordp |c
+
v |. (32)
If p is odd, then M+v=M(Kv) for any module M and we are done. For
p=2 we need to do some more work. Denote A/a by B, and A/b=B/c
by C. We can view ev(a) as ordp |Ev(a)| where Ev(a) is defined by this exact
sequence:
0QH0(Kv, a)QH0(Kv, A)QH0(Kv, B)Q Ev(a)Q 0. (33)
Here the H0(Kv, M)’s are the Tate cohomology groups, isomorphic to
M(Kv)/M
+
v . Since every term in this exact sequence is finite, we have
ordp |H0(Kv, a)|− ev(a)=ordp |H0(Kv, A)|−ordp |H0(Kv, B)|. (34)
We conclude that
ordp |a(Kv)|− ev(a)=ordp |H0(Kv, A)|−ordp |H0(Kv, B)|+ordp |a
+
v |. (35)
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There are corresponding equations for b and c. Taking the alternating sum
of these equations for each v |. yields
[ordp |b(Kv)|− ev(b)]−[ordp |a(Kv)|− ev(a)]−[ordp |c(Kv)|− ev(c)]
=ordp |b
+
v |−ordp |a
+
v |−ordp |c
+
v |=0, (36)
the last equality is a consequence of the lemma.
Summing over the infinite primes, we have the theorem. L
The next observation:
Theorem 2.4. If p is odd, then the following are equivalent:
(1) A contains a submodule, a of exponent p with d(a) > 0
(2) A contains a finite submodule a such that d(a) > 0.
With the additional hypothesis that SA(Q.) and SAg(Q.) are L-cotorsion, we
can add a third equivalent condition:
(3) The m-invariant of A is not minimal for its isogeny class.
Proof. Clearly (1)S (2). For (2)S (1) let a be the submodule satisfying
the condition in (2). We consider this exact sequence of submodules of A
0Q a[p]Q a0p paQ 0. (37)
We cannot apply Theorem 2.3 to this exact sequence because all of the
submodules are submodules of A. But the proof of the theorem can be
easily modified to show that d is additive for this new exact sequence. It is
clear that multiplication by p will map F+p A onto itself for all p. The same
is true for the A+v . Following the argument in the proof of Lemma 2.3 we
get exact sequences:
0Q F+p a[p]Q F+p a0p F+p paQ 0 (38)
and
0Q a[p]+v Q a+v 0p (pa)+v Q 0. (39)
With these we can simply copy the proof of Lemma 2.3. Since p is odd, this
is all we need to prove that d(a)=d(a[p])+d(pa).
If d(a) > 0, then either d(pa) > 0 or d(a[p]) > 0. Either way we have a
submodule b whose exponent is smaller than that of a and d(b) > 0. We
can repeat this process until we reduce the exponent to p.
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With the extra hypothesis, Theorem 2.2 applies to A. In this case, if A
satisfies (3), then there is an isogeny AQ B such that the m(A)−m(B) > 0.
Theorem 2.2 says that the kernel of this isogeny, a, will satisfy
d(a)=m(A)−m(B) > 0. (40)
So A satisfies condition (2). Conversely, if A satisfies condition (2) with
submodule a, then A/a will be isogenous to A with a lower m-invariant. L
This theorem is useful because it allows us flexibility in studying
m-invariants. Theorems 2.1 and 2.2 make (2) the most natural condition for
A to have a non-minimal m-invariant. On the other hand, in explicit
examples, it is easy to look for supercritical subgroups of A by examining
A[p]—which we can treat as a GK-representation over Fp. This makes 1 the
most convenient to work with. The equivalence of 1 and 2 assures us that
we are not missing submodules with positive d-invariants by examining
only A[p].
Remark 2.1. Although the theorem of Perrin–Riou can be extended
to work for p=2, this proof of Theorem 2.4 does not easily generalize. The
way we dealt with the e part of d in the proof of Theorem 2.3 does not
work for the exact sequence we use in (37). This fits in with the notion
that looking at the submodule A[p] by itself does not give us enough
information in the case when p=2.
Our next observation is:
Theorem 2.5.
d(A[p])=C
p | p
[Kv : Qp] dim(F
+
p V)− C
v |.
dim(V(Kv)).
Proof. Because the F+p A are divisible, it is clear that (F
+
p A)[p]=
F+p (A[p]) so that ordp |F
+
p (A[p])|=dim(F
+
p V). Similarly, ordp |(A[p])
+
v |=
dim(V(Kv)) for real v. If p is odd then we are done.
If p=2, we see that
ev(A[p])−ordp |H0(Kv, A[p])|
=ordp |H0(Kv, A)|−ordp |H0(Kv, A)|=0 (41)
because A[p] fits into the short exact sequence OQ A[p]Q AQ AQ 0.
(Here again, H0(Kv, A) is the Tate cohomology group A[p](Kv)/A[p]
+
v ).
Now we have that ordp |A[p](Kv)|− ev(A[p])=ordp |(A[p])
+
v |. This proves
the theorem. L
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Sometimes we will refer to d(A[p]) simply as d(V).
Next we point out what happens when d(A[p]) ] 0. We have
0Q A[p]Q A0p AQ 0 (42)
If A satisfies the hypotheses of Theorem 2.2, then that theorem implies that
d(A[p])=0. We can conclude:
Theorem 2.6. If d(A[p]) ] 0 then SA(K.) or SAg(K.) is not L-cotorsion.
We are mainly interested in A such that A[p] is critical. If we have such
an A with a submodule a then let B=A/a. We have an exact sequence
0Q aQ A[p]Q A[p]/aQ 0. (43)
Let b=A[p]/a, b is a submodule of B. If we think of a as the kernel of an
isogeny, then b is the kernel of the dual isogeny. Since d(A[p])=0 and d
adds in exact sequences, we conclude that d(b)=−d(a). In particular, if A
has a subcritical submodule then B has a supercritical submodule and
hence a positive m-invariant. This will provide us with an easy way of
finding A’s with positive m-invariants.
3. ISOGENIES AND THE INVARIANTSMK
3.1. Induced Representations
In this section, we will modify our notation slightly to make it clear
which field we are working in. Let
dK(a)=C
p | p
[Kp : Qp] ordp(F
+
p a)− C
v |.
ordp(a(Kv)). (44)
Given a field extension K/k, and a Gk-module A, we can restrict to get a
GK-module A|K. It is natural to wonder what effect restriction has on the
properties of the Selmer groups.
On the other hand, if we start with a GK representation V and a GK
invariant lattice T, then for any subfield k of K, we can form a Gk repre-
sentation IndkK(V) by inducing V up to Gk. We also get a lattice Ind
k
K(T).
If A=V/T, let IndkK(A)=Ind
k
K(V)/Ind
k
K(T). We can define a filtration
Fnp(Ind
k
K(V)) for the induced representation as follows. Let p be a prime
above p in k, and let p1, ..., pg be the primes of K above p. Choose primes
p¯i of Q¯ above each of the pi and let D(k) be the decomposition subgroup of
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Gk for p¯1, and for each i let Di(K) be the decomposition subgroup of GK
for p¯i. For each i, we can form the D(k)-module U=Ind
D(k)
Di(K)(F
n
pi
V). If gi is
an element of Gk that sends pi to p1 then s ¥ D(k) acts on Ui by gisg−1i .
Using this we can make a D(k)-module Fnp(Ind
k
K(V))=Ái Ui. It is easy to
check that this filtration will have the desired properties as long as p is
unramified in K/k. If V is not ordinary at p, but only has distinguished
subspaces F+pi , then we can define distinguished subspaces of the induced
representation in a similar manner. If p is ramified in K/k then we can still
define the distinguished subspace, F+p (Ind
k
K(V)) as above, but it should be
noted that these no longer come from a filtration; the inertia groups don’t
act on them in the right way.
The following theorem shows that the induced representations will be a
useful tool for studying Selmer groups:
Theorem 3.1. Given a field extension K/k such that K 5 k.=k, a
GK-module A for which a Selmer group can be defined, and a a GK-submodule
of A, there are natural isomorphisms
H1(QS/K., a) 5H1(QS/k., IndkK(a)) (45)
and
P1a (a) 5P1a (IndkK(a)) (46)
for each a. These maps commute with the natural local to global restrictions.
Proof. Since K 5 k.=k we can identify GK./Gk. with GK/Gk, and
Gal(K./K) with Gal(k./k). Then Shapiro’s lemma tells us that
H1(QS/K., a) 5H1(QS/k., IndkK(a)) (47)
as L-modules.
For the local factors, for each prime v above a ] p in k., let v1, ..., vg be
the primes of K. above v. For each vi, we choose a prime v¯i of Q¯, and let
Di(K.) be the decomposition groups for the v¯i in K. and D(k.) the
decomposition group in k.. Similarly to what we did above, for each i we
defineWi=Ind
D(k.)
Di(K.)(a) and then Ind
k
K(a) 5Ái Wi. It follows that
H1(D(k.), Ind
k
K(a)) 5 Â
i
H1(Di(K.), a) (48)
as L-modules.
16 MICHAEL J. DRINEN
For p | p, IndkK(a/F
+
p a) 5Ái (Wi/Ui) for the appropriate Ui defined
above. The result follows. L
Corollary 3.1.
S˜A(K.) 5 S˜IndkK(A)(k.).
Corollary 3.2. If a is finite, then
dK(a)=dk(Ind
k
K(a)).
Proof. If p is odd then dK(a)=m(H1(QS/K., a))−m(P
1
p(a)) and
dk(Ind
k
K(a))=m(H
1(QS/k., Ind
k
K(a)))−m(P
1
p(Ind
k
K(a))), so we are done.
If p=2 then we have to worry about ev(a). The result follows because the
isomorphisms of the theorem will commute with the maps P1.(a)QP1.(A)
and P1.(Ind
k
K(a))QP1.(IndkK(A)). L
Now we will prove two general theorems about induced representations
and supercritical subgroups which will be helpful for studying elliptic
curves.
Theorem 3.2. If p is odd and A is defined over Q and is such that a
prime above p and a complex conjugation s can be chosen so that F+A[p]
5 s(F+A[p]) … A[p]+, then no GQ submodule of A is supercritical.
Proof. Let a be a GQ-submodule of A[p]. Consider the map from F+a
to a defined by vW v+sv. The kernel of this map is contained in a−, and
its image is contained in a+. On the other hand, the kernel is contained in
F+A[p] 5 sF+A[p] which is in A[p]+ by the hypothesis, so the map is
injective. We have an injection from F+a into a+. Thus dQ(a) [ 0, A[p] can
have no supercritical subgroups. Theorem 2.4 tells us that A can have no
supercritical submodules. L
Theorem 3.3. If p is odd, A is defined over Q, and A satisfies the
stronger hypothesis that complex conjugation and a prime above p can be
chosen so that sF+A[p] 5 F+A[p]={0}, then IndQK(A|K) can have no
supercritical subgroups for any K.
Proof. We know that IndQK(A[p]|K) 5 A[p] é V where V is the per-
mutation representation of GQ on the coset space GQ/GK having coeffi-
cients in Fp. Also, it is not hard to check that F+(Ind
Q
K(A[p]|K))
=F+A[p] é V. So an element of F+(IndQK(A[p]|K)) is of the form
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w=; ai é vi with ai ¥ F+A[p]. Conjugating such an element gives
sw=; sai é svi. Since none of the sai are in F+A[p], sw cannot be in
F+(IndQK(A[p]|K)). So Ind
Q
K(A|K) satisfies the hypothesis of Theorem 3.2
for every K. L
This allows us to prove the following result about the effect of restriction
on many elliptic curves. Given an elliptic curve and a prime p, let rp denote
the representation of GQ defined by the action on E[p].
Theorem 3.4. Let E be an elliptic curve defined over Q with good,
ordinary reduction at an odd prime p. If rp maps GQ onto Gl(E[p]), then
E|K can have no supercritical submodules for any K.
Proof. If we fix a prime p0 of Q¯ over p, we know that rp(Ip0 ) fixes
F+p0E[p]. As p varies over primes above p, rp(Ip) will vary over conjugate
subgroups of rp(Ip0 ) and F
+
p E[p] will vary over conjugate subspaces of
F+p0E[p]. In the case where rp(GQ)=Gl(E[p]), all of the subspaces of
E[p] are conjugate, and so any subspace of E[p] can occur as an F+p E[p].
Once we fix an infinite prime, we can choose a p above p so that
F+p E[p] is neither E[p]
+ nor E[p]−. Then E satisfies the condition of
Theorem 3.3, and IndQK(E[p]|K) has no supercritical submodules for
any K. L
On the other hand, restriction does produce subcritical submodules in
this case. If we restrict to a field containing Q(E[p]) any subspace a is a
GK module of E[p]. Given a subspace a of E[p], since zp ¥ Q(E[p]) …K,
K is totally complex and ; v |. ordp |a(Kv)|=[K : Q]/2. To calculate the
other term of dK(a) we fix a place p0 | p in K. Then
C
p | p
[Kp : Qp] ordp |F
+
p (a)|=C
s
ordp |F
+
sp0
a|, (49)
where s runs over a set of coset representatives of GQ/GK. If rp(GQ)=
Gl(E[p]) then we know that F+sp0E[p] runs over all p+1 the subspaces of
E[p]. We see that
ordp |F
+
sp0
a|=˛1 if a=F+sp0E[p]
0 otherwise
(50)
so we have ;p | p ordp |F+p a|=[K : Q]p+1 . Then
dK(a)=
[K : Q]
p+1
−
[K : Q]
2
< 0. (51)
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Given a subcritical submodule a, we can perform the corresponding
isogeny: E[p.]Q E[p.]/a and the resulting elliptic curve will have a
positive m-invariant. Note that this new elliptic curve will be defined over
Q(E[p]) and not Q. As we noted in the Introduction, this makes it very
easy to find elliptic curves with positive m invariants. It is clear that we can
make the m-invariant as big as we want by taking K large enough.
3.2. The Invariants mK
We need a way to organize the information we get from all of the finite
submodules of A. Isogenies are maps AQ B which have finite kernels.
There is a one to one correspondence between the kernels of isogenies and
finite submodules of A.
We call an isogeny k reduced if it cannot be written as k=pf for
another isogeny f. If we write an isogeny k as pkf with f reduced, then we
will refer to f as the reduction of k. If a is the kernel of k, we will refer to
the kernel of f as the reduction of a.
Let S denote the set of the kernels of the reduced isogenies of A. Note
that every a ¥S is a GQ submodule of A.
Theorem 3.5. If V is irreducible thenS is finite.
Proof. Suppose that S is infinite. There are only finitely many proper,
nontrivial subspaces of A[p] and there are infinitely many a ¥S. There
must be a proper, nontrivial subspace W1 of A[p] such that W1=a[p] for
infinitely many a ¥S.
Next there are only finitely many subgroups of U … A[p2] with exponent
p2 and U[p]=W1. There are infinitely many a with a[p]=W1 so there
must be aW2 … A[p2] of exponent p2 withW2[p]=W1, and a[p2]=W2 for
infinitely many a ¥S.
We can repeat this process, getting for each i aWi with exponent p i, such
that Wi[p i−1]=Wi−1, and a[p i]=Wi for infinitely many a ¥S. Now
1Wi=W will be a proper GK-submodule of A with positive Zp-corank,
this contradicts irreducibility. L
In the case where V is irreducible and d(V)=0, Theorems 2.3 and 2.5
show us that if k=pf then d(ker(k))=d(ker(f)). Since d(a) only depends
on the reduction of a we can define
m=max{d(ker(f))}. (52)
We want to be able to apply our results to induced representations which
are often reducible. We need to be sure that m(A) is defined for a wider
variety of A’s.
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Theorem 3.6. Suppose that V is a totally reducible GK-module and that
SA(K.) and SAg(K.) are L cotorsion for any A=V/T. Then m(A)=
max{d(ker(f))} is finite for any A=V/T.
Proof. Given such a V, choose a T0 and let A0 be the corresponding
V/T0. Suppose that m(A0) is infinite. Then there is a sequence of finite
submodules {ai} of A0 such that d(ai) > i. We can use a pigeonhole argu-
ment like the one in the proof of Theorem 3.5 to find a subsequence of the ai’s
which is contained in W/(T 5W) for some irreducible subrepresentation
W of V.
Since V is totally reducible, we can write V=WÀWŒ then consider the
lattice T1=(T0 5W) À (T0 5WŒ) and let A1=V/T1. There is an isogeny
from A1 to A0 whose kernel is b=T0/T1. Call this isogeny f0. Each isogeny
of A0 gives an isogeny of A1 by pullback. Each ai in our subsequence gives
us a ci … A1. And the d(ci) are unbounded. Since W is irreducible, the
comments after Theorem 3.5 tell us that d(W/(T0 5W)[p]) ] 0. Now
consider the isogenyp À 1 : W/(T0 5W) À (WŒ/(T0 5WŒ)QW/(T0 5W) À
(WŒ/(T0 5WŒ), and let a denote it’s kernel. On the one hand d(a) ] 0, but
on the other hand A/a=A. If SA(K.) and SAg(K.) were L-cotorsion then
Theorem 2.2 would imply that m(A) ] m(A). This cannot happen so m is
finite. L
If A is defined over K, then we have an interesting situation. We can
look at A as a GK-module, or we can look at the GQ-module Ind
Q
K(A). As
long as K 5 Q.=Q, we know that SA(K.) 5 SIndQK(A)(Q.). We can learn
about the m-invariant of A by looking at either of these Selmer groups.
For every submodule a of A, IndQK(A) has a submodule Ind
Q
K(a). On the
other hand, there are often submodules of IndQK(A) that do not arise in
this manner. We need to take this into account. If IndQK(A) has a supercri-
tical subgroup that does not come from a GK-submodule of A[p], then
SIndQK(A)(Q.) and therefore SA(K.) will have a positive m-invariant. We
might not have found this m invariant by looking at finite GK submodules
of A.
In fact, for any intermediate field k, if IndkK(A) has a Gk submodule b
then IndQK(A)=Ind
Q
k (Ind
k
K(A)) will have the finite submodule Ind
Q
k (b). It
is often easier to study IndkK(A) for some k than it is to study Ind
Q
K(A).
Let us make the following definition to organize this information:
Definition 3.1. Given a GK-module A, and a field k …K. Consider the
set {d(a)} where a ranges over finite Gk submodules of Ind
k
K(A). If this set
is bounded above we define
mk(A)=max{d(a)}. (53)
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In general, induced representations may not be as well behaved as we
would like. But Theorem 3.6 assures us that mk(A) will be defined as long
as V is totally reducible and SA(K.) and SAg(K.) are L-cotorsion.
Since, for k … kŒ, any submodule of IndkŒK(A) induces a submodule of
IndkK(A), it is clear that k … kŒ implies mkŒ(A) [ mk(A).
Note that mK(A) is the m(A) defined in (52). Now let us see how the
mk(A) behave:
Theorem 3.7. If V and k are such that mk(A) is finite for A=V/T, then
given an isogeny: AQ B with kernel a we have
mk(A)−mk(B)=dK(a). (54)
(Note that a is a GK submodule of A, not a Gk submodule of Ind
k
K(A).)
Proof. Let c be a finite Gk-module of Ind
k
K(B) and let b … IndkK(A) be
the inverse image of c under the isogeny of IndkK(A) whose kernel is
IndkK(a). We have the exact sequence:
0Q IndkK(a)Q bQ cQ 0. (55)
We apply Theorem 2.3 and we have dk(c)=dk(b)−dk(Ind
k
K(a)). Since
dk(Ind
k
K(a))=dK(a) this gives dk(c)=dk(b)−dK(a). Since dk(b) [ mk(A)
we have dk(c) [ mk(A)−dk(a). As we vary c over the kernels of all iso-
genies of IndkK(B), we get mk(B) [ mk(A)−dK(a). On the other hand if we
choose b … IndkK(A) such that dk(0)=mk(A) and let c=b/IndkK(a) we get
dk(c)=mk(A)−d(a), so mk(B) \ mk(A)−dK(a). The theorem follows. L
Corollary 3.3. Every A is isogenous to a B such that mK(B)=0.
Proof. Choose a GK submodule a such that dK(a)=mK(A). Then let
B=A/a. L
So we see that, assuming that SA(K.) and SAg(K.) are L-cotorsion, all
of the mk(A) behave the same as m(A) under isogeny. We also have the
inequalities mK(A) [ mk(A) [ m(A). If we choose a B in the isogeny class of
A such that mK(B)=0 then B will have the minimal m-invariant in the
isogeny class. Unfortunately it can happen that mk(A) is strictly greater
than mK(A) for appropriate K, k, and A. This seems to be quite rare.
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