Abstract-This paper characterizes hierarchical clustering methods that abide by two previously introduced axioms-thus, denominated admissible methods-and proposes tractable algorithms for their implementation. We leverage the fact that, for asymmetric networks, every admissible method must be contained between reciprocal and nonreciprocal clustering, and describe three families of intermediate methods. Grafting methods exchange branches between dendrograms generated by different admissible methods. The convex combination family combines admissible methods through a convex operation in the space of dendrograms, and third, the semireciprocal family clusters nodes that are related by strong cyclic influences in the network. An algorithmic framework for the computation of hierarchical clusters generated by reciprocal and nonreciprocal clustering as well as the grafting, convex combination and semireciprocal families is presented via matrix operations in a dioid algebra. Finally, the introduced clustering methods and algorithms are exemplified through their application to a network describing the interrelation between sectors of the United States (U.S.) economy.
the determination of hierarchical [5] , [6] and non-hierarchical clusters in finite metric (thus symmetric) spaces -see, e.g., [7] . Even in the case of asymmetric networks [8] , where the distance or dissimilarity from a node x to another node x need not coincide with the dissimilarity from x to x, multiple methods have been developed to extend the notion of clustering into this less intuitive domain [9] [10] [11] [12] [13] [14] . Although not as developed as its practice [15] , the theoretical framework for clustering has been developed over the last decade for non-hierarchical [16] [17] [18] [19] [20] [21] [22] and hierarchical clustering [23] [24] [25] [26] . Of special interest to us is this last direction where it has been shown in [23] that single linkage [6, Ch. 4 ] is the unique hierarchical clustering method for finite metric spaces that satisfies three reasonable axiomatic statements.
The output of a hierarchical clustering method is called a dendrogram, which can be understood as a nested collection of partitions indexed by a non-negative resolution parameter. Intuitively, at a resolution equal to zero, every node in the network is deemed as a singleton cluster whereas for a large enough resolution the whole network is seen as one large cluster. For intermediate resolutions, we have a successive agglomeration of the nodes into coarser and coarser clusters. Regarding hierarchical clustering of asymmetric networks, our work in [24] introduces the axioms of value -in a network with two nodes, the nodes cluster together at resolutions larger than the dissimilarities in both directions -and transformation -reducing some pairwise dissimilarities and increasing none cannot increase the resolution at which clusters form -as reasonable behaviors that we should expect to see in clustering methods. Although weak in appearance, these axioms lead to the stringent result that all methods that abide by them -denominated admissible methods -must lie between two particular clustering methods in a well-defined sense. The first method, reciprocal clustering, requires clusters to form through edges exhibiting low dissimilarity in both directions whereas the second method, nonreciprocal clustering, allows clusters to form through cycles of small dissimilarity. When restricted to symmetric networks, reciprocal and nonreciprocal clustering yield equivalent outputs, which coincide with the output of single linkage.
The difference between reciprocal and nonreciprocal clustering for general asymmetric networks allows the existence of intermediate admissible methods. Hence, the contribution of this paper is twofold. First, we characterize intermediate clustering methods and study their properties. Second, we propose an algorithmic framework based on an alternative matrix dioid 2373-776X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
algebra to implement the intermediate methods introduced as well as reciprocal and nonreciprocal clustering. From an application-driven perspective, our motivation is to show that if one is interested in selecting a clustering method and considers the axioms of value and transformation to be reasonable properties, then one is not constrained to a binary choice between reciprocal and nonreciprocal clustering but rather there is a wide gamut of possible methods.
In Section III we unveil three families of intermediate clustering methods. The grafting methods consist of attaching the clustering output structures of the reciprocal and nonreciprocal methods in a way such that admissibility is guaranteed (Section III-A). We further present a construction that can be regarded as a convex combination in the space of clustering methods. This operation is shown to preserve admissibility therefore giving rise to a second family of admissible methods (Section III-B). A third family of admissible clustering methods is defined in the form of semi-reciprocal methods that allow the formation of cyclic influences in a more restrictive sense than nonreciprocal clustering but more permissive than reciprocal clustering (Section III-C).
In Section IV, we develop algorithms to compute the dendrograms associated with the methods introduced throughout the paper. The determination of algorithms for all of the methods introduced is given by the computation of matrix powers in a min-max dioid algebra [27] . In this algebra we operate in the field of positive reals and define the addition operation between two scalars to be their minimum and the product operation of two scalars to be their maximum. From this definition it follows that the (i, j)-th entry of the l-th dioid power of a matrix of network dissimilarities represents the minimax cost of a chain linking node i to node j with at most l edges. Since reciprocal and nonreciprocal clustering require the determination of chains of minimax cost, their implementation can be framed in terms of dioid matrix powers. Similarly, other clustering methods introduced in this paper can be interpreted as minimax chain costs of a previously modified matrix of dissimilarities. Dioid matrices provide a unified framework to represent all the methods studied in Section III and to uncover the existence of additional admissible clustering methods.
Clustering methods are exemplified through their application to a real-world network representing the interactions between economic sectors of the U.S. economy (Section V). The purpose of this application is to understand which information can be extracted by performing hierarchical clustering analyses based on the different methods proposed. While the bidirectional influence required for cluster formation in reciprocal clustering might be too restrictive, nonreciprocal clustering propagates influence through arbitrarily large cycles, a feature which might be undesirable in practice. We illustrate how intermediate behaviors can be obtained by implementing the clustering methods here developed. Concluding remarks in Section VI close the paper.
II. PRELIMINARIES
We define a network N = (X, A X ) as a set of n points or nodes X jointly specified with a real-valued dissimilarity function A X : X × X → R + . Dissimilarities A X (x, x ) from x to x are non-negative, and null if and only if x = x , but may not satisfy the triangle inequality and may be asymmetric, i.e. A X (x, x ) = A X (x , x) for some x, x ∈ X. The values A X (x, x ) can be grouped in a matrix which, as it does not lead to confusion, we also denote by A X ∈ R n ×n . A hierarchical clustering of the network N = (X, A X ) is a dendrogram D X which by definition is a nested set of partitions D X (δ) indexed by the resolution parameter δ ≥ 0. Partitions in D X are such that for δ = 0 each point x is in a separate cluster, i.e., D X (0) = {x}, x ∈ X , and for some sufficiently coarse resolution δ 0 all nodes are in the same cluster, i.e., D X (δ 0 ) = X . The requirement of nested partitions means that if x and x are in the same cluster at resolution δ they stay co-clustered for all larger resolutions δ > δ. From these requirements it follows that dendrograms can be represented as trees [23] ; see, e.g., Fig. 6(a) . When x and x are co-clustered at resolution δ in D X we say that they are equivalent at that resolution and write
An ultrametric u X : X × X → R + on the set X is a function that satisfies the symmetry u X (x, x ) = u X (x , x) and identity u X (x, x ) = 0 ⇐⇒ x = x properties as well as the strong triangle inequality
for all x, x , x ∈ X. For a given dendrogram D X consider the minimum resolution δ at which x and x are clustered together and define
It can be shown that the function u X in (2) satisfies (1). Conversely, given an ultrametric u X , one can define a collection of equivalence relations ∼ δ indexed by δ ≥ 0 as x ∼ δ x if and only if u X (x, x ) ≤ δ. It can also be shown that the collection of partitions D X (δ) associated to the equivalence relations ∼ δ constitutes a valid dendrogram, thus proving an equivalence between dendrograms and finite ultrametrics [23, Theorem 9] . While dendrograms are useful graphical representations, ultrametrics are more convenient to present the results contained in this paper.
In the description of hierarchical clustering methods the concepts of chain and chain cost are important. Given a network (X, A X ) and x, x ∈ X, a chain from x to x is any ordered sequence of nodes [x = x 0 , . . . , x l−1 , x l = x ] starting at x and finishing at x . We use the notation C(x, x ) to denote one such chain. We define the cost of a chain as the maximum dissimilarity encountered when traversing its links in order. Thus, the directed minimum chain costũ * X (x, x ) between x and x is then defined as the minimum cost among all chains connecting x to x ,ũ * X (x, x ) := min
We further define a loop as a chain of the form C(x, x) for some x ∈ X such that C(x, x) contains at least one node other than x. Furthermore, we define the minimum loop cost mlc(X, A X ) of a network (X, A X ) as the minimum across all possible loops of each individual loop cost,
where C(x, x) contains at least one node different from x. A hierarchical clustering method is a map H : N → D from the set of networks N to the set of dendrograms D, or, equivalently, a map H : N → U mapping each network N into the set U of networks with ultrametrics as dissimilarity functions, i.e., H(N ) = (X, u X ). Our goal is to find methods H that satisfy the following intuitive restrictions:
(A2) Axiom of Transformation. Given networks N X = (X, A X ) and N Y = (Y, A Y ) and a dissimilarity reducing map φ :
We say that node x is able to influence node x at resolution δ if the dissimilarity from x to x is not greater than δ. Notice that the interpretation of the influence relation depends on the meaning encoded in the dissimilarities. E.g., if the dissimilarities represent some measure of distrust in a social network, then the meaning of the influence relation is closer to our usual understanding of influence whereas in the economic example in Section V, influence is more related with dependence in the productive process. In two-node networks, our intuition dictates that a cluster is formed if nodes p and q are able to influence each other 1 . Thus, axiom (A1) states that in a network with two nodes, the dendrogram D X has them merging at the maximum value of the two dissimilarities between them. Axiom (A2) captures the intuition that if a network is transformed such that some nodes become more similar but no pair of nodes increases its dissimilarity, then the transformed network should cluster at lower resolutions than the original one. Formally, (A2) states that a contraction of the dissimilarity function A X entails a contraction of the associated ultrametric u X . Notice, however, that map φ in (A2) need not be neither surjective nor injective. A hierarchical clustering method H is admissible if it satisfies axioms (A1) and (A2). Two admissible methods of interest are reciprocal and nonreciprocal clustering. The reciprocal clustering method H R with output (X, u
is the one for which the ultrametric u R X (x, x ) between points x and x is given by
is illustrated in Fig. 1 . Intuitively, we search for chains C(x, x ) linking nodes x and x . For a given chain we walk from x to x and for every link, connecting say x i with x i+1 , we determine the maximum dissimilarity in both directions, i.e. the value ofĀ X (x i , x i+1 ). We then determine the maximum across all the links in the chain. The reciprocal ultrametric u R X (x, x ) between x and x is the minimum of this value across all possible chains.
Reciprocal clustering joins x to x by going back and forth at maximum cost δ through the same chain. Nonreciprocal clustering H NR permits different chains and is defined as the maximum of the two minimum directed costs [cf. (3) ] from x to x and
Definition (8) is illustrated in Fig. 2 . We consider forward chains C(x, x ) going from x to x and backward chains C(x , x) going from x to x. We then determine the respective maximum dissimilarities and search independently for the best forward and backward chains that minimize these maximum dissimilarities. The nonreciprocal ultrametric u NR X (x, x ) is the maximum of these two minimum values. Observe that since reciprocal chains are particular cases of nonreciprocal chains we must have u
Reciprocal and nonreciprocal clustering are of importance because they bound the range of ultrametrics generated by any other admissible method H in the sense stated next.
Theorem 1 ([24] , [28] ): Consider an arbitrary network N = (X, A X ) and let u R X and u NR X be the associated reciprocal and nonreciprocal ultrametrics as defined in (7) and (8) . Then, for any admissible method H the output ultrametric (X, u X ) = H(X, A X ) is such that for all pairs x, x ,
In particular, u We present three types of intermediate clustering methods: grafting, convex combinations, and semi-reciprocal clustering. A summary of these methods along with their algebraic description introduced in Section IV is presented in Table I .
A. Grafting
A family of admissible methods can be constructed by grafting branches of the nonreciprocal dendrogram into corresponding branches of the reciprocal dendrogram. To be precise, consider a given positive constant β > 0. For any given network N = (X, A X ) compute the reciprocal and nonreciprocal dendrograms and cut all branches of the reciprocal dendrogram at resolution β. For each of these branches define the corresponding branch in the nonreciprocal tree as the one whose leaves are the same. Replacing the previously cut branches of the reciprocal tree by the corresponding branches of the nonreciprocal tree yields the H R/NR (β) method. Grafting is equivalent to providing the following piecewise definition of the output ultrametric
For pairs x, x ∈ X having large reciprocal ultrametric value we keep this value, whereas for pairs with small reciprocal ultrametric value, we replace it by the nonreciprocal one.
To prove admissibility, we need to show that (10) defines an ultrametric and that the method H R/NR (β) satisfies axioms (A1) and (A2). This is asserted in the following proposition. 
for all x, x ∈ X, it satisfies Theorem 1 as it should be the case for any admissible method.
An example implementation of H R/NR (β = 4) for a particular network is illustrated in Fig. 3 . The nonreciprocal ultrametric (8) is u NR X (x, x ) = 1 for all x = x due to the outmost clockwise loop visiting all nodes at cost 1. Thus, every Fig. 3 (bottom) which we interpret as cutting branches from H R at resolution β = 4 that we replace by the corresponding branches of H NR . More specifically, the blue and red branches in H R are replaced by the corresponding blue and red branches in H NR to obtain the dendrogram corresponding to H R/NR . In the method H R/NR (β) we use the reciprocal ultrametric as a decision variable in the piecewise definition (10) and use nonreciprocal ultrametrics for nodes having small reciprocal ultrametrics. There are three other possible grafting combinations
and H NR/NR (β) depending on which ultrametric is used as decision variable to swap branches and which of the two ultrametrics is used for nodes having small values of the decision ultrametric. E.g., in H R/R (β), we use reciprocal ultrametrics as decision variables and as the choice for small values of reciprocal ultrametrics,
However, the method H R/R (β) is not valid because for some net-
is not an ultrametric as it violates the strong triangle inequality in (1) . As a counterexample consider again the network in Fig. 3 . Applying the definition in (11) we
) violating the strong triangle inequality. Analogously, H NR/NR (β) and H NR/R (β) can also be shown to be invalid clustering methods.
A second valid grafting alternative can be obtained as a modification of H R/R (β) in which reciprocal ultrametrics are kept for pairs having small reciprocal ultrametrics, nonreciprocal ultrametrics are used for pairs having large reciprocal ultrametrics, but whenever a nonreciprocal ultrametric is smaller than β, this value is used instead. Denoting the method by H R/R m a x (β) the output ultrametrics are thereby given as 
which immediately implies fulfillment of (A1). Also, as done for Proposition 1, the strong triangle inequality and the fulfillment of (A2) can be shown by dividing the proofs into the two cases u
Intuitively, the grafting combination H R/NR (β) allows nonreciprocal propagation of influence for resolutions smaller than β while requiring reciprocal propagation for higher resolutions. This is of interest if we want tight clusters of small dissimilarity to be formed through loops of influence while looser clusters of higher dissimilarity are required to form through links of bidirectional influence. Conversely, the clustering method H R/R m a x (β) requires reciprocal influence within tight clusters of resolution smaller than β but allows nonreciprocal influence in clusters of higher resolutions. This latter behavior is desirable in, e.g., trust propagation in social interactions, where we want tight clusters to be formed through links of mutual trust but allow looser clusters to be formed through unidirectional trust loops.
B. Convex Combinations
A different family of intermediate admissible methods can be constructed by performing a convex combination of methods known to satisfy axioms (A1) and (A2). Indeed, consider two admissible clustering methods H 1 and H 2 and a given parameter 
Although A 12 X (θ) is a well-defined dissimilarity function, it is not an ultrametric in general because it may violate the strong triangle inequality. Nevertheless, we can recover the ultrametric structure by applying any admissible clustering method H to the symmetric network N (15) for all x, x ∈ X and A 12 X (θ) as given in (14) . We show that (15) (15) all possible chains joining p and q must contain these two nodes as consecutive elements, we have that
for all θ, satisfying axiom (A1 
By multiplying the left inequality by θ and the right one by (1 − θ), and adding both inequalities we obtain [cf. (14) ]
for all 0 ≤ θ ≤ 1. This implies that the map φ is also dissimilarity reducing between the networks (X, A 12 X (θ)) and (Y, A 12 Y (θ)). Combining this with the fact that we apply an admissible method (single linkage) to the previous networks to obtain the ultrametric outputs, it follows that
for all θ, showing that axiom (A2) is satisfied by the convex combination method. The construction in (15) can be generalized to produce intermediate clustering methods generated by convex combinations of any number (i.e. not necessarily two) of admissible methods. These convex combinations can be seen to satisfy axioms (A1) and (A2) through recursive applications of Proposition 3.
Remark 2: Since (15) is equivalent to single linkage applied to the symmetric network N 12 θ , it follows [18] , [23] that u 12 X (θ) is the largest ultrametric bounded above by A 12 X (θ), i.e., the largest ultrametric for which u
We can then think of (15) 
C. Semi-reciprocal
In reciprocal clustering we require influence to propagate through bidirectional chains; see Fig. 1 . We could reinterpret bidirectional propagation as allowing loops of node-length two in both directions. E.g., the bidirectional chain between x and x 1 in Fig. 1 can be interpreted as a loop between x and x 1 composed by two chains [x, x 1 ] and [x 1 , x] of node-length two. Semi-reciprocal clustering is a generalization of this concept where loops consisting of at most t nodes in each direction are allowed. Given t ∈ N such that t ≥ 2, we use the notation
is a chain starting at x and finishing at x with at most t nodes. We reserve the notation C(x, x ) to represent a chain from x to x where no maximum is imposed on the number of nodes. Given an arbitrary network N = (X, A X ), define as A SR(t) X (x, x ) the minimum cost incurred when traveling from node x to node x using a chain of at most t nodes. I.e.,
We define the family of semi-reciprocal clustering methods H SR(t) with output (X, u
for which the ultrametric u
where the functionĀ Fig. 4 . Between consecutive nodes x i and x i+1 of the main chain, we build loops consisting of secondary chains in each direction, represented in Fig. 4 by [x i , y 
, the maximum allowed length of secondary chains is equal to t nodes, i.e., k i , k i ≤ t − 2 for all i. In particular, for t = 2 we recover the reciprocal chain; see Fig. 1 . , the maximum allowed node-length of secondary chains is t.
We can reinterpret (21) as the application of reciprocal clustering [cf. (7)] to a network with dissimilarities A SR(t) X as in (20), i.e., a network with dissimilarities given by the optimal choice of secondary chains. Semi-reciprocal clustering methods are valid and satisfy axioms (A1)-(A2) as shown in the following proposition. (20) ] since the only chain of length two joining x and x is [x, x ]. Hence, for t = 2, (21) reduces to
which is the definition of the reciprocal ultrametric [cf. (7)]. Nonreciprocal ultrametrics can be obtained as u
X for any parameter t exceeding the number of nodes in the network analyzed. To see this, notice that minimizing over C(x, x ) is equivalent to minimizing over C t (x, x ) for all t ≥ n, since we are looking for minimizing chains in a network with nonnegative dissimilarities. Therefore, visiting the same node twice is not an optimal choice. This implies that C n (x, x ) contains all possible minimizing chains between x and x . I.e., all chains of interest have at most n nodes. Hence, by inspecting (20) , A
] for all t ≥ n. Furthermore, when t ≥ n, the best main chain that can be picked is formed only by nodes x and x because, in this way, no additional meeting point is enforced between the chains going from x to x and vice versa. As a consequence, definition (21) reduces to
for all x, x ∈ X and for all t ≥ n. The right hand side of (24) is the definition of the nonreciprocal ultrametric [cf. (8)]. For the network in Fig. 5 , we compute the semi-reciprocal ultrametrics between x and x for different values of t. The edges which are not delineated are assigned dissimilarity values greater than 4. Since the only bidirectional chain between 6 , x] joining consecutive nodes in the main chain in both directions. The maximum cost among all dissimilarities in this path is A X (x 1 , x 3 ) = 3. Hence, u
The minimizing chain for t = 4 is similar to the minimizing one for t = 3 but replacing the secondary chain [x,
. In this way, we obtain u
Remark 3: Intuitively, when propagating influence through a network, reciprocal clustering requires bidirectional influence whereas nonreciprocal clustering allows arbitrarily large unidirectional cycles. In many applications, such as trust propagation in social networks, it is reasonable to look for an intermediate situation where influence can propagate through cycles but of limited length. Semi-reciprocal ultrametrics represent this intermediate situation where the parameter t represents the maximum length of chains through which influence can propagate in a nonreciprocal manner.
Remark 4: Although a wide variety of admissible methods were introduced in this section, Theorem 1 forces all of them to coincide with single linkage when the input network is symmetric. This implies that natural extensions of other clustering methods -such as complete or Ward's linkage [6] -to asymmetric networks will not be admissible. Notice that this is not a declaration of the practical validity of these alternative methods but rather a clear-cut classification that can be useful for the practitioner. More precisely, if the proposed axioms are reasonable properties for the practitioner, then admissible methods must be chosen whereas if a non-admissible method is used then at least one of the axioms will be violated.
IV. DIOID MATRIX REPRESENTATIONS
Recall that, for convenience, we can interpret the dissimilarity function A X as an n × n matrix and, similarly, u X can be regarded as a matrix of ultrametrics. By (7), reciprocal clustering searches for chains that minimize their maximum dissimilarity in the symmetric matrixĀ X := max(A X , A T X ), where the max is applied element-wise. This is equivalent to finding chains inĀ X that have minimum cost in a ∞ sense. Likewise, nonreciprocal clustering searches for directed chains of minimum cost in A X to construct the matrixũ * X [cf. (3) ] and selects the maximum of the directed costs by performing the operation u
. These operations can be performed algorithmically using matrix powers in the dioid algebra A := (R + ∪ {+∞}, min, max) [27] . In A, the regular sum is replaced by the minimization operator and the regular product by maximization. Indeed, using ⊕ and ⊗ to denote sum and product, respectively, on this dioid algebra we have a ⊕ b := min(a, b) and a ⊗ b := max(a, b) for all a, b ∈ R + ∪ {+∞}. In the algebra A, the matrix product A ⊗ B of two real valued matrices of compatible sizes is therefore given by the matrix with entries
with A 1 X := A X of a dissimilarity matrix are related to ultrametric matrices u X . We delve into this relationship in the next section.
A. Dioid Powers and Ultrametrics
Notice that the elements of the dioid power u 2 X of a given ultrametric matrix u X are given by
Since u X satisfies the strong triangle inequality we have that 
Furthermore, a matrix having the property in (27) is such that
which is just a restatement of the strong triangle inequality. Therefore, a non-negative matrix u X represents a finite ultrametric if and only if (27) is true, has null diagonal elements and positive off-diagonal elements, and is symmetric, u X = u T X . From definition (25) it follows that the l-th dioid power A l X is such that its entry [A l X ] ij represents the minimum cost of a chain from node i to j containing at most l hops. We then expect dioid powers to play a key role in the construction of ultrametrics.
The quasi-inverse of a matrix in a dioid algebra is a useful concept that simplifies the proofs within this section. In any dioid algebra we call quasi-inverse of A, denoted by A † , to the limit, when it exists, of the sequence of matrices [27, Ch.4, Def.
3.1.2]
where I has zeros in the diagonal and +∞ in the off-diagonal elements. The utility of the quasi-inverse resides in the fact that, given a dissimilarity matrix A X , then [27, Ch. 6, Sec. 6.1]
I.e., the elements of the quasi-inverse A † X correspond to the directed minimum chain costsũ * X of the associated network (X, A X ) as defined in (3).
B. Algorithms for Admissible Clustering Methods
The reciprocal and nonreciprocal ultrametrics can be obtained via simple dioid matrix operations, as stated next.
Theorem 2: For any network N = (X, A X ) with n nodes the reciprocal ultrametric u R X defined in (7) can be computed as
where the matrix operations are in the dioid algebra A. Similarly, the nonreciprocal ultrametric u NR X defined in (8) can be computed as
Proof: By comparing (29) with (3), we can see that A † X = u * X from where it follows [cf. (8) ]
Similarly, if we consider the quasi-inverse of the symmetrized matrixĀ X := max(A X , A T X ), expression (29) becomes
From comparing (33) and (7) it is immediate that
If we show that A † X = A n −1 X , then (34) and (32) imply equations (30) and (31) respectively, completing the proof.
Notice that in A, the min or ⊕ operation is idempotent, i.e. a ⊕ a = a for all a. In this case, it can be shown that [27, Ch. 4, Prop. 3.1.1]
for all k ≥ 1. Recalling that I has zeros in the diagonal and +∞ in the off-diagonal elements, it is immediate that I ⊕ A X = A X . Consequently, (35) becomes
Taking the limit to infinity in both sides of equality (36) and invoking the definition of the quasi-inverse in (28), we obtain For the reciprocal ultrametric we symmetrize dissimilarities with a maximization operation and take the (n − 1)-th power of the resulting matrix on the dioid algebra A. For the nonreciprocal ultrametric we revert the order of these two operations. We first consider matrix powers A n −1 X and A T X n −1 of the dissimilarity matrix and its transpose which we then symmetrize with a maximization operator. Besides emphasizing the extremal nature (cf. Theorem 1) of reciprocal and nonreciprocal clustering, Theorem 2 suggests the existence of intermediate methods in which we raise dissimilarity matrices A X and A T X to some power, perform a symmetrization, and then continue applying matrix powers. These procedures yield methods that are not only valid but coincide with the family of semi-reciprocal ultrametrics introduced in Section III-C, as the following proposition asserts.
Proposition 5: For any network N = (X, A X ) with n nodes the t-th semi-reciprocal ultrametric u SR(t) X in (21) for every natural t ≥ 2 can be computed as
where the matrix operations are in the dioid algebra A. Proof: By comparison with (30) , in (38) we in fact compute reciprocal clustering on the network (X, A t−1 X ). Furthermore, from the definition of matrix multiplication (25) 
It is just a matter of notation, when comparing (39) and (20) to see that A t−1
. Since semi-reciprocal clustering is equivalent to applying reciprocal clustering to network (X, A SR(t) X ) [cf. (21) and (7) (21) . Applying the (n − 1)-th dioid power to this new matrix is equivalent to looking for minimizing chains in the network with costs given by the secondary chains. Thus, the outermost dioid power computes the costs of the optimal main chains that achieve the ultrametric values in (21) .
Observe that we recover (30) by making t = 2 in (38) and that we recover (31) when t = n. For this latter case note that when t = n in (38), comparison with (31) shows that
However, since u NR X is an ultrametric it is idempotent in the dioid algebra [cf. (27) ] and the outermost dioid power in (38) is moot. This recovery is consistent with the observations in (23) and (24) Grafting (R/NR) (10) Piece-wise definition u as well as the reciprocal method since H R ≡ H 1,1 as it follows from comparison of (40) with (38) and (30), respectively. We also have that H NR (N ) = H n −1,n−1 (N ) for all networks N = (X, A X ) such that |X| ≤ n. This follows from the comparison of (40) with (31) and the idempotency of u 
where • denotes the Hadamard matrix product and I{·} is an element-wise indicator function.
In symmetric networks, Theorem 1 states that any admissible method must output an ultrametric equal to the single linkage ultrametric, that we can denote by u SL X . Thus, all algorithms in this section yield the same output u SL X when restricted to symmetric matrices A X . Considering, e.g., the algorithm for the reciprocal ultrametric in (30) and noting that for a symmetric network A X = max(A X , A T X ) we conclude that single linkage can be computed as
Observe that, from an algebraic perspective, single linkage hierarchical clustering is closely related to two classical graphtheoretical problems. Indeed, if one considers the alternative dioid
can be shown to solve the all pairs shortest paths problem, where element (i, j) of the resulting matrix contains the length of the shortest path going from node i to node j [29] , [30] . Similarly, when considering the dioid A 2 := (R + ∪ {+∞}, max, min), (42) solves the all pairs bottleneck paths problem, where paths of maximum capacity between every pair of nodes are found [31] . It follows from the above discussion that the dioid framework here introduced is versatile in the sense that different problems can be formulated in these terms but, at the same time, specific features of the dioid A are not being leveraged in the design of the algorithm; see Remark 5. Algorithms for the convex combination family in Section III-B involve computing dioid algebra powers of a convex combination of ultrametric matrices. Given two admissible methods H 1 and H 2 with outputs (X, u
, and θ ∈ [0, 1], the ultrametric in (15) corresponding to the method H 12 θ can be computed as
The operation θ u
X is just the regular convex combination in (14) and the dioid power in (43) implements the single linkage operation in (15) as it follows from (42).
Before illustrating the implementation of the described methods, a summary of these is presented in Table I .
Remark 5: It follows from (30) , (31), (38), (40), (41), and (43) that all methods presented in this paper can be computed in a number of operations of order O(n 4 ) which coincides with the time it takes to compute n matrix products of matrices of size n × n. This complexity can be reduced to O(n 3 log n) by noting that the dioid matrix power A n can be computed via the sequence A, A 2 , A 4 , . . . which requires O(log n) matrix products at a cost of O(n 3 ) each. Notice however that the algebraic framework here presented is valid for any dioid algebra and does not leverage the specific min-max structure in A. One can exploit the structure of A and resort to sub cubic dioid matrix multiplication algorithms similar to those in [31] , [32] that have complexity O(n 2.688 ), reducing the total complexity to O(n 2.688 log n). It should be noted that there exist related algorithms that depart from the dioid framework here presented that attain lower complexity in some cases. For the case of reciprocal clustering, complexity of order O(n 2 ) can be achieved by leveraging an equivalence between single linkage and a minimum spanning tree problem [33] , [34] . For the case of nonreciprocal clustering, Tarjan's method [12] can be implemented to reduce complexity to O(n 2 log n). Further scalability analysis of the methods here presented is left as a future research avenue.
V. NUMERICAL RESULTS
The U.S. Department of Commerce publishes a yearly table of input and outputs organized by economic sectors 2 . We focus on a particular section of this table, called uses, that corresponds to the inputs to production for year 2011. More precisely, we are given a set I of 61 industrial sectors as defined by the North American Industry Classification System and a similarity function U : I ×I → R + where U (i, i ) represents how much of the production of sector i, expressed in dollars, is used as an input of sector i . Based on this, we define the network N I = (I, A I ) where the dissimilarity function A I satisfies A I (i, i) = 0 for all i ∈ I and, for i = i ∈ I, is given by
The normalized similarityŨ (i, i ) := U (i, i )/ j U (j, i ) in (44) can be interpreted as the proportion of the input in dollars to productive sector i that comes from sector i. In this way, we focus on the combination of inputs of a sector rather than the size of the economic sector itself. That is, a small dissimilarity A I (i, i ) from sector i to sector i implies that sector i highly relies on the output of sector i as input for its own production. Network N I is markedly asymmetric, hence, well-suited for illustrating the clustering methods here developed. Indeed, if one decomposes the asymmetric matrixŨ into the following symmetric and skew-symmetric components, U = (Ũ +Ũ T )/2 + (Ũ −Ũ T )/2, then the relative norm of the skew-symmetric component is (Ũ −Ũ T )/2 F / Ũ F = 0.658, where · F stands for the matrix Frobenius norm.
Reciprocal clustering: The outcome of applying the reciprocal clustering method H R defined in (7) to the network N I is computed with the formula in (30) . A partial view of the resulting dendrogram is shown in Fig. 6(a) where two clusters appearing at resolutions δ R 1 = 0.959 and δ R 2 = 0.969 are highlighted in blue and red, respectively. We also depict in Fig. 6(b) 2 Available at http://www.bea.gov/industry/io_annual.htm the nodes in the blue cluster with edges representing bidirectional influence between industrial sectors at the corresponding resolution. That is, a double arrow is drawn between two nodes if and only if the dissimilarity between these nodes in both directions is less than or equal to δ R 1 . In particular, it shows the bidirectional chains of minimum cost between two nodes. E.g., the bidirectional chain of minimum cost from the sector 'Rental and leasing services of intangible assets' (RL) to 'Computer and electronic products' (CE) goes through 'Management of companies and enterprises' (MC).
It follows from (7) that the reciprocal clustering method H R tends to cluster sectors of balanced influence in both directions. E.g., the first two sectors to be merged by H R are 'Administrative and support services' (AS) and 'Miscellaneous professional, scientific and technical services' (MP) at resolution δ = 0.887. This occurs because 13.2% of the input of AS comes from MP -corresponding to A I (MP, AS) = 0.868 -and 11.3% of MP's input comes from AS, both influences being similar in magnitude. It is reasonable that these two sectors hire services from each other in order to better deliver their own services. This balanced behavior is more frequent among service sectors than between raw material extraction (primary) or manufacturing (secondary) sectors. Indeed, the blue cluster in Fig. 6(b) is mainly composed of services.
Requiring direct bidirectional influence generates some clusters which are counter-intuitive. E.g., at resolution δ = 0.971 when the blue and red clusters merge together we have that the 'Oil and gas extraction' sector (OG) in the red cluster joins, e.g., the insurance sector IC in the blue cluster. However, OG does not merge with 'Petroleum and coal products' (PC), a sector that one would expect to be more closely related, until resolution δ = 0.975. In order to avoid this situation, we may allow nonreciprocal influence as we do next. Nonreciprocal clustering: The outcome of applying the nonreciprocal clustering method H NR defined in (8) to N I is computed via (31) and is partially depicted in Fig. 7(a) . Let us first observe that the nonreciprocal ultrametrics (merging resolutions) in Fig. 7(a) are not larger than the reciprocal ultrametrics in Fig. 6(a) , as it should be the case given the inequality in (9) . As a test case we have that the 'Mining, except oil and gas' (MI) and the 'Utilities' (UT) sectors become part of the same cluster in the reciprocal dendrogram at a resolution δ = 0.943 whereas they merge in the nonreciprocal dendrogram at resolution δ = 0.912 < 0.943.
A more interesting observation is that the nonreciprocal dendrogram is qualitatively very different from the reciprocal dendrogram. In the reciprocal dendrogram we tended to see the formation of definite clusters that then merged into larger clusters at coarser resolutions. In the nonreciprocal dendrogram, in contrast, we see the progressive agglutination of economic sectors into a central cluster. Indeed, the first non-singleton cluster to arise is formed at resolution δ = 0.885 by the sectors of oil and gas extraction OG, petroleum and coal products PC, and 'Construction' (CO). In Fig. 7(b) we see that this cluster forms due to the influence cycle [OG, PC, CO, OG]. Of all the economic input to PC, 82.6% comes from the OG sector -which is represented by the dissimilarity A I (OG, PC) = 0.174 -in the form of raw material for its productive processes of which oil refining is the dominant one. In the input to CO a total of 11.5% comes from PC as fuel and lubricating oil for heavy machinery as well as asphalt coating, and 12.3% of OG's input comes from CO mainly from engineering projects to enable extraction such as perforation and the construction of pipelines and their maintenance.
Nonreciprocal clustering H NR merges the oil and gas OG and petroleum products PC sectors at resolution δ = 0.885 before they merge with the insurance sector IC at resolution δ = 0.923. By contrast, as has been already stated, H R merges OG with IC before their common joining with PC. However, the preponderance of cyclic influences in the network of economic interactions N I leads to the formation of clusters that look more like artifacts than fundamental features. E.g., the cluster that forms at resolution δ = 0.887 has AS and MP joining the three-node cluster CO-PC-OG because of an influence cycle of five nodes. It is thus apparent that allowing clusters to be formed by arbitrarily long cycles might overlook important bidirectional influences between co-clustered nodes. If we wanted a clustering method which at resolution δ = 0.887 would cluster the nodes PC, CO, and OG into one cluster and AS and MP into another cluster, we should allow influence to propagate through cycles of at most three or four nodes. Semi-reciprocal methods H SR(t) permit this degree of flexibility as we exemplify next.
Semi-reciprocal clustering: The outcome of applying the semi-reciprocal clustering method H SR(3) defined in Section III-C to N I is computed with the formula in (38). A partial view of the resulting dendrogram is shown in Fig. 8(a) . Two clusters generated at resolutions δ SR 1 = 0.909 and δ SR 2 = 0.917 are highlighted in red and blue, respectively. These clusters are depicted in Fig. 8(b) with directed edges between the nodes representing dissimilarities less than or equal to the corresponding resolution. E.g., for the cluster generated at resolution δ Fig. 8(a) with the reciprocal and nonreciprocal dendrograms in Figs. 6(a) and 7(a), we observe that semireciprocal clustering merges any pair of sectors at a resolution not higher than the resolution at which they are co-clustered by reciprocal clustering and not lower than the one at which they are co-clustered by nonreciprocal clustering. E.g., the financial sectors FR and SC become part of the same cluster at resolu- The clustering method H SR(3) allows reasonable cyclic influences and is insensitive to intricate influences described by long cycles. Indeed, as can be seen from Fig. 8(a) , H SR (3) recognizes the heavy industry cluster OG-PC-CO since these three sectors are the first to merge at resolution δ = 0.885. However, the service sectors MP and AS form a cluster of their own before merging with the heavy industry cluster. To be more precise, MP and AS merge at resolution δ = 0.887 due to the bidirectional influence between them. When we increase the resolution, at δ SR 2 = 0.917 the 'Rental and leasing services' (RL) sector acts as an intermediary merging the OG-PC-CO cluster with the MP-AS cluster forming the blue cluster in Fig. 8(b) . The cycle containing RL with secondary chains of length at most 3 nodes is [RL, OG, PC, AS, RL]. The sector RL uses administrative and support services from AS to provide their own leasing services, and leasing is a common practice in the OG sector. Thus, we obtain the influences depicted in the blue cluster. At resolution δ SR 1 = 0.909 the credit intermediation sector FR, the investment sector SC and the real estate sector RA form a three-node cluster given by the influence cycle [RA, SC, FR, RA] and depicted in red in Fig. 8(b) . Notice that in the nonreciprocal dendrogram in Fig. 7(a) , these three sectors join the main blue cluster separately due to the formation of intricate influence loops. The semi-reciprocal method, by not allowing the formation of long loops, distinguishes the more reasonable cluster formed by FR-RA-SC.
Given that H SR(2) ≡ H R and H SR(t) ≡ H NR for large enough t, it is interesting to see how the output of H SR(t) varies with increasing t. In Fig. 11(a) we plot the relative difference with the nonreciprocal ultrametric, i.e., u
as a function of t. Given that u
SR(2) I
= u R I , the initial relative difference is equal to 1. More importantly, the fact that for this dataset u
SR(5) I
= u NR I implies that no optimal nonreciprocal chain contains loops with more than 8 nodes, i.e., the concatena- tion of two secondary chains of length t = 5 nodes each. Moreover, notice that the relative difference attained by H SR (3) is already smaller than 0.4, implying that more than half of the discrepancy between the reciprocal and nonreciprocal outputs can be explained by the existence of relatively short influence loops.
Grafting: A partial view of the dendrogram obtained from applying the grafting clustering method H R/NR (β) for β = 0.96 to N I -computed via (41) -is depicted in Fig. 9 . Notice that the main differences between the dendrogram here shown and the reciprocal one in Fig. 6 are concentrated in the blue clusters highlighted in both figures. To be more precise, given that the blue reciprocal cluster forms at resolution δ R 1 = 0.959 < β, in constructing the grafted dendrogram we cut this branch from the reciprocal one and replace it by the corresponding branch in the nonreciprocal dendrogram. Notice however that a cluster containing exactly the same sectors as the blue cluster does not exist in the nonreciprocal dendrogram [cf. Fig. 7(a) ]. Nonetheless, what occurs is that the grafted dendrogram sees any two sectors in the blue cluster -e.g. AS and RL -merging at the resolution that they would have merged in the nonreciprocal dendrogram. This occurs irrespectively of the fact that in the nonreciprocal dendrogram the loop merging these two sectors might also contain other sectors -e.g. OG -outside the blue cluster under consideration. Putting it differently, for sectors that achieve certain level of reciprocal influence, the grafting method allows clusters to form via nonreciprocal influence.
As explained for semi-reciprocal clustering, in Fig. 11(b) we illustrate the relative difference between u R/NR I (β) and u NR as a function of β. Given that the dissimilarities A I in (44) are upper bounded by 1, the equality u R/NR I (1) = u NR is attained. Also notice that even for β = 0.97 the grafting outcome is very similar to the reciprocal one, which is not surprising since most of the reciprocal mergings (those not shown in the partial view in Fig. 6 ) occur for resolutions larger δ = 0.97.
Convex combinations: The output obtained from H 12 θ for θ = 0.5 which convexly combines the reciprocal and nonreciprocal methods in equal proportions -computed using (43) -is partially portrayed in Fig. 10 . To illustrate the behavior of the convex combination, focus on the blue cluster and compare it with the five leftmost sectors of the reciprocal dendrogram in Fig. 6(a) . Notice that there is a difference in the merging order, namely, RA merges with the rest of the sectors last whereas in the reciprocal case it merges before the cluster FR-SC. To understand this distinction, we have to look at the nonreciprocal dendrogram in Fig. 7 (a) and observe that RA merges the main cluster after both FR and SC. Thus, the larger merging resolution in the nonreciprocal dendrogram outweighs the earlier merging in the reciprocal dendrogram giving rise to the observed convex combination. Intuitively, for two sectors to merge at a low resolution in the convex combination method, there must exist strong reciprocal and nonreciprocal influences between them. If we quantify the difference between u as a function of θ we see that the variation is almost linear; see Fig. 11 (c) where a linear variation is depicted for reference (dashed line). The departure from linearity is given by the application of single linkage as a necessary means to ensure the validity of the ultrametric output as explained in Section III-B. Moreover, since the ultrametric obtained from single linkage is upper bounded by the input dissimilarities [23] , it follows that the dashed line being an upper bound of the curve of interest is not an artifact of N I but holds in general.
VI. CONCLUSION
We identified and described three families of hierarchical clustering methods that, by satisfying the axioms of value and transformation, are contained between reciprocal and nonreciprocal clustering: i) The grafting methods are defined by exchanging branches between the reciprocal and nonreciprocal dendrograms; ii) The convex combination methods are built around the definition of a convex operation in the space of dendrograms; and iii) The semi-reciprocal clustering methods allow the generation of clusters via cyclic influence of a fixed maximum length. Algorithms for the application of the methods described throughout the paper were developed via matrix operations in a min-max dioid algebra. The reciprocal ultrametric was computed by first symmetrizing directed dissimilarities to their maximum and then computing increasing powers of the symmetrized dissimilarity matrix until stabilization whereas, for the nonreciprocal case, the opposite was shown to be true. In a similar fashion, algorithms for the remaining clustering methods presented throughout the paper were developed in terms of finite matrix powers, thus exhibiting computational tractability of our clustering constructions. Finally, we applied the derived clustering methods and algorithms to study the relationship between economic sectors in the United States. As a future research avenue, we seek to further winnow the set of admissible methods by requiring additional properties such as stability -when clustering similar networks we should obtain similar dendrograms -and scale invariance -the formation of clusters should not depend on the scale used to measure dissimilarities. The objective will be to achieve a complete taxonomic description of the landscape of admissible methods so that the correct clustering method can be chosen based on a set of prescribed desirable features.
APPENDIX A PROOF OF THEOREM 1
We prove the theorem by showing both inequalities in (9) . Proof of u X (x, x ) ≤ u R X (x, x ): Consider points x and x with reciprocal ultrametric u
be a chain achieving the minimum in (7) so that we can write δ, δ) ). Notice that according to Axiom (A1) we have u p,q (p, q) = max(δ, δ) = δ.
Focus now on transformations φ i : {p, q} → X given by φ i (p) = x i , φ i (q) = x i+1 so as to map p and q to subsequent points in the chain C * (x, x ) used in (45). Since it follows from (45) that A X (x i , x i+1 ) ≤ δ and A X (x i+1 , x i ) ≤ δ for all i, it is just a simple matter of notation to observe that
Given that according to (46) transformations φ i are dissimilarity reducing, it follows from Axiom (A2) that u X (x i , x i+1 ) = u X (φ i (p), φ i (q)) ≤ u p,q (p, q) = δ, for all i. To complete the proof we use the fact that since u X is an ultrametric and C * (x, x ) = [x = x 0 , . . . , x l = x ] is a chain joining x and x the strong triangle inequality dictates [cf. (1) ] that u X (x, x ) ≤ max i u X (x i , x i+1 ) ≤ δ. The proof of the second inequality in Claim 1: For any admissible method H, the output ultrametric (X, u X ) = H(X, A X ) is such that for all pairs x = x , u X (x, x ) ≥ mlc(X, A X ), where mlc(X, A X ) is the minimum loop cost of (X, A X ) [cf. (4) ].
Proof: See [28, Th. 3] . Consider the nonreciprocal clustering equivalence relation ∼ NR X (δ ) at resolution δ according to which x ∼ NR X (δ ) x if and only if x and x belong to the same nonreciprocal cluster at resolution δ. Notice that this is true if and only if u NR X (x, x ) ≤ δ. Further consider the set Z := X mod ∼ NR X (δ ) of corresponding equivalence classes and the map φ δ : X → Z that maps each point of X to its equivalence class. Notice that x and x are mapped to the same point z if they belong to the same cluster at resolution δ.
We define the network N Z := (Z, A Z ) by endowing Z with the dissimilarity A Z derived from the dissimilarity A X as A Z (z, z ) := min A X (x, x ).
The dissimilarity A Z (z, z ) compares all the dissimilarities A X (x, x ) between a member of the equivalence class z and a member of the equivalence class z and sets A Z (z, z ) to the value corresponding to the least dissimilar pair. Notice that according to construction, the map φ δ is dissim- δ (z ). By definition, given two nodes in the same equivalence class, we can always find a chain from one to the other of cost not larger than δ. Moreover, since we are assuming that A Z (z, z ) ≤ δ, this implies that there exists at least one node x 1 belonging to class z and another node x 2 belonging to z such that A X (x 1 , x 2 ) ≤ δ. Combining these two facts, we can guarantee the existence of a chain from x to x of cost not larger than δ, since we can go first from x to x 1 then from x 1 to x 2 and finally from x 2 to x without encountering dissimilarities greater than δ. In a similar way, we can go from x to x by constructing a chain that goes through all the equivalence classes in C(z, z), i.e., from z to z then to z (3) and so on until we reach z. Since we can go from x to x and back with chains of cost not exceeding δ, it follows that u that we must have u back to x i with cost not greater than δ, then we can concatenate these chains for pairs x i+1 , x i for all i and obtain the required chainĈ(x , x) in the opposite direction.
Notice that the secondary chains C t +1 (x i+1 , x i ) and C t+1 (x i , x i+1 ) can be concatenated to form a loop L(x i+1 , x i+1 ), i.e. a chain starting and ending at the same node, of t + t + 1 nodes and cost not larger than δ. We rename the nodes in L(x i+1 , x i+1 ) = [x i+1 = x 0 , x 1 , . . . , x t = x i , . . . , x t +t−1 , x t +t = x i+1 ] starting at x i+1 and following the direction of the loop. See Fig. 12(a) 
which, by construction, has cost not exceeding δ. In Fig. 12(b) we present an example of this construction. In order to finish the proof, we need to verify that the last node in the chain in (61) is in fact x t = x i . To do so, we have to show that (t + t − 1) t ≡ t mod (t + t ), which follows from rewriting the left-hand side as (t + t )(t − 1) + t .
Applying Claim 3 to an arbitrary pair of nodes x, x and then to the pair x , x implies that u t,t X (x, x ) = u t,t X (x , x), as needed to show Proposition 6.
