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Introduction
The final goal of this paper is to introduce certain finite dimensional Hopf algebras
associated with restricted Frobenius Lie algebras over a field of characteristic p > 0.
The antipodes of these Hopf algebras have order either 2p or 2, and in the minimal
dimension p2 there exists just one Hopf algebra in this class which coincides with an
example due to Radford [35] of a Hopf algebra with a nonsemisimple antipode (the first
example of this kind in [44] does not quite fit into our scheme). Another feature of the
Hopf algebras under consideration is that they admit triangular structures of maximal
rank, so that they are isomorphic to their dual Hopf algebras taken with the opposite
multiplications. Regarding the algebra structure alone, these Hopf algebras are isomorphic
to the restricted enveloping algebras of the corresponding Lie algebras (such isomorphisms
are not canonical). In particular, they are never semisimple. It should be mentioned that all
semisimple cosemisimple triangular Hopf algebras over any algebraically closed field were
classified by Etingof and Gelaki [12].
The Hopf algebras we deal with are instances of transformations in Hopf Galois
extensions discovered not so long ago. The Hopf Galois theory originated in the work
of Chase and Sweedler [5] and received a full treatment by Kreimer and Takeuchi [21].
We recall the notion of a Hopf Galois algebra in Section 1 of the paper. Suppose that H is
a finite dimensional Hopf algebra over a field and A is a left H -module algebra which is
H ∗-Galois with respect to the corresponding right H ∗-comodule structure. A construction
of Schauenburg [38] generalizing a special case of commutative A and H ∗ considered
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pointed out by Greither [14] in the commutative case the dual Hopf algebra is isomorphic
to the endomorphism algebra E = EndH A. A similar description is valid in general. In
Section 1 we show that the Hopf algebra structure on E can be easily introduced directly
using properties of a duality functor D between the categories H -mod and E-mod of finite
dimensional H -modules and E-modules, respectively. Explicitly, D(V ) = HomH(V,A)
for V ∈ H -mod. It is this Hopf algebra E that we are interested in. Another way to
construct E is to twist the comultiplication in H by means of Drinfeld’s process [11]. Such
a twist is determined by a dual cocycle J ∈ H ⊗ H which is unique, however, only up to
a certain equivalence relation, and in the situation of primary interest to us it is difficult to
see such an element, at least in general settings. The Hopf Galois theory provides a way to
handle the subject properly.
There is a bijective correspondence between the quasitriangular structures on H and E.
In Section 2 we investigate a relationship between the ranks of two mutually corresponding
quasitriangular structures R on H and R˜ on E. It is shown in Theorem 2.5 that dimA
divides the product (rkR)(rk R˜) provided that A is central simple. In particular, rk R˜ =
dimA = dimE, that is, R˜ has maximal rank when H is cocommutative and R = 1 ⊗ 1.
In Proposition 3.4 we show that the squares of antipodes in both H and E are closely
related to a certain automorphism θ of the algebra A. For instance, S2(ϕ) = θϕθ−1 (the
juxtaposition of linear transformations of A) for ϕ ∈ E. When H is cocommutative and A
is central simple, Proposition 3.7 gives an explicit formula θ(a) = aα for all a ∈ A where
α ∈ H ∗ is the modular function operating on A via the Miyashita–Ulbrich action. As a
consequence the order of the antipode of E is determined in this case in terms of the order
of α in the group of invertible elements of H ∗ (Theorem 3.8).
Section 4 explains how each H -invariant, with respect to a suitable module structure,
generating subspace V in the algebra H or A gives rise to a generating subspace in E
or E∗, respectively (Propositions 4.4, 4.6, 4.8). More precisely, we define Ψτ ∈ E and
Υτσ ∈ E∗ for any τ ∈ D(∗V ) and σ ∈ D(V ) where ∗V denotes the right dual of V in
H -mod. The elements Ψτ generate E and the elements Υτσ with σ :V → A taken to be
the canonical embedding and τ arbitrary generate E∗. If H is cocommutative and A is
central simple, then E∗ is mapped onto E, giving a second kind of generating subspaces
in E. We denote by Φτσ the image of Υτσ in E. The latter elements behave nicely with
respect to the comultiplication in E. Consider the linear span CV of elements Φτσ with
both τ and σ varying. By Proposition 4.7 the simple subcoalgebras of E are of the form
CV for various irreducible H -modules V .
All the results discussed above are obtained in general Hopf-theoretic settings. Since
the algebras over a field are of main concern in this paper, basic facts from Hopf Galois
theory are recalled in much less generality than they are available in the literature. Another
preference of using the module structures rather than the comodule ones stems from the
desire to find a link between the Hopf algebras and the representation theory, especially in
case of Lie algebras.
Suppose now that g is a finite dimensional p-Lie algebra over a field k such that
chark = p. To each ξ ∈ g∗ there corresponds a finite dimensional factor algebra Uξ (g)
of the universal enveloping algebra of g [42, 5.3]. Here U0(g) is a cocommutative
Hopf algebra in a natural way, and each Uξ (g) is a left U0(g)-module algebra with
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Uξ (g) is central simple (Proposition 6.1). In this case one obtains a Hopf algebra Eξ =
EndgUξ (g) as was explained above. In Section 6 preceding results are reformulated for Eξ .
Theorem 6.3 describes the properties of Eξ already mentioned at the beginning of the
introduction.
There are two natural choices of a generating subspace in Eξ . One can use either
the elements Ψτ or the elements Φτι with τ ∈ D(g∗) and ι :g → Uξ (g) the canonical
embedding (g is also embedded in U0(g) canonically). In the present case there is a simple
relationship between the two sets of elements however. By functoriality the multiplication
on g gives rise to a multiplication on D(g∗) which defines a structure not of an ordinary
Lie algebra but rather of a quantum modification. What one gets here is covered by
the concept of Lie algebras in symmetric tensor categories proposed by Manin [25]. In
Section 5 we recall this notion in case of the symmetric tensor category H -mod where
H is any triangular Hopf algebra. Suppose that A is H ∗-Galois and E = EndH A as
earlier. Then E is also triangular in a canonical way. By Proposition 5.5, D(L∗) is a Lie
algebra in E-mod whenever L is a Lie algebra in H -mod. In particular, D(g∗) above is
a Lie algebra in Eξ -mod (Theorem 6.4). Furthermore, the maps D(g∗) → Eξ such that
τ → Ψτ (respectively, τ → Φτι) are Eξ -equivariant embeddings where in one case the
adjoint action of Eξ on itself is understood, and in the other the action that comes from an
action of Eξ on E∗ξ . In this sense Eξ is an enveloping algebra of a quantum Lie algebra.
The p-Lie algebra g is called Frobenius if there exists ξ ∈ g∗ such that the associated
alternating bilinear form βξ (x, y) = ξ([xy]) defined on g is nondegenerate [30]. If g is
Frobenius and k is algebraically closed then it follows from the results in [27] and [33] that
the family of reduced enveloping algebras Uξ (g) contains a simple algebra. It is an open
problem if the converse is true, and such a result would parallel the characterization due
to Ooms [30,31] of finite dimensional Lie algebras over a field of characteristic 0 having
primitive universal enveloping algebras. Explicit computations of Hopf algebras Eξ for
low dimensional Frobenius g are done at the end of the paper. Example 1 deals with the
2-dimensional nonabelian g. The resulting Eξ is isomorphic to Radford’s Hopf algebra
of dimension p2. In Example 2 we take a 4-dimensional solvable g. The structure of Eξ
is more complicated in this case. The Eξ ’s in both examples are pointed. Proposition 6.5
gives a necessary and sufficient condition for Eξ to be pointed.
1. Transformation of a Hopf algebra
We work over the ground field k. The indication of k in ⊗, Hom, End will be omitted.
Let H be a finite dimensional Hopf algebra over k. All unexplained notions related to Hopf
algebras are taken from [28] and [43]. Denote by ∆, ε, S the comultiplication, counity
and antipode in H and other Hopf algebras. We write symbolically ∆h = ∑(h) h′ ⊗ h′′
for h ∈ H . Denote by H -mod the category of finite dimensional H -modules. Given
U,V ∈ H -mod, the action of H in U ⊗V will be always assumed to come via ∆. There are
two ways to make H operate in the dual of V : one takes 〈hξ, v〉 to equal either 〈ξ, S(h)v〉
or 〈ξ, S−1(h)v〉 for ξ ∈ V ∗ and v ∈ V . One thus obtains the left and right duals of V
in H -mod, denoted as V ∗ and ∗V , respectively. Put V H = {v ∈ V | hv = ε(h)v for all
h ∈ H }. For U,V,W in H -mod there are linear bijections
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HomH
(
V, ∗U ⊗W)∼= HomH(U ⊗ V,W) ∼= HomH (U,W ⊗ V ∗) (1.2)
(see [18, Proposition XIV.2.2]). In particular, if µ :U ⊗V → W is a morphism in H -mod,
then the set {v ∈ V | µ(U ⊗ v) = 0} is an H -submodule of V . Indeed, it coincides with
kernel of the H -module map V → ∗U ⊗ W corresponding to µ. When k stands for an
object of H -mod, the action of H is given by ε. By a similar convention H operates in
H ∈H -mod via left multiplications. On the other hand, Had presupposes the adjoint action
under which h 
 g = ∑(h) h′gS(h′′) for h,g ∈ H . The Hopf algebra H op has the same
comultiplication as in H and the opposite multiplication. In H cop the comultiplication is
the opposite one: ∆oph=∑(h) h′′ ⊗ h′.
Let now A be a left H -module algebra, so that the unity map k → A and the multipli-
cation map A ⊗ A → A are H -module homomorphisms. Changing the multiplication in
the algebra A to the opposite one produces a left H cop-module algebra Aop. Define linear
maps π,π ′ :A⊗H → EndA and γ, γ ′ :A⊗A → A⊗H ∗ ∼= Hom(H,A) by
π(a ⊗ h)(b)= a(hb), (1.3)
π ′(a ⊗ h)(b) = (hb)a, (1.4)
γ (a ⊗ b)(h) = a(hb), (1.5)
γ ′(a ⊗ b)(h)= (ha)b, (1.6)
where a, b ∈ A and h ∈ H . The first two of these maps give homomorphisms of algebras
π :A # H → EndA and π ′ :Aop # H cop → EndA where # denotes the smash product
algebra structure.
Proposition 1.1. If one of the maps π , π ′, γ , γ ′ is bijective then so are all others.
This is contained in [21] and [46]. The only difference is that we dropped the assumption
AH = k on the subalgebra of H -invariants AH ⊂ A. The map γ ′ is A-linear with respect to
right multiplications on the second tensorand in A⊗A and the first tensorand in A⊗H ∗.
One obtains π from γ ′ by applying the functor HomA(?,A) after natural identifications.
Since the A-modules A⊗A and A⊗H ∗ are free, π is bijective if and only if so is γ ′. There
is a similar relationship between π ′ and γ . Finally, γ ′ = Φ ◦ γ for a suitable invertible
transformation Φ of A⊗H ∗ constructed in [21, Proposition 1.2].
One can regard A as a right H ∗-comodule algebra with respect to the structure map
A →A⊗H ∗ such that a → γ (1 ⊗ a). The algebra A is called right H ∗-Galois or an H ∗-
Galois extension of k if π , π ′, γ , γ ′ are bijective [5,20]. It suffices to assume only that γ is
surjective provided that AH = k [21, (1.4) and (1.7)]. If A is H ∗-Galois then dimA< ∞.
Left comodule Galois algebras are defined similarly.
Proposition 1.2. Suppose that A is H ∗-Galois. Then:
(i) As an H -module, A is free of rank 1. In particular, AH = k.
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H -submodule, then the bilinear form (a, b)= χ(ab) defined on A is nondegenerate.
(iii) For any A # H -module M the linear map A ⊗ MH → M given by a ⊗ v → av is
bijective.
Proof. Assertion (i) is the so-called normal basis property. It follows quickly from the
Krull–Schmidt Theorem and the fact that A #H is a free left H -module of rank d = dimA
which is isomorphic, on the other hand, to a direct sum of d copies of A since A # H ∼=
EndA. An equivalent formulation is given in [20, Proposition 2]. Since H is a Frobenius
algebra by [22], one has dimAH = 1.
Assertion (ii) is a special case of [21, Theorem 1.7(5)]. By the assumption on χ there
exists an algebra homomorphism α :H → k such that χ(ha) = α(h)χ(a) for all h ∈ H
and a ∈ A. Then kerχ is stable under H , and it follows that so too is the left ideal
I = {b ∈ A | χ(Ab) = 0} of A. As I is a proper A # H -submodule of A, it has to be
zero.
Assertion (iii) is a consequence of the fact that M is a direct sum of copies of the simp-
le A # H -module A. Category equivalences in more general settings are described in [6–8,
40,46]. 
Corollary 1.3. Let V ∈ H -mod, and let A operate in M = Hom(V ,A) by the rule
(aσ)(v) = aσ(v) where a ∈ A, σ ∈ M and v ∈ V . The map A ⊗ HomH (V,A) → M
afforded by this action of A is bijective.
Proof. Let A operate in A ⊗ V ∗ via left multiplications on the first tensorand, and let H
operate via ∆ :H → H ⊗H as usual. These two module structures are compatible so that
A⊗V ∗ becomes an A#H -module. We make M into an A#H -module using the canonical
k-linear bijection M ∼= A ⊗ V ∗. According to (1.1) MH = HomH(V,A). It remains to
apply Proposition 1.2(iii). 
We now make a standing assumption for the most of the rest of the paper:
A is assumed to be H ∗-Galois, and E = EndH A. (1.7)
By our convention both H and E operate on A from the left. Since A∼= H in H -mod, there
exist a noncanonical isomorphism of algebras E ∼= H op ∼= H (the second isomorphism is
given by the antipode S) and an isomorphism of E-modules A ∼= E.
Proposition 1.4. Let U,V ∈ H -mod.
(i) The contravariant functor D = HomH (?,A) gives a Morita duality between H -mod
and E-mod. The inverse functor is D−1 = HomE(?,A).
(ii) One has dimD(V ) = dimV for all V . In fact D(V ) ∼= V ∗ under noncanonical
k-linear bijections which are natural in V .
(iii) There are k-linear bijections D(U) ⊗ D(V ) ∼−→ D(U ⊗ V ) under which τ ⊗ σ →
τ  σ where (τ  σ)(u ⊗ v) = τ (u)σ (v) for τ ∈ D(U), σ ∈D(V ), u ∈ U , v ∈ V .
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i σ (ei)τ (e
∗
i ) for σ ∈ D(V ), τ ∈ D(V ∗) where {ei} and {e∗i } are dual bases of the
vector spaces V and V ∗, respectively.
(v) If {σi} and {τi} are dual bases of D(V ) and D(V ∗) with respect to the pairing in (iv),
then 〈ξ, v〉 =∑i τi (ξ)σi(v) for all ξ ∈ V ∗ and v ∈ V .
Proof. Since H is Frobenius, it follows from Proposition 1.2(i) that A is an injective
cogenerator in A-mod. Hence D is indeed a Morita duality with D−1 as stated [13,
Theorem 23.25, (7) ⇒ (8)]. Choosing a particular isomorphism A ∼= H ∼= ∗H in H -mod
and using (1.2), we get bijections
D(V ) = HomH (V,A) ∼= HomH(H ⊗ V,k) ∼= HomH
(
H,V ∗
)∼= V ∗
of (ii). Let M = Hom(V ,A). We identify V ∗ with a subspace of M . If e∗1, . . . , e∗n and
e1, . . . , en are dual bases for V ∗ and V then e∗1, . . . , e∗n is also a basis for M over A, and
σ =∑j σ (ej )e∗j for each σ ∈ M . Let σ1, . . . , σn be any basis for D(V ). By Corollary 1.3,
σ1, . . . , σn is a second basis for M over A. It follows that the (n × n)-matrix X whose
entry in the ith row, j th column is σi(ej ), 1 i, j  n, is invertible in the ring Matn(A).
Given a1, . . . , an ∈ A such that ∑i aiσi(v) = 0 for all v ∈ V , one then has necessarily
a1 = · · · = an = 0. In particular, if τ1, . . . , τn ∈D(U) and ∑i τi(u)σi(v) = 0 for all u ∈ U
and v ∈ V , then τ1 = · · · = τn = 0. This shows that the map in (iii) is injective (this
map is well-defined since the multiplication A ⊗ A → A is a morphism in H -mod). By
comparison of dimensions the map in (iii) is bijective.
There is a morphism k → V ⊗ V ∗ in H -mod given by 1 → ∑j ej ⊗ e∗j . The duality
functor produces a map D(V ) ⊗ D(V ∗) ∼= D(V ⊗ V ∗) → D(k) ∼= AH = k under which
σ ⊗ τ → ∑j σ (ej )τ (e∗j ). This shows that 〈σ, τ 〉 ∈ k for all σ ∈ D(V ), τ ∈ D(V ∗). If〈σi, τ 〉 = 0 for all i = 1, . . . , n then τ = 0 by the invertibility of the matrix X above. Since
dimD(V ) = n = dimD(V ∗) according to (ii), the pairing in (iv) is nondegenerate. If now
τ1, . . . , τn is a basis of D(V ∗), dual to σ1, . . . , σn with respect to this pairing, and Y is the
(n×n)-matrix containing τj (e∗i ) in the (i, j)-position, then XY equals the identity matrix.
Hence so is YX too, since X is invertible. This gives
∑
l τl(e
∗
i )σl(ej ) = δij , yielding (v)
for ξ = e∗i and v = ej . Since the expressions in (v) are linear in ξ and v, the equality is
fulfilled in general. 
Remark. Both (iv) and (v) are consequences of (iii) in view of the abstract characterization
of dual objects in tensor categories as presented, e.g., in [18, XIV.2]. By the above
proposition, for any U ′,V ′ ∈ E-mod there is a E-module structure on U ′ ⊗ V ′ coming
from the isomorphism U ′ ⊗ V ′ ∼= D(D−1(U ′) ⊗ D−1(V ′)). If also W ′ ∈ E-mod, then
the canonical map U ′ ⊗ (V ′ ⊗ W ′) → (U ′ ⊗ V ′) ⊗ W ′ is a morphism in E-mod. Thus
E-mod becomes a tensor category in which every object has a left and a right duals.
This additional structure on E-mod corresponds to a Hopf algebra structure on E. A more
explicit argument is given below.
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ϕ′′j ⊗ ϕ′′′j ∈ E ⊗ E ⊗ E such that ϕ(ab) =
∑
i ϕ
′
i (a)ϕ
′′
i (b) for all a, b ∈ A and ϕ(abc) =∑
j ϕ
′
j (a)ϕ
′′
j (b)ϕ
′′′
j (c) for all a, b, c ∈A.
Proof. Note that E = D(A). By Proposition 1.3(iii), E⊗E ∼= D(A⊗A) and E⊗E⊗E ∼=
D(A⊗A⊗A). It remains to notice that the maps a⊗b → ϕ(ab) and a⊗b⊗ c → ϕ(abc)
are elements of D(A⊗A) and D(A ⊗A⊗A), respectively. 
Theorem 1.6. There is a unique comultiplication on E with respect to which E is a Hopf
algebra and A is a left E-module algebra. The algebra A is E∗-Galois and the canonical
map H → EndE A is bijective.
Proof. Define ∆ :E → E⊗E by assigning to each ϕ ∈ E the element of E⊗E described
in Lemma 1.5. Both (∆⊗ id)∆(ϕ) and (id ⊗∆)∆(ϕ) correspond to the map a ⊗ b⊗ c →
ϕ(abc) in D(A ⊗ A ⊗ A). Hence ∆ is coassociative. Next, we have ϕ(1) ∈ AH = k for
all ϕ ∈ E. Define ε :E → k setting ε(ϕ) = ϕ(1). Substituting either a = 1 or b = 1 in the
identity ϕ(ab)=∑(ϕ) ϕ′(a)ϕ′′(b), we see that ε is a counit for ∆. If ϕ,ψ ∈ E then
(ϕψ)(ab)= ϕ
(∑
(ψ)
ψ ′(a)ψ ′′(b)
)
=
∑
(ϕ),(ψ)
ϕ′ψ ′(a)ϕ′′ψ ′′(b)
for all a, b ∈ A, whence ∆(ϕψ) = ∆(ϕ)∆(ψ). One has also ∆(idA) = idA ⊗ idA so that
∆ is a homomorphism of unital algebras.
We will check next that the bialgebra E has an antipode. Let us denote by E+ = {ϕ ∈
E | ε(ϕ) = 0} the augmentation ideal of E. Since A is a cyclic free E-module, E+A is a
subspace of codimension 1 in E. Take χ ∈ A∗ such that kerχ = E+A. Since the actions
of H and E on A commute with each other, E+A is H -stable. Then A/E+A is a one-
dimensional H -module on which H operates via an algebra homomorphism α :H → k.
So χ(ha) = α(h)χ(a) for all h ∈ H and a ∈ A. By Proposition 1.2(ii) the bilinear form
(a, b)= χ(ab) is nondegenerate on A. Hence for each ϕ ∈E there exists the adjoint linear
transformation S(ϕ) :A→ A such that (ϕa, b)= (a, S(ϕ)b) for all a, b ∈ A. Let kα = k as
a vector space, and let H operate in kα via α. The map A ⊗ A → kα , a ⊗ b → χ(ab) is
then a morphism in H -mod. By (1.2) it corresponds to an H -module map ν :A→ ∗A⊗kα .
Forgetting the H -module structure, we may identify the target of ν with the dual of A, and
then ν(b)(a)= χ(ab) for a, b ∈ A, so that ν is bijective. Next, S(ϕ) = ν−1 ◦ (∗ϕ ⊗ id) ◦ ν
where ∗ϕ is the H -module endomorphism of ∗A defined by ξ → ξ ◦ ϕ. It follows that
S(ϕ) ∈ EndH A. We have thus constructed a map S :E → E. Now
ε(ϕ)χ(ab)= χ(ϕ(ab))= χ(∑
(ϕ)
ϕ′a · ϕ′′b
)
= χ
(
a ·
∑
(ϕ)
S
(
ϕ′
)
ϕ′′b
)
for all a, b ∈A, and the nondegeneracy of the bilinear form on A entails ∑(ϕ) S(ϕ′)ϕ′′b =
ε(ϕ)b. Hence S is a left inverse of idE in the convolution algebra Hom(E,E). Since left
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S is the antipode of E.
Corollary 1.3 shows for V = A that the map A⊗E → EndA defined in (1.3) with E in
place of H is bijective. Hence A is E∗-Galois. The bijectivity of the map H → EndE A is
a general property of Morita dualities. 
Remarks. The Hopf algebra L = L(A,H ∗) constructed by Schauenburg is characterized
by the properties that A is left L-Galois and the coaction of L on A commutes with that
of H ∗ [38, Theorem 3.5]. It follows that L ∼= (Eop)∗. The existence of antipode in L is
a consequence a result in [39] according to which every bialgebra coacting on a Galois
algebra is in fact a Hopf algebra.
There is a well-known characterization of Galois algebras as crossed products [7, Theo-
rems 9, 11], [4, Theorem 1.18]. According to these results one can identify A with H ∗ as a
left H -module, and the multiplication in A is then obtained by twisting the multiplication
in H ∗ so that ξ ·J η = ∑(ξ),(η)〈ξ ′ ⊗ η′, J 〉ξ ′′η′′ for ξ, η ∈ H ∗ where J ∈ H ⊗ H is
an invertible cocycle. This realization of A provides a particular choice of an algebra
isomorphism E ∼= H op with respect to which the comultiplication in E corresponds to
the twist h → J∆(h)J−1 of the comultiplication in H as defined by Drinfeld [11]. From
the viewpoint of Drinfeld’s twists some properties of the transformed Hopf algebra were
studied in [1]. The nondegenerate twists defined in [1] correspond to central simple Galois
algebras.
Lemma 1.7. An element ϕ ∈ E is grouplike if and only if ϕ is an automorphism of A.
Similarly, h ∈H is grouplike if and only if h operates on A as an automorphism.
This is immediate from Lemma 1.5 and the symmetry between H and E.
Lemma 1.8. Let V ∈ H -mod. The pairings of Proposition 1.4(iv) induce isomorphisms
D(V ∗) ∼= ∗D(V ) and D(∗V ) ∼= D(V )∗ in E-mod.
Proof. The pairing D(V ) × D(V ∗) → k is E-invariant in the sense that ε(ϕ)〈σ, τ 〉 =∑
(ϕ)〈ϕ′σ,ϕ′′τ 〉 for all σ ∈ D(V ), τ ∈ D(V ∗) and ϕ ∈ E. A standard transformation of
this identity gives 〈σ,S(ϕ)τ 〉 = 〈ϕσ, τ 〉, whence the first isomorphism. Since (∗V )∗ = V ,
there is also an E-invariant pairing D(∗V )×D(V ) → k. 
2. A correspondence between triangular structures
Recall that a quasitriangular structure on a Hopf algebra H is an element R =∑
i r
′
i ⊗ r ′′i ∈ H ⊗H satisfying the following conditions:
∆op(h)R = R∆(h) for all h ∈ H, (2.1)
(ε ⊗ id)(R) = 1, (id ⊗ ε)(R) = 1, (2.2)
(∆⊗ id)(R) = R13R23, (id ⊗∆)(R) = R13R12 (2.3)
104 S. Skryabin / Journal of Algebra 277 (2004) 96–128where Rpq for 1  p,q  n denotes the image of R under the algebra homomorphism
H ⊗ H → H⊗n which identifies H ⊗ 1 and 1 ⊗ H with the pth and q th tensorands of
H⊗n, respectively. As was shown in [36, Lemma 1], the above conditions imply that R is
invertible (with R−1 =∑i S(r ′i ) ⊗ r ′′i ) in accordance with the original definition due to
Drinfeld [9]. If R−1 = R21, then R is called triangular.
The map fr :H ∗ →H defined by fr(ξ) =∑i〈ξ, r ′i 〉r ′′i for ξ ∈H ∗ is a homomorphism
of algebras and an antihomomorphism of coalgebras. Similarly, fl :H ∗ → H defined
by fl(ξ) = ∑i〈ξ, r ′′i 〉r ′i is an antihomomorphism of algebras and a homomorphism of
coalgebras. As a consequence Rl = Imfl and Rr = Imfr are Hopf subalgebras of H .
If in the expression
∑
i r
′
i ⊗ r ′′i the elements {r ′i} form a basis for Rl , then the elements {r ′′i }
form a basis for Rr . Define the rank of R as rkR = dimRl = dimRr [37]. By Nichols and
Zoeller’s freeness theorem [29], rkR | dimH when H is finite dimensional. We say that R
is of maximal rank if rkR = dimH .
A quasitriangular structure R on H determines a braiding on the tensor category H -mod
given by the maps
cUV :U ⊗ V ∼−→ V ⊗U, u⊗ v →
∑
i
r ′′i v ⊗ r ′iu
(see [18, VIII.3]). This makes H -mod into a braided tensor category as defined by Joyal
and Street [17].
Lemma 2.1. Suppose that R is a quasitriangular structure on H and A is a left H -module
algebra. Then the formula T (a, b)=∑i (r ′′i b)(r ′ia) for a, b ∈ A defines a new associative
multiplication on A such that T (a,1) = T (1, a) = a for all a ∈ A. The map T is H -inva-
riant, so that AR = (A,T ) is a left H -module algebra. If A is H ∗-Galois then so is AR
too and EndH AR ∼= (EndH A)cop as Hopf algebras.
Proof. The map A ⊗ A → A given by a ⊗ b → T (a, b) is the composite of the braiding
map cAA :A ⊗ A → A ⊗ A and the original multiplication A ⊗ A → A, both of which
are homomorphisms of H -modules. The unity property of 1 follows from (2.2). The
associativity of T is a consequence of formal properties of the braiding (AR and A
are opposite algebras in the braided tensor category of H -modules). A straightforward
verification is as follows. If a, b, c ∈ A then
T
(
a,T (b, c)
)=∑
i,l
r ′′i
((
r ′′l c
)(
r ′l b
)) · (r ′ia)=∑
i,j,l
(
r ′′j r ′′l c
)(
r ′′i r ′l b
)(
r ′i r ′j a
)
,
T
(
T (a, b), c
)=∑
i,l
(
r ′′i c
) · r ′i((r ′′l b)(r ′l a))=∑
i,j,l
(
r ′′i r ′′j c
)(
r ′i r ′′l b
)(
r ′j r ′l a
)
by (2.3). The two expressions above are equal as follows from the well known identity
R12R13R23 = R23R13R12 (see [10]) explicitly written as∑
r ′i r ′j ⊗ r ′′i r ′l ⊗ r ′′j r ′′l =
∑
r ′j r ′l ⊗ r ′i r ′′l ⊗ r ′′i r ′′j .
i,j,l i,j,l
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π(a # h)(b)=T (a,hb)=∑i (r ′′i hb)(r ′ia) for a, b ∈ A and h ∈ H . Let R−1 =∑j r¯ ′j ⊗ r¯ ′′j .
Then
∑
j
π
(
r¯ ′j a # r¯ ′′j
)
(b) =
∑
i,j
(
r ′′i r¯ ′′j b
)(
r ′i r¯ ′j a
)= ba
since
∑
i,j r
′
i r¯
′
j ⊗ r ′′i r¯ ′′j = 1 ⊗ 1. This shows that Imπ contains the subalgebra of right
multiplication operators b → ba in A. On the other hand Imπ contains also the subalgebra
of operators in EndA given by actions of elements in H . By the bijectivity of map (1.4)
these two subalgebras generate the whole EndA whenever A is H ∗-Galois. In this case π
is surjective, hence bijective by dimension considerations, so that AR is H ∗-Galois. Let
E = EndH A. Then EndH AR = E as algebras since AR = A as H -modules. Finally, AR
is a left Ecop-module algebra as for ϕ ∈E we have
ϕ
(
T (a, b)
)= ∑
(ϕ),i
(
ϕ′r ′′i b
)(
ϕ′′r ′i a
)= ∑
i,(ϕ)
(
r ′′i ϕ′b
)(
r ′iϕ′′a
)=∑
(ϕ)
T
(
ϕ′′a,ϕ′b
)
. 
Further on we make the same assumptions as in Section 1, that is, A is H ∗-Galois and
E = EndH A.
Proposition 2.2. There is a bijective correspondence between the quasitriangular
structures on H and E under which R =∑i r ′i ⊗ r ′′i ∈ H ⊗ H and R˜ =∑m ρ′m ⊗ ρ′′m ∈
E ⊗E correspond to one another if and only if
∑
i
(
r ′′i b
)(
r ′ia
)=∑
m
(
ρ′′ma
)(
ρ′mb
) for all a, b ∈ A. (2.4)
Furthermore, R˜ is triangular if and only if so is R. If c and c˜ denote the braidings of the
categories H -mod and E-mod determined by R and R˜, respectively, then for each pair
U,V ∈ H -mod there is a commutative diagram
D(V ⊗U) D(cUV ) D(U ⊗ V )
D(V )⊗D(U) c˜D(V ),D(U) D(U) ⊗D(V )
(2.5)
where the vertical arrows are the bijections of Proposition 1.4(iii).
Proof. According to Proposition 1.4, D(A⊗A) ∼= D(A)⊗D(A) = E ⊗E. Given R, the
map a ⊗ b → ∑i (r ′′b)(r ′a) is an element of D(A ⊗ A) by Lemma 2.1. It follows thati i
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quasitriangular structure on E. If ϕ ∈ E then, applying ϕ to both sides of (2.4), we deduce
∑
(ϕ),i
(
ϕ′r ′′i b
)(
ϕ′′r ′ia
)= ∑
(ϕ),m
(
ϕ′ρ′′ma
)(
ϕ′′ρ′mb
)
.
Since the actions of H and E on A commute with each other, the left-hand side can be
rewritten as∑
(ϕ),i
(
ϕ′r ′′i b
)(
ϕ′′r ′ia
)= ∑
i,(ϕ)
(
r ′′i ϕ′b
)(
r ′iϕ′′a
)= ∑
m,(ϕ)
(
ρ′′mϕ′′a
)(
ρ′mϕ′b
)
,
again by (2.4). Thus ∑(ϕ),m ρ′′mϕ′′ ⊗ ρ′mϕ′ = ∑(ϕ),m ϕ′ρ′′m ⊗ ϕ′′ρ′m as both sides of this
equality correspond to the same element in D(A ⊗ A). Swapping the tensorands yields
R˜∆(ϕ) = ∆op(ϕ)R˜.
Taking b = 1 in (2.4), we get ∑m ε(ρ′m)ρ′′ma = ∑i ε(r ′′i )r ′ia = a for all a. Hence
(ε ⊗ id)(R˜) = 1. The substitution a = 1 in (2.4) gives similarly (id ⊗ ε)(R˜) = 1. For
a, b, c ∈ A we have
∑
m
(
ρ′′ma
)
ρ′m(bc)=
∑
i
r ′′i (bc)
(
r ′ia
)=∑
i,j
(
r ′′j b
)(
r ′′i c
)(
r ′i r ′j a
)
=
∑
j,m
(
r ′′j b
)(
ρ′′mr ′j a
)(
ρ′mc
)=∑
j,m
(
r ′′j b
)(
r ′j ρ′′ma
)(
ρ′mc
)
=
∑
m,n
(
ρ′′nρ′′ma
)(
ρ′nb
)(
ρ′mc
)
.
The map A ⊗ A ⊗ A → A given by the rule a ⊗ b ⊗ c →∑m(ρ′′ma)ρ′m(bc) is clearly a
morphism in H -mod. Now D(A ⊗ A ⊗ A) ∼= E ⊗ E ⊗ E by Proposition 1.4. It follows
from the displayed equality that
(id ⊗∆)
(∑
m
ρ′′m ⊗ ρ′m
)
=
∑
m,n
ρ′′nρ′′m ⊗ ρ′n ⊗ ρ′m,
and thus (∆⊗ id)(R˜) =∑m,n ρ′n⊗ρ′m ⊗ρ′′nρ′′m = R˜13R˜23. Taking a in (2.4) to be a product
of two elements, we deduce similarly that (id⊗∆)(R˜) = R˜13R˜12. We have thus constructed
a map R → R˜ in one direction. By symmetry between H and E there is also a map in the
opposite direction which is clearly the inverse one. Next,
∑
i,j
(
r ′′i r ′j a
)(
r ′i r ′′j b
)=∑
j,m
(
ρ′′mr ′′j b
)(
ρ′mr ′j a
)=∑
j,m
(
r ′′j ρ′′mb
)(
r ′j ρ′ma
)
=
∑(
ρ′′nρ′ma
)(
ρ′nρ′′mb
)
.m,n
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m,n ρ
′′
nρ
′
m ⊗ ρ′nρ′′m = 1 ⊗ 1.
Let τ ∈ D(U), σ ∈ D(V ), u ∈ U , v ∈ V . The commutativity of (2.5) is verified by the
following calculation:∑
i
σ
(
r ′′i v
)
τ
(
r ′iu
)=∑
i
r ′′i σ (v)r ′i τ (u) =
∑
m
ρ′′mτ(u)ρ′mσ(v). 
Until the end of this section we assume that R and R˜ are mutually corresponding
quasitriangular structures on H and E. The next result is a special case of Theorem 2.5.
However it is much easier to handle this special case which will be eventually of main
interest to us.
Proposition 2.3. Suppose that A is central simple. If H is cocommutative and R = 1 ⊗ 1
then rk R˜ = dimA.
Proof. Under the stated hypotheses Eq. (2.4) can be rewritten as
ba =
∑
m
(
ρ′′ma
)(
ρ′mb
)
.
It shows that the right multiplication by a in A is given by action of the element∑
m ρ
′′
ma # ρ′m ∈ A # E. Since
∑
m ρ
′
m ⊗ ρ′′m ∈ R˜l ⊗ R˜r , we have∑
m
ρ′′ma # ρ′m ∈A # R˜l .
Then the image of the canonical homomorphism A ⊗ Aop → EndA is contained in the
image of A # R˜l . Since A is central simple, one has A ⊗ Aop ∼= EndA, whence the
map A # R˜l → EndA is surjective. The latter map is the restriction of the canonical
homomorphism A # E → EndA which is bijective since A is E∗-Galois. It follows that
R˜l = E, and so rk R˜ = dim R˜l = dimE = dimA. 
Lemma 2.4. There is a homomorphism Φ :AR ⊗ AopR → A # (H ⊗ E) of algebras such
that
a ⊗ 1 → ua =
∑
m
ρ′′ma #
(
1 ⊗ ρ′m
)
, 1 ⊗ a → va =
∑
i
r ′′i a #
(
r ′i ⊗ 1
)
for a ∈A. If the algebra AR is central simple then dimA | (rkR)(rk R˜).
Proof. We may regard A as an (H ⊗E)-module algebra since the actions of H and E on
A commute. Let π :A # (H ⊗ E) → EndA be the canonical homomorphism. If a, b ∈ A
then π(va)(b) = T (b, a) where T is the multiplication in AR . By (2.4) we have also
π(ua)(b) = T (a, b). In other words, π(va) and π(ua) coincide respectively with the right
and the left multiplication operators in AR . Identify H and E with the subalgebras H ⊗ 1
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since A is both H ∗-Galois and E∗-Galois. Note that ua ∈ A #E and va ∈A #H . It follows
that uaub = uT (a,b) and vavb = vT (b,a) for all a, b ∈ A. Next,
vaub =
∑
i,j,n
(
r ′′i r ′′j a
)(
r ′iρ′′nb
)
#
(
r ′j ⊗ ρ′n
)
,
ubva =
∑
j,m,n
(
ρ′′mρ′′nb
)(
ρ′mr ′′j a
)
#
(
r ′j ⊗ ρ′n
)
.
In view of (2.4) vaub = ubva . Hence the map Φ defined by the rule a ⊗ b → uavb is a
homomorphism of algebras.
We see that ImΦ ⊂ B = A # (Rl ⊗ R˜l). Suppose that AR is central simple. Then so are
the algebras AopR and AR ⊗ AopR as well. Hence Φ is an embedding and B ∼= ImΦ ⊗ C
where C is the centralizer of ImΦ in B by [15, Theorem 4.7]. It follows that dim ImΦ |
dimB . As dim ImΦ = (dimA)2 and dimB = (dimA)(rkR)(rk R˜), the final claim of the
lemma is proved. 
Theorem 2.5. If A is central simple then dimA | (rkR)(rk R˜).
Proof. The passage from A to AR can be reversed with the same construction. As is
easily checked, R−121 is another quasitriangular structure on H [24, Exercise 2.1.3]. Letting
R−1 =∑j r¯ ′j ⊗ r¯ ′′j , the multiplication in the algebra (AR)R−121 is given by the formula
(a, b) →
∑
j
T
(
r¯ ′j b, r¯ ′′j a
)=∑
i,j
(
r ′′i r¯ ′′j a
)(
r ′i r¯ ′j b
)= ab,
which is the original multiplication in A. By Lemma 2.1, AR is H ∗-Galois and EndH AR ∼=
Ecop. Let R˜−1 =∑n ρ¯′n ⊗ ρ¯′′n . As
ab =
∑
m,n
(
ρ′′mρ¯′′na
)(
ρ′mρ¯′nb
)=∑
n
T
(
ρ¯′′na, ρ¯′nb
)
for all a, b ∈A, formula (2.4) applied in case of the H ∗-Galois algebra AR shows that R˜−1
is the quasitriangular structure on Ecop corresponding to R−121 . Since R−1 =
∑
i S(r
′
i )⊗ r ′′i
by [10], we have rkR−121 = rkR. Similarly, rk R˜−1 = rk R˜. It remains to apply Lemma 2.4
with AR in place of A and R−121 in place of R. 
Remark. At the other extreme when A is commutative (and H is necessarily cocommuta-
tive), one has rkR = rk R˜.
3. The Miyashita–Ulbrich action and the square of the antipode
Given an H -Galois algebra, there is a canonically defined right action of H on
the algebra under consideration [8,46]. The next proposition restates several facts from
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H ∗-Galois algebra.
Proposition 3.1. Suppose B is an algebra containing A as a subalgebra. There is a unique
right H ∗-module structure on B such that
ba =
∑
i
(hia)
(
bh∗i
) for all a ∈A and b ∈ B (3.1)
where {hi} and {h∗i } are dual bases of H and H ∗, respectively. It makes B into an H ∗-
module algebra, and the subalgebra of invariants BH ∗ coincides with the centralizer of A
in B . Let ξ ∈ H ∗. If ∑j vj ⊗ wj ∈ A ⊗ A is the preimage of 1 ⊗ ξ under bijection (1.5),
so that
∑
j vj (hwj ) = 〈ξ,h〉1 for all h ∈ H , then
bξ =
∑
j
vj bwj for all b ∈B. (3.2)
In particular, A is a right H ∗-module algebra in a natural way. The H ∗-comodule
structure on A is given by the map a →∑hia ⊗ h∗i . Hence (3.1) is exactly the exchange
rule from [8,46]. The symmetry between H and H ∗ is apparent in (3.1). Formula (3.2) was
used by Ulbrich [46] to define the module structure explicitly. This formula reflects the
fact that the preimage of 1 ⊗H ∗ under bijection (1.5) is a subalgebra of the tensor product
algebra A⊗Aop isomorphic to (H ∗)op. This can be further refined as follows:
Lemma 3.2. The bijection γ given by (1.5) is an isomorphism between two algebra
structures: A ⊗ Aop → #(H ∗)op. If B is an algebra containing A as a subalgebra and
π˜ :A # (H ∗)op → EndB is defined by π˜(a # ξ)b = a(bξ), then(
π˜ ◦ γ )(c ⊗ a)(b)= cba, where a, c ∈A, b ∈ B, ξ ∈H ∗.
Proof. As γ (c⊗a) =∑i c(hia)#h∗i , the formula for π˜ ◦γ follows at once from (3.1). We
see that π˜ ◦ γ is an algebra homomorphism. Since π˜ is also an algebra homomorphism,
we can conclude that so is γ too provided that π˜ is injective. Since γ is a bijection, π˜
is injective if and only if so is π˜ ◦ γ . Thus it suffices to embed A into a central simple
algebra B . For instance, we may take B = EndA. 
Proposition 3.3. The algebra A is separable if and only if A is projective as an H ∗-module.
The following conditions are equivalent:
(i) A is central simple,
(ii) A is left H -Galois with respect to the left H -comodule structure a →∑i hi ⊗ ah∗i ,
(iii) A is H ∗-projective and AH ∗ = k.
This is again just a special case of results in [8,46]. A direct argument based on
Lemma 3.2 runs as follows. First note that “A is H ∗-projective” implies that A is D-
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M = D ⊗(H ∗)op A as the D-module map A → M , a → (a # 1) ⊗ 1, has a left inverse
M → A, d ⊗ a → da. Clearly M is D-projective when A is H ∗-projective. Conversely,
“A is D-projective” implies “A is H ∗-projective” since D is a free left module over
(H ∗)op. In view of Lemma 3.2, A is H ∗-projective if and only if A is A⊗Aop-projective.
The latter condition is the defining property of separable algebras. Next, A is H -Galois if
and only if π˜ :A # (H ∗)op → EndA is bijective, and A is central simple if and only if so
is π˜ ◦ γ . Hence (i) ⇔ (ii). As stated in Proposition 1.2 condition (ii) implies that A is a
cyclic free H ∗-module, whence (ii) ⇒ (iii). If (iii) holds then A is separable with center
AH
∗ = k, which gives (i).
Let x ∈ H be a left integral, that is, a nonzero element such that hx = ε(h)x for
all h ∈H . Since the space of left integrals is one-dimensional, there is an algebra
homomorphism α :H → k such that xh = α(h)x for all h ∈ H . This defines a grouplike
element α ∈H ∗ with inverse α−1 = α ◦S. We call α the modular function on H . The Hopf
algebra H is unimodular if α = ε. We will use left and right actions of H ∗ on H given by
ξ ⇀ h=
∑
(h)
〈
ξ,h′′
〉
h′, h↼ ξ =
∑
(h)
〈
ξ,h′
〉
h′′. (3.3)
Let E = EndH A as in the preceding sections. Likewise we may regard H as a subalgebra
of EndA.
Proposition 3.4. The linear function χ ∈A∗ defined by χ(a)= xa satisfies
χ(ϕa) = ε(ϕ)χ(a), χ(ha) = α(h)χ(a) (3.4)
for all ϕ ∈ E, h ∈ H and a ∈ A. There exists an automorphism of finite order θ :A → A
such that
χ(ba)= χ(a · θb) for all a, b ∈A. (3.5)
One has
θϕθ−1 = S2(ϕ), θhθ−1 = S2(α−1 ⇀h↼α). (3.6)
Proof. Clearly xA ⊂ AH = k, so that χ is well defined. Now χ(ϕa) = ϕ(xa)= χ(a)ϕ(1),
which gives the first formula in (3.4). The second one is immediate from the definition of α.
By Proposition 1.2 the bilinear form (a, b) → χ(ab) on A is nondegenerate. The existence
of an automorphism θ satisfying (3.5) is a general property of Frobenius algebras (θ is the
Nakayama automorphism of A). Since (hb)a =∑(h) h′(b · S(h′′)a), it follows from (3.4)
that
χ
(
(hb)a
)= χ(b · S(h↼ α)a). (3.7)
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χ
(
a · θ(hb))= χ(S(h↼ α)a · θb).
Observe that S(h↼ α)↼ α = S(α−1 ⇀h↼α). Using now formula (3.7), the right-hand
side of the displayed equality above can be rewritten as χ(a · S2(α−1 ⇀h↼ α)θb), and
the nondegeneracy of the bilinear form (a, b) → χ(ab) entails
θ(hb)= S2(α−1 ⇀h↼α)θb.
A similar computation with ε in place of α proves the first formula in (3.6). By [34] the
antipode of the Hopf algebra E has finite order, say e. It follows then from (3.6) that θe
centralizers all ϕ ∈ E, that is, θe ∈ EndE A = H . Since θe is an automorphism of A, it is
a grouplike element in H by Lemma 1.7. Since the grouplike elements in H constitute a
finite group, θe has finite order. Then so does θ too. 
Proposition 3.5. Suppose that R = ∑i r ′i ⊗ r ′′i and R˜ = ∑m ρ′m ⊗ ρ′′m are mutually
corresponding quasitriangular structures on Hopf algebras H and E, respectively. Denote
by u = ∑i S(r ′′i )r ′i and δ = ∑m S(ρ′′m)ρ′m Drinfeld’s elements in H and E. Then θ =
δg−1α S(u)−1 where gα =
∑
i α(r
′
i )r
′′
i is a grouplike element in H . In particular, θ = δ ∈ E
when H is cocommutative and R = 1 ⊗ 1.
Proof. Apply χ to both sides of (2.4). As χ(ϕa · b) = χ(a · S(ϕ)b) in view of (3.4), we
have
χ
(∑
m
ρ′′ma · ρ′mb
)
= χ(a · δb). (3.8)
Identity b(ha)=∑(h) h′′(S−1(h′)b · a) together with (2.3) give∑
i
(
r ′′i b
)(
r ′ia
)=∑
i,j
r ′j
(
S−1
(
r ′i
)
r ′′i r ′′j b · a
)
.
Here
∑
i S
−1(r ′i )r ′′i = S−1(u) = S(u) by [10]. Using (3.4) and then (3.5), we get
χ
(∑
i
r ′′i b · r ′ia
)
= χ(S(u)gαb · a)= χ(a · θS(u)gαb). (3.9)
Comparison of (3.8) with (3.9) gives δ = θS(u)gα in EndA. 
Remark. Since S(u)gα ∈ H , equality (3.6) shows that S2(ϕ) = δϕδ−1 for all ϕ ∈ E. This
is known to hold in any quasitriangular Hopf algebra [10]. If H is cocommutative and
R = 1 ⊗ 1 then δ is an automorphism of A, hence a grouplike element in E. This is a
general property of triangular Hopf algebras.
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linear function such that kerη = [A,A], then η(ha) = ε(h)η(a) for all h ∈ H and a ∈ A.
Proof. The action of H on A is inner, that is, there exists a convolution invertible linear
map u :H → A such that ha =∑(h) u(h′)au−1(h′′). This is proved in [4, Theorem 2.15]
for Hopf Galois extensions; more general results in [3,19,26] show that any measuring
action of a coalgebra on a central simple algebra is inner. Using the identity η(ab)= η(ba)
and the cocommutativity of H , we obtain
η(ha)= η
(
a
∑
(h)
u−1
(
h′′
)
u
(
h′
))= ε(h)η(a). 
Proposition 3.7. If H is cocommutative and A is central simple then θ is given by the
Miyashita–Ulbrich action of the modular function α ∈ H ∗.
Proof. Since A is a cyclic free H -module and H is a Frobenius algebra, every simple
H -module can be embedded in A. In particular, A contains a nonzero element w such that
hw = α(h)w for all h ∈ H . As Aw is a nonzero submodule of the simple A # H -module A,
we must have Aw = A. This shows that w is left invertible, hence invertible in A. Similarly,
A contains an invertible element v with the property that hv = α−1(h)v for all h ∈ H . Now
h(vw) = ε(h)vw, that is, vw ∈ AH = k. We may assume after rescaling that w = v−1.
Since v(hw) = α(h)1 for all h, formula (3.2) gives bα = vbw for b ∈A.
Take η as in Lemma 3.6 (note that [A,A] has codimension 1 in A). Define χ ′ ∈ A∗
by χ ′(a) = η(av). Then χ ′(ha) = η(a · S(h)v) = α(h)η(av) = α(h)χ ′(a) for all h ∈ H
and a ∈ A. Again by the properties of the H -module A the largest H -semisimple factor
module of A contains all one-dimensional H -modules with multiplicity 1. Hence χ ′ is a
scalar multiple of χ . Rescaling η, we may achieve χ ′ = χ . Now
χ(ba)= η(bav)= η(avb) = χ(avbw) = χ(a · bα).
The nondegeneracy of the bilinear form (a, b) → χ(ab) entails θb = bα for all b ∈ A. 
Theorem 3.8. Suppose that H is cocommutative and A is central simple. Let n be the
order of α in the group of invertible elements of H ∗. The antipode S of the Hopf algebra
E = EndH A satisfies S2n = id. If 1 is the only central grouplike element in H , then the
order of S2 equals n exactly.
Proof. By Proposition 3.3, A is H -Galois. In particular, H ∗ operates faithfully in A. This
shows together with Proposition 3.7 that θ has order n. Then S2n = id by (3.6). Suppose
that S2e = id for some e > 0. Then θe is a grouplike element of H , as we have seen in
the proof of Proposition 3.4. On the other hand, θ ∈ E according to Proposition 3.5. Then
θe ∈ H ∩E, that is, θe belongs to the center of H . Under the assumption that H contains
no nontrivial central grouplike elements we obtain θe = 1, that is, n divides e. 
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triangular structure R˜ =∑m ρ′m⊗ρ′′m on E correspond to R = 1⊗1. Then the Miyashita–
Ulbrich action of E∗ on A is given by the rule
aξ =
∑
m
〈
ξ, ρ′′m
〉
ρ′ma for a ∈ A and ξ ∈ E∗. (3.10)
Proof. Since the map f :E∗ → E under which ξ → ∑m〈ξ, ρ′′m〉ρ′m is an antihomomor-
phism of algebras, formula (3.10) does define a right E∗-module structure. By Proposi-
tion 2.3, rk R˜ = dimE. We may assume therefore that {ρ′′m} is a basis for E. Let {ξm}
be the dual basis for E∗. As f (ξm) = ρ′m for each m, formula (2.4) can be rewritten as
ba =∑m(ρ′′ma)(bξm). This coincides with (3.1) written for E in place of H . 
4. Generating subspaces
Denote by H -alg (respectively, H -coalg) the category of finite dimensional left H -
module algebras (respectively, left H -module coalgebras). If B ∈ H -alg and µ :B ⊗
B → B is the multiplication map then, by passing to duals, we obtain an H -module
homomorphism µ∗ :B∗ → B∗ ⊗ B∗ which makes B∗ into a coalgebra. Because of the
isomorphisms (U ⊗ V )∗ ∼= V ∗ ⊗ U∗ in H -mod, we must identify here B∗ ⊗ B∗ with
the dual of B ⊗ B by means of the pairing 〈ξ ⊗ η,a ⊗ b〉 = 〈ξ, b〉〈η,a〉 for ξ, η ∈ B∗
and a, b ∈ B . Thus the coalgebra constructed is the dual of Bop. One can use right duals
quite similarly. In this way we get two contravariant functors L,R :H -alg → H -coalg
for which B → (Bop)∗ and B → ∗(Bop), respectively. Both of them are antiequivalences
with inverse functors C → (∗C)op and C → (C∗)op. All parallel constructions apply in
case of the Hopf algebra E. In view of Proposition 1.4(iii) the duality D takes H -alg
to E-coalg and H -coalg to E-alg. If C ∈ H -coalg then D(C) = HomH(C,A) is just a
subalgebra of the convolution algebra Hom(C,A). If B ∈ H -alg then the comultiplication
ψ → ∑(ψ) ψ ′ ⊗ ψ ′′ in D(B) = HomH (B,A) is characterized by means of the identity
ψ(bd) =∑(ψ) ψ ′(b)ψ ′′(d) where b, d ∈B .
Concerning the notations we use here one should keep in mind what part of structure
is affected by them. For instance, Bop indicates the change of multiplication. As an H -
module Bop = B . In the same way the notations B∗ and ∗B are used to distinguish two
module structures without any relevance to the coalgebra structure.
Proposition 4.1. Let B ∈ H -alg.
(i) The H -invariant elements of the algebras Bop ⊗ A and A ⊗ Bop constitute their
subalgebras isomorphic, respectively, to B ′ = D((Bop)∗) and B ′′ = D(∗(Bop)).
(ii) The E-module structures on B ′ and B ′′ correspond to the action of E on the second
tensorand of Bop ⊗A and the first tensorand of A⊗Bop.
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by
〈ψ,σ 〉 =
∑
i
ψ(bi)ai, 〈τ,ψ〉 =
∑
j
a′jψ
(
b′j
) (4.1)
where σ ∈ B ′ corresponds to ∑i bi ⊗ ai ∈ (Bop ⊗ A)H , τ ∈ B ′′ corresponds to∑
j a
′
j ⊗ b′j ∈ (A⊗Bop)H , and ψ ∈ D(B).
(iv) If the algebra B is generated by an H -invariant subspace V , then (Bop ⊗ A)H is
generated by (V ⊗A)H and (A⊗Bop)H is generated by (A⊗ V )H .
Proof. By (1.1), D(V ∗) = HomH (V ∗,A) ∼= (V ⊗ A)H for any V ∈ H -mod since
∗(V ∗) = V . Similarly, D(∗V ) ∼= (A ⊗ V )H . This applies to V = B . On the other hand,
both B ′ and B ′′ are subalgebras of the convolution algebra Hom(C,A), where C = (Bop)∗,
isomorphic to Bop ⊗A. This shows that B ′ is embedded into Bop ⊗A (respectively,B ′′ into
A ⊗ Bop) as a subalgebra. If ϕ ∈ E and σ ∈ B ′, then ϕσ is given by the juxtaposition of
maps. When interpreting σ :B∗ → A as an element of B ⊗A, this exactly corresponds to
the action of ϕ on the second tensorand. Similarly for B ′′. Next we compute the pairings
in (iii). By the hypotheses σ(ξ) =∑i〈ξ, bi〉ai for ξ ∈ B∗. Let {el} and {e∗l } be dual bases
of B and B∗. Then
〈ψ,σ 〉 =
∑
l
ψ(el)σ
(
e∗l
)=∑
i,l
〈
e∗l , bi
〉
ψ(el)ai =
∑
i
ψ(bi)ai .
The expression 〈τ,ψ〉 = ∑l τ (e∗l )ψ(el) is transformed similarly with a use of equality
τ (ξ) =∑j 〈ξ, b′j 〉a′j . Under the hypotheses of (iv) let G ⊂ B ′ be the subalgebra generated
by the E-submodule D(V ∗) ⊂ B ′. Then G is stable under E, and so G ∈ E-alg. It follows
that G′ = (∗D−1(G))op is a subalgebra of B containing V . Since V generates B , we get
G′ = B . Hence G = B ′. In view of the identifications in (i) this gives exactly the first
statement in (iv). The other one is similar. 
Proposition 4.2. The diagrams below are commutative up to natural isomorphisms:
H -alg L
D
H -coalg
D
E-coalg E-alg,L
H -alg R
D
H -coalg
D
E-coalg E-alg.R
Proof. Let B ∈ H -alg and C = (Bop)∗. The pairing D(B) × D(C) → k identifies D(B)
with the left dual of D(C) in E-mod by Lemma 1.8. We have to check that the coalgebra
structure on D(B) correctly corresponds to the algebra structure on D(C) under this
pairing. Let ψ ∈ D(B), and let σ, τ ∈ D(C) correspond to ∑i bi ⊗ ai and ∑j dj ⊗ cj in
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to στ . By (4.1)
〈ψ,στ 〉 =
∑
i,j
ψ(djbi)aicj =
∑
i,j,(ψ)
ψ ′(dj )ψ ′′(bi)aicj =
∑
(ψ)
〈
ψ ′, τ
〉〈
ψ ′′, σ
〉
,
that is, D(B) is the dual of D(C)op. The commutativity of the second diagram is verified
similarly. 
Next we will evaluate the composite functors H -alg → E-alg at certain H -module
algebras of particular interest. Note that H is a left H -module algebra with respect to
the adjoint action of H , and so is H ∗ with respect to the action 〈h⇀ ξ,g〉 = 〈ξ, gh〉 where
g,h ∈H and ξ ∈H ∗. We use the notations Had and H ∗⇀ to specify these particular module
structures.
Proposition 4.3. One has the following isomorphisms in E-alg:
(i) D((Aop)∗) ∼= D(∗(Aop)) ∼= E∗⇀,
(ii) if B = H ∗⇀ then D((Bop)∗) ∼= D(∗(Bop)) ∼= A,
(iii) if B = Had then D((Bop)∗) ∼= D(∗(Bop)) ∼= Ead.
Proof. According to Proposition 4.2, D(∗(Aop)) ∼= (D(A)∗)op. Next, D(A) = E. The
action of E on D(A) is by left multiplications, and the coalgebra structure on E defined in
Section 1 is a particular case of those structures on D(B) for B ∈ H -alg. The action of E
in E∗ used here is given by 〈ϕ ⇁ ξ,ψ〉 = 〈ξ, S(ϕ)ψ〉 where ϕ,ψ ∈ E and ξ ∈ E∗. Since
S is a Hopf algebra antiautomorphism, the assignment ξ → ξ ◦ S defines an isomorphism
of algebras (E∗)op → E∗. Under this bijection (ϕ ⇁ ξ) ◦ S = ϕ ⇀ (ξ ◦ S) as both linear
functions produce 〈ξ, S(ϕ)S(ψ)〉 when evaluated at ψ . Thus (E∗)op ∼= E∗⇀ in E-alg. To
prove the other isomorphism in (i) one should just replace S with S−1 everywhere above.
Replacing E with H in the argument above, we get (H ∗)op ∼= H ∗⇀ in H -alg. Hence∗(Bop) ∼= H in H -coalg for B = H ∗⇀. Similarly (Bop)∗ ∼= H . To prove (ii) it remains to
check that D(H) ∼= A in E-alg. The assignment a → σa where σa(h) = ha for a ∈ A
and h ∈ H gives a linear bijection A → D(H). If b ∈ A then the equality h(ab) =∑
(h)(h
′a)(h′′b) shows that σab = σaσb . The identity ϕ(ha) = h(ϕa) for ϕ ∈ E gives
ϕσa = σϕa . Thus the multiplications and the E-module structures do correspond correctly.
Let us prove (iii). We regard EndA as an H -module algebra with respect to the adjoint
action h 
 ϕ =∑(h) h′ ◦ ϕ ◦ S(h′′) where h ∈H and ϕ ∈ EndA. Note that E = (EndA)H .
The embedding Had → EndA and the map A → EndA given by left multiplication
operators aL are morphisms in H -mod. Hence so too is the map π :A ⊗ Had → EndA
defined in (1.3). It follows that π maps (A⊗Had)H bijectively onto E. Let x =∑i ai ⊗hi
and y =∑j cj ⊗ gj be two elements in (A⊗Had)H . We get
π(x)π(y)=
∑
(ai)L ◦ hi ◦ π(y) =
∑
(ai)L ◦ π(y) ◦ hi =
∑
(aicj )L ◦ gjhi.
i i i,j
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an algebra under π . Proposition 4.1(i) with B = Had yields now D(∗(Bop)) ∼= E. If x is as
before and ϕ ∈ E then
∑
i
(ϕai)L ◦ hi =
∑
i,(ϕ)
ϕ′ ◦ (ai)L ◦ S
(
ϕ′′
) ◦ hi = ∑
i,(ϕ)
ϕ′ ◦ (ai)L ◦ hi ◦ S
(
ϕ′′
)= ϕ 
 π(x).
Hence the required action of E on itself is exactly the adjoint action. To obtain the
second isomorphism in (iii) one has to use the H -module map ν :Had ⊗ A → EndA
such that h ⊗ a → h ◦ aL instead of π . The map ν is bijective since ν = π ◦ ω where
ω :Had ⊗ A → A ⊗ Had is a linear bijection defined by h ⊗ a → ∑(h) h′a ⊗ h′′ with
inverse a ⊗ h →∑(h) h′′ ⊗ S−1(h′)a. 
Remark. Observe the appearance of (E∗)op as an intermediate link in (i). In view of
Proposition 4.1 the second isomorphism in (i) can be rewritten as (A ⊗ Aop)H ∼= (E∗)op.
If
∑
j a
′
j ⊗ b′j ∈ (A ⊗ A)H corresponds to ξ ∈ E∗ under this isomorphism then, by (iii)
of Proposition 4.1, 〈ξ,ψ〉 = ∑j a′j (ψb′j ) for all ψ ∈ E. This together with (3.2) shows
that we recover the embedding of (E∗)op in A ⊗ Aop that gives rise to the Miyashita–
Ulbrich action of E∗, that is, cξ = ∑j a′j cb′j for all c ∈ A. One has by symmetry
(A⊗Aop)E ∼= (H ∗)op.
Proposition 4.4. Suppose that V ⊂ Had is an H -submodule which generates H as an
algebra, and let {ei} and {e∗i } be dual bases for V and V ∗. Then E is generated as an
algebra by the operators
Ψτ =
∑
i
π
(
τ
(
e∗i
)⊗ ei), τ ∈ D(∗V ). (4.2)
Proof. By Proposition 4.3(iii), π maps the algebra B ′′ = (A ⊗ Bop)H where B = Had
isomorphically onto E. By Proposition 4.1(iv), B ′′ is generated by (A ⊗ V )H . Finally,
(A⊗ V )H ∼= D(∗V ) in such a way that ∑i τ (e∗i )⊗ ei corresponds to τ . 
Let σ ∈ D(V ) and τ ∈ D(∗V ) where V ∈ H -mod. Suppose that {ei} and {e∗i } are
dual bases for V and V ∗, respectively. Applying τ ⊗ σ to the H -invariant element∑
i e
∗
i ⊗ ei ∈ ∗V ⊗ V , we get
∑
i τ (e
∗
i )⊗ σ(ei) ∈ (A⊗A)H . Define Υτσ ∈E∗ by
〈Υτσ ,ϕ〉 =
∑
i
τ
(
e∗i
) · ϕσ(ei) for ϕ ∈E (4.3)
(note that the right-hand side belongs to AH = k). Suppose that {τj } and {σj } are dual bases
of D(V ) and D(∗V ) with respect to the pairing D(∗V )×D(V ) → k of Proposition 1.4(iv).
Proposition 4.5. For σ ∈D(V ), τ ∈ D(∗V ) and ϕ ∈E one has
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Υτσ ,S(ϕ)
〉=∑
i
ϕτ
(
e∗i
) · σ(ei), (4.4)
ϕσ =
∑
j
〈Υτj σ , ϕ〉σj , ϕτ =
∑
j
〈
Υτσj , S(ϕ)
〉
τj , (4.5)
ε(Υτσ ) = 〈τ, σ 〉, ∆(Υτσ ) =
∑
j
Υτσj ⊗ Υτjσ . (4.6)
Proof. One rewrites the right-hand side of (4.4) as
ϕ′
(∑
i,(ϕ)
τ
(
e∗i
) · S(ϕ′′)σ(ei)
)
=
∑
i,(ϕ)
〈
Υτσ ,S
(
ϕ′′
)〉
ϕ′(1),
which collapses to 〈Υτσ ,S(ϕ)〉 since ϕ′(1) = ε(ϕ′). Using Proposition 1.4(v) with ∗V in
place of V , we obtain
ϕσ(v) =
∑
i
〈
v, e∗i
〉
ϕσ(ei) =
∑
i,j
σj (v)τj
(
e∗i
)
ϕσ(ei) =
∑
j
〈Υτj σ , ϕ〉σj (v),
ϕτ(ξ) =
∑
i
〈ei , ξ〉ϕτ
(
e∗i
)=∑
i,j
ϕτ
(
e∗i
)
σj (ei)τj (ξ) =
∑
j
〈
Υτσj , S(ϕ)
〉
τj (ξ)
for all v ∈ V and ξ ∈ V ∗, whence (4.5). Substituting ϕ = id in (4.3) yields the first formula
in (4.6). The last formula follows from the computation below, where we take ϕ,ψ ∈ E
and use (4.3) and (4.5):
〈Υτσ ,ϕψ〉 =
∑
i
τ
(
e∗i
)
ϕψσ(ei) =
∑
i,j
〈Υτj σ ,ψ〉τ
(
e∗i
)
ϕσj (ei)
=
∑
j
〈Υτσj , ϕ〉〈Υτj σ ,ψ〉. 
Proposition 4.6. If V ⊂ A is an H -invariant subspace which generates the algebra A and
ι :V → A is the inclusion map, then E∗ is generated as an algebra by the elements Υτι
with τ ∈D(∗V ).
Proof. By Proposition 4.3 the algebra A′′ = (A ⊗Aop)H is isomorphic to E∗. Under this
isomorphism the invariant
∑
i τ (e
∗
i ) ⊗ σ(ei) goes to Υτσ ◦ S (see the remark following
Proposition 4.3). Take σ = ι and apply Proposition 4.1(iv). 
Remark. One can generalize the statement above as follows. If V ∈H -mod and σ ∈D(V )
is such that σ(V ) generates the algebra A, then the algebra E∗ is generated by the set
{Υτσ | τ ∈ D(∗V )}. Quite similarly, {Υτσ | σ ∈ D(V )} is a generating set for E∗ as long as
τ (∗V ) generates A.
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σ ∈ D(V ) and τ ∈ D(V ∗), define Φτσ :A →A by the rule
Φτσ (a) =
∑
i
τ
(
e∗i
)
aσ(ei) for a ∈A. (4.7)
Let R˜ = ∑m ρ′m ⊗ ρ′′m be the triangular structure on E corresponding to R = 1 ⊗ 1.
Applying (2.4), we get Φτσ (a) =∑i,m τ (e∗i )ρ′′mσ(ei)ρ′m(a). Thus Φτσ = f (Υτσ ) where
f :E∗ → E is the map defined by ξ →∑m〈ξ, ρ′′m〉ρ′m. In particular, Φτσ ∈ E. Since f is
a homomorphism of coalgebras, (4.6) translates into
ε(Φτσ ) = 〈τ, σ 〉, ∆(Φτσ ) =
∑
j
Φτσj ⊗Φτj σ . (4.8)
Proposition 4.7. Suppose that H is cocommutative and A is central simple. Denote by
CV ⊂ E the subcoalgebra spanned by all elements Φτσ with σ ∈ D(V ) and τ ∈ D(V ∗).
Then the assignment V → CV gives a bijection between the isomorphism classes of
irreducible H -modules and the simple subcoalgebras of E. If k is algebraically closed
then dimCV = (dimV )2 for each irreducible V .
Proof. The irreducible left H -modules are in a bijective correspondence with the
irreducible left E-modules under the duality D. The latter correspond bijectively to simple
right E∗-comodules, and those to simple subcoalgebras of E∗. By (4.5) the comodule
structure on D(V ) is given by σ → ∑j σj ⊗ Υτj σ . It follows that the subcoalgebra
CV ⊂ E∗ corresponding to D(V ) is spanned by Υτσ with σ ∈ D(V ) and τ ∈ D(V ∗). It is
therefore simple when V is irreducible. Since rk R˜ = dimE by Proposition 2.3, the map
f :E∗ → E is bijective. It is therefore a coalgebra isomorphism, and so it maps simple
subcoalgebras of E∗ to simple subcoalgebras of E. Observe that f (CV ) = CV . Finally,
dimCV = (dimD(V ))2 = (dimV )2 when k is algebraically closed. 
Proposition 4.8. Suppose that H is cocommutative and A is central simple. If V ⊂ A is an
H -invariant subspace which generates the algebra A and ι :V → A is the inclusion map,
then E is generated as an algebra by the operators Φτι with τ ∈D(V ∗).
Proof. Since f :E∗ → E is bijective, it is an antiisomorphism of algebras. So the
statement follows at once from Proposition 4.6. 
Proposition 4.9. Suppose that H is cocommutative. If c˜ is the braiding of E-mod
determined by R˜, then
c˜D(V )D(V )
(
σ ⊗ σ ′)=∑
j
σj ⊗Φτj σ ′σ for σ,σ ′ ∈D(V ), (4.9)
c˜D(V ∗)D(V ∗)
(
τ ⊗ τ ′)=∑
j
Φτσj τ
′ ⊗ τj for τ, τ ′ ∈D
(
V ∗
)
. (4.10)
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have to evaluate both sides of (4.9) at u⊗ v where u,v ∈ V . Now
σ(v)σ ′(u) =
∑
i
〈
u, e∗i
〉
σ(v)σ ′(ei) =
∑
i,j
σj (u)τj
(
e∗i
)
σ(v)σ ′(ei)
according to Proposition 1.4(v). In view of (2.5) this verifies identity (4.9) since cVV :V ⊗
V → V ⊗ V is just the exchange of tensorands. Similarly, (4.10) is obtained by taking
ξ, η ∈ V ∗ and checking that
τ (η)τ ′(ξ) =
∑
i
〈ei , η〉τ
(
e∗i
)
τ ′(ξ) =
∑
i,j
τ
(
e∗i
)
τ ′(ξ)σj (ei)τj (η). 
Using the bijection f :E∗ → E we can transfer to E the two E-module structures on
E∗ given by
ϕ ⇀ ξ =
∑
(ξ)
〈
ξ ′′, ϕ
〉
ξ ′ and ϕ ⇁ ξ =
∑
(ξ)
〈
ξ ′, S(ϕ)
〉
ξ ′′
where ϕ ∈E, ξ ∈E∗ and ∆ξ =∑(ξ) ξ ′ ⊗ξ ′′ . Denote likewise by ⇀ and ⇁ the E-module
structures on E obtained in this way. Thus
ϕ ⇀f (ξ) = f (ϕ ⇀ ξ) and ϕ ⇁ f (ξ) = f (ϕ ⇁ ξ). (4.11)
Proposition 4.10. Suppose that H is cocommutative and A is central simple. The action
⇁ makes E into a left E-module algebra. Given σ ∈ D(V ) and τ ∈ D(V ∗) where
V ∈H -mod, one has
ϕ ⇀Φτσ = Φϕτ,σ and ϕ ⇁Φτσ = Φτ,ϕσ . (4.12)
Proof. The first assertion follows from the fact that (E∗)op is a left E-module algebra with
respect to ⇁ and f is an algebra isomorphism of (E∗)op onto E. In view of (4.6) and (4.5)
ϕ ⇀Υτσ =
∑
j
〈Υτj σ , ϕ〉Υτσj = Υτ,ϕσ ,
ϕ ⇁Υτσ =
∑
j
〈
Υτσj , S(ϕ)
〉
Υτj σ = Υϕτ,σ .
Applying f and using (4.11), we deduce (4.12). 
5. Quantum Lie algebras and enveloping algebras
Suppose that R =∑i r ′i ⊗ r ′′i is a triangular structure on H . Then for every V ∈H -mod
and n > 0 the symmetric group Sn operates on V ⊗n via H -module automorphisms.
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action of tp in V⊗n is given by the operator id ⊗ cV V ⊗ id where cV V :V ⊗ V → V ⊗ V
is the braiding map in H -mod applied to the pth and (p + 1)th tensorands of V⊗n. For
s ∈ Sn denote by sV the corresponding transformation of V⊗n. We will now specialize
the definition of Lie algebras in symmetric tensor categories proposed by Manin [25,
Chapter 12]:
Definition 5.1. A Lie algebra in H -mod is a pair (L,λ) where L is an object and
λ :L⊗L → L a morphism in H -mod satisfying:
(i) Quantum anticommutativity: λ is zero on the subspace of S2-fixed elements in L⊗L;
(ii) Quantum Jacobi identity: λ ◦ (id ⊗ λ) ◦ (id + zL + z2L) = 0 on L⊗3 where z ∈ S3 is
the cyclic permutation (123).
The permutation z = (12)(23) operates in L⊗3 as (cLL ⊗ id)(id ⊗ cLL) = cL⊗L,L. One
has (id ⊗ λ) ◦ zL = cLL ◦ (λ⊗ id) by the naturality of the braiding. Since id + zL + z2L =
zL ◦ (id+zL+z2L) and λ◦cLL = −λ by the anticommutativity, the quantum Jacobi identity
admits an equivalent formulation:
λ ◦ (λ⊗ id) ◦ (id + zL + z2L)= 0.
By a quantum Lie algebra we mean a Lie algebra in H -mod for an arbitrary triangular
Hopf algebra, and we use brackets to denote the multiplication in quantum Lie algebras. A
relevant notion due to Majid [23] does not require the tensor category to be symmetric but
involves more axioms. The morphisms of Lie algebras in H -mod are defined in an obvious
way. Any B ∈ H -alg can be made into a quantum Lie algebra by means of the operation
[b, d]q = bd −
∑
i
(
r ′′i d
)(
r ′ib
)
for b, d ∈B. (5.1)
Definition 5.2. An enveloping algebra of a Lie algebra L in H -mod is a pair (B, ι) where
B ∈ H -alg and ι :L → B is an embedding of Lie algebras in H -mod such that ι(L)
generates B as an associative algebra.
Lemma 5.3. Suppose that (B, ι) is an enveloping algebra of L. Let {ei} be a basis
for L, and let xi = ι(ei) for each i . Suppose that cLL(ei ⊗ ej ) =∑i′,j ′ Ri′j ′ij ej ′ ⊗ ei′ and
[ei, ej ] =∑l γ lij el where Ri′j ′ij , γ lij ∈ k. Then
xixj −
∑
i′,j ′
R
i′j ′
ij xj ′xi′ =
∑
l
γ lij xl. (5.2)
Proof. We have cBB(xi ⊗ xj ) = ∑i′,j ′ Ri′j ′ij xj ′ ⊗ xi′ since ι is a morphism in H -mod.
This shows that the left-hand side of (5.2) coincides with the quantum Lie product [xi, xj ]q
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algebras. 
Let us return to the settings (1.7). Suppose that R and R˜ are mutually corresponding
triangular structures on H and E = EndH A.
Lemma 5.4. Let V ∈ H -mod and s ∈ Sn. Denote by u ∈ Sn the involution that reverses
the order of 1, . . . , n.
(i) Under the isomorphism D(V ⊗n) ∼= D(V )⊗n of Proposition 1.4(iii), D(sV ) corre-
sponds to s−1D(V ).
(ii) Under the canonical isomorphisms (V⊗n)∗ ∼= (V ∗)⊗n and ∗(V⊗n) ∼= (∗V )⊗n in
H -mod the operator s∗V corresponds to (us−1u−1)V ∗ and ∗sV to (us−1u−1)∗V .
Proof. It suffices to consider only transpositions s = tp (since Sn is generated by those).
In case (i) the assertion follows from the commutativity of diagram (2.5). For left duals we
use the diagram
V ∗ ⊗W∗
cV ∗W∗
∼= (W ⊗ V )∗
c∗VW
W∗ ⊗ V ∗ ∼= (V ⊗W)∗
where V,W ∈ H -mod. The commutativity of this diagram is a general property of
braided tensor categories. In case of Hopf algebras this property reduces to the identity∑
i〈ξ, S(r ′i )v〉〈η,S(r ′′i )w〉 =
∑
i〈ξ, r ′i v〉〈η, r ′′i w〉 where ξ ∈ V ∗, η ∈ W∗, v ∈ V , w ∈ W .
The latter does hold since (S ⊗ S)(R) = R [10]. The isomorphisms in (ii) reverse the
tensorands, and therefore (tp)∗V corresponds to (tn−p−1)V ∗ . The case of right duals is
similar. 
Proposition 5.5. Suppose that (L,λ) is a Lie algebra in H -mod. Then:
(i) (D(L∗),D(λ∗)) and (D(∗L),D(∗λ)) are Lie algebras in E-mod.
(ii) If (B, ι) is an enveloping algebra of L, then (D((Bop)∗),D(ι∗)) is an enveloping
algebra of D(L∗) and (D(∗(Bop)),D(∗ι)) that of D(∗L).
(iii) If A (respectively, H ∗⇀, Had) is an enveloping algebra of L, then E∗⇀ (respectively,
A, Ead) is an enveloping algebra of both D(L∗) and D(∗L).
Proof. Let λ′ = D(λ∗) and L′ = D(L∗). The fixed point subspace I = (L⊗L)S2 can be
characterized as the kernel of the transformation id − tL where t ∈ S2 is the transposition.
Since the functor D(?∗) is exact, it follows from Lemma 5.4 that D(I∗) coincides with the
subspace of S2-fixed elements in L′ ⊗ L′. Clearly λ′ is zero on D(I∗). Since {e, z, z2} is
a normal subgroup of S3, the functor D(?∗) transforms the quantum Jacobi identity for L
into the identity λ′ ◦ (λ′ ⊗ id) ◦ (id + zL′ + z2 ′) = 0.L
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D(µ∗). The quantum Lie multiplication in B is µ−µ◦cBB and that in B ′ is µ′ −µ′ ◦ c˜B ′B ′ .
These two correspond to one another under the functor D(?∗). By functoriality ι′ = D(ι∗)
is a homomorphism of Lie algebras in E-mod. It is an embedding since D is exact. The
image of ι′ generates B ′ by Proposition 4.1(iv). Right duals are treated similarly. This
verifies (ii). Part (iii) follows from Proposition 4.3. 
6. Reduced enveloping algebras as Galois algebras
Let k be a field of characteristic p > 0, and let g be a finite dimensional p-Lie algebra
over k. For ξ ∈ g∗ denote by Uξ (g) the corresponding reduced enveloping algebra of g.
In other words Uξ (g) is the factor algebra of the universal enveloping algebra U(g) by its
ideal generated by central elements xp − x[p] − ξ(x)p1 with x ∈ g. We identify g with a
Lie subalgebra in each Uξ (g). There is an algebra homomorphism
∆ :Uξ(g) → U0(g)⊗Uξ (g), x → 1 ⊗ x + x ⊗ 1 for x ∈ g. (6.1)
In particular, ∆ makes U0(g) into a cocommutative Hopf algebra, and each Uξ (g) is a
U0(g)-comodule algebra. Next, the adjoint action of g on itself extends to a restricted action
of g by derivations on Uξ (g). In general, if g operates as a p-Lie algebra of derivations on
an algebra A, one may regard A as a left U0(g)-module algebra. We say that A is g-Galois
if A is U0(g)∗-Galois with respect to the corresponding comodule structure.
Proposition 6.1. The algebra Uξ (g) is g-Galois if and only if Uξ (g) is central simple.
In this case the comodule structure (6.1) corresponds to the Miyashita–Ulbrich action of
U0(g)∗.
Proof. Let H = U0(g) and A = Uξ (g). There is then an isomorphism of algebras
ν :A # H → A ⊗ Aop defined by ν(u # 1) = u ⊗ 1 and ν(1 # x) = x ⊗ 1 − 1 ⊗ x for
u ∈ A and x ∈ g (one can easily construct the inverse). If κ :A ⊗ Aop → EndA is the
canonical homomorphism given by left and right multiplications, then κ ◦ ν coincides with
(1.3). Hence κ is bijective if and only if so is map (1.3). This proves the first assertion.
As follows from (3.1), the comodule structure b → ∑i hi ⊗ bh∗i corresponding to the
Miyashita–Ulbrich action is characterized by the condition that π ′(
∑
i bh
∗
i ⊗ hi), where
π ′ is defined in (1.4), is the left multiplication by b in A. Since xu= (adx)u+ ux , we see
that the left multiplication by x ∈ g coincides with π ′(1 ⊗ x + x ⊗ 1). Hence (6.1) gives
this comodule structure on elements of g. Since Uξ (g) is generated by g, formula (6.1)
determines the structure of a comodule algebra uniquely. 
Remark. The algebra Uξ (g) is U0(g)-Galois with respect to (6.1) for any g and ξ .
Furthermore, the corresponding Miyashita–Ulbrich action is exactly the adjoint action of
U0(g) on Uξ (g). Hence Proposition 6.1 is an instance of general results in [46] and [8]
which were reproduced in Proposition 3.3.
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modules over an algebraically closed extension field of k equals pdimg/2 by [27] or [33,
Theorem 4.4]. Note that dimUη(g) = pdimg for every η ∈ g∗ by the PBW theorem. In case
of an algebraically closed k this means that the algebras Uη(g) are simple for all η in a
nonempty Zariski open subset of g∗. This provides a plentiful supply of central simple g-
Galois algebras. Proposition 6.2 below adapts to characteristic p one of the arguments due
to Ooms [32, Theorem 3.3] who studied Frobenius Lie algebras in characteristic 0. Recall
that g is unimodular if adg x has trace 0 for every x ∈ g.
Proposition 6.2. If g is Frobenius and unimodular, then dimg ≡ 0 modulo 2p.
Proof. Let ξ ∈ g∗ be a linear function such that the associated alternating bilinear form βξ
is nondegenerate. The map g → g∗ given by x → ξ ◦ (adx) is then bijective. There exists
x ∈ g such that ξ ◦ (adx)= ξ , i.e., ξ([xy])= ξ(y) for all y ∈ g. Consider the weight space
decomposition g =⊕gλ with respect to the adjoint transformation adx . Here
gλ =
{
y ∈ g | (adx − λ id)ny = 0}
for λ ∈ k and sufficiently big n. Our choice of x ensures that ξ(gλ) = 0 whenever λ = 1,
and so ξ([gλgµ]) = 0 for all λ,µ ∈ k such that λ +µ = 1. The restriction of βξ induces a
nondegenerate pairing gλ × g1−λ → k for each λ ∈ k. This shows that dimgλ = dimg1−λ.
If 2λ= 1 then dimgλ is even as gλ admits a nondegenerate alternating bilinear form. Hence
tr(adx)=∑λ(dimgλ)λ = (dimg/2)1. If tr(adx) = 0, then dimg/2 ≡ 0 mod p. 
Further on we assume that Uξ (g) is central simple and Eξ = Endg Uξ (g).
Theorem 6.3. Under the above assumption one has:
(i) There is a unique comultiplication on Eξ with respect to which Eξ is a Hopf algebra
and Uξ (g) is a left Eξ -module algebra.
(ii) There is a triangular structure R˜ =∑m ρ′m ⊗ ρ′′m of maximal rank on Eξ such that
uv =∑m(ρ′′mv)(ρ′mu) for all u,v ∈ Uξ (g). In particular, E∗ξ ∼= Eopξ as Hopf algebras.
(iii) The antipode S of Eξ has order 2p or 2 (with the exception of the case g = 0 when
S = id). Moreover, S2 = id if and only if g is unimodular.
Proof. Assertions (i) and (ii) are special cases of Theorem 1.6, Propositions 2.2 and 2.3.
The order of the antipode is determined in Theorem 3.8. The Hopf algebra U0(g) is
generated by primitive elements, and so it is pointed irreducible. In particular, it contains
a single grouplike element. The modular function α :U0(g) → k is determined by α(x) =
tr(adg x) for x ∈ g (cf. [16, Remark in I.9.7]). In particular, U0(g) is unimodular if and
only if so is g [22, p. 91]. According to (6.1) the Miyashita–Ulbrich action of α on Uξ (g)
is given by xα = x + α(x)1 for x ∈ g. Hence xαp = x + pα(x)1 = x for all x . Since α
operates as an automorphism, we have αp = 1. Thus the order of α is either p or 1. Finally,
note that the order of S is even unless Eξ (hence also U0(g)) is commutative, which is only
possible when g = 0. 
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We will use the Eξ -module D(V ) = Homg(V ,Uξ (g)) when V is either the adjoint g-
module g or the coadjoint one g∗. Let {ei} and {e∗i } be dual bases for g and g∗. Recall
that the nondegenerate pairing D(g∗) × D(g) → k is defined by the formula 〈τ, σ 〉 =∑
i τ (e
∗
i )σ (ei) for τ ∈ D(g∗) and σ ∈ D(g). Both Proposition 4.4 and Proposition 4.8
describe generating subspaces for the algebra Eξ . We may take V = g and ι :g → Uξ (g)
the canonical embedding. Then Ψτ ,Φτι ∈ Eξ are defined for all τ ∈D(g∗). As
Ψτu =
∑
i
τ
(
e∗i
)
(ad ei)u =
∑
i
τ
(
e∗i
)
eiu−
∑
i
τ
(
e∗i
)
uei = 〈τ, ι〉u −Φτιu
for all u ∈ Uξ (g), one sees that Ψτ = 〈τ, ι〉id −Φτι. Consider the triangular structure R˜ on
Eξ corresponding to the triangular structure R = 1 ⊗ 1 on U0(g).
Theorem 6.4. D(g∗) is a Lie algebra in Eξ -mod with respect to the multiplication
[
τ, τ ′
]
(ξ) =
∑
i,j
〈
ξ, [ej , ei]
〉
τ
(
e∗i
)
τ ′
(
e∗j
)
, τ, τ ′ ∈D(g∗), ξ ∈ g∗. (6.2)
The algebra Eξ equipped with either the adjoint action on itself or the action ⇁ described
in Proposition 4.10 is an enveloping algebra of D(g∗). The corresponding embeddings
D(g∗) →Eξ are given by τ →Ψτ and τ → Φτι, respectively.
Proof. Equipped with the adjoint action on itself, g is a Lie algebra in the symmetric
tensor category U0(g)-mod. Indeed, the quantum anticommutativity and Jacobi identity
in U0(g)-mod coincide with the their ordinary versions since R = 1 ⊗ 1. Now D(g∗)
is a quantum Lie algebra by Proposition 5.5. Next, Uη(g) is an enveloping algebra of
g for any η ∈ g∗. The functor D(?∗) transforms Uη(g) into an enveloping algebra of
D(g∗) according to Proposition 5.5. If η = 0 (respectively, η = ξ ), the result is (Eξ )ad
(respectively, (E∗ξ )⇀). The Eξ -module algebra in the second case is isomorphic to (E∗ξ )op
with the action of Eξ given by ⇁. Finally, (E∗ξ )op ∼= Eξ as Eξ -module algebras with
respect to ⇁. The embedding of D(g∗) into (Eξ )ad is described in Proposition 4.4 with
V = g. The embedding of D(g∗) into (E∗ξ )op is given by τ → Υτι (cf. Proposition 4.6).
The element Υτι corresponds to Φτι in Eξ . 
Example 1. Let g be the 2-dimensional Lie algebra with a basis e0, e1 and the multipli-
cation [e0, e1] = e1. The [p]-map on g is given by e[p]0 = e0 and e[p]1 = 0. If ξ(e1) = 0
for ξ ∈ g∗, then Uξ (g) has a p-dimensional absolutely irreducible module [42, 6.9]. Since
dimUξ (g) = p2, this means that Uξ (g) is central simple. One can easily check that the
linear functions ξ satisfying ξ(e1) = 0 constitute a conjugacy class with respect to the
automorphism group of g. We may assume therefore that ξ(e0) = 0 and ξ(e1) = 1. Then
e
p = e0 and ep = 1 in Uξ (g).0 1
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D(g∗)×D(g) → k, the multiplication in the quantum Lie algebra D(g∗) and the action of
elements ϕi = Φτiσ1 in the Eξ -module D(g∗):
e∗0 e∗1
τ0 1 −e0e−11
τ1 0 e−11
e0 e1
σ0 1 0
σ1 e0 e1
τ0 τ1
τ0 0 −τ1
τ1 τ1 0
τ0 τ1
ϕ0 0 τ1
ϕ1 τ0 − τ1 τ1
One sees that D(g∗) is in fact an ordinary Lie algebra isomorphic to g. The algebra Eξ is
generated by ϕ0, ϕ1 (note that σ1 is the canonical embedding of g into Uξ(g)). One checks
that Φτ0σ0 = id and Φτ1σ0 = 0. The braiding map c˜D(g∗)D(g∗) is computed from (4.10) as
τ0 ⊗ τ0 → τ0 ⊗ τ0, τ0 ⊗ τ1 → τ1 ⊗ (τ0 + τ1),
τ1 ⊗ τ0 → (τ0 − τ1)⊗ τ1, τ1 ⊗ τ1 → τ1 ⊗ τ1.
Only one of the quadratic relations (5.2) is independent in the present settings. For i = 0,
j = 1 it gives ϕ0ϕ1 − ϕ1(ϕ0 + ϕ1) = −ϕ1. The pth powers of ϕ0, ϕ1 can be figured
out by computing straightforwardly in the algebra Uξ (g) ⊗ Uξ (g)op. Note that ϕ0, ϕ1 are
represented by the elements 1 ⊗ e0 − e0e−11 ⊗ e1 and e−11 ⊗ e1 in the latter algebra. The
coproduct in Eξ is derived from (4.8). Altogether we get the following relations:
[ϕ0, ϕ1] = ϕ21 − ϕ1, ϕp0 = ϕ0, ϕp1 = 1,
∆(ϕ0) = 1 ⊗ ϕ0 + ϕ0 ⊗ ϕ1, ∆(ϕ1) = ϕ1 ⊗ ϕ1,
ε(ϕ0) = 0, ε(ϕ1) = 1, S(ϕ0) = −ϕ0ϕ−11 , S(ϕ1) = ϕ−11 .
In this example one can recognize the Hopf algebra Hp described in [35, p. 158]. This
Hopf algebra appears also in the family of Hopf algebras Ln, n > 0, constructed in [45,
Lemma 7]. In general dimLn = p2n and the antipode of Ln has order 2pn. One can suspect
that Ln can be realized as the endomorphism Hopf algebra of a Galois algebra for the nth
Frobenius kernel of the 2-dimensional nonabelian algebraic group.
Example 2. Let g be the 4-dimensional Lie algebra with a basis e0, e1, e2, e3 and nonzero
commutators
[e0, e1] = ae1, [e0, e2] = be2, [e0, e3] = (a + b)e3, [e1, e2] = e3
where a, b are integers such that a + b ≡ 0 modp. One has e[p]0 = e0 and e[p]i = 0 for
i > 0. This Lie algebra is unimodular only when p = 2. The representations of g can be
easily determined using methods of [41,48]. If ξ(e3) = 0 then Uξ (g) has an absolutely
irreducible module of dimension p2 which is induced from a one-dimensional module
over the subalgebra of g spanned by e2, e3. Hence Uξ (g) is central simple in this case.
The automorphism group operates transitively on the set of linear functions satisfying
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in the tables below has the same meaning as in the previous example:
e∗0 e∗1 e∗2 e∗3
τ0 1 ae2e−13 −be1e−13 (be1e2 − ae2e1 − e0e3)e−23
τ1 0 ed3 0 −e1ed−13
τ2 0 0 ec3 −e2ec−13
τ3 0 0 0 e−13
e0 e1 e2 e3
σ0 1 0 0 0
σ1 −ae2ec3 ec+13 0 0
σ2 be1e
d
3 0 e
d+1
3 0
σ3 e0 e1 e2 e3
τ0 τ1 τ2 τ3
τ0 −abτ3 −aτ1 −bτ2 −(a + b)τ3
τ1 aτ1 0 −τ3 0
τ2 bτ2 τ3 0 0
τ3 (a + b)τ3 0 0 0
Here c, d are integers such that b+ c(a+b)≡ 0, a+d(a+b)≡ 0, hence also c+d +1 ≡
0 modp. The multiplication in D(g∗) is no longer anticommutative in the ordinary sense
as [τ0τ0] = 0. The elements ϕi = Φτiσ3 generate Eξ , and the relations fulfilled in Eξ are
listed below. We omit the details of the computations:
[ϕ0, ϕ1] = aϕ1(2ϕ3 − 1), [ϕ0, ϕ2] = bϕ2(2ϕ3 − 1),
[ϕ0, ϕ3] = (a + b)
(
ϕ23 − ϕ3
)
, [ϕ1, ϕ2] = ϕ23 − ϕ3, [ϕ1, ϕ3] = [ϕ2, ϕ3] = 0,
ϕ
p
0 = ϕ0, ϕp1 = ϕp2 = 0, ϕp3 = 1,
∆(ϕ0) = 1 ⊗ ϕ0 − aϕ2ϕc3 ⊗ ϕ1 + bϕ1ϕd3 ⊗ ϕ2 + ϕ0 ⊗ ϕ3, ∆(ϕ3) = ϕ3 ⊗ ϕ3,
∆(ϕ1) = ϕ−d3 ⊗ ϕ1 + ϕ1 ⊗ ϕ3, ∆(ϕ2) = ϕ−c3 ⊗ ϕ2 + ϕ2 ⊗ ϕ3,
ε(ϕ0) = ε(ϕ1) = ε(ϕ2) = 0, ε(ϕ3) = 1,
S(ϕ0) = (bϕ1ϕ2 − aϕ2ϕ1 − ϕ0ϕ3)ϕ−23 ,
S(ϕ1) = −ϕ1ϕd−13 , S(ϕ2) = −ϕ2ϕc−13 , S(ϕ3) = ϕ−13 .
The assignments ϕ0 → Z, ϕ1 → X, ϕ2 → Y , ϕ3 → 1 define a homomorphism of Eξ onto
the Hopf algebra of dimension p3 with generators X, Y , Z and relations
[Z,X] = aX, [Z,Y ] = bY, [X,Y ] = 0, Zp = Z, Xp = Yp = 0,
∆(Z) = 1 ⊗Z − aY ⊗X + bX ⊗ Y +Z ⊗ 1,
∆(X) = 1 ⊗X +X ⊗ 1, ∆(Y ) = 1 ⊗ Y + Y ⊗ 1.
There are some similarities between this Hopf algebra and the Hopf algebra H
from [44].
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pointed Hopf algebras (e.g., [2]) it may be of interest to single out those Hopf algebras
among the Eξ ’s.
Proposition 6.5. Suppose that k is algebraically closed and Uξ (g) is simple. Then Eξ is
pointed if and only if [g,g] consists of [p]-nilpotent elements.
Proof. In order that Eξ be pointed it is necessary and sufficient that E∗ξ have only one-
dimensional irreducible modules. Since E∗ξ ∼= Eξ ∼= U0(g) as algebras, an equivalent
condition is that U0(g) has only one-dimensional irreducible modules or, in other
words, [g,g] annihilates the irreducible U0(g)-modules. In view of Engel’s theorem [42,
Chapter 1, Corollary 3.2] this can be rephrased by saying that all elements of [g,g] operate
nilpotently in U0(g)-modules. Taking a faithful U0(g)-module, we deduce that x[p]
n = 0
for all x ∈ [g,g] when n is sufficiently big. 
Remark. If k is not algebraically closed, one must add the condition that g contains a split
torus of maximal dimension.
Conjecture 6.6. Let g be any p-Lie algebra and ξ, η ∈ g∗.
(i) Uξ (g) is central simple if and only if the alternating bilinear form βξ associated with
ξ is nondegenerate.
(ii) The Hopf algebras Eξ and Eη are isomorphic whenever both Uξ (g) and Uη(g) are
central simple.
Currently I can prove that (i) holds if either g is solvable or k is algebraically closed
and adg ⊂ LieG where G is the automorphism group of g. In the second case (ii) is also
fulfilled. These results will appear elsewhere.
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