Abstract. Let I J be two squarefree monomial ideals of a polynomial algebra over a field generated in degree ≥ d, resp. ≥ d + 1 . Suppose that I is generated by three monomials of degrees d. If the Stanley depth of I/J is ≤ d + 1 then the usual depth of I/J is ≤ d + 1 too.
Introduction
Let S = K[x 1 , . . . , x n ] be the polynomial algebra in n variables over a field K and I J two squarefree monomial ideals of S. Suppose that I is generated by squarefree monomials of degrees ≥ d for some positive integer d. We may assume either that J = 0, or J is generated in degrees ≥ d + 1 after a multigraded isomorphism. Then depth S I ≥ d by [4, Proposition 3 .1] and it follows depth S I/J ≥ d (see [14, Lemma 1.1] ). Depth of I/J is a homological invariant and depends on the characteristic of the field K.
Let P I\J be the poset of all squarefree monomials of I \ J with the order given by the divisibility. Let P be a partition of P I\J in intervals [u, v] = {w ∈ P I\J : u|w, w|v}, let us say P I\J = ∪ i [u i , v i ], the union being disjoint. Define sdepth P = min i deg v i and the Stanley depth of I/J given by sdepth S I/J = max P sdepth P, where P runs in the set of all partitions of P I\J (see [4] , [20] ). It is hard to work with Stanley depth (see [4] , [18] , [1] , [7] , [8] ). Stanley's Conjecture says that sdepth S I/J ≥ depth S I/J. The Stanley depth of I/J is a combinatorial invariant and does not depend on the characteristic of the field K. If J = 0 then this conjecture holds for n ≤ 5 by [11] , or when I is an intersection of four monomial prime ideals by [10] , [12] , or an intersection of three monomial primary ideals by [22] , or a monomial almost complete intersection by [3] .
For more than thirty years the Stanley Conjecture was a dream for many people working in combinatorics and commutative algebra. Many people believe that this conjecture holds and tried to prove directly some of its consequences. For example in this way a lower bound of depth given by Lyubeznik [9] was extended by Herzog at al. [5] for sdepth.
Some numerical upper bounds of sdepth give also upper bounds of depth, which are independent of char K. More precisely, write ρ j (I \ J) for the number of all squarefree monomials of degrees j in I \ J. 
, then depth S (I/J) = t independently of the characteristic of K.
Shen's proof is very short, based on a strong tool, namely the Hilbert depth considered by Bruns-Krattenhaler-Uliczka [2] (see also [21] , [6] ). Thus it is important to have the right tool.
Let r be the number of the squarefree monomials of degrees d of I and B (resp. C) be the set of the squarefree monomials of degrees d + 1 (resp. d + 2) of I \ J. Set s = |B|, q = |C|. If r > s then Theorem 0.1 says that depth S I/J = d, namely the minimum possible. This was done previously in [14] (the idea started in [13] ). Moreover, Theorem 0.1 together with Hall's marriage theorem for bipartite graphs gives the following: The purpose of our paper is to study the next step in proving Stanley's Conjecture namely the following weaker conjecture.
Conjecture 0.4. Suppose that I ⊂ S is minimally generated by some squarefree monomials f 1 , . . . , f k of degrees d, and a set H of squarefree monomials of degrees
The following theorem is a partial answer.
Theorem 0.5. The above conjecture holds in each of the following two cases:
(
When k = 1 and s = q + 1 the result was stated in [16] and [17] . The theorem follows from Proposition 2.1 and Theorems 1.3, 2.4.
We owe thanks to the Referee, who noticed some mistakes in a previous version of this paper, especially in the proof of Lemma 2.3.
1. Cases r = 1 and d = 1
Let I J be two squarefree monomial ideals of S. We assume that I is generated by squarefree monomials of degrees ≥ d for some d ∈ N. We may suppose that either J = 0, or is generated by some squarefree monomials of degrees ≥ d + 1. As above B (resp. C) denotes the set of the squarefree monomials of degrees d + 1 (resp. d + 2) of I \ J. Lemma 1.1. Suppose that I ⊂ S is minimally generated by some square free monomials {f 1 , . . . , f r } of degrees d, and a set E of square free monomials of degrees ≥ d + 1. Assume that sdepth S I/J ≤ d + 1 and the above Conjecture 0.4 holds for k < r and for k = r, |H| < |E| if E = ∅. If either C ⊂ (f 2 , . . . , f r , E), or C ⊂ (f 1 , . . . , f r , E \ {a}) for some a ∈ E then depth S I/J ≤ d + 1.
In the following exact sequence
the last term is isomorphic with (f 1 )/(J +I ′ )∩(f 1 ) and has depth and sdepth ≥ d+2 because c ∈ (J + I ′ ) (here it is enough that depth ≥ d + 1, which is easier to see 
. . , f r , E \ {a}) for some a ∈ E and c ∈ C \ I ′′ . In the following exact sequence
the last term is isomorphic with (a)/(a) ∩ (J + I ′′ ) and has depth and sdepth ≥ d + 2 because c ∈ J + I ′′ and as above we get depth S I/J ≤ d + 1.
The following lemma could be seen somehow as a consequence of [16, Theorem 1.10], but we give here an easy direct proof. Proof. First assume that d > 0. Note that I/J ∼ = S/(J : f ). We have sdepth S I/J = sdepth S S/(J : f ) and depth S I/J = depth S S/(J : f ). It is enough to treat the case d = 1. We may assume that x 1 |f and using [4, Lemma 3.6] after skipping the variables of f /x 1 we may reduce our problem to the case d = 1.
Therefore we may assume that d = 1. If C = ∅ then x 1 x t x k ∈ J for all 1 < t < k ≤ n and so (J : x 1 ) contains all squarefree monomials of degree two in x t , t > 1, that is the annihilator of the element induced by x 1 in I/J has dimension ≤ 2. It follows that depth S I/J ≤ 2.
If let us say c = x 1 x 2 x 3 ∈ C then in the exact sequence 
. From above we get depth S ′ I ′ /J ′ ≤ 2 and it follows depth S I/J ≤ 1.
The following theorem extends the above lemma and [17] , its proof is given in the last section. Theorem 1.3. Suppose that I ⊂ S is minimally generated by a squarefree monomial {f }, of degree d and a set E = ∅ of monomials of degrees d + 1. Assume that
Proof. By [16, Proposition 1.3] we may suppose that C ⊂ (x 2 ). Then apply Lemma 1.1, its hypothesis is given by Theorem 1.3.
We need the following lemma, its proof is given in the next section. Lemma 1.5. Suppose that I ⊂ S is minimally generated by some squarefree monomials {f 1 , f 2 , f 3 } of degree d and that sdepth
Proof. By [16, Proposition 1.3] we may suppose that C ⊂ (x 1 , x 2 ). Then we may apply Lemma 1.5. Remark 1.7. When J = 0 the above proposition follows quickly from [1] (see also [4] ).
Case r, d > 1
Proposition 2.1. Suppose that I ⊂ S is generated by two squarefree monomials
Proof. We may suppose that I is minimally generated by f 1 , f 2 because otherwise apply the Theorem 1.3. Let w be the least common multiple of f 1 , f 2 . First suppose that C ⊂ (w). This is the case when w ∈ J, or deg w > d + 2, or w ∈ C and q > 1. Then it is enough to apply Lemma 1.1, the case r = 1 being done in the Theorem 1.3. If q = 1 then r > q and by [19, Corollary 2.6 ] (see also Theorem 0.2) we get depth S I/J ≤ d + 1. Assume that w ∈ B. After renumbering the variables x i we may suppose that C = {wx i : 1 ≤ i ≤ q} and so in B we have at least the elements of the form w, f 1 x i , f 2 x i , 1 ≤ i ≤ q . Thus s ≥ 2q + 1 > q + 2 when q > 1 and by [15, Theorem 1.3] (see Theorem 0.1) we are done.
Lemma 2.2. Suppose that I ⊂ S is generated by three squarefree monomials {f 1 , f 2 , f 3 } of degrees d, sdepth S I/J = d+1 and let w ij be the least common multiple of f i , f j , 1 ≤ i < j ≤ 3. If w 12 , w 13 , w 23 ∈ B and are different then depth S I/J ≤ d + 1.
Proof. After renumbering the variables x i we may assume that 
But this case may be reduced to d = 1 which is done in Proposition 1.6. Now assume that all w ij ∈ B. Set C ij = C ∩ (w ij ), q ij = |C ij | and B ij the set of all b ∈ B which divide some c ∈ C ij . If all w ij are equal, let us say w ij = w, then after renumbering the variables x i the monomials of C have the form wx t , 1 ≤ t ≤ q. Thus B contains w and f j x t for j ∈ [3] and t ∈ [q]. It follows that s ≥ 3q + 1 > q + 3 for q > 1 and so depth S I/J ≤ d + 1 by [15, Theorem 1.3]. Then we may suppose that all w ij are different and we may apply Lemma 2.2.
Next assume that w 12 , w 13 ∈ B and w 23 ∈ C. As above we can assume that
. We have C ⊂ C 12 ∩ C 13 , and q = q 12 + q 13 − 1 because w 23 ∈ C 12 ∩ C 13 . As in the case of r = 2 we have |B 12 | = 2q 12 + 1 and |B 13 \ B 12 | ≥ 2q 13 − min{q 12 , q 13 }. It follows that s ≥ 2q + 4 − min{q 12 , q 13 } > q + 3, which implies depth S I/J ≤ d + 1 by [15, Theorem 1.3] . Note that if w 23 ∈ J, or deg w 23 > d + 2 then q = q 12 + q 13 and we get in the same way that s ≥ 2q + 2 − min{q 12 , q 13 } ≥ q + 3. Thus depth S I/J ≤ d + 1 unless q 12 = q 13 = 1. The last case is false because q > 2.
Suppose that all w ij are different, w 12 ∈ B and w 23 , w 13 ∈ C. We may assume that
. We have q = q 12 + 2, B 12 ∩ B 13 ⊂ {x d+1 f 1 , x d+2 f 1 } and so |B 13 \ B 12 | ≥ 2. Also note that B 23 ∩ (B 12 ∪ B 13 ) ⊂ {x d+1 f 2 , x d+2 f 2 , x 2 f 3 } and so |B 23 \ (B 12 ∪ B 13 )| ≥ 1. It follows that s ≥ 2q 12 + 1 + 2 + 1 = 2q. If q > 3 we get s > q + 3 and so depth S I/J ≤ d + 1 by [15] . If q = 3 then q 12 = 1 and so B 12 = {w 12 , x t f 1 , x t f 2 } for some x t |f 1 , x t |f 2 . If t = d + 1 or t = d + 2 then we see that |B 13 \ B 12 | ≥ 3 and so s > 6 = r + q, which is enough. If t > d + 3 then s is even bigger than 7. If let us say w 23 ∈ J, or deg w 23 > d + 2 then q = q 12 + 1 and as above s ≥ 2q 12 + 1 + 2 = 2q + 1 > q + 3 because q ≥ 3, which is again enough. If also w 13 ∈ J, or deg w 13 > d + 2 then q = q 12 and as above s ≥ 2q 12 + 1 = 2q + 1 > q + 3 because q ≥ 3.
Suppose that w 12 ∈ B and w 23 = w 13 ∈ C. We may assume that
. We have q = q 12 and B 12 ⊃ B 13 . Thus s ≥ 2q 12 + 1 = 2q + 1 > q + 3 and so again depth S I/J ≤ d + 1.
Finally if all w ij are in C (they must be different, otherwise q ≤ 2 which is false) then q = 3 , q ij = 1 and we get s ≥ 12 > q + 3 which is again enough. Proof. We may suppose that I is minimally generated by f 1 , f 2 , f 3 because otherwise apply Proposition 2.1. If C ⊂ (w 12 , w 13 , w 23 ) then apply Lemma 1.5. Thus we may suppose that C ⊂ (w 12 , w 13 , w 23 ) and we may apply Lemma 2.3.
Proof of Lemma 1.5
Let c = f 3 x i 3 x j 3 and set
Consider the following exact sequence
The last term has sdepth = d + 2 so by [18 
Set
We may suppose that
Indeed, otherwise one of the left terms from the following exact sequences We may choose P E and P i such that each interval starting with a squarefree monomial of degree ≤ d + 1 ends with a monomial from C ′ . Our goal is mainly to reduce our problem to the case when w 13 , w 12 
′′ ∩ J ′ and consider the exact sequence: 
In this case changing in P i the hinted interval with [f 1 , f 1 x t x i ] we get a partition of I ′ /J ′ with sdepth ≥ d + 2 which is false. As we have seen above we may suppose that in P i there exists an interval [b, c 1 ] with c 1 ∈ (f 1 ) ∩ (E ′ ) ⊂ (w 13 ). It follows that w 13 ∈ B ′ ∪ C ′ . We may assume that if w 13 ∈ B ′ then x i |w 13 , otherwise change i by j. Thus c 1 = x i w 13 or c 1 = w 13 . If 
Case 3 w 12 , w 13 ∈ C ′ . In this case c 1 = w 13 , c ′ = w 12 and so
, that is we are in Case 1.
Case 4 w 12 ∈ B ′ , w 13 ∈ C ′ . Thus c 1 = w 13 . We may assume that w 12 = x 1 ...
We also see that f 3 ∈ (x i x j ) because c 1 = w 13 . In P i we have
, that is we are in Case 1. Otherwise u = d + 1, and so x j w 12 ∈ C ′ , in particular f 2 x j ∈ B ′ . We see that in P i we can have either w 12 ∈ [f 2 , c ′ ] or there exists an interval [w 12 , w 12 x k ]. If k = j then w 12 x k is the end of the interval starting with f 1 x j , which is false. If k = i then we are in Case 2. Thus i = k = j.
When in P i there exists the interval [w 12 , w 12 x k ] then there exists also the interval
, that is we are in Case 1. It remains the case when w 12 is in the interval [f 2 , c ′ ]. In P i we have an interval [f 2 x j , f 2 x l x j ] for some l. If f 2 x j x l ∈ (f 1 ) then l = 1 and so f 2 x j x l = x j w 12 which is already the end of the interval starting with f 1 x j . Contradiction ! Thus f 2 x l x j ∈ (f 3 ), otherwise we are in Case 1. We get l = i and changing [f 2 
′ ] we arrive in Case 2. Case 5 w 12 ∈ C ′ , w 13 ∈ B ′ . Thus we may assume that w 12 
we get f 1 x j x u ∈ (w 13 ) and we get again u = i, that is we are in Case 2. Thus f 1 x j x u / ∈ (f 2 , f 3 ) and we arrive in Case 1.
Then, we may suppose that
that is we are in Case 2. Then f 2 x d+1 x m ∈ (f 3 ) because otherwise we are in Case 1. It follows that m = j and we have [f 1 x d+1 , f 1 x d+1 x j ] in P i . Then the interval [f 1 x j , f 1 x j x p ] existing in P i has p = j and also p = i because otherwise we are in Case 2. Thus we must also have an interval [f 1 x p , f 1 x p x k ] with k = j and also k = i, otherwise we are in Case 2. Then
, that is we are in Case 1. Case 6 w 12 , w 13 ∈ B ′ . We may assume that w 12 = x 1 ...
′ then all w ij are different and by Lemma 2.2 we get depth S I/J ≤ d+1. Thus we may suppose that w 23 ∈ C ′ . We may choose
be the existing interval of P i containing f 2 x j . Note that f 2 x j x k ∈ (f 3 ) and if f 2 x j x k ∈ (f 1 ) then f 2 x j x k = x j w 12 which appeared already in the previous interval. Thus
, that is we are in Case 1. It remains that f 3 = x 1 x 3 ...x d x j and, as before, we have in
. We see then f 2 x j ∈ B ′ and we must have also an interval [
Proof of Theorem 1.3
Suppose that E = ∅ and s ≤ q + 1. We may assume that |B \ E| ≥ 2 because otherwise depth S I/J ≤ d + 1 since the element induced by f in I/J is annihilated by all variables but one and those from supp f . Lemma 4.1. Suppose that the following conditions hold:
Then either sdepth S I/J ≥ d+2, or there exists a nonzero ideal I ′ I generated by a subset of {f }∪B such that
Proof. Consider h as above for a partition P b with sdepth d + 2 of I b /J b which exists by (2) . A sequence a 1 , . . . , a k is called a path from
This path is bad if h(a k ) ∈ (b) and it is maximal if all divisors from B of h(a k ) are in {b, a 1 , . . . , a k }. If a = a 1 we say that the above path starts with a. Since |B \ E| ≥ 2 there exists a 1 ∈ B \ {b}. Set c 1 = h(a 1 ). If c 1 ∈ (b) then the path {a 1 } is maximal and bad. By recurrence choose if possible a p+1 to be a divisor from B of c p which is not in {b, a 1 , . . . , a p } and set c p = h(a p ), p ≥ 1. This construction ends at step p = e if all divisors from B of c e−1 are in {b, a 1 , . . . , a e−1 }. If c i ∈ (b) for 1 ≤ i < e − 1 then {a 1 , . . . , a e−1 } is a maximal path. If c e−1 ∈ (b) then this path is also bad. We have two cases: 1) there exist no maximal bad path starting with a 1 ,
2) there exists a maximal bad path starting with a 1 . In the first case, set T 1 = {b ′ ∈ B : there exists a path a 1 , . . . , a k with a k = b ′ }, Thus we may assume that f x u 1 ∈ {a 1 , . . . , a t 1 }. Now set a t 1 +1 = f x u 1 . Let a t 1 +1 , . . . , a k be a path starting with a t 1 +1 and set c j = h(a j ),
and switching it to [f, f x i x u 1 ] we get a partition with sdepth ≥ d + 2 for I/J. Thus we may suppose that in fact a p ∈ {b, a 1 , . . . , a p−1 } for any p > t 1 (with respect to any path starting with a t 1 +1 ). We have again two subcases: 1 ′ ) there exist no maximal bad path starting with a t 1 +1 , 2 ′ ) there exists a maximal bad path starting with a t 1 +1 . In 1
there exists a path a t 1 +1 , . . . , a k with
As above, we see that if T 2 ∩ (f ) = ∅ then we may take I ′ = I ′ 2 and if T 2 ∩ (f ) = ∅ then I ′ = I ′′ 2 works. In the second case, let a t 1 +1 , . . . , a t 2 be a maximal bad path starting with a t 1 +1 and set c j = h(a j ) for j > t 1 . As we saw the whole set {a 1 , . . . , a t 2 } has different monomials. As above c t 2 = bx u 2 and we may reduce to the case when f x u 2 ∈ {a 1 , . . . , a t 1 }. Set a t 2 +1 = f x u 2 and again we consider two subcases, which we treat as above. Anyway after several such steps we must arrive in the case p = t m when b|c tm and again a certain f x um is not among {a 1 , . . . , a tm } and taking a tm+1 = f x um there exist no maximal bad path starting with a tm+1 . This follows since we may reduce to the case when the set {a 1 , . . . , a tm } has different monomials and so the procedures should stop for some m. Finally, using T m = {b ′ ∈ B : there exists a path a tm+1 , . . . , a k with a k = b ′ } as T 1 above we are done. Now Theorem 1.3 follows from the next proposition, the case s > q + 1 being a consequence of [15] (see here Theorem 0.1). 
