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ABSTRACT
Two problems related to rankings are investigated in this thesis.
We first address the problem of computing distances between rankings
that take into account similarities between candidates. The need for eval-
uating such distances is governed by applications as diverse as rank aggre-
gation, bioinformatics, social sciences and data storage. The problem may
be summarized as follows. Given two rankings and a positive cost function
on transpositions that depends on the similarity of the candidates involved,
find a smallest cost sequence of transpositions that converts one ranking into
another. Our focus is on costs that may be described via special metric-tree
structures and on full rankings modeled as permutations. The presented
results include a quadratic-time algorithm for finding a minimum cost trans-
form for simple cycles; and a linear time, 5/3-approximation algorithm for
permutations that contain multiple cycles. In addition, for permutations
with digraphs represented by non-intersecting cycles embedded in trees, we
present a polynomial-time transform algorithm. The proposed methods rely
on investigating a newly introduced balancing property of cycles embedded
in trees, cycle-merging methods, and shortest-path optimization techniques.
The second problem considered is the problem of exact synchronization
of two rankings at remote locations connected by a two-way channel. Such
synchronization problems arise when items in the data are distinguishable,
as is the case for playlists, tasklists, crowd votes and recommender systems
rankings. Our model accounts for different constraints on the communication
throughput of the forward and feedback links, resulting in different anchor-
ing, syndrome and checksum computation strategies. Information editing
is assumed of the form of deletions, insertions, block deletions/insertions,
translocations and transpositions. The protocols developed under the given
model are order-optimal with respect to genie-aided lower bounds.
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CHAPTER 1
INTRODUCTION
1.1 Computing Similarity Distances between Rankings
Meta-search engines, recommenders, social data aggregation centers as well
as many other data processing systems are centered around the task of rank-
ing distinguishable objects according to some predefined criteria [1, 2, 3].
Rankings are frequently provided by different experts or generated according
to different criteria. In order to perform comparative studies of such rank-
ings or in order to aggregate them, one needs to be able to assess how much
they agree or disagree. This is most easily accomplished by assuming that
data is of the form of full rankings and that one ranking may be chosen as
a reference sample (identity). In this case, the problem of evaluating the a-
greement between permutations essentially reduces to the problem of sorting
permutations.
The problem of sorting distinct elements according to a given criterion has
a long history and was studied in mathematics, computer science, and social
choice theory alike [4, 5, 6]. One volume of the classical text in computer
science – Knuth’s The Art of Computer Programming – is almost entirely
devoted to the study of sorting permutations. The solution to the problem
is straightforward and well known if the sorting steps are swaps (transposi-
tions) of two elements: One has to first perform a cycle decomposition of the
permutation and then swap elements in the same cycle until all cycles have
unit length.
Sorting problems naturally introduce the need for studying distances be-
tween permutations. There are many different forms of distance functions
on permutations, with the two most frequently used being the Cayley dis-
tance/Kendall distance [7]. In this case, each transposition/adjacent trans-
position contributes equally to the overall distance. Although many gen-
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Figure 1.1: A “Y-tree” governing the cost of transposing candidates:
Swapping candidates closer in their political beliefs induces a smaller cost
in the overall distance.
eralizations of Kendall and other distances are known [8], until our recent
companion work [9], no attempt has been made to study the problem in a
more general framework where one may assign to each rearrangement step a
cost (weight)1 that may be proportional to its likelihood of being performed.
Examples where such cost-constrained problems arise are social sciences [9]
(in the context of constrained vote aggregation), bioinformatics [10, 11] (in
the context of the fragile DNA breakage models or of gene prioritization),
and logistics [12].
Most practical problems call for positive costs (weights) on transpositions,
and costs that capture some constraint imposed by the comparative study
performed on the permutations. The problem at hand may then be described
as follows: For a given set of positive costs assigned to transpositions of
distinct elements, find a smallest cost sequence of transpositions (henceforth
termed transform) converting a given permutation to the identity.
In our subsequent analysis, we focus on constraints that take into account
that candidates may be similar and that transposing similar candidates in-
duces a smaller cost than transposing dissimilar candidates. We refer to the
underlying family of distance measures as similarity distances. The notion of
similarity distance is not to be confused with the metric used in [13], where
the goal was to rank similar items close to each other in the aggregate.
To illustrate the practical utility of the similarity distance, we next present
1Throughout the thesis, we use the words cost and weight interchangeably, depending
on the context of the exposition.
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a number of illustrative examples.
The first example comes from social choice theory. When ranking politi-
cians and assessing voters’ opinion dynamics, one often needs to take into
account that the candidates come from different parties. Swapping candi-
dates from the same party may be perceived as having a smaller impact on
the overall diversity of the ranking or outcome of an election than doing oth-
erwise. As an example, consider the following three rankings of politicians:
pi1 =(Clinton, Obama, Bush, Kerry, Romney)−− (D,D,R,D,R),
pi2 =(Obama, Clinton, Bush, Kerry, Romney)−− (D,D,R,D,R),
pi3 =(Clinton, Bush, Obama, Kerry, Romney)−− (D,R,D,D,R).
Notice that pi2 and pi3 differ from pi1 only in one (adjacent) transposition.
In the first case, the swap involves members of the same party, while in the
second case, the transposed candidates belong to two different parties. It
would hence be reasonable to assume that the distance between pi1 and pi2
be smaller than the distance between pi1 and pi3 because it induces a change
in the overall ordering of the parties. Clearly, one could also argue that
changes at the top of the list are more relevant than changes at the bottom,
in which case the comment about the pairwise distances should be reversed.
An overview of positional distances may be found in [9], and the related work
on generalized Borda counts in [14, 15] and references therein.
To capture this similarity, candidates may be arranged into a tree-structure
with each edge having a certain weight, so that the transposition cost of two
candidates equals the weight of the unique path between them. An illustra-
tive example involving three parties is shown in Figure 1.1, where the tree
has only one vertex of degree larger than two, corresponding to the political
center. Republicans, Democrats and Greens are all arranged on different
branches of the tree, and in order of their proximity to the political center.
Note that two Republicans are generally closer in the tree compared to a Re-
publican and a Democratic candidate, implying that transpositions involving
Republicans are, on average, less costly than those involving candidates of
two different parties.
Another application of metric-tree weight distances is in assignment ag-
gregation and rank aggregation [1, 16, 17, 18, 19, 20]. In the former case, one
considers a committee of m members with the task of distributing n jobs to
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n candidates. Each committee member provides his or her suggestion of full
assignment of candidates to jobs. The goal is to aggregate the assignments
given by individual committee members into one assignment. If a measure of
similarity between the candidates is available, one can use the similarity dis-
tance to aggregate the assignments by finding the best compromise in terms
of swapping candidates of similar qualifications, age, gender, working hour
preferences, etc. This is achieved by computing the median of the rankings
under a suitable similarity distance, such as the metric-path cost [9].
The third application, and the one that has received most attention in the
areas of computer science and search engines is related to overcoming biases
of search engines [1, 16, 21]. As an example, when trying to identify the links
most closely associated with a query, many different search engines can be
utilized, including Google, Yahoo!, Ask, Bing, IBM Sangan, etc. One may
argue that the most objective, and hence least biased, rankings are produced
by aggregating the rankings of these different search engines. Many search
queries are performed with the goal of identifying as many diverse possibilities
on the first or first two listed pages. Hence, such a problem also motivates
the need for identifying similarity distances on trees, as many search items
may be naturally arranged in such a structure. Simulation results suggesting
similarity distances may lead to more diverse solutions can be found in our
companion paper [9].
Finally, similarity distances may be used as valuable tools in gene prioriti-
zation studies. Gene prioritization is a method for identifying disease-related
genes based on diverse information provided by linkage studies, sequence
structure, gene ontology and other procedures [22]. Since testing candidate
genes is experimentally costly, one is often required to prioritize the list by
arranging the genes in descending order of likelihood for being involved in
the disease. Different prioritization methods produce different lists, and sim-
ilarity of the lists carries information about which genes may be important
under different selection criteria. In addition, since genes are usually clus-
tered into family trees according to some notion of similarity, finding lists
that prioritize genes while at the same time making sure that all families of
genes are tested is of great interest.
Our contributions are threefold. First, we introduce Y-tree cost functions
and the notion of similarity distance between permutations. In this setting,
the cost of transposing two elements equals the weight of the shortest path
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in a Y-tree, i.e. a tree with at most one node of degree three. Second, we
describe an exact quadratic-time decomposition algorithm for cycle permu-
tations with Y-tree costs. Third, we develop a quadratic-time, constant-
approximation method for computing the similarity distance between arbi-
trary permutations. In addition, for permutations whose functional digraphs
consist of cycles that may be embedded in the Y-tree in a planar fashion,
we describe an exact algorithm for computing the similarity distance. Note
that in the above context, the term “embedding” differs from the standard
notion of graph embedding and is related to the work in [23].
1.2 Synchronizing Rankings via Interactive
Communication
Rankings are emerging data formats that capture information about order-
ings of elements, and they include linear orders, weak orders – orders with
ties, and partial orders. Linear orders are most frequently referred to as
permutations, as they involve distinct elements, while weak orders are some-
times known as multiset permutations. Ranking formats appear in a wide
variety of applications, including social choice theory, where one is concerned
with ranking candidates based on their suitability for a certain position [24],
search and meta-search engines, where one is concerned with ranking web
pages according to their relevance with respect to search keywords [25], and
bioinformatics and gene prioritization, where one ranks genes according to
their likelihood of being involved in a disease, or where one is concerned
with rearrangements of unique genetic blocks within different genomes [22].
In addition, permutations have found applications for efficient encoding of
automata and sequences [26], while both permutations and multiset permu-
tations are frequently used for encoding binary relations between objects.
Many popular voting sites store large volumes of ordinal and relational da-
ta, frequently based on pairwise comparisons, and examples include crowd
voting systems such as Reddit, Heycrowd, and KittenWar [27]. Permuta-
tions are reconstructed based on a sufficiently large number of informative
pairwise comparisons, which are in one-to-one correspondence with binary
relations [28].
A number of ordinal data processing systems call for synchronization of
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their ranking information at remote locations, within static or dynamical-
ly changing data acquisition environments. Here, synchronization refers to
reaching a consensus ranking or reconstructing a ranking at one node based
on partial information given at another node of the network. Different nodes
may keep different versions of a file containing ordinal data, such as data re-
flecting preference orders for movies, politicians, food choices, music playlists
and other items.
Other important examples pertain to distributed and metasearch engine
systems, where information about millions of dynamically changing web
pages is stored, and routing engines, storing large volumes of priority in-
formation. In the former case, of particular interest are rankings of web
pages which have to be constructed using some sorting criteria or algorithm,
such as PageRank, specific to data at a given location. For example, at one
location, one may have full access to the web pages and their scores, while
at another, only a partial order may be available, reflecting the scores of a
reduced number of web pages. Every time a web page is updated, the score of
the web page changes as well. This change in score may consequently change
the ranking of the web pages. Running PageRank is a complex, time- and
energy-consuming operation and it may be desirable to quickly estimate the
similarity of rankings [29, 30] between different engines and synchronize their
content if required. Other emerging distributed storage systems in which syn-
chronization of permutations may be required includes flash memories in the
cloud [31], due to the fact that rank modulation coding represents a desirable
and efficient means of information storage in flash memories.
Synchronization of binary and non-binary data through interactive com-
munication was first described in [32, 33], and extended to synchronization of
sets and related entities in [33, 34, 35, 36, 37]. A number of synchronization
protocols are implemented in practice, such as rsync and dsync, and used
in dropbox and other file reconciliation systems. Nevertheless, no results on
efficient synchronization protocols for permutations are currently known.
The problem we consider in this context may be succinctly stated as fol-
lows: A transmitter and a receiver, connected by a two-way noiseless chan-
nel, are placed at different locations. Each link has a total communication
throughput (i.e., the largest number of bits communicated through the link
within a synchronization procedure), which for the forward and feedback
links equal ctr and crt, respectively. The transmitter stores ordinal informa-
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tion of the form of a (partial) permutation σX , while the receiver stores a
“noisy” version of σX , denoted by σY . Ordinal data noise refers to random
deletions/insertions, block deletions/insertions, translocation and transposi-
tion errors. The problem of interest is to exactly restore σX at the receiver
with the smallest two-way communication throughput between the transmit-
ter and the receiver. In general, this problem is difficult; we therefore focus
on two simplified models:
• The classical model : In this case, ctr ' crt, i.e., the communication
throughputs of the forward and feedback links are of the same order.
This case represents a generalization of the binary data scenario ad-
dressed in [35, 38], to ordinal information.
• The limited feedback model : In this case, we assume that ctr  crt, or
more precisely, that ctr = O(d log n), and crt = O(d log d), where n
is the length of the ordinal message, while d is the number of editing
errors. Using the feedback link is costly, and for this channel, syn-
chronization has to be achieved with a number of bit transmissions
proportional to d log d, but independent on the length of the message
n.
Our main contributions are as follows. For σY and σX mis-synchronized
by deletions, we exhibit protocols within a factor of two and a factor of five
from the genie-aided limits for ctr ' crt and ctr  crt, respectively. When the
synchronization error is a single translocation, a protocol within a factor of
three from the genie-aided limit is proposed. For single transposition errors,
we describe a one-way protocol within a factor of six from the genie-aided
limit. This protocol uses generalization of Varshamov-Tenengolz and Reed-
Solomon codes for ordinal information.
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CHAPTER 2
MATHEMATICAL PRELIMINARIES
A permutation σ : [n] → [n] is a bijection over [n] , {1, · · · , n}. The
collection of all permutations on [n] is denoted by Sn. For any σ ∈ Sn, we
write σ = (σ1, σ2, · · · , σn), where σi is the image of i ∈ [n] under σ. The
identity permutation (1, 2, · · · , n) is denoted by e.
The projection of a permutation σ onto a set P ⊆ [n], denoted by σP ,
is obtained by removing all elements in [n] \ P from σ = (σ1, σ2, · · · , σn).
In particular, when P = [n], σP = σ. As an example, (2, 3, 7, 5, 1) is the
projection of a permutation over any [n] for which n ≥ 7 onto the set P =
{1, 2, 3, 5, 7}. We tacitly assume that n is either known in advance, or that it
equals to the value of the largest element in the partial permutation. Which
of these assumptions is used will be apparent from the context. We frequently
refer to projections as partial permutations and do not explicitly write the
subscript P unless required by the context.
Given σP , a deletion refers to removing an element in P from σP . Simi-
larly, an insertion refers to inserting an element in [n] \ P into an arbitrary
position of σP . A block of deletions or insertions of length d corresponds to
a set of deletions or insertions contained within d consecutive positions. A
swap of two elements in a permutation is referred to as a transposition. For
example, the symbols 1 and 2 are transposed in (2, 1, 3, 4) when compared
to the identity permutation (1, 2, 3, 4). A pair of an insertion and a deletion
involving the same element is termed a translocation [39], formally defined
next.
Definition 1. A translocation ϕ(i, j) is a permutation defined as follows: If
i ≤ j, we have
ϕ(i, j) = (1, · · · , i− 1, i+ 1, · · · , j − 1, j, i, j + 1, · · · , n) (2.1)
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and if i > j, we have
ϕ(i, j) = (1, · · · , j − 1, i, j, j + 1, · · · , i− 1, i+ 1, · · · , n) (2.2)
For i ≤ j, the permutation ϕ(i, j) is called a right translocation while the
permutation ϕ(j, i) is called a left translocation. Translocations arise due to
independent falls and rises of elements in a ranking.
For k > 1, a k-cycle, denoted by c = (i1 · · · ik), is a permutation that acts
on [n] in the following way:1
i1 → i2 → · · · → ik → i1 (2.3)
where x → y is used to denote y = c(x). In other words, the permutation
cyclically shifts all entries in {i1, · · · , ik} and keeps all other elements fixed.
The set {i1, · · · , ik} is defined as the support of the cycle c, and is denoted
by supp(c). For example, the support of the cycle (1 6 3 2) is {1, 2, 3, 6}.
Two cycles are said to be disjoint if the intersection of their supports is
empty; on the other hand, adjacent cycles have only one common element
in their supports. It is well known that a permutation can be written as
a product of disjoint cycles, which is often referred to as cycle decomposi-
tion or cycle representation. For example, the cycle decomposition of the
permutation (6, 1, 2, 5, 4, 3) equals (1 6 3 2) (4 5), where one can freely choose
the order in which to multiply (1 6 3 2) and (4 5). We notice that a cycle
can be decomposed into a product of shorter cycles, representing a combi-
nation of disjoint and adjacent cycles. This procedure is termed adjacent
cycle decomposition. The distinction between the aforementioned two cycle
decompositions is that in adjacent cycle decompositions, the order of multi-
plication matters; (1 6 3 2) equals (2 1 6) (3 6) but not (3 6) (2 1 6). Contrary
to the uniqueness of the disjoint cycle decomposition, there are potentially
multiple adjacent cycle decompositions.
A transposition weight function ϕ is a function that assigns to each trans-
position τ a positive weight ϕτ . Let Gϕ = (V,E), with V = [n] as a connect-
ed, undirected, edge-weighted graph, where all weights are positive. Assume
that ϕ(a b) equals the minimum weight among all paths between vertices a and
1This is not to be confused with the one-line representation where we use commas
between entries.
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b, for all a, b ∈ [n]. Then ϕ is a graph metric, and we refer to Gϕ = (V,E)
as the defining graph of the weight function ϕ. An arbitrary chosen mini-
mum weight path between vertices a and b will be consequently denoted by
p∗ϕ(a, b).
The weight of a sequence of transpositions is defined as the sum of the
weights of its constituent elements. That is, the weight of the sequence of
transpositions T = (τ1, · · · , τ|T |) equals
wt(T ) =
|T |∑
i=1
ϕτi (2.4)
where |T | denotes the number of transpositions in the sequence T .
If σ = piτ1τ2 · · · τ|T |, we refer to T = (τ1, · · · , τ|T |) as a transform, converting
pi into σ. The set of all such transforms is denoted by A(pi, σ). Clearly,
A(pi, σ) is non-empty for any pi, σ ∈ Sn. The Cayley and Kendall distances
are defined to be the lengths of the shortest transform including arbitrary
and adjacent transpositions only, respectively.
The ϕ-weighted transposition distance between pi and σ is defined by
dϕ(pi, σ) = min
T∈A(pi,σ)
wt(T ) (2.5)
Computing dϕ(pi, σ) represents a minimization problem over A(pi, σ), namely
that of finding a minimizing transform T ∗ such that dϕ(pi, σ) = wt(T ∗). We
henceforth focus on the previously introduced family of graph metric weights,
satisfying the triangle inequality
ϕ(a b) ≤ ϕ(a c) + ϕ(c b), for all a, b, c ∈ [n] (2.6)
In particular, a weight function ϕ is a metric-tree weight function if it has a
tree-structured defining graph. For such defining graphs, there clearly exists
a unique minimum cost path between any two vertices, and for a, b ∈ [n],
ϕ(a b) is the sum of the weights of the edges on the unique path between a
and b in Gϕ. If Gϕ is a path, then ϕ is called a metric-path weight function.
Furthermore, if there exists a unique vertex in a tree structured Gϕ of degree
larger than or equal to three, the graph is called a star metric-tree. The vertex
with the highest degree is referred to as the central vertex. In particular, if
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(1) Defining graph Gϕ corre-
sponding to a general metric-tree
weight function ϕ. From the
graph, one reads ϕ(1 7) = ϕ(1 3) +
ϕ(3 4) + ϕ(4 7) = 2 + 3 + 4 = 9.
(2) Defining graph Gϕ of a Y -
tree with all, except for one, edge
costs equal to one. From the
graph, one reads ϕ(1,7) = ϕ(1 8)+
ϕ(8 6) + ϕ(6 7) = 1 + 1 + 1 = 3.
Figure 2.1: Examples of defining graphs.
the central vertex has degree three, the defining graph is called a Y-tree.
Examples of the aforementioned defining graphs are shown in Figure 2.1.
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CHAPTER 3
SIMILARITY DISTANCES ON Y-TREES:
SINGLE CYCLE
The following function, termed the displacement, is of crucial importance in
our analysis of dϕ:
Dϕ(pi, σ) =
n∑
i=1
wt(p∗ϕ(pi
−1(i), σ−1(i))) (3.1)
Similarly, we refer to wt(p∗ϕ(pi
−1(i), σ−1(i))) as the displacement of the ele-
ment i in the permutations (pi, σ). All closed-form expressions for dϕ derived
in subsequent sections, as well as their approximations, will rely on the dis-
placement function Dϕ.
It is easy to verify that for every positive weight function, the weighted
transposition distance dϕ and Dϕ are both pseudo-metrics and left-invariant
(i.e., dϕ(pi, σ) = dϕ(ω pi, ω σ) and Dϕ(pi, σ) = Dϕ(ω pi, ω σ), for all pi, σ, ω ∈
Sn). As a result, we henceforth focus on analyzing dϕ(pi, e) and Dϕ(pi, e),
where as before, e denotes the identity permutation. We refer to the problem
as the (weighted) decomposition problem. The main part of the thesis is
devoted to studying the decomposition problem when pi is a cycle, given that
a logical manner to decompose a permutation with multiple cycles is via
individual and/or joint decomposition of cycles.
For ease of exposition, we draw the digraph of a permutation and the
undirected defining Y-tree graph of the given weight function on the same
vertex set, as shown in Figure 3.1. In this case, we say that the permutation
is embedded in the defining graph. This graphical way of viewing both the
cost function and the cycle decomposition of a permutation allows us to gain
intuition about the algorithms involved in the decomposition approach.
Denote the branches of a star metric-tree, which are paths starting from
the central vertex and extending to a leaf, excluding the central vertex, as
B1, · · · , Bn∗ , n∗ ≤ n. First, we formalize the notion of a cycle path on the
12
Figure 3.1: Defining Y-tree and the cycle (1 2 5 8 7). Thin lines are used to
represent the defining Y-tree G, while directed bold lines are used to
represent the permutation.
Y-tree as a cycle that has support contained in Bi ∪ Bj, for some i, j not
necessarily distinct. In other words, a cycle lies on a path if its support is
contained in at most two of the three branches. Furthermore, for a branch
pair (Bi, Bj), i 6= j, let lij be the number of directed edges from ai ∈ Bi to
aj ∈ Bj; similarly, let lji be the number of directed edge from aj ∈ Bj to
ai ∈ Bi. For a cycle permutation, if lij = lji, we say that the branch pair
(Bi, Bj) is balanced. Furthermore, if lij = lji for all i, j ∈ {1, · · · , n∗}, we
say that the cycle is balanced.
A transposition (a b) is efficient with respect to the permutation pi if
D(pi, e)−D(pi(a b), e) = 2ϕ(a b) (3.2)
The inefficiency1 of a transposition (a b) with respect to the permutation pi,
denoted by $(a b), equals
$(a b) = 2ϕ(a b) − (D(pi, e)−D(pi(a b), e)) (3.3)
The proposed algorithm for finding a minimum cost decomposition of a
permutation under Y-tree weights or star weights consists of two steps:
1. First, we derive a closed-form expression for the minimum cost decom-
position of a single cycle. The presented algorithm is exact and it can
find a minimizing transform T ∗ in time O(n2).
2. Second, for general permutations with multiple cycles, we develop a
linear time, 5/3-approximation algorithm that merges cycles into one
single cycle and then uses the first step. For permutations which may be
1It is easy to see that the inefficiency of a transposition is non-negative.
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a b
a b
ba
ba
b’ a’ b a’a b’
a ba’ b’
b’ aa’ b
(1)
a b
a b
ba
ba
b’ a’ b a’a b’
a ba’ b’
b’ aa’ b
(2)
a b
a b
ba
ba
b’ a’ b a’a b’
a ba’ b’
b’ aa’ b
(3)
a b
a b
ba
ba
b’ a’ b a’a b’
a ba’ b’
b’ aa’ b
(4)
Figure 3.2: Four types of local structures used to assess the efficiency of a
transposition, where a
′
= pi(a), and b
′
= pi(b).
embedded on the defining graphs as nonintersecting cycles, we provide
an exact optimal merging algorithm of complexity O(n2).
The analysis of decomposition algorithms, as already pointed out, relies
on using the displacement functions and properties of the cycle embedding
in the tree, such as the balancing property. We hence start our analysis by
providing useful characterizations of efficient transpositions. To accomplish
this task, we notice that for any cycle embedded in a Y-tree, two vertices a, b
may assume only one of the four possible configurations shown in Figure 3.2.
Furthermore, since the defining graph Gϕ is a tree, there is a unique path
between any two vertices a, b of Gϕ, denoted as a-b. The next lemma shows
that only in case of the vertices a and b assuming configuration (1), the
transposition (a b) is efficient.
Lemma 1. Let Gϕ be the defining graph of a metric-tree weight function and
let pi be a permutation, so that a, b ∈ supp(pi). Then transposition (a b) is
efficient if and only if vertex a lies on the b-pi(b) path in Gϕ and vertex b lies
on the a-pi(a) path in Gϕ.
Proof. Sufficient Condition. There exists a unique a-pi(a) path, and thus
wt(p∗ϕ(pi
−1(a), e(a))) = wt(p∗ϕ(a, pi(a))) (3.4)
= wt(p∗ϕ(a, b)) + wt(p
∗
ϕ(b, pi(a))) (3.5)
= ϕ(a b) + wt(p
∗
ϕ(b, pi(b))) (3.6)
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where the first equality follows from the left-invariance property of the trans-
position distance, the second equality holds due to the fact that b lies on the
a-pi(a) path and the third equality is verified by the definition of metric-
tree weight functions. A similar expression holds for b. Upon applying the
transposition (a b), the displacement of a decreases by ϕ(a b), while the dis-
placement of b decreases by ϕ(a b). As the transposition (a b) can only affect
the displacement of vertices a and b, its total reduction of displacement equals
2ϕ(a b). This completes the proof of the sufficient condition.
Necessary Condition. Without loss of generality, suppose that (a b) is
efficient but a does not lie on the b-pi(b) path. Then, the net displacement of
b reduced by (a b) is strictly less than ϕ(a b), implying that the total reduction
in displacement is strictly less than 2ϕ(a b). This contradicts the assumption
that (a b) is efficient.
In general, the following lemma holds.
Lemma 2. Let ϕ be a metric-tree weight function, and let pi be a permuta-
tion. The distance between pi and e is bounded below by one half of the total
displacement, i.e.,
dϕ(pi, e) ≥ 1
2
Dϕ(pi, e) (3.7)
The lower bound is achieved for metric-path weight functions ϕ, i.e.,
weights for which the defining graph is a path,
dϕ(pi, e) =
1
2
Dϕ(pi, e) (3.8)
The proof of the previous equality pertaining to metric-paths can be found
in our companion paper [9], and the result follows by induction on the number
of elements in the support of pi. An algorithm which describes how to find a
minimum cost transform T ∗ under the given scenario can be easily derived
using the idea behind the proof, and is presented in the following.
Without loss of generality, label the vertices in the defining path from left
to right as 1, 2, · · · , n. Suppose the given cycle is pi = (a1 a2 . . . a|supp(pi)|),
where a1 = min supp(pi). If this is not the case, we just rewrite pi by cyclically
shifting its elements. Let at = mini∈supp(pi){i : i 6= a1} be the closest element
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to a1 in G(pi). With this notation at hand, the steps of the decomposition
procedure are listed in Algorithm 1.
Algorithm 1: Path Case Decomposition
Input: A cycle pi = (a1 a2 . . . a|supp(pi)|)
Output: A minimum cost decomposition pi = τ1τ2 · · · τk
1 while |supp(pi)| > 2 do
2 if at 6= a|supp(pi)| then
3 pi = pi1pi2, where pi1 = (a1 a2 · · · at) and
pi2 = (at at+1 · · · a|supp(pi)|);
4 repeat procedure for pi1 and pi2;
5 else
6 pi = pi1τ , where τ = (a1 at) and pi1 = (a2 a3 · · · a|supp(pi)|);
7 repeat procedure for pi1.
8 end
9 end
At each iteration, pi is rewritten as one of two possible permutation prod-
ucts, depending on whether at = a|supp(pi)| holds or not. An example of such
a decomposition is given in Figure 3.3.
However, as illustrated in Figure 3.4, this approach cannot be general-
ized for Y-tree weight functions: in the example, the total displacement
Dϕ((1 2 3), e) equals 6, while via exhaustive search we easily see that
dϕ((1 2 3), e) = 4 6= 1
2
Dϕ((1 2 3), e) (3.9)
Note that in Figure 3.4, the central vertex does not belong to the support of
the cycle, and furthermore, the cycle is not balanced. Careful examination
hence reveals that in order to generalize Algorithm 1 for Y-tree costs, we
have to consider three cases separately: (1) the case when the central vertex
belongs to the support of the cycle; (2) the case when the central vertex does
not belong to the support of the cycle, but the cycle is balanced; (3) the case
when neither of the aforementioned two conditions hold.
Our algorithmic solution comprises two main subroutines: first, we decom-
pose the cycle into product of shorter adjacent cycles, each of which has the
important property that its support lies on a path in the Y-tree. It can be
shown that the overall cost of the decomposition performed on each of the
shorter cycles is minimized in this process. The second subroutine involves
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(1) We have at = 2 and a|supp(pi)| = 3, so that at 6= a|supp(pi)|.
Consequently, the directed edge (3, 1) is split into two parts. The
resulting two cycles are represented with solid and dashed directed
lines, respectively.
(2) We have at = a|supp(pi)| = 3. Consequently, the directed edge
(1, 4) is split into two parts. The resulting two cycles are repre-
sented with solid and dashed directed lines, respectively.
Figure 3.3: In (1), we rewrote the cycle (1 4 2 6 5 3) as
(1 4 2 6 5 3) = (1 4 2) (2 6 5 3); in (2), we used (1 4 6 5 3) = (1 3) (3 4 6 5).
17
Figure 3.4: The weight ϕ is defined via a Y-tree with all edges of weight
one; the cycle equals (1 2 3).
decomposing cycles that have supports that lie on paths. In Section 3.1, Sec-
tion 3.2, and Section 3.3, we focus on the first subroutine. The description
and analysis of the second subroutine is presented in Section 3.4.
3.1 Case 1: The Cycle Support Contains the Central
Vertex
Denote the central vertex as a0, and use B1, B2 and B3 to denote both the
three branches of our Y metric-tree and their corresponding vertex sets.
The decomposition procedure is described in Algorithm 2. We use k to
track the index of subcycles in the decomposition generated at each iteration
of the procedure. The indicator functions I are applied to conditions of the
form supp(pi) ∩ Bi 6= ∅, where i ∈ {1, 2, 3}. Note that a1 may be used to
index different vertices from iteration to iteration. The algorithm terminates
when all subcycles pij have supports that lie on a path of the defining Y-tree.
An example is given in Figure 3.5 to illustrate how Algorithm 2 works.
Lemma 3. For a cycle pi containing the central vertex, the distance between
pi and e equals one half of their total displacement, i.e.,
dϕ(pi, e) =
1
2
Dϕ(pi, e) (3.10)
Proof. It suffices to show that dϕ(pi, e) ≤ 12Dϕ(pi, e).
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Algorithm 2: Adjacent Cycle Decomposition 1
Input: A cycle pi = (a0 a1 · · · a|supp(pi)|−1)
Output: An adjacent cycle decomposition pi = pik+1 · · · pi1 with
supports of pij, j = 1, 2 · · · , k, lying on paths of the Y-tree
1 Initialize: k ← 0;
2 while I{supp(pi)∩B1 6=∅} · I{supp(pi)∩B2 6=∅} · I{supp(pi)∩B3 6=∅} = 1 do
3 k ← k + 1;
4 Assuming that a1 ∈ B1, let t = mini∈{1,··· ,|supp(pi)|−1}
{i : ai ∈ B1 and ai+1 /∈ B1};
5 pik ← (a0 a1 · · · at) and pi′ ← (a0 at+1 · · · a|supp(pi)|−1);
6 pi ← pi′ ;
7 end
8 pik+1 ← pi.
(1) (2)
Figure 3.5: (1) A Y-tree and input cycle (7 4 6 5 2 3). After the first
iteration of Algorithm 2, the directed edge (4,6) is broken into two edges,
decomposing the original cycle (7 4 6 5 2 3) into a product of two adjacent
cycles, i.e., (7 4 6 5 2 3) = (7 4) (7 6 5 2 3), as shown in (2).
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Let pi = pik+1 · · · pi1 be the cycle decomposition of pi generated by Algo-
rithm 2. Then,
dϕ(pi, e) ≤
k+1∑
i=1
dϕ(pii, e)
=
1
2
k+1∑
i=1
Dϕ(pii, e)
(3.11)
where the first bound holds due to the triangle inequality, while the second
equality is satisfied since all adjacent cycles have supports on some paths
in the Y-tree. From Lemma 2, we know that for metric paths, one has
dϕ(pii, e) =
1
2
Dϕ(pii, e).
To complete the proof, we only need to show that
Dϕ(pi, e) =
k+1∑
i=1
Dϕ(pii, e) (3.12)
At each iteration of Algorithm 2, we may write
pi = (a0 at+1 · · · a|supp(pi)|−1)(a0 a1 · · · at) (3.13)
Given that the supports of the subcycles lie on paths of the Y-tree, we may
write
Dϕ((a0 a1 · · · at), e) =
t−1∑
i=0
wt(p∗ϕ(ai, ai+1)) + wt(p
∗
ϕ(at, a0)) (3.14)
and
Dϕ((a0 at+1 · · · a|supp(pi)|−1), e)
=
|supp(pi)|−2∑
t+1
wt(p∗ϕ(ai, ai+1)) + wt(p
∗
ϕ(a0, at+1))
+ wt(p∗ϕ(a|supp(pi)|−1, a0))
(3.15)
By the definition of the Y-tree weight function, there exists a unique path
between at and at+1. As the parameter t is chosen so that at ∈ B1 and
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at+1 /∈ B1, we have
wt(p∗ϕ(at, at+1)) = wt(p
∗
ϕ(at, a0)) + wt(p
∗
ϕ(a0, at+1)) (3.16)
Combining Equation (3.14) and Equation (3.15) leads to
Dϕ((a0 a1 · · · at), e) +Dϕ((a0 at+1 · · · a|supp(pi)|−1), e) (3.17)
=
t−1∑
i=0
wt(p∗ϕ(ai, ai+1)) + wt(p
∗
ϕ(at, a0)) +
|supp(pi)|−2∑
t+1
wt(p∗ϕ(ai, ai+1)) (3.18)
+ wt(p∗ϕ(a0, at+1) + wt(p
∗
ϕ(a|supp(pi)|−1, a0)) (3.19)
=
t−1∑
i=0
wt(p∗ϕ(ai, ai+1)) +
|supp(pi)|−2∑
t+1
wt(p∗ϕ(ai, ai+1)) + wt(p
∗
ϕ(at, at+1)) (3.20)
+ wt(p∗ϕ(a|supp(pi)|−1, a0)) (3.21)
=
|supp(pi)|−2∑
i=0
wt(p∗ϕ(ai, ai+1)) + wt(p
∗
ϕ(a|supp(pi)|−1, a0)) (3.22)
= Dϕ(pi, e) (3.23)
Hence, the inequality Equation (3.11) becomes
dϕ(pi, e) ≤
k+1∑
i=1
dϕ((pii, e) =
1
2
k+1∑
i=1
Dϕ(pii, e) =
1
2
Dϕ(pi, e) (3.24)
which completes the proof.
3.2 Case 2: Balanced Cycles
Given that a cycle containing the central vertex is covered in Case 1 of our
exposition, we henceforth tacitly assume that the balanced cycles and unbal-
anced cycles of interest do not contain the central vertex. The description
and analysis of the algorithm proceed along similar lines as the case described
in Section 3.1. Note that in Algorithm 2, we start with the directed edge
emanating from the central vertex and check if the decomposition conditions
are met. Unfortunately, when a0 /∈ supp(pi), it is not clear which edge to
start with in order to get to a proper adjacent decomposition. Hence, we
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need to introduce a search procedure to identify good starting edge(s).
A push-down stack data structure is used to assist in this search. Denote
the stack as S, and the element on the top of the stack as s0. We follow the
closed walk induced by pi, starting from an arbitrary vertex2 in the support
until encountering an edge between branches. Such an edge is pushed into
stack S and temporarily assumes the role of s0. We keep following the closed
walk while pushing edges in or out of the stack S. Only edges between
branches may be added to the stack. Once an edge crossing branches in the
opposite direction from s0 is encountered, the current s0 is paired up with
this edge and removed from the stack. The paired edges are then used to
split the current cycle. The procedure is repeated until all the vertices of the
cycle are visited exactly once.
The decomposition procedure is described in Algorithm 3.3 The vertices
in B1 are indexed in increasing order, starting from the vertex closest to the
central vertex. A similar indexing is performed for vertices on B2, starting
from label |B1| + 1, and for vertices on B3 from label |B1| + |B2| + 1. Note
that this form of indexing is chosen for ease of exposition, as the performance
of the algorithm does not depend on the particular labeling scheme. As
before, assume that the given cycle pi = (a1 a2 · · · a|supp(pi)|) is written so that
a1 = min supp(pi).
Note that the decomposition strategy at each iteration of Algorithm 3
depends on whether the condition
wt(p∗ϕ(a0, b1)) < wt(p
∗
ϕ(a0, al+1)) (3.25)
or the condition
wt(p∗ϕ(a0, b1)) > wt(p
∗
ϕ(a0, al+1)) (3.26)
is satisfied. Examples illustrating the difference are depicted in Figure 3.6
and Figure 3.7.
Lemma 4. For a balanced cycle pi, the distance between pi and e equals one
2Although the procedure works for an arbitrarily chosen vertex, for ease of demonstra-
tion, in Algorithm 3, we simply fix this initial vertex.
3In contrast to Algorithm 2, for which the order of shorter cycles generated at each
iteration is fixed, Algorithm 3 may produce an arbitrary order of the cycles. Thus,
indices ik’s appear in the subscript to emphasize that the output is some ordering of
shorter cycles which cannot be deduced beforehand.
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Algorithm 3: Adjacent Cycle Decomposition 2
Input: A cycle pi = (a1 a2 · · · a|supp(pi)|)
Output: An adjacent cycle decomposition pi = piik+1 · · · pii1 , with
supports of piij , j = 1, 2 · · · k + 1, lying on paths of the
Y-tree
1 Initialize: k ← 0, S ← ∅;
2 Find an edge (at, at+1) by following the closed walk induced by pi
starting from a1, with
t = mini∈{1,··· ,|supp(pi|)}{ai ∈ supp(pi), ai ∈ Bj∗ , ai+1 /∈ Bj∗} for some j∗ ;
3 if such an edge (at, at+1) does not exist then
4 Stop;
5 else
6 Add s0 = (at, at+1) to stack S;
7 end
8 while I{supp(pi)∩B1 6=∅} · I{supp(pi)∩B2 6=∅} · I{supp(pi)∩B3 6=∅} = 1 do
9 k ← k + 1;
10 Assume the head b1 of s0 lies on B1, and that the tail b2 of s0 lies
on B2. Let
l = mini∈{1,··· ,|pi|}{ai ∈ B2, ai+1 /∈ B2, ai not previously visited};
11 if al+1 ∈ B1 then
12 if wt(p∗ϕ(a0, b1)) < wt(p
∗
ϕ(a0, al+1)) then
13 pik ← (b1 · · · al) and pi′ ← (b1 al+1 · · · a|supp(pi)|);
14 else
15 pik ← (b2 · · · al al+1) and pi′ ← (b1 al+1 · · · a|supp(pi)|);
16 end
17 Remove s0 from the stack S;
18 else
19 Add (al, al+1) to the stack S;
20 end
21 pi ← pi′ ;
22 if S is empty then
23 Continue to follow the directed walk from the current vertex
and go to step 2;
24 end
25 end
26 pik+1 ← pi.
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(1) (2)
Figure 3.6: An example of the decomposition procedure when
wt(p∗ϕ(a0, b1)) < wt(p
∗
ϕ(a0, al+1)). The cycle equals pi = (1 3 5 2 7 4 8), with
a1 = 1 ∈ B1. The first visited edge between branches is (1, 3), i.e.,
at = 1 ∈ B1, at+1 = 3 ∈ B2; the second visited such edge is (5, 2), i.e.,
al = 5 ∈ B2, al+1 = 2 ∈ B1. As al+1 = 2 ∈ B1, we decompose (1 3 5 2 7 4 8)
into two shorter cycles (1 2 7 4 8) and (1 3 5), i.e.,
(1 3 5 2 7 4 8) = (1 2 7 4 8) (1 3 5).
(1) (2)
Figure 3.7: An example of the decomposition procedure when
wt(p∗ϕ(a0, b1)) > wt(p
∗
ϕ(a0, al+1)). The cycle equals pi = (1 8 4 7 2 3 5), with
a1 = 1 ∈ B1. The first visited edge between branches is (1, 8), i.e.,
at = 1 ∈ B1, at+1 = 8 ∈ B3; the second visited such edge is (8, 4), i.e.,
al = 8 ∈ B3, al+1 = 4 ∈ B2. As al+1 = 4 /∈ B1, we add (8, 4) to stack S and
move on to edge (4, 7). As al+1 = 7 ∈ B3, we decompose (1 8 4 7 2 3 5) into
two shorter cycles (4 7) and (1 8 7 2 3 5), i.e., (1 8 4 7 2 3 5) = (4 7) (1 8 7 2 3 5).
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half of their total displacement, i.e.,
dϕ(pi, e) =
1
2
Dϕ(pi, e) (3.27)
Proof. The proof of the result follows along the same line as the proof of
Lemma 3 and is therefore omitted.
3.3 Case 3: Unbalanced Cycles
We start our exposition with a result that shows that if for some i, j ∈
{1, 2, 3} one has lij 6= lji, i.e., the underlying cycle is unbalanced, then equal-
ity in the bound of Lemma 2 cannot be achieved.
Lemma 5. For any unbalanced cycle pi we have
dϕ(pi, e) >
1
2
Dϕ(pi, e) (3.28)
Proof. Since by Lemma 2, we have that dϕ ≥ 12Dϕ, it suffices to show
dϕ(pi, e) 6= 12Dϕ(pi, e). Suppose that Lemma 5 were false, and that one could
actually have
dϕ(pi, e) =
1
2
Dϕ(pi, e) (3.29)
Without loss of generality, assume l12 6= l21 and that T ∗ = (τ1, · · · , τ|T ∗|), with
τj = (aj bj), is a minimum weight transform converting pi into e. Next, define
pij = pij−1τj, for all 1 ≤ j ≤ |T ∗|, with pi0 = pi. In our subsequent derivation,
we occasionally use the notation l
pij
12 (l
pij
21), with pij in the superscript, to
emphasize that we are referring to the number of directed edges from B1 to
B2 (B2 to B1) for a given permutation pij.
The preceding claim, dϕ(pi, e) =
1
2
Dϕ(pi, e), implies that every transposition
in a minimum weight transform T ∗ is efficient, i.e., that for all 1 ≤ j ≤ |T ∗|,
Dϕ(pij−1, e)−Dϕ(pij, e) = 2 wt(p∗ϕ(aj, bj))
= 2ϕ(aj bj)
(3.30)
To arrive at a contradiction, we need the following two results.
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Claim 1. If dϕ(pi, e) =
1
2
Dϕ(pi, e) holds, then any minimum weight transform
T ∗ = (τ1, · · · , τ|T ∗|) exclusively consists of transpositions of elements within
the cycle support; in addition, each element in supp(pi) has to be swapped at
least once, i.e.,
∪|T ∗|i=1 supp(τi) = supp(pi) (3.31)
Proof. Given that in order to decompose a permutation pi each element in
supp(pi) has to be swapped at least once, it holds ∪|T ∗|i=1 supp(τi) ⊇ supp(pi).
Suppose there exists an aj such that aj /∈ supp(pi), and aj ∈ ∪|T
∗|
i=1 supp(τi).
This implies that there exists a transposition that introduces aj into the cycle
support, thereby increasing the displacement of vertex aj from 0 to some
positive value. Such transposition is inefficient, contradicting the fact that
every transposition in the minimum weight transform has to be efficient.
Claim 2. An efficient transposition does not change the balancing property
of branch pairs.
Proof. For an efficient transposition τj = (aj bj) in T
∗, we need to consider
two cases separately: when aj and bj lie on the same branch; or when aj and
bj lie on different branches of the defining tree.
When aj and bj both lie on the same branch, say B1, then the transposition
(aj bj) can neither change the number of directed edges from B1 to B2 nor
the number of directed edges from B2 to B1. In other words, l
pij−1
12 = l
pij
12 and
l
pij−1
21 = l
pij
21 . Thus, if l
pij−1
12 6= lpij−121 , then lpij12 6= lpij21 .
When aj and bj lie on different branches, say aj ∈ B1 and bj ∈ B2, then
l
pij
12 = l
pij−1
12 −1 and lpij21 = lpij−121 −1. Consequently, if lpij−112 6= lpij−121 , then lpij12 6= lpij21 .
By an inductive argument, we conclude that if every transposition in T ∗
is efficient, lpi12 6= lpi21 implies lpij12 6= lpij21 , for all 0 ≤ j ≤ |T ∗|. This completes
the proof of Claim 2.
Given that lpi12 6= lpi21, based on Claim 2, we know that lpi|T∗|12 6= lpi|T∗|21 . In
addition, if piτ1 · · · τ|T ∗| = pi|T ∗| = e, then lpi|T∗|12 6= lpi|T∗|21 can be rewritten as
le12 6= le21. Since for the identity permutation e, le12 = le21 = 0, we arrive at a
contradiction. And this completes the proof.
26
We show next how to characterize the effect of inefficient transpositions
on the gap between dϕ(pi, e) and
1
2
Dϕ(pi, e) for the case of unbalanced cycles.
Lemma 6. For an unbalanced cycle pi, we have
dϕ(pi, e) =
1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.32)
Proof. To prove Lemma 6, we first derive a lower bound on dϕ(pi, e), which
we subsequently show in a constructive manner to be tight for unbalanced
cycles.
The idea behind the proof is to consider two types of transforms: (1)
Transforms that only swap elements in supp(pi), i.e., transforms for which
∪|T ∗|i=1 supp(τi) = supp(pi); (2) transforms that also involve some element not
in supp(pi), i.e., transforms for which ∪|T ∗|i=1 supp(τi) ⊃ supp(pi).
In the subsequent derivation, we use the same setup as that in the proof
of Lemma 5, but investigate both the scenario ∪|T ∗|i=1 supp(τi) = supp(pi) and
∪|T ∗|i=1 supp(τi) ⊃ supp(pi). In addition, without loss of generality, we assume
that lpi12 > l
pi
21.
Case 1. ∪|T ∗|i=1 supp(τi) = supp(pi).
From the proof of Lemma 5, we know that there exists an inefficient trans-
position τj∗ = (aj∗ bj∗) in T
∗, where aj∗ ∈ B1 and bj∗ ∈ B2, that changes the
balancing property of branch pairs when ∪|T ∗|i=1 supp(τi) = supp(pi). Without
loss of generality, suppose that aj∗ ∈ B1, a′j∗ = pij∗(aj∗) ∈ B2, and that
bj∗ ∈ B2, b′j∗ = pij∗(bj∗) /∈ B1.
If b
′
j∗ ∈ B3, then the inefficiency of τj∗ equals
$τj∗ ≥ 2ϕ(aj∗ bj∗ ) − ϕ(aj∗ bj∗ ) − ϕ(a0 bj∗ ) + ϕ(a0 aj∗ ) (3.33)
= 2ϕ(aj∗ a0) ≥ 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.34)
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Otherwise, if b
′
j∗ ∈ B2, then the inefficiency of τj∗ equals
$τj∗ ≥ 2ϕ(aj∗ bj∗ ) − ϕ(aj∗ bj∗ ) + (ϕ(b′
j∗ a0)
− ϕ(bj∗ b′j∗ )) · I{ϕ(b′j∗ a0)<ϕ(bj∗ a0)}
(3.35)
+ ϕ(a0 bj∗ ) · I{ϕ(b′
j∗ a0)
>ϕ(bj∗ a0)} + ϕ(a0 aj∗ ) (3.36)
≥ 2ϕ(a0 aj∗ ) ≥ 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.37)
Thus,
Dϕ(pij∗−1, e)−Dϕ(pij∗ , e) ≤ 2 wt(p∗ϕ(aj∗ , bj∗))− 2 min
ai∈supp(pi)
ϕ(a0 ai)
≤ 2ϕ(aj∗bj∗ ) − 2 min
ai∈supp(pi)
ϕ(a0 ai)
(3.38)
On the other hand, we know that for all 0 ≤ j ≤ |T ∗|,
Dϕ(pij−1, e)−Dϕ(pij, e) ≤ 2 wt(p∗ϕ(aj, bj)) (3.39)
By summing up the terms in the inequality Equation (3.39) over 0 ≤ j ≤
j∗−1, j∗+1 ≤ j ≤ |T ∗|, and adding to the resulting sum inequality Equation
(3.38), we obtain
Dϕ(pi, e)−Dϕ(e, e) ≤
|T ∗|∑
j=1
2 wt(p∗ϕ(aj, bj))− 2 min
ai∈supp(pi)
ϕ(a0 ai)
≤ 2
|T ∗|∑
j=1
ϕ(aj bj) − 2 min
ai∈supp(pi)
ϕ(a0 ai)
(3.40)
i.e.,
|T ∗|∑
j=1
ϕ(aj bj) ≥
1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.41)
which, as desired, establishes the claimed lower bound on the displacement
for unbalanced cycles.
Case 2. ∪|T ∗|i=1 supp(τi) ⊃ supp(pi)
We start our analysis by bounding the inefficiency of a minimum weight
transform.
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Claim 3. For ∪|T ∗|i=1 supp(τi) ⊃ supp(pi), the total inefficiency of a minimum
weight transform is bounded as
$(T ∗) ≥ 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.42)
Proof. The proof is by inducting on | ∪|T ∗|i=1 supp(τi) \ supp(pi)|.
Base Case:4 Let | ∪|T ∗|i=1 supp(τi) \ supp(pi)| = 1. Assume that ∪|T
∗|
i=1 supp(τi) \
supp(pi) = {x1}, k1 = min{i : x1 ∈ supp(τi), 1 ≤ i ≤ |T ∗|}, and τk1 =
(x1 bk1), i.e., that x1 is introduced into the cycle at the k
th
1 transposition step
of T ∗. The cycle pik1 containing x1 either remains unbalanced, or reduces to
one of the two other cycle cases we analyzed – a cycle containing the central
vertex or a balanced cycle.
Note that it is impossible for pi to be converted into a balanced cycle via
some other inefficient transpositions occurring before τk1 . To see this, suppose
instead that pik1−1 was balanced. From the analysis in Section 3.2, every
transposition indexed by a value larger than k1 is efficient, thus τk1 /∈ T ∗,
which would contradict the starting assumption ∪li=1supp(τi) ⊃ supp(pi).
The inefficiency of τk1 equals $τk1 = 2ϕτk1 − `1 − `2, where `1, `2 are the
net reductions in the inefficiency of pi−1k1 (x1) and pi
−1
k1
(bk1), respectively. Note
that `1 and `2 are both upper bounded by ϕτk1 .
Let us first consider the case when pik1 contains the central vertex, i.e.,
when x1 = a0. Since we know that `1 = −ϕτk1 , it follows that
$(T ∗) ≥ $τk1 ≥ 2ϕτk1 − ϕτk1 − (−ϕτk1 )
= 2ϕτk1 ≥ 2 minai∈supp(pi)ϕ(a0 ai)
(3.43)
For the case when pik1 is balanced, without loss of generality, assume that
l
pik1−1
12 > l
pik1−1
21 , and x1 ∈ B1, bk1 ∈ B2. Following the same line of argument
4One may argue that | ∪|T∗|i=1 supp(τi) \ supp(pi)| = 2 should also be considered as a
base case for induction, given that it is possible to introduce two vertices outside supp(pi)
via a single transposition. This can be accomplished by first creating a two-cycle which
intersects pi, and then merging these two cycles in an efficient manner. However, it is not
hard to see that such transpositions cannot appear in a minimum weight transform T ∗ for
the scenario under consideration.
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as in Equation (3.43), we arrive at
$(T ∗) ≥ 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.44)
The most involved case is when pik1 is unbalanced. To facilitate the deriva-
tion, without loss of generality assume that x1 ∈ B1. Then,
$(T ∗) ≥ $k1 +
|T ∗|∑
i=k1−1
$τi (3.45)
≥ 2 min
ai∈B1∩supp(pi)
ϕ(x1 ai) + 2 min
aj∈supp(pi)∪{x1}
ϕ(a0 aj) (3.46)
= 2 min
ai∈B1∩supp(pi)
ϕ(x1 ai) + 2 min{ϕ(a0 x1), min
aj∈supp(pi)
ϕ(a0 aj)} (3.47)
≥ 2 min{ min
ai∈B1∩supp(pi)
ϕ(x1 ai) + ϕ(a0 x1), (3.48)
min
ai∈B1∩supp(pi)
ϕ(x1 ai) + min
aj∈supp(pi)
ϕ(a0 aj)} (3.49)
≥ 2 min{ min
ai∈B1∩supp(pi)
ϕ(a0 ai), min
ai∈B1∩supp(pi)
ϕ(x1 ai) + min
aj∈supp(pi)
ϕ(a0 aj)} (3.50)
≥ 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.51)
This completes the proof of the basis of induction.
Induction Hypothesis: Let ∪|T ∗|i=1 supp(τi)\supp(pi) = {x1, x2, · · · , xm}, and
assume that kj = min{i : xj ∈ supp(τi), 1 ≤ i ≤ |T ∗|}, for all 1 ≤ j ≤ m.
In addition, assume that inequality Equation (3.43) holds for 1 ≤ m < |T ∗|.
Induction Step: Inequality Equation (3.43) also holds for the case | ∪|T ∗|i=1
supp(τi) \ supp(pi)| = m+ 1, since
m+1∑
i
$τi =
m∑
i
$τi +$τm+1 (3.52)
≥ 2 min
ai∈supp(pi)
ϕ(ai a0) +$τm+1 (3.53)
≥ 2 min
ai∈supp(pi)
ϕ(ai a0) (3.54)
where the first inequality follows from the induction hypothesis, while the
second inequality follows from the fact that $km+1 ≥ 0. Thus Claim 3 has
been proved.
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As a result of Claim 3, the following is true for all 1 ≤ j ≤ |T ∗|:
Dϕ(pij−1, e)−Dϕ(pij, e) = 2 wt(p∗ϕ(aj, bj))−$τj (3.55)
= 2ϕ(aj bj) −$τj (3.56)
where $τj is the inefficiency of τj, and $τj = 0 if τj is an efficient transposi-
tion.
Telescoping Equation (3.56) over j, where 1 ≤ j ≤ |T ∗|, gives
Dϕ(pi, e)−Dϕ(e, e) ≤
|T ∗|∑
j=1
2 wt(p∗ϕ(aj, bj))−
|T ∗|∑
i=1
$τj (3.57)
= 2
|T ∗|∑
j=1
ϕ(aj bj) −$(T ∗) (3.58)
≤ 2
|T ∗|∑
j=1
ϕ(aj bj) − 2 min
ai∈supp(pi)
ϕ(a0 ai) (3.59)
i.e.,
|T ∗|∑
j=1
ϕ(aj bj) ≥
1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.60)
where
∑|T ∗|
j=1 ϕ(aj bj) is the minimum transposition cost.
Consequently, we have
dϕ(pi, e) ≥ 1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.61)
independent of ∪|T ∗|i=1 supp(τi) = supp(pi) or ∪|T
∗|
i=1 supp(τi) ⊃ supp(pi).
The bound in inequality (3.61) is tight – this claim can be proved in a
constructive manner via an application of Algorithm 4 and Algorithm 1.
Therefore, we conclude that
dϕ(pi, e) =
1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.62)
Observe that Algorithm 4 behaves differently depending on the relative
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Algorithm 4: Adjacent Cycle Decomposition 3
Input: A cycle pi = (a1 a2 · · · a|supp(pi)|)
Output: An adjacent cycle decomposition pi =
pik+1 · · · pi1(a0 aj)(aj aj+1), if aj and aj+1 lie on the same
branch;
pik+1 · · · pi1(a0 aj), if aj and aj+1 lie on different
branches,
with the supports of pii, i = 1, · · · , k + 1, lying on paths of the Y-tree
1 aj ← argminai∈supp(pi) ϕ(a0 ai);
2 if aj and aj+1 lie on the same branch then
3 pi∗ ← pi(aj aj+1);
4 else
5 pi∗ ← pi;
6 end
7 pi∗ ← pi∗(a0 aj);
8 Call Algorithm 2 to obtain pi∗ = pik+1 · · · pi1.
positions of aj and aj+1. An illustrative example, describing how the positions
of aj and aj+1 influence the cycle decomposition in Algorithm 4, is depicted
in Figure 3.8.
The underlying computational steps of the complete decomposition algo-
rithm are presented in Algorithm 5. The focal point of the procedure
are the adjacent cycle decomposition routines that decompose a cycle into
products of adjacent subcycles with supports on paths of the Y-tree. For
each subcycle, a minimum weight transform can be efficiently found using
Algorithm 1. Given that adjacent cycles may only share one element, mul-
tiplying the minimum weight path-cost decompositions in the correct order
produces a minimum Y-tree weight transform of the input cycle.
As a final remark, note that the exposition in Section 3.1, Section 3.2 and
Section 3.3 implicitly assumes that certain properties (such as balancedness)
of a specific cycle are known beforehand. However, if this is not the case, an
additional procedure has to be designed to test for such properties, as given
in Algorithm 5.
We summarize our findings in the following theorem.
Theorem 1. Let ϕ be a Y metric-tree weight function and pi be a cycle
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(1) (2)
(3) (4)
Figure 3.8: (1) The defining Y-tree and cycle pi = (3 5 7); (2) Since
ϕ(5 8) < min{ϕ(7 8), ϕ(3 8)}, and since the vertices 5 and 7 belong to different
branches, we can swap 5 and 8 to include the central vertex into the cycle
support. However, as illustrated in (3) and (4), when the cycle equals
pi = (2 3 5 7) and when ϕ(2 8) < min{ϕ(5 8), ϕ(7 8)}, we have to first swap
vertices 2 and 3 before swapping vertices 2 and 8.
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Algorithm 5: Minimum Weight Transform of a Cycle
Input: A cycle pi
Output: A minimum weight transform from pi to e
1 if a0 is in the cycle support then
2 Call Algorithm 2;
3 else
4 Initialize lij ← 0, for all i, j ∈ {1, 2, 3} and follow the closed walk
induced by pi starting from an arbitrary vertex in supp(pi);
5 while there exists a vertex in supp(pi) that has not been visited do
6 if an edge bridges Bi to Bj, for i, j ∈ {1, 2, 3}, then
7 lij ← lij + 1;
8 end
9 end
10 if lij = lji for all i, j ∈ {1, 2, 3} then
11 Call Algorithm 3;
12 else
13 Call Algorithm 4;
14 end
15 end
16 Apply Algorithm 1 for each subcycle in the decomposition of pi
returned by the preceding if-else command.
permutation. If pi is unbalanced, then
dϕ(pi, e) =
1
2
Dϕ(pi, e) + min
ai∈supp(pi)
ϕ(a0 ai) (3.63)
Otherwise,
dϕ(pi, e) =
1
2
Dϕ(pi, e) (3.64)
Note that it is easy to show that the results of Theorem 1, as well as
Algorithm 2, Algorithm 3 and Algorithm 4, are all valid under the
more general star metric-tree weights. The proofs in support of these results
are omitted as they follow along the same lines as the proofs in Theorem 1.
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3.4 Computational Complexity
Careful examination of Algorithm 5 reveals that three major computational
steps are involved in finding a minimum weight transposition decomposition,
including: (1) Identifying the type of cycle; (2) conducting an adjacent cycle
decomposition; and (3) solving the individual subcycles decomposition prob-
lems with supports on paths. From a complexity point of view, step 1 is the
least costly procedure as it requires O(n) operations for checking whether
the central vertex a0 is in the cycle or not. If the central vertex belongs to
the cycle, the decomposition calls for Algorithm 2, which requires O(n)
operations. Otherwise, in order to check whether the given cycle is balanced
or unbalanced, one has to traverse the cycle to count the number of edges
crossing branches and and to store/compare the values of lij for all pairs of
i, j ∈ {1, 2, 3}. This counting procedure requires less than O(n2) operations.
Since step 2 calls for different decomposition approaches based on the type
of the cycle, we consider two cases:
1. If Algorithm 2 and Algorithm 3 are used, we follow the given cycle
and at each vertex we check whether the optimal decomposition con-
ditions are met. As each check requires constant computational time,
and as Algorithm 2 and Algorithm 3 terminate when each vertex
in the cycle is checked exactly once, their time complexities are O(n).
2. Algorithm 4 is similar to Algorithm 2 except for the fact that an
additional minimization problem is involved, which requires O(n2) op-
erations.
In the third step, we have to solve multiple path cycle decompositions
individually. It can be shown inductively that at most m− 2 operations are
needed to find a minimum weight transform for such a cycle decomposition
problem, where m is the length of the cycle. In addition, we know that∑k
i=1 |supp(pii)| = |supp(pi)| + (k − 1), where k is the number of path-case
cycles in an adjacent cycle decomposition of pi. Thus, solving all the path
cycle decompositions may be accomplished with O(n) operations.
Therefore, Algorithm 5 has time complexity O(n2).
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CHAPTER 4
SIMILARITY DISTANCES ON Y-TREES:
GENERAL PERMUTATION
Computing the weighted transposition distance between permutations with
multiple cycles under the Y-tree weights model is significantly more chal-
lenging than computing the same entity between single cycles. We currently
do not know of any efficient procedure for computing this distance for arbi-
trary permutations. Nevertheless, for special classes of permutations whose
cycle embedding in a fixed and predefined Y-tree is “planar” (i.e., the cy-
cles do not intersect when embedded in the Y-tree, although an individual
cycle may cross itself, the weighted transposition distance can be computed
exactly in time O(n2). In addition, we develop a polynomial-time, constant-
approximation algorithm for general permutations.
Recall the solution to the decomposition problem, when all transposition
weights are equal: perform the disjoint cycle decomposition and then sort
each cycle independently. However, this independent cycle decomposition
strategy does not work for general weight functions, as illustrated in Fig-
ure 4.1. There, the permutation pi = (4, 6, 2, 5, 1, 3, 7) can be decomposed by
first swapping the vertices 1 and 3, thereby merging the cycles (1 4 5) and
(2 6 3). As the resulting cycle is balanced, it can be subsequently sorted via
a sequence of efficient transpositions. Since the transposition (1 3) is efficient
as well, the resulting transform has cost dϕ(pi, e) =
1
2
Dϕ(pi, e). But there
also exist examples involving non-uniformly weighted transpositions where
merging cycles does not lead to minimum sorting cost (see Figure 4.2).
We now focus on the family of permutations that have a planar embedding
in the Y-tree. To simplify our exposition, we also assume that there are no
cycles in the functional digraph of the permutation that can be embedded on
paths in the Y-tree. Furthermore, we suppose that the Y-tree representation
for the metric weights is fixed at the start of the procedure and not changed
throughout the process.
The decomposition steps are listed in Algorithm 6. We next prove the
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(1) (2)
Figure 4.1: Merging two cycles creates a balanced cycle: In (1) there are
two cycles (1 4 5) and (2 6 3); the merged cycle after applying transposition
(1 3) is presented in (2).
Figure 4.2: An example of merging two cycles leads to suboptimal solution:
For permutation pi = (4, 8, 3, 9, 2, 7, 6, 1, 5, 10), via exhaustive search we
know that the minimum decomposition cost is 1
2
D(pi, e) instead of
1
2
D(pi, e) + ϕ(5 6), which is obtained via merging cycles.
validity of the method in terms of producing a minimum cost decomposition
and then show that the derived results hold for the more general case of
planar embeddings without constraints.
The key observation behind the proof is that if c1 and c2 are cycles with
nonintersecting functional digraphs, then their minimum merging cost equals
min
vi∈supp(c1),wj∈supp(c2)
ϕ(vi wj) (4.1)
Now, given that some of the non-intersecting cycles can be unbalanced, there
may exists a gap between the weighted distance and one half of the displace-
ment 1
2
D(c, e) of the cycle. Thus, the problem of finding a minimum weight
transform reduces to minimizing this gap for all cycles simultaneously. Ob-
serve that the gap is reflected by the length of the path between the central
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Algorithm 6: Minimum Weight Transform for “Planar” Permutations
Input: A permutation pi with nonintersecting cycles
Output: A minimum weight transform T ∗ from pi to e
1 Label cycles in order of increasing “distance ” to the central vertex a0;
2 while there is more than one cycle do
3 if the furthest cycle is balanced then
4 Decompose the cycle;
5 else
6 Merge it with the second-furthest cycle with minimum merging
cost;
7 end
8 end
9 Call Algorithm 5 for the resulting single cycle.
vertex and the “closest point” to this vertex on a given cycle.1
Theorem 2. Algorithm 6 outputs a minimum weight transform for per-
mutation whose functional digraph is planar and without cycles that may be
embedded on paths.
Proof. The proof follows by induction on the number of cycles of the permu-
tation.
Base Case: We show that when the input permutation has a single cycle
or two cycles, Algorithm 6 outputs a minimum weight transform.
When the input permutation pi contains only one cycle, optimality of the
output trivially holds. When the input permutation contains two cycles,
denoting the inner cycle as c1 and the outer cycle as c2, the properties of
both of these two cycles needed to be considered: if c2 is balanced, it is
decomposed separately and the problem reduces to the single cycle case;
otherwise, three separate sub-scenarios involving c1 have to be investigated,
as depicted in Figure 4.3.
To prove the optimality of the algorithm, we compare the minimum costs
of decomposition when cycles are decomposed individually and when they
are merged. Under scenario (1), on the one hand, the minimum cost given
that the cycles are merged equals
1
2
Dϕ(c1c2, e) + min
wj∈supp(c1),vi∈supp(c2)
ϕ(vi wj) (4.2)
1The closest point to the central vertex on a cycle c is defined as argminvi∈supp(c) ϕ(a0 vi).
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(1) (2)
(3)
Figure 4.3: (1) The inner cycle c1 (in the example, c1 = (1 6 4 8)) contains
the central vertex in its support; (2) the inner cycle c1 (in the example,
c1 = (1 8 4 7 2 5)) is balanced; (3) the inner cycle c1 (in the example,
c1 = (1 8 4 2 7 5)) is unbalanced.
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where the second term is the minimum merging cost. On the other hand,
from the analysis in Chapter 3, we know that if c1 and c2 are decomposed
separately, the minimum cost equals
1
2
Dϕ(c1c2, e) + min
vi∈supp(c2)
ϕ(vi a0) (4.3)
It is straightforward to see that
min
wj∈supp(c1),vi∈supp(c2)
ϕ(vi wj) ≤ min
vi∈supp(c2)
ϕ(vi a0) (4.4)
Therefore, a minimum cost decomposition can be obtained by merging cycles.
Similarly, under scenarios (2) and (3), the minimum cost under cycle-
merging is at most
1
2
Dϕ(c1c2, e) + min
wj∈supp(c1),vi∈supp(c2)
ϕ(vi wj) + min
vi∈supp(c2)
ϕ(vi a0) (4.5)
where the third term is only to be included if the cycle obtained by merging
c1 and c2 is unbalanced.
Clearly,
min
wj∈supp(c1),vi∈supp(c2)
ϕ(vi wj) + min
vi∈supp(c2)
ϕ(via0) ≤ min
vi∈supp(c2)
ϕ(vi a0) (4.6)
Consequently, the output of Algorithm 6 is optimal for the base case of
induction.
Induction Hypothesis: If there are less than k+ 1 cycles in the permu-
tation pi, Algorithm 6 gives an optimal solution.
Induction Step: When there are k + 1 cycles in pi, by the induction
hypothesis, one only needs to consider the innermost cycle and the resulting
cycle obtained by processing the k outermost cycles. This reduces to the
base case, which shows that Algorithm 6 gives an optimal solution.
The result of Theorem 2 may be readily generalized to the case when
the input permutation contains non-intersecting cycles embedded on paths.
The key observation is that the existence of such cycles may reduce the
merging cost of two cycles that include edges between branches. In each
iteration, one starts by checking the balancing property of the outermost
cycle containing edges between branches, which requires O(n2) operations;
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when cycle-merging is considered, assume that there are h path-embedded
cycles that lie “between” two cycles spanning across branches. Exhaustive
search for finding an optimal path-embedded cycle based merging requires
O(2h) operations. A randomly selected permutation of n elements has an
expected number of cycles equal to Hn, the n
th harmonic number, which
is asymptotically equal log n. Hence, the expected complexity of merging
two cycles is linear in n and only log n iterations are needed to complete
the process. Therefore, the average running time of the generalized form
of algorithm Algorithm 6 equals O(n2 log n). Note that the worst-case
complexity may still be exponential in n.
For general permutations which may contain intersecting cycles, no ef-
ficient optimal decomposition procedure is currently known. Nevertheless,
we present next a straightforward linear-time 5/3-approximation algorithm,
described in Algorithm 7.
Algorithm 7: Constant-Approximation Algorithm for General Permu-
tations
Input: A arbitrary permutation pi
Output: A constant-approximation transform T c∗ from pi to e
1 Decompose all the cycles with supports lying on paths, as well as the
cycle containing the central vertex independently and denote the
resulting permutation by pi∗;
2 if pi∗ = e then
3 Stop;
4 end
5 Define ak1 , ak2 , ak3 to be the farthest nonfixed points with outgoing
edges across branches on B1, B2, B3, respectively; in addition, assume
ϕ(a0 ak1 ) = min{ϕ(a0 ak1 ), ϕ(a0 ak2 ), ϕ(a0 ak3 )};
6 pi∗ ← pi∗(a0 ak1);
7 Invert pi∗ to obtain (pi∗)−1;
8 Suppose there are m cycles in (pi∗)−1 with edges across branches, and
let b1, b2, · · · , bm ∈ B1 denote the heads of outgoing edges across
branches, where the labels indicate their proximity to the central
vertex a0. In addition, let b0 = a0;
9 for i=1:m do
10 pi∗ ← pi∗(bi bi−1);
11 end
12 Call Algorithm 5.
To explain the motivation behind the steps of Algorithm 7, consider
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the illustrative example in Figure 4.4. There, a permutation pi is depicted
which can be embedded in the defining graph such that there exists a cycle
containing the central vertex. The support of the cycle lies on a path and the
edge emanating from a0 intersects all cycles across branches. In this case,
one can merge all the cycles branches efficiently using the aforementioned
intersecting edge.
To reduce an arbitrary permutation to the desired structure depicted in
Figure 4.4 part (1), in the first step of the algorithm, we decompose all
cycles with supports on paths. This procedure requires O(n) computational
steps. Subsequent steps 5 and 6 introduce the central vertex a0 into the
decomposition procedure, which in the worst case takes O(n) operations.
Note that introducing a0 may require some preprocessing steps as described
in Algorithm 4.
To this end, it is important to note that we only have the incoming edge into
a0, rather than the desired outgoing edge from a0 intersecting all cycles across
branches. Thus, the inverse of pi∗ is needed to complete the construction of
the desired structure for subsequent cycle merging. As described in steps
8 − 11 of Algorithm 7, cycles are merged via the transpositions (bi bi−1),
for i = 1, 2, · · · ,m. The computational cost of this merging process is O(n).
In step 12, the resulting cycle is processed by Algorithm 5. Note that the
running time of step 12 equals O(n) even though the time complexity of
Algorithm 5 itself is O(n2). This is due to fact that the input cycle to
Algorithm 5 will always contain the central vertex, and as a result, the
most computationally expensive steps in Algorithm 5 are not executed.
Therefore, Algorithm 7 has complexity linear in n.
As for the performance guarantee, it is easy to see that the only step that
introduces inefficiency in the decomposition is the introduction of the central
vertex in step 6. Thus d(pi, e) may be bounded as
1
2
D(pi, e) ≤ d(pi, e) ≤ 1
2
Dϕ(pi, e) + ϕ(a0 ak1 ) (4.7)
where the upper bound is the cost of the output of Algorithm 7. In addition,
we notice that ϕ(a0 ak1 ) ≤ 13D(pi, e). Thus the approximation factor is 5/3, as
claimed.
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(1) Desired structure for the per-
mutation: The edge (10, 3) inter-
sects both the cycle (1 4 7) and
the cycle (2 5 8).
(2) Step 1: Merge the path cycle
(10 3) with the cycle (1 4 7) by
transposing the vertices 1 and
10. The number of cycles is re-
duced by one.
(3) Step 2: Merge the two cy-
cles by transposing the vertices
1 and 2.
Figure 4.4: Cycle structure behind Algorithm 7.
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CHAPTER 5
SYNCHRONIZING RANKINGS
5.1 VT Codes
Definition 2. The inversion vector of σP , denoted by Iv(σP ), is a binary
vector (x1, · · · , x|P |−1), such that
xi =
1, if σi > σi+10, if σi < σi+1 (5.1)
In our subsequent analysis, we also make use of Varshamov-Tenengolz
codes VTa(n) ⊆ {0, 1}n. These codes consist of all binary vectors (x1, · · · , xn)
satisfying the congruence
n∑
i=1
i · xi ≡ a mod (n+ 1) (5.2)
where the parameter a ∈ {0, 1, · · · , n} is referred to as the VT-syndrome of
the code VTa(n). VT-codes are single deletion error-correcting codes, which
is easily proved by exhibiting a decoding algorithm [40, 41].
The family of VT-codes partitions the space {0, 1}n into n+ 1 single dele-
tion correcting codes [42]. A less known result holds for permutations, as-
serting that Sn may be partitioned into n cosets of size (n − 1)!, each of
which has a unique VT-syndrome for all the inversion vectors. The cosets
represent single deletion correcting codes for permutations. The key obser-
vations behind the proof of this fact are that: (1) a single deletion in the
permutation induces a single deletion in the inversion vector; (2) a deletion
in the inversion vector may be corrected via VT coding; and (3) given a letter
b in [n]\P and a binary string B which produces the inversion vector Iv(σP )
via a single deletion, there is a unique way to insert b into σP such that the
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newly obtained partial permutation has inversion vector B.
Throughout the thesis, we assume that n and the number of deletion (in-
sertion) errors d is known in advance both to the transmitter and receiver;
that all
(
n
d
)
deletion (insertion) patterns are equally likely; and that the trans-
mitter and receiver can agree in advance on the steps of the synchronization
algorithm. For the case of block errors, we also assume that the span of the
block d is known both to the transmitter and receiver; and that all d-spans
are equally likely. Due to the complicated nature of translocation and trans-
position errors, we focus only on single error events. Although there is no
fundamental limitation in allowing d = O(n), for simplicity of exposition, we
restrict our attention to the case d = o(n).
The first problem we address is synchronization from deletion errors only.
In this case, σY is generated from σX by deleting d symbols.
5.2 Synchronization from Random
Deletions/Insertions
Assume that σX ∈ Sn and that the transmitter is aided by a genie that knows
the locations of the deleted symbols in the receiver’s partial permutation σY .
Since there are
(
n
d
)
possible positions for the d deleted symbols and d! possible
orderings of the deleted symbols, the transmitter needs to send
log
(
n
d
)
d! = d( log n+ o(1)) (5.3)
bits, in order to enable the receiver to reconstruct σX .
The solution in the classical setting is straightforward, described in Algo-
rithm 8. The key observation is that the receiver can deduce the identity
of the missing symbols, given that he or she knows n. Hence, the receiver
sends log
(
n
d
)
bits to the transmitter indicating the missing symbols, and the
transmitter in return sends the locations of the missing symbols along with
their ordering. In this way, σX can be reconstructed at the receiver with a
total number of
log
(
n
d
)
+ log
(
n
d
)
d! = d(2 log n− log d+O(1)) (5.4)
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transmitted bits, which is only twice as many as required by a genie-aided
method. However, this approach cannot be used in the limited feedback
scenario, given that the throughput of the feedback link is not allowed to
scale as d log n.
Algorithm 8: Identical Throughput Algorithm
1 The receiver sends the identities of the d deleted symbols;
2 Transmitter T sends the locations of the d deleted symbols as well as
their ordering.
We next propose an algorithm for the limited feedback scenario that is
within a factor of five from the genie-aided result.
As part of the algorithm, the transmitter maintains a list LσX , whose
entries consist of the unsynchronized substrings of σX . This list is initialized
to LσX = {σX}. Similarly, the receiver maintains a corresponding list of
unsynchronized substrings, denoted by LσY , initialized to LσY = {σY }. The
limited feedback algorithm is described in Algorithm 9.
The idea of the algorithm is to first partition σX into a set of substrings
each of which contains one deleted symbol, akin to [38]. Partitioning is
achieved via a sequence of transmissions of a single anchor symbol, positioned
in the middle of substrings of interest. To correct a single deletion error
within each substring, the receiver needs to know both the deleted symbol
in that substring and the deleted position, which can be deduced from the
checksum and the VT-syndrome of the inversion vector of the substring,
respectively. Here, the checksum of a substring refers to the sum of its
corresponding symbols. The identity of the deleted symbol in a specified
substring can be found by computing the difference of the checksum of the
substring in σX and the checksum of the corresponding noisy substring in σY .
Once the identities of the deleted symbols within the substrings are known
to the receiver, synchronization is accomplished via VT coding.
Two observations are in place. Given that the data consists of distinct
symbols, erroneous matching is not possible. The most costly steps of syn-
chronization are checksum transmissions, all of which take place over the
forward channel.
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Algorithm 9: Limited Feedback Algorithm
1 Initialization: LσX ← {σX}, LσY ← {σY }, i← 0;
2 while LσX 6= ∅ and d > 1 do
3 for i = 1 : 1 : |LσX | do
4 Receiver requests the transmitter to send the central symbol of
LσX (i);
5 if Receiver cannot find a match for the central symbol then
6 d← d− 1;
7 else
8 if the central symbol was not shifted to the left then
9 There is no deletions in the left half of substring LσX (i)
10 else
11 if the central symbol was shifted to the left by one then
12 Receiver requests the VT-syndrome and the
checksum Σ of the left half of substring LσX (i) and
sets d← d− 1;
13 else
14 Receiver adds the left half of substrings LσX (i) and
LσY (i) to the lists LσX and LσY , respectively;
15 end
16 end
17 Repeat step 8–step 16 for the right half of substring LσX (i);
18 end
19 Transmitter and receiver remove LσX (i) and LσY (i) from LσX
and LσY , respectively.
20 end
21 end
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Theorem 3. Algorithm 9 exactly restores σX at the receiver, with
E[NT→R(d)] ≤ (5d− 2) log n− 2d log d− d log 2 (5.5)
and
E[NR→T (d)] ≤ 6(d− 1) (5.6)
Proof. The algorithm provides an exact solution, since one cannot make er-
rors in the process of anchoring the central symbol.
When synchronizing from d deletions, the total number of bits transmitted
from the transmitter to the receiver until Algorithm 9 terminates may be
written as
NT→R(d) = Nc(d) +Nv(d) +Ns(d) (5.7)
where Nc, Nv and Ns represent the number of bits sent for the central anchor
symbols, bits for the VT-syndrome of the inversion vector and bits for the
checksums, respectively.
First, we show by induction that for d ≥ 1,
E[Nc(d)] ≤ 2(d− 1) log n (5.8)
where Nc(0) = 0 by definition. Note that Nc(d) depends both on the number
of deletions and the length of the partial permutation. In our analysis, we
write the dependence on n explicitly as Nc(d, n). In addition, we observe
that Nc(d, n) is increasing in n.
Base Case: Nc(0, n) = Nc(1, n) = 0, and thus, Equation (5.8) holds.
Induction Hypothesis: Suppose that E[Nc(k, n)] ≤ 2(k−1) log n, ∀ k ≤
d− 1.
Induction Step: E[Nc(d, n)] can be rewritten by conditioning on the
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outcome of the first round of the algorithm as:
E[Nc(d, n)] = log n+
(
n−1
d−1
)(
n
d
) E[Nc(d− 1, n− 1)] (5.9)
+
(
n−1
d
)(
n
d
) d∑
j=0
1
2d
(
d
j
)(
E[Nc(j, bn+ 1
2
c)] (5.10)
+ E[Nc(d− j, bn+ 1
2
c)]) (5.11)
≤ log n+ d
n
E[Nc(d− 1, n)] (5.12)
+
(
n−1
d
)(
n
d
) d∑
j=0
1
2d
(
d
j
)(
E[Nc(j, n)] + E[Nc(d− j, n)]
)
(5.13)
= log n+
d
n
E[Nc(d− 1, n)] (5.14)
+
n− d
n2d
(
2E[Nc(d, n)] +
d−1∑
j=1
(
d
j
)(
E[Nc(j, n)] (5.15)
+ E[Nc(d− j, n)]
))
(5.16)
where the first term in Equation (5.9) accounts for the encoding of the central
symbol. With probability
(n−1d−1)
(nd)
, the central symbol may have been deleted.
In this case, the problem reduces to the d − 1 deletions synchronization
scenario, since we can simply insert this central symbol back to the central
position after synchronizing the remaining d−1 deletions. This also explains
the second term in Equation (5.9). Equation (5.10) and Equation (5.11)
follow from that fact that if the central symbol is successfully matched in
σY , with probability 1
2d
there are j deletions in the left half of σX and d− j
deletions in the right half of σX , where 0 ≤ j ≤ d. This holds since all (n
d
)
deletion patterns are equally likely. Inequality Equation (5.12) and Equation
(5.13) are true because Nc(d, n) is decreasing in n. From Equations (5.14)–
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(5.16), we get
[1− n− d
n2d−1
]E[Nc(d, n)] ≤ log n+ d
n
E[Nc(d− 1, n)] (5.17)
+
n− d
n2d
d−1∑
j=1
(
d
j
)(
E[Nc(j, n)] (5.18)
+ E[Nc(d− j, n)]
)
(5.19)
≤ log n+ d
n
2(d− 2) log n (5.20)
+
n− d
n2d
d−1∑
j=1
(
d
j
)
2(d− 2) log n (5.21)
where Equation (5.20) and Equation (5.21) follow from the induction hy-
pothesis. For d ≤ 2, we have
E[Nc(d, n)] ≤
1 + d
n
2(d− 2) + n−d
n2d
2(d− 2)∑d−1j=1 (dj)
1− n−d
n
2−(d−1)
log n (5.22)
≤ 2(d− 1) log n (5.23)
Denote the number of anchors that have no match in σY by M , and the
lengths of substrings σX that contain single deletion errors by l1, · · · , ld−M .
The transmitter needs to send the V T–syndromes and encoding of the sums
CSj, where j = 1, · · · , d −M , for each of d −M substrings that contain a
single deletion. Note that the lj’s and CSj’s are correlated random variables.
We hence have
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E[Nv +Ns] = E[
d−M∑
j=1
log(lj + 1) +
d−M∑
j=1
logCSj] (5.24)
≤ E[
d∑
j=1
log(lj + 1) +
d∑
j=1
logCSj] (5.25)
≤ E[
d∑
j=1
log(lj + 1) +
d∑
j=1
log
CSj
lj
lj] (5.26)
≤ E[
d∑
j=1
2 log(lj + 1) +
d∑
j=1
log
CSj
lj
] (5.27)
(a)
≤ 2dE[log
∑d
j=1(lj + 1)
d
] + dE[log
∑d
j=1(
CSj
lj
)
d
] (5.28)
(b)
≤ 2d logE[
∑d
j=1(lj + 1)
d
] + d logE[
∑d
j=1(
CSj
lj
)
d
] (5.29)
where (a) is a consequence of the concavity of the log and (b) follows from
Jensen’s inequality. In addition, it is easy to see
∑d
j=1(lj + 1) ≤ n.
E[
∑d
j=1(
CSj
lj
)
d
] =
1
d
(
d∑
j=1
(E[
CSj
lj
])) (5.30)
=
1
d
d∑
j=1
(
∑lj
i=1 E[σXji ]
lj
) (5.31)
= E[σX1 ] =
n+ 1
2
(5.32)
Therefore,
E[NT→R(d, n)] = E[Nc(d, n)] + E[Nv(d)] + E[Ns(d)] (5.33)
≤ 2(d− 1) log n+ 2d log n
d
+ d log
n+ 1
2
(5.34)
= (5d− 2) log n− 2d log d− d log 2 + o(1) (5.35)
Let σXl (i) and σ
X
r (i) be the left half and the right half of σ
X(i), respectively.
Denote the VT-syndromes of the left and right half of the substrings by V Tl
and V Tr, respectively, and use a similar notation for the checksums of the
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substrings, namely CSl and CSr. On the feedback link, the receiver sends
out at each round the encoding of one of the nine messages:
(1)“failed to find a match”;
(2)“parse σXl (i) and σ
X
r (i)”;
(3)“parse σXl (i) and send V Tr”;
(4)“parse σXl (i) and send CSr”;
(5)“send V Tl and parse σ
X
r (i)”;
(6)“send V Tl and V Tr”;
(7)“send V Tl and CSr”;
(8)“send CSl and parse σ
X
r (i)”;
(9)“send CSl and V Tr”.
The number of bits transmitted by the receiver is at most three bits at each
round. Therefore,
E[NR→T (d)] ≤ 3E[Nc(d)]
log n
= 6(d− 1) (5.36)
For the case of insertion errors, the situation is reversed in so far that
the transmitter is in possession of a partial permutation, while the receiver
contains a permutation. Interestingly, one only needs to identify the inserted
symbols, since their positions are automatically revealed thereafter. This
reduces the total number of transmitted bits by d log n.
5.3 Synchronization from Block Deletions/Insertions
We consider next the problem of synchronizing from block deletions. Since
deletions occur in consecutive order, the receiver only needs to know the
first or the last edited position, as well as the arrangement of the d deleted
symbols. In the genie-aided case, the required number of transmitted bits
equals
log(n− d+ 1) + log d! = log n+ d log d+O(d) (5.37)
Clearly, the deletion synchronization method described in Section 5.2 also
applies to the block deletion case. However, the communication throughput
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for the random deletion algorithm may be significantly higher than needed,
given that the deletions appear in consecutive positions. To see this, consider
an example with d = 2. On average, the random synchronization algorithm
communicates O(log2 n) bits and O(log n) bits through the forward link and
the feedback link, respectively. The algorithm we propose next only requires
a O(log d log n) throughput on the forward link.
We start by introducing the process of deinterleaving. In the deinterleaving
process, σX and σY are parsed into d subsequences (σX)k and (σY )k of the
form
(σX)k = (σXk , σ
X
k+d, σ
X
k+2d, · · · ) (5.38)
(σY )k = (σYk , σ
Y
k+d, σ
Y
k+2d, · · · ) (5.39)
where, for k = 1, · · · , d, (σX)k and (σY )k are mis-synchronized by one dele-
tion only. For instance, suppose that the transmitter stores
σX = (1, 14, 12, 2, 3, 4, 9, 10, 11, 13, 5, 8, 7, 6, 15) (5.40)
while the noisy version available at the receiver reads as
σY = (1, 14, 12, 2, 10, 11, 13, 5, 8, 7, 6, 15) (5.41)
The above described parsing method (Equation (5.38) and Equation (5.39))
results in:
(σX)1, (σY )1 = (1, 2, 9, 13, 7), (1, 2, 13, 7) (5.42)
(σX)2, (σY )2 = (14, 3, 10, 5, 6), (14, 10, 5, 6) (5.43)
(σX)3, (σY )3 = (12, 4, 11, 8, 15), (12, 11, 8, 15) (5.44)
The resulting “single” deletion synchronization can be done via one-way
communication by letting the transmitter send out the VT-syndromes and
checksums for each of the d substrings (σX)k, for 1 ≤ k ≤ n. The total
number of transmitted bits is
NT→R(d) +NR→T (d) = NT→R(d) = 3d log n (5.45)
As presented in Algorithm 10, the total communication throughput can be
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improved to O(log d log n), with O(log d) bits transmitted on the feedback
link. The key idea is to utilize the error structure. Denote the position
of the symbol deleted in (σX)i by pi. If a deletion in (σ
X)1 occurred at
position j, i.e., if p1 = j, then for i ≥ 2, pi equals either j or j − 1, which
is a consequence of the fact that deletions occur in consecutive order. In
particular, the sequence {pi}di=1 equals
(p1, · · · , pk−1, pk, · · · , pd) = (j, · · · , j, j − 1, · · · , j − 1) (5.46)
where k denotes the index of the subsequence of σX containing the first
deleted symbol. Note that we may have k = d + 1, implying that the first
deleted symbol is contained in (σX)1. It is straightforward to see that the
first deleted position p∗ equals
p∗ = (j − 1)d+ 1 if p1 = pd, and
p∗ = (j − 1)d+ k − d = (j − 2)d+ k otherwise
Theorem 4. Algorithm 10 exactly restores σX at the receiver, with
E[NT→R(d)] = 3 log d log n+ 6 log n+ log d!− 2 log d
d
(5.47)
var[NT→R(d)] =
9(d− 1)
d2
log2 d log2 n (5.48)
and
E[NR→T (d)] =
2d− 1
d
log d (5.49)
var[NR→T (d)] =
d− 1
d2
log2 d (5.50)
Proof. When (σX)1 and (σY )1 are synchronized, the receiver knows that
(p1 − 1)d + 1 is in the span of the block deletion. Since all n − d + 1 block
deletions patterns may have occurred equally likely, with probability 1
d
, (p1−
1)d+ 1 is the first edited position, which can be detected by the receiver via
comparing p1 with pd. In this case, Algorithm 10 terminates with step 6,
and NT→R(d) = 6 log n, NR→T (d) = log d. Otherwise, the algorithm goes
through the while command, which terminates at round log d when I(log d)
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Algorithm 10: Block Deletion Algorithm
1 Initialization: m← 0, t← 0 and I(0) ← {i1, · · · , id} = {1, · · · , d};
2 Transmitter sends the VT-syndromes and the checksums for (σX)1
and (σX)d;
3 Receiver recovers (σX)1 from (σY )1 and computes p1;
4 Receiver recovers (σX)d from (σY )d and computes pd;
5 if p1 = pd then
6 Receiver sends “FOUND” and k = 1;
7 else
8 while I(t) is not singleton do
9 m← d |I(t)|
2
e;
10 Transmitter sends the VT-syndrome and the checksum of
(σX)m;
11 Receiver recovers (σX)m from (σY )m and computes pm;
12 if p1 > pm = pd then
13 I(t+1) ← {i(t)1 , · · · , i(t)m }
14 else
15 I(t+1) ← {i(t)m , · · · , i(t)|I(t)|}
16 end
17 t← t+ 1;
18 Receiver sends “NOT FOUND”;
19 end
20 Receiver sends “FOUND” and
21 if p1 > pm = pd then
22 sends k = m;
23 else
24 sends k = m+ 1.
25 end
26 end
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is a singleton. In the latter case, we have
NT→R(d) = 3 log d log n+ 6 log n (5.51)
and
NR→T (d) =
d− 1
d
2 log d (5.52)
Then
E[NT→R(d)] =
1
d
6(log n+ log d!) +
d− 1
d
(6 log n+ 3 log d log n+ log d!)
(5.53)
= 3 log d log n+ 6 log n+ log d!− 2 log d
d
(5.54)
The expressions var[NT→R(d)] and var[NR→T (d)] may be derived similarly.
5.4 Synchronization from a Single Translocation Error
On a permutation of length n, one can perform as many as (n− 1)2 different
translocations. Thus, in the genie-aided case, 2 log(n − 1) = 2 log n + o(1)
bits need to be transmitted. We describe next an algorithm that is within a
factor of three from the genie-aided limit.
First, observe that a single translocation error is equivalent to a deletion
and an insertion of the same symbol [39]. Hence, the idea is to partition σX
in such a way that the deletion error and the insertion error are contained in
different substrings of σX . To correct the transposition, we use the fact that
VT-codes for permutations are capable of detecting single translocations.
Let SσX and SσY be the to-be-parsed substrings of σ
X and σY , respectively.
The algorithm starts with the transmitter sending the central symbol of
σX , i.e., the symbol at position dn
2
e in σX , to the receiver. The receiver
examines whether the position of the received symbol is dn
2
e in σY . If not,
the received symbol is within the span of the translocation, and a deletion
occurred in the left half of σX , and an insertion occurred in the right half of
σX , or vice versa. If the received symbol is accurately anchored at dn
2
e, the
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Algorithm 11: Algorithm for Single Translocation
1 Initialization: SσX ← σX , SσY ← σY ;
2 Transmitter sends the central symbol of SσX ;
3 Receiver anchors the central symbol in SσY ;
4 if the central symbol was not shifted then
5 The receiver requests V Tl(SσX );
6 if V Tl(SσX ) 6= V Tl(SσY ) then
7 SσX ← σXl , SσY ← σYl , go to step 2;
8 else
9 SσX ← σXr , SσY ← σYr , go to step 2;
10 end
11 end
12 if the central symbol was shifted by one position to the left then
13 The receiver requests CSr(SσX ) and V Tl(SσX ), uses CSr(SσX ) to
synchronize the insertion in the right part of SσY and uses
V Tl(SσX ) to synchronize the deletion in the left part of SσY ;
14 else
15 The receiver requests CSl(SσX ) and V Tr(SσX ), uses CSl(SσX ) to
synchronize the insertion in the left part of SσY and uses V Tr(SσX )
to synchronize the deletion in the right part of SσY .
16 end
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algorithm uses the VT-syndrome to determine which half of σX contains the
translocation. The process is repeated for the substring that contains the
translocation error.
Theorem 5. Algorithm 11 exactly restores σX at the receiver, with the
number of bits transmitted through the forward link satisfying
E[NT→R] ≤ 6 log n (5.55)
var[NT→R] ≤ 8 log2 n+O
( log2 n
n
)
(5.56)
and the number of bits transmitted through the feedback link satisfying
E[NR→T ] ≤ 6 (5.57)
var[NR→T ] ≤ 18 +O
( 1
n
)
(5.58)
Remark 1. Due to the symmetry of a translocation, the limited feedback
algorithm can be easily adapted for a forward link limited model by exchanging
the roles of the transmitter and the receiver.
Proof. Let M be the random variable counting the transmission rounds need-
ed for Algorithm 11 to terminate. Denote the distribution of M by QM .
If Algorithm 11 terminates at round M = m, by that point, the trans-
mitter has sent m anchor symbols, m − 1 VT-syndromes for detecting the
translocation within the first m−1 rounds, and 2 log n bits and log n bits for
synchronizing first from the insertion and then deletion error, respectively.
Hence, the total number of bits sent by the transmitter equals (2m+2) log n,
and E[NT→R] and var[NT→R] may be written as
E[NT→R] = 2 log nE[M ] + 2 log n (5.59)
var[NT→R] = (4 log
2 n) var[M ] (5.60)
On the feedback link, the receiver sends out at each round the encoding
of one of the five messages: (1) “send V Tl(SσX )”; (2) “parse SσX ← σXl ,
SσY ← σYl ”; (3) “parse SσX ← σXr , SσY ← σYr ”; (4) “send CSr(SσX ) and
V Tl(SσX )”; (5) “send CSl(SσX ) and V Tr(SσX )”. For the encoding, only three
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bits are needed. Thus, we have
E[NR→T ] = 3E[M ] (5.61)
var[NR→T ] = 9 var[M ] (5.62)
Next, we bound the moments E[M ] and var[M ].
Algorithm 11 terminates at round m if and only if the anchor symbol
sent at round m was shifted in σY . Denote the probability of the event
“the kth entry in σX was shifted in σY ” by Pk. If the kth entry in σX was
not shifted in σY , then either the translocation error was contained within
the first k − 1 positions or contained within the last n − k positions. For
permutation strings of length k− 2 and n− k, one can perform (k− 2)2 and
(n− k − 1)2 different translocations, respectively. Thus we have,
Pk = 1− (k − 2)
2 + (n− k − 1)2
(n− 1)2 (5.63)
which is maximized at k∗ = dn
2
e. Since in the first round the center symbol
σXdn
2
e is checked, the probability that the algorithm terminates at round one
is
QM(M = 1) = Pk∗ =
12 + 2n−1 − 2(n−1)2 if n is odd1
2
+ 2
n−1 − 52(n−1)2 otherwise
(5.64)
If the received symbol is accurately anchored at dn
2
e, the algorithm uses the
VT-syndrome to determine which half of σX contains the translocation. The
process is repeated for the substring that contains the translocation error.
The length of the substring of interest at each round is characterized in
Lemma 7.
Lemma 7. Let {ak}∞k=1 be a sequence such that ai denotes the length of the
substring of σX (or, equivalently, σY ) at round k. Then
ak =
n+1−2
k−1
2k−1 ∀ k ≤ log(n+ 1)− 1
0 otherwise
(5.65)
Proof. We prove this claim by induction.
59
Base Case: When k = 1, n+1−2
1−1
21−1 = n = a1.
Induction Hypothesis: Suppose that ak =
n+1−2k−1
2k−1 for all k ≤ log(n +
1)− 2.
Induction Step: It is straightforward to see that
ak+1 =
n+1−2k−1
2k−1 + 1
2
− 1 (5.66)
=
n+ 1− 2k
2k
(5.67)
The algorithm performs splitting until the substrings reach a threshold length
which cannot be smaller than three. Hence
ak =
n+ 1− 2k−1
2k−1
≥ 3 (5.68)
⇒ k ≤ log(n+ 1)− 1 (5.69)
Since at most log(n + 1) − 1 rounds are needed, ak = 0 for all k ≥ log(n +
1).
As a result, the distribution of M has the following closed form
QM(m) =
(
1
2
+
2
n+1−2m−1
2m−1 − 1
− 2
(n+1−2
m−1
2m−1 − 1)2
)
× (5.70)
m−1∏
i=1
(
1
2
− 2
n+1−2i−1
2i−1 − 1
+
2
(n+1−2
i−1
2i−1 − 1)2
)
(5.71)
for m ≤ log(n+ 1)− 1; and QM(m) = 0 otherwise.
Suppose next that G is a geometric random variable with parameter 1
2
.
It can be shown by induction that the random variable M is first-order
stochastically dominated by G, i.e., for all m,
QM(M ≤ m) > P(G ≤ m) (5.72)
which immediately implies
E[M ] ≤ E[G] = 2 (5.73)
Nevertheless, the claim that var[M ] ≤ var[G] may not hold in general. Still,
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we may write
var[M ] = E[M − E[M ]]2 (5.74)
= EM≤E[M ][M − E[M ]]2 + EM≥E[M ][M − E[M ]]2 (5.75)
By observing that 1 < E[M ] < 2, the first term on the right-hand side of
(5.75) can be bounded as
EM≤E[M ][M − E[M ]]2 ≤ Q(1) = 1
2
+O(
1
n
) (5.76)
Similarly, it can be shown that the second term on the right-hand side of
(5.75) satisfies
EM≥E[M ][M − E[M ]]2 ≤ EG≥E[G][G− E[G]]2 (5.77)
which completes the proof.
5.5 Synchronization from a Single Transposition Error
Suppose that σY = σXτ , where τ is a transposition. Let τ = (a b), where
a, b ∈ [n] and a < b, implying that the elements σXa and σXb were swapped.
In this scenario, the genie-aided lower bound equals log
(
n
2
)
= 2 log n+O(1).
We first show that anchoring strategies cannot lead to order optimal pro-
tocols. Since a transposition is equivalent to two substitution errors, an
anchoring strategy reduces to a trivial “send and check” interaction, i.e., the
transmitter keeps sending different symbols until one of the swapped symbols
is identified. Denote the number of rounds before the algorithm terminates
by Mτ . Since
E[Mτ ] =
n∑
k=1
P[Mτ ≥ k] = n+ 1
3
(5.78)
where P[Mτ ≥ k] =
(
n−2
k−1
)(
n
k−1
) = (n− k)(n− k + 1)
n(n− 1) (5.79)
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the average number of transmitted bits equals
E[NT→R] = E[Mτ ] log n =
n+ 1
3
log n (5.80)
We show next that a single transposition can be synchronized using a one-way
algorithm in which the transmitter sends the encoding of three quantities:
δX1 = Σ
n
i=1i σ
X
i , δ
X
2 = Σ
n
i=1i
2 σXi and δ
X
3 = Σ
n
i=1i
3 σYi . Similarly, let δ
Y
1 =
Σni=1i σ
Y
i , δ
Y
2 = Σ
n
i=1i
2 σYi and δ
Y
3 = Σ
n
i=1i
3 σYi . The receiver computes a and
b from 
δY1 − δX1 = (σXb − σXa )(a− b)
δY2 − δX2 = (σXb − σXa )(a− b)(a+ b)
δY3 − δX3 = (σXb − σXa )(a− b)(a2 + b2 + a b)
(5.81)
and then solves the system of equations
a+ b =
δY2 − δX2
δY1 − δX1
(5.82)
a2 + b2 + a b =
δY3 − δX3
δY1 − δX1
(5.83)
The average number of transmitted bits equals 12 log n.
Note that the moment sums δXi , i = 1, 2, 3, may be seen as generalized
VT-syndromes as well as ordinal Reed-Solomon type parity-checks.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
In the first part of this thesis, we introduced the notion of similarity distance
between rankings under Y-tree weights and presented a polynomial-time al-
gorithm for computing the distance between cycle permutations in terms of
the displacement function. The algorithm was centered around the idea of
adjacent cycle decomposition, i.e., rewriting a cycle as a product of adjacent
and disjoint shorter cycles, where the support of each cycle can be embedded
on a path in the defining graph of the Y-tree. We also described an exact
polynomial-time decomposition algorithm for permutations that may be em-
bedded in the Y-tree as non-intersecting cycles, and the procedure reduced
to finding the shortest path between two non-intersecting cycles. As for gen-
eral permutations, we developed a linear time, 5/3-approximation algorithm
which is governed by the fact that if there exists a directed edge emanating
from the central vertex that intersects all cycles across branches, then all
cycles across branches can be merged efficiently.
In the second part of this thesis, we have explored the problem of syn-
chronizing ordinal data with special attention to the scenario when there is
stringent constraint on the feedback link throughput per synchronization pro-
cedure. Four types of information edits–random deletions/insertions, block
deletions/insertions, single transloations and single transpositions–have been
analyzed individually. For σY and σX mis-synchronized by deletions, we ex-
hibit protocols within a factor of two and a factor of five from the genie-aided
limits for ctr ' crt and ctr  crt, respectively. When the synchronization er-
ror is a single translocation, a protocol within a factor of three from the
genie-aided limit is proposed. For single transposition errors, we describe a
one-way protocol within a factor of six from the genie-aided limit. This pro-
tocol uses generalization of Varshamov-Tenengolz and Reed-Solomon codes
for ordinal information.
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