Delay constrained relay node placement (DCRNP) problem minimizes the quantity of deployed relays that are employed to build at least one path between the sink and each sensor, while guaranteeing that the delay constraints for the built paths are fulfilled. Published literature only focus on the DCRNP problem in single-tiered wireless sensor networks (WSNs). Considering the benefits in terms of network scalability and energy consumption by the two-tiered network topology, this paper studies the DCRNP problem in two-tiered WSNs and proposes a pruning-and-substitution-based-heuristic (PSH) algorithm to solve the DCRNP problem. PSH consists of two phases, i.e., the covering phase and the connecting phase. In the covering phase, a shortest-path-based algorithm (SPA) is proposed to deploy relays at a subset of predetermined deployment locations such that each sensor is covered by at least one relay, meanwhile ensuring the obedience of delay constraints. Then, in the connecting phase, a tree-based connecting algorithm (TCA) is proposed to build the high-tier network connectivity. TCA first builds a shortest path tree to connect the relays deployed by SPA to the sink, and then, saves the deployed relays by gradually pruning or substituting them by the relays placed at the locations that several feasible paths pass through. The time complexity and the approximation ratio of this work are explicitly analyzed and extensive simulations are implemented to demonstrate its effectiveness.
Introduction
Wireless sensor networks (WSNs) receive numerous attentions in recent years for their immense application potentials in battlefield surveillance, environmental monitoring, disaster management and other fields [1] [2] [3] . WSNs are employed to gather the necessary information by spatially distributed sensor nodes (SNs). Typically, these SNs are low-cost and battery-powered, and thus their energy supply and communication radii are strictly limited. In order to reduce the energy consumption and improve the network scalability, some nodes with sufficient power and suitable communication radii are deployed to play the role of relay nodes (RNs) [2] [3] [4] . With the consideration of deployment cost, minimum RNs are expected to be deployed while maintaining the network connectivity, which is termed as the relay node placement (RNP) problem.
Recently, WSNs are applied to many time-critical applications, e.g., industrial automation and smart grid [5] [6] [7] , in which strict delay constraints are considered. Taking the typical factory automation as an example, the data sensed by SNs is typically timesensitive, such as alarm notification and information for feedback control, and thus the importance of receiving the data at the sink in a timely manner is noticeable. This highlights the significance of the delay constrained RNP (DCRNP) problem.
However, different from the RNP problem that has been extensively studied [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , the works on the DCRNP problem are very limited [21] [22] [23] [24] [25] . Moreover, published works only concentrate on the DCRNP problem in single-tiered WSNs. Unlike single-tiered WSNs, in two-tiered WSNs, SNs only have to transmit the sensed information to their 1-hop neighbor RNs who then forward received data to the sink [1] [2] [3] [4] . Therefore, the connectivity of the two-tiered WSN relies on the high-tier network merely composed of RNs. As a result, the energy consumption of SNs is largely reduced. Considering the merits brought by two-tiered WSNs, this paper investigates the DCRNP problem in two-tiered WSNs.
To solve the two-tiered DCRNP problem, a pruning-and-substitution based heuristic (PSH) algorithm is proposed in this paper. Similar to the traditional two-tiered RNP algorithms [16] [17] [18] [19] , PSH solves this problem in two phases, i.e., the covering phase and the connecting phase, in which the shortest-path-based algorithm (SPA) and the tree-based connecting algorithm (TCA) are employed, respectively. In the covering phase, SPA deploys RNs to fully cover SNs with respect to delay constraints, and the deployment locations are carefully selected so as to further save RNs deployed in the next phase. In the connecting phase, TCA first constructs a shortest path tree rooted at the sink and connecting all RNs deployed in the covering phase. Then, unlike existing algorithms which simply prune RNs on the previously built shortest path tree, TCA tries to save RNs by both pruning the deployed RNs and substituting them with the RNs placed at the locations where more deployed RNs may be saved. Finally, a tree whose paths all meet delay constraints is built.
The contributions of this paper can be summarized as follows:
• To the best of our knowledge, this paper is the first paper studying the two-tiered DCRNP problem. A two-phase PSH algorithm is proposed to solve this problem. In the covering phase, SPA deploys RNs to fully cover SNs, and in the connecting phase, TCA builds a feasible path between each RN deployed in the covering phase and the sink. • The time complexity and the approximation ratio of this work are explicitly analyzed.
Specifically, we prove that the proposed PSH is a polynomial-time algorithm with a time complexity of O(N 3 log 10 N) and an approximation ratio of Oðln nÞ, where n and N denote the numbers of SNs and all the nodes in the network, respectively. • Extensive simulations are performed to demonstrate the effectiveness of this work.
Simulation results show that with a moderate increase in running time, PSH can build energy efficient network topologies with (up to 18.72 %) fewer RNs and (up to 42.56 %) smaller average delay than existing algorithms.
This paper is organized as follows. Section 2 reviews the related works. The problem formulation is given out in Sect. 3. Section 4 introduces preliminary definitions and lemmas. Algorithms for the covering phase and the connecting phase are presented in Sects. 5 and 6, respectively. Analysis of the time complexity and the performance ratio of our proposed algorithms are given out in Sect. 7. The efficiency of this work is validated through extensive simulations in Sect. 8. Finally, Sect. 9 concludes the whole paper.
Related Work
The current research about the RNP problem can be roughly divided into two categories, i.e., the traditional RNP problem and the DCRNP problem.
Traditional RNP Problem
Literature on the traditional RNP problem can be further classified into two categories, i.e., the single-tiered RNP problem and the two-tiered RNP problem.
Single-Tiered RNP Problem
Lin and Xue [10] studied the RNP problem and formulated it as a Steiner minimum tree with minimum number of Steiner points and bounded edge length (SMT-MSP) problem. Then, they proved the SMT-MSP problem to be NP-complete and proposed a 5-approximation algorithm. Chen et al. [11] demonstrated that the algorithm proposed in [10] is in fact a 4-approximation algorithm, and proposed a 3-approximation algorithm for the RNP problem. Cheng et al. [12] presented a 3-approximation algorithm and a 2.5-approximation algorithm based on so-called 3-star structure. Misra et al. [13, 14] studied the constrained RNP problem, in which RNs can only be placed at the predetermined locations, in singletiered WSNs and proposed a polynomial time O(1)-approximation algorithm.
Two-Tiered RNP Problem
Based on the shift strategy, Tang et al. [15] designed four algorithms to solve the connected relay node single cover (CRNSC) problem and 2-connected relay node double cover (2CRNDC) problem, respectively. Lloyd et al. [16] proposed a 7-approximation algorithm for single-tiered WSNs and a (5 þ e)-approximation algorithm for two-tiered WSNs, where e can be any positive constant. Srinivas et al. [17] studied the problem of constructing and maintaining the wireless backbone network for the WSNs. Q. Wang et al. [18] proposed three algorithms to build the network connectivity subject to lifetime constraint. Yang et al. [19] first studied the constrained RNP problem in two-tiered WSNs and proposed an algorithm with O(1)-approximation ratio for CRNSC problem. Then, they respectively proposed two algorithms with O(1)-approximation ratio and O(ln n)-approximation ratio under different settings for 2CRNDC problem, where n is the number of SNs. Ma et al. [20] proposed a local search based approximation algorithm to deploy RNs so as to fully cover SNs and a minimum spanning tree based algorithm to connect each previously deployed RN to the sink.
DCRNP Problem
The DCRNP problem is studied in [21] [22] [23] [24] [25] . Bhattacharya and Kumar [21] [22] [23] formulated the DCRNP problem as the rooted Steiner tree-minimum relays-delay constraint (RST-MR-DC) problem, and proved the NP-hardness of the RST-MR-DC problem. Then, the authors presented an algorithm, denoted by shortest path tree based iterative relay pruning (SPTiRP), for the DCRNP problem based on the shortest path tree algorithm. In order to save the deployed RNs SPTiRP gradually prunes the RNs on the shortest path tree yielded at the beginning. The limitation of SPTiRP is that the RNs deployed by this algorithm can only be those on the originally formed shortest path tree, which may make SPTiRP miss the chance saving more deployed RNs. Sitanayah et al. [24] studied the fault-tolerant RNP problem subject to delay constraints, and proposed a heuristic algorithm to solve this problem. However, no time complexity analysis and performance guarantee were given for the proposed algorithm. A branch-and-cut algorithm was proposed in [25] to find an optimal solution to the DCRNP problem. However, this algorithm can only solve a special case of the DCRNP problem, i.e., each of the source node cannot have a singleton node cut. Additionally, the branch-and-cut algorithm does not scale well since its running time grows exponentially with the network scale.
Problem Formulation
Similar to [21] [22] [23] [24] [25] , we assume that RNs can only be placed at the predetermined candidate deployment locations (CDLs) and delay is measured by hop count in this paper. We consider a WSN consisting of a set of n SNs, S ¼ fs 1 ; s 2 ; . . .; s n g, a set of m CDLs, C ¼ fc 1 ; c 2 ; . . .; c m g, and a sink K. The WSN is formulated as an undirected graph
fKg is the node set, and E is the edge set. 8u; v 2 V ðu 6 ¼ vÞ, if u and v are the two ends of an edge in E, u and v should fulfill the following conditions:
-If u 2 S or v 2 S, then u and v should meet that ku À vk r; -if u 6 2 S and v 6 2 S, then u and v should meet that ku À vk R, where ku À vk denotes the Euclidean distance between u and v, r and R (r R) are the communication radii of SNs and RNs, respectively. Besides, we denote a path between u and v as p(u, v).
Definition 1 (DCRNP problem) For an undirected graph G ¼ fV; Eg, the DCRNP problem searches for an induced subgraph G 0 ¼ fV 0 ; E 0 g of G, where V 0 ¼ S S C 0 S fKg, and C 0 is a subset of C with the minimum cardinality such that the following condition is satisfied: there exists at least one path, which complies with the delay constraint, between each SN and the sink.
Let P i ¼ fp 1 ðs i ; KÞ; p 2 ðs i ; KÞ; . . .; p ki ðs i ; KÞg (1 i n) be the set of k i paths connecting the SN s i and the sink K, where p j ðs i ; KÞ (1 j k i ) denotes the jth path between s i and K. Let P ¼ S n i¼1 P i denote the set of all the paths connecting the given SNs and the sink K. CDLs on the induced subgraph G 0 are selected to deploy RNs. As a result, a node on G 0 can be an SN, a RN or the sink. Let N ðpÞ and CðpÞ denote the set of nodes on path p and the hop count of path p, respectively.
The DCRNP problem can be formulated as an optimization problem:
where Dðs i Þ denotes the delay constraint of SN s i . The DCRNP problem has been proved NP-hard [21] . The objective of this paper is to devise an efficient polynomial time algorithm to approximately solve the DCRNP problem. Each path connecting the SN s i and the sink and satisfying the delay constraint Dðs i Þ is called a feasible path of s i .
Preliminaries
According to Definition 1, if G 0 is a feasible solution to problem (1), then for each SN s i (1 i n) there is at least one feasible path p connecting s i to the sink K within Dðs i Þ hops. As illustrated in Fig. 1 , p is represented by the blue line segments, and the ignored edges and nodes of p are denoted by the dotted line segments. Let q (the black one in Fig. 1 ) be an arbitrary node on p. Then, the segment of p from q to s i (K) is denoted by p (p). As p is a feasible path, we have that CðpÞ ¼ Cð pÞ þ CðpÞ Dðs i Þ. Since the Euclidean distance of an edge cannot be larger than R (the communication radii of RN), we can conclude that kq À s i k Cð pÞR ð2aÞ
which implies that the following inequality holds Formulation (3) indicates that the nodes on any feasible path from s i to K should be located in the ellipse area [denoted by Eðs i Þ] whose major axis is a ¼ Dðs i ÞR and two focuses are the sink K and SN s i , respectively. Lemma 1 Given R and Dðs i Þ, all the nodes on any feasible path which connects the sink K to SN s i must be located in the ellipse area Eðs i Þ defined by (3).
Proof Let q denote a SN or CDL outside Eðs i Þ, and p be a feasible path passing through q between s i and K. According to formulation (3), q should satisfy the following inequality
Let be a positive real number meeting the following equation
Then, we have
which implies that p cannot satisfy the delay constraint and thus is not a feasible path. This is in conflict with the assumption that p is a feasible path. This completes the proof. h If a CDL or SN lies in the ellipse area Eðs i Þ, we say that this CDL or SN is covered by the ellipse area Eðs i Þ. Then, we denote the set of the CDLs and SNs covered by ellipse area Eðs i Þ by Kðs i Þ. Definition 2 defines that each CP is a node covered by at least two ellipse areas, which suggests that this node may be passed by multiple feasible paths. As a feasible solution to the DCRNP problem is connected, there exists a tree rooted at the sink and connecting all the SNs. Let p T ðs; KÞ denote a path of tree T between s and K. Then, a tree T satisfying p T ðs; KÞ DðsÞ (8s 2 S) is called a feasible tree. In this paper, the shortest path tree algorithm is employed to form a feasible tree to the DCRNP problem. Figure 2 shows an example to illustrate how to save deployed RNs by utilizing CPs, where the blue line segments represent an original feasible tree T. Obviously, c 2 and c 4 are CPs, and according to Lemma 1, c 2 and c 4 may be passed by several feasible paths. Thus, we consider to merge the feasible paths of T at c 2 and c 4 by pruning or substituting the nodes (i.e., c 1 , c 3 and c 5 ) on T. As a result, a new feasible tree represented by the red line segments in Fig. 2 is built, and 5 deployed RNs are saved.
Algorithm for Covering Phase
In the covering phase, the SPA is proposed to deploy RNs at a subset of CDLs such that each SN is covered by at least one deployed RN. Furthermore, any RN q deployed in this phase should guarantee that each SN covered by q can be connected to the sink via a feasible path passing through q. Let Hðu; vÞ denote a shortest path between nodes u and v. Obviously, the RN placed at the possible position c not only covers the SNs in SðcÞ, but also guarantees the obedience of delay constraints of SðcÞ. Therefore, in the covering phase, RNs can only be deployed at the possible positions. where SðAÞ denotes the set of SNs covered by the possible positions in A. Figure 3 illustrates the definitions of possible position and possible area, where the black points and the blue triangles represent the CDLs and the SNs, respectively, and the circles denote the coverage of CDLs. The line segments denote the edges of the shortest paths between the sink and the CDLs. For ease of explanation, we assume that all SNs have the same delay constraint, i.e., 8i 2 f1; 2; . . .; 7g; Dðs i Þ ¼ 4. We can observe from Fig. 3 that c 8 does not satisfy the inequality (7b), and thus, it is not a possible position. In addition, c 7 is not a possible position, either, due to the fact that it cannot cover any SNs, i.e., jSðc 7 Þj ¼ 0. Then, we can verify that CDLs c 1 -c 6 are possible positions. According to the SNs covered by each possible position, three possible areas exist in Fig. 3 , i.e.,
According to Definition 4, the possible areas in Fig. 3 can be represented by SðA 1 Þ ¼ fs 1 ; s 2 ; s 3 ; s 4 g, SðA 2 Þ ¼ fs 5 ; s 6 g and SðA 3 Þ ¼ fs 5 ; s 7 g, which is illustrated in Fig. 4 . Hence, SPA first selects a subset A of all the possible areas A to fully cover SNs, i.e., S a2 A SðaÞ ¼ S, which is mathematically equivalent to the classic set covering problem. In view of the wide utilization of greedy-set-cover (GSC) algorithm [26] , SPA employs the GSC algorithm to select A to fully cover SNs. Sequentially, a possible position is selected from each possible area returned by the GSC algorithm to deploy RN such that SNs are fully covered by these deployed RNs. For a possible position c selected from A i (1 i j Aj), an ellipse area EðcÞ that focuses at the sink and c with major axis DðcÞR, where DðcÞ ¼ min s2SðcÞ DðsÞ ð ÞÀ1, can be formed. As PSH saves the RNs deployed in the connecting phase by utilizing CPs, we expect more CPs to be brought in.
As the sink is a common focus of all the ellipse areas, with the increasement of the minor axis, these ellipse areas expand to overlap with each other, which will lead to the fact that the overlapping areas between them grow larger and the number of the CDLs located in the overlapping areas also increases. As shown in Fig. 5 , the possible positions in the same possible area are denoted by the points enclosed by a curve, and ellipse areas focusing at different possible positions in a possible area are also given. Figure 5 shows that the ellipse area becomes fatter as the minor axis increases. Obviously, the overlapping areas between the ellipse areas with large minor axis (i.e., the green ellipses) are also large, which results in that more CDLs are located in the overlapping area, i.e., more CPs are introduced. The two focuses (c and the sink K) of ellipse area EðcÞ are connected through a path, and therefore, in this paper, the minor axis length of this ellipse area is measured based on the hop count of the path. Since the shortest path tree algorithm is employed to build the feasible tree, the minor axis length, b, is represented by
Therefore, in order to make the minor axis as large as possible, the possible position with least hop count to the sink is selected from each possible area. To sum up, in the covering phase, SPA firstly selects a set of possible areas to fully cover SNs, and then selects a possible position with least hop count to the sink from each possible area returned by GSC to deploy one RN. The whole procedure of SPA is detailed in Algorithm 1. 
Algorithm for Connecting Phase
In the connecting phase, the RNs returned by SPA are taken as the input to TCA, and additional RNs will be deployed by TCA to build the connectivity of high-tier RN network. TCA preliminarily tests whether the connectivity can be built without the help of additional RNs by forming a shortest path tree merely composed of the input RNs. If this tree is a feasible tree, TCA terminates. Otherwise, TCA builds a shortest path tree by utilizing CDLs, and then, the CDLs on this tree are saved by gradually pruning or substituting. For ease exposure of TCA, we first give the definitions used in Algorithm 2.
Algorithm 2 Tree-based Connecting Algorithm (TCA)
Require: Input RNs Y 1 , a set of CDLs C, the sink K, delay constraints of input RNs and the communication radii, R, of RNs; Ensure: a set Y 2 of RNs that are deployed to connect each RN in Y 1 to the sink without violating delay constraints; 1: T =SPT(∅, Y 1 , K), if T is a feasible tree, TCA returns an empty set and then terminates, otherwise,
T =SPT(C, Y 1 , K); 2: p =the least weighted feasible path in T 3: while (p = ∅) do 4:Ĉ =the CDLs on p, q =the least weighted CDL inĈ; 5:
while (q = ∅) do 6:
if (the child of q fulfils condition (1)) then 7:
Ct =the CDLs on T except q, Tt =SPT(Ct, Y 1 , K); 8:
If Tt is a feasible tree, then T = Tt, p =the least weighted path in T , break. Otherwise, mark q as tried; 9: end if 10:
if (the child of q fulfils condition (2)) then 11:
Ne =all the qualified 1-hop neighbor CPs of the child of q in C,q =the greatest weighted CDL in Ne; 12:
while (q = ∅) do 13:
Ct =all the CDLs on T except q, Ct = Ctq, Tt =SPT(Ct, The weight of a CDL is defined as the number of ellipse areas covering this CDL, and the weight of a path is the sum of the weights of the CDLs on this path. For a path between SN s i and the sink K, we term the direction from K to s i as ''downward''. Let q be a node on this path. The downward node q adjacent to q is called the child of q, and q is called the parent of q. As illustrated in Fig. 1 , c h is the child of q and conversely, q is the parent of c h . (1)) When a node q can communicate with the nodes on other feasible paths directly, we say that q fulfils the condition (1).
Definition 5 (Condition
Definition 6 (Qualified 1-hop neighbor CP) A 1-hop neighbor CP of q is considered ''qualified'' if it is not located on the feasible path passing through q and capable of communicating with the nodes on other feasible paths directly.
Definition 7 (Condition (2)) When q has qualified 1-hop neighbor CPs, we say that q satisfies the condition (2).
A node q fulfilling the condition (1) can communicate with the nodes on other feasible paths directly, which implies that even the path passing through q is removed, q still can communicate with the sink via other feasible paths. Thereby, to save the selected CDLs, we try to delete this path by removing the parent (if it is a CDL) of q, and form a shortest path tree on the remaining CDLs to check whether this CDL can be deleted. The nodes satisfying condition (2) can communicate with the sink via other paths, which pass through their 1-hop neighbor CPs. Thus, TCA tries to replace their parents (if they are CDLs) with the qualified 1-hop neighbor CPs. Fig. 6 , in order to merge feasible paths we try to replace the CDL c 5 by a CP c 9 which is multiple hops away from c 5 , and then, minimal CDLs are expected to be selected to form new feasible paths (represented by the purple dashed line segments in Fig. 6 ), which is actually a DCRNP problem for a small size of network. Therefore, TCA only searches for the 1-hop neighbor CPs.
Remark 1 As illustrated in
TCA is detailed in Algorithm 2, where SPT(C; Y 1 ; K) denotes a shortest path tree rooted at K and connecting all the input RNs in Y 1 by using the CDLs in C. In addition, the delay constraints of input RNs are calculated as DðcÞ ¼ min s2SðcÞ DðsÞ ð ÞÀ1 ð8c 2 Y 1 Þ. An explicit illustration to TCA is shown in Fig. 6 , where the original feasible tree is denoted by the black line segments and the feasible paths yielded after the deletion or substitution are denoted by different dashed line segments. We first check the least weighted CDL c 2 on the least weighted feasible path, and we find that the child of c 2 is r 1 and its 1-hop neighbor is r 2 , which indicates that r 1 fulfils the condition (1) . Therefore, we delete c 2 . After that, a new feasible tree can be formed and the resulting path is denoted by the dashed line segments. Next, we find that c 4 is the least weighted CDL on the least weighted feasible path of the new feasible tree. It is clearly shown that r 4 is the child of c 4 and c 3 is a qualified 1-hop neighbor CP of c 4 . Thus, we replace c 4 with c 3 and form new feasible paths, which are denoted by the red dotted line segments. As a result, two selected CDLs are saved by this substitution. This procedure repeats until no more CDLs on the feasible tree can be pruned or replaced.
Finally, the PSH algorithm which is composed of SPA and TCA is described in Algorithm 3.
Algorithm 3
Pruning-and-Substitution-based Heuristic (PSH) Algorithm. As an O(ln n)-approximation algorithm-GSC [26] is employed by SPA, the approximation ratio of SPA is O(ln n), where n is the number of SNs. Next, the approximation ratio of TCA is analyzed. As shown in Algorithm 2, TCA can save the selected CDLs through replacing them by their 1-hop neighbor CPs. If the optimal solution consists of only one CDL, TCA can find this CDL because this CDL must be the 1-hop neighbor CP of an input RN. However, due to the fact that only the qualified 1-hop neighbor CPs are utilized to perform the substitution in TCA, if the CDLs of the optimal solution are not qualified 1-hop neighbor CPs, TCA will miss them all. Thus, the worst case happens when the optimal solution consists of two CDLs, which are not the qualified 1-hop neighbor CPs of any input RNs. As illustrated in Fig. 7 , the black and the blue line segments denote the paths built by TCA and the optimal paths, respectively. The optimal solution consists of c 1 and c 2 , and the hop count of each optimal path is 4. Apart from the input RN and the sink, each of the feasible paths built contains 3 CDLs. Then, we can obtain that the number of CDLs selected by the TCA is 3ðk À 1Þ, and the largest ratio between the CDLs selected by TCA and the optimal solution is 3ðk À 1Þ=2, where k is the number of input RNs. Due to the fact k n, we conclude that TCA is an O(n)-approximation algorithm.
Finally, the approximation ratio of PSH is given out. Let APT and OPT be the solution returned by PSH and the optimal solution to the two-tiered DCRNP problem, respectively. Then, let APT 1 and OPT 1 be the solution returned by SPA and the optimal solution to the covering phase, respectively, and we have Fig. 7 An illustration of the worst case of TCA Let APT 2 denote the feasible solution returned by TCA. Due to the fact that APT 2 j jis upper bounded by ðD À 1Þ APT 1 j j, we can obtain
Combining the formulations (10) and (11), we achieve the ratio between APT j j and OPT j j as follows
which demonstrates that PSH is an O(ln n)-approximation algorithm.
Time Complexity Analysis
Let N ¼ n þ m þ 1, where n and m denote the numbers of SNs and CDLs, respectively. The time complexity of the shortest path tree algorithm is given by O(N log 10 N) [26] . PSH solves the two-tiered DCRNP problem in two phases, and the time complexity of PSH is therefore computed in two steps. First, the time complexity of SPA is analyzed. To pick the CDLs fulfilling formulations (7a)-(7c), a shortest path tree is built and the time complexity of this step is O(N log 10 N). Then, the time complexity of classifying CDLs into different possible areas is O(N 2 ) and the GSC algorithm with time complexity of O(N 3 ) is employed to find a set cover. Next, a CDL is selected from each returned possible area with a time complexity of O(N 2 ). Thus, the time complexity of SPA is O(N 3 ).
Second, the time complexity of TCA is analyzed. To check the connectivity of the input RN network, a running time of O(N log 10 N) is needed. Then, the time complexity of finding al the CPs is O(N 2 ). Next, each CDL is tried to be deleted or replaced based on the shortest path tree algorithm. Hence, the time complexity of trying all CDLs is O(N 2 log 10 N). The process will start again as one CDL is deleted or replaced successfully. Thus, the time complexity of this substitution stage is O(N 3 log 10 N). Further, the time complexity of TCA is given by T TCA ¼ OðN log 10 NÞ þ OðN 2 Þ þ OðN 3 log 10 NÞ ¼ OðN 3 log 10 NÞ: ð13Þ
In summary, the time complexity of PSH, T PSH , is given by
8 Simulation Results
In the simulation, SNs are randomly placed on a square field with a side length of 100 meters. To ensure a high probability that the given DCRNP problem has a feasible solution, CDLs are densely distributed in the deployment field (we deploy 400 CDLs in the simulations). Simulations are performed in both homogeneous and heterogeneous scenarios under different amounts of SNs (the number of SNs varies from 10 to 100). For a fair comparison, each piece of data in simulation figures is generated based on the method of batch means with 100 simulation runs for the confidence level of 95 %. As SPTiRP [23] is the latest algorithm to the single-tiered DCRNP problem and there are no two-tiered DCRNP algorithms in literature, we combine the greedy-graph algorithm (GGA) [27] and the SPTiRP to solve the two-tiered DCRNP problem and compare this work with GGA-SPTiRP so as to evaluate the effectiveness of the proposed PSH. Besides, we also compare the PSH with the local search approximation algorithm (LSAA) which is proposed in [20] for the two-tiered RNP problem. The simulations are carried out under two scenarios, the homogeneous scenario, i.e., r ¼ R ¼ 10, and the heterogeneous scenario, i.e., r ¼ 10; R ¼ 15 and r ¼ 10; R ¼ 20. For simplicity, we assume all SNs have the same delay constraint, i.e., 8s 2 S; DðsÞ ¼ D. . Furthermore, we can see from Fig. 8 that LSAA deploys fewest RNs among these algorithms. This is due to the fact that LSAA solves the two-tiered RNP problem without considering delay constraints. However, paths built by LSAA may violate the imposed delay constraints, which prohibits the use of LSAA to the DCRNP problem.
Number of Deployed RNs
From Fig. 8 , we observe that as the communication radii decrease, the difference in the deployed RNs between GGA-SPTiRP and PSH grows. This phenomenon largely depends on the algorithm employed in the connecting phase and can be explained as follows: SPTiRP can only delete the RNs whose children are 1-hop neighbors of the nodes on other feasible paths to save the deployed RNs. However, as the communication radii decrease, the number of 1-hop neighbors of each node reduces. As a result, the RNs that can be deleted by SPTiRP become fewer. Therefore, the decrease of the communication radii worsens the performance of the SPTiRP. In contrast, TCA can compensate this influence of communication radii via the 1-hop neighbor CP. As a result, the performance difference between GGA-SPTiRP and PSH becomes larger as communication radii shrink. 
(a) (b) (c)

Energy Consumption
Following simulations are performed to demonstrate the energy efficiency of the two-tiered WSNs over the single-tiered WSNs. For comparison, the single-tiered WSNs built by SPTiRP is taken as the baseline. Since RNs are equipped with ample power, the lifetime of WSNs uniquely depends on the energy consumption of SNs. In this paper, the energy consumption for receiving a packet of length l is defined as [28] 
and the energy consumption for transmitting a packet of length l over the distance d is defined as
where b, a 1 and a 2 are hardware specific parameters, and a is the path loss exponent. In simulations, these parameters are set as follows [28] : l ¼ 2000 bits, a 1 ¼ 50 Â 10 À9 J/bit, a 2 ¼ 10 Â 10 À12 J/bit/m 2 , b ¼ 50 Â 10 À9 J/bit, and a ¼ 2. Without loss of generality, we assume that packets with the same size are transmitted and each SN generates one packet in each round. Thus, in each round, due to the fact that SNs in two-tiered WSNs do not have to forward any packet of other nodes, each SN in the two-tiered WSN only needs to consume energy for transmitting one packet. Figure 9 presents the comparison between SPTiRP, LSAA and PSH on the average energy consumption. Obviously, in the networks built by SPTiRP, each SN consumes more energy than that in the networks built by PSH, and this difference of energy consumption enlarges dramatically as the number of input SNs grows. As a result, the WSNs built by PSH are more energy-efficient than those built by SPTiRP, which verifies that PSH can build a two-tiered WSNs with a prolonged lifetime.
Average Delay
DCRNP problem is dedicated to build a topology for delay-sensitive WSNs. Therefore, the end-to-end average delay (which is measured by hops in this paper) is an important metric to evaluate this work. We perform the comparisons between SPTiRP, LSAA and PSH in terms of the average delay. Simulation results are shown in Fig. 10 Fig. 9 A comparison between SPTiRP, LSAA and PSH on average energy consumption much smaller average delay than those built by SPTiRP, which implies that PSH is more suitable for delay-sensitive applications. On the other hand, as the delay constraints are not considered by LSAA, the average delay of networks built by LSAA is much larger than the average delay of networks built by PSH as shown in Fig. 10 , which again verifies that LSAA is not applicable to the DCRNP problem.
Running Time
The comparison of the running time between GGA-SPTiRP, LSAA and PSH is shown in Fig. 11 , which indicates that both GGA-SPTiRP and PSH require an increasing running time as the decrease of the communication radii or the delay constraint. Although PSH has a larger running time than GGA-SPTiRP, considering the visible amount of the RNs saved by PSH, we believe that the extra running time of PSH is worthwhile.
Conclusion
This paper studies the two-tiered DCRNP problem and proposes a two-phase PSH algorithm to solve it. In the two phases, an O(N 3 ) algorithm-SPA with an approximation ratio of Oðln nÞ and an O(N 3 log 10 N) algorithm-TCA with an approximation ratio of O(n) are employed, respectively. Through rigorous analysis, we prove that the proposed PSH is an O(N 3 log 10 N) algorithm with an approximation ratio of Oðln nÞ. Finally, extensive 
