This paper investigates the use of Generalized Sampled Data Hold Function Control (GSHF) to opdmize the intsampling behavior of sampled data control loops.
Explicit solutions are given for the GSHF versions of the optimal LQ and LQG regulators. The questions of existence, uniqueness and computation of optimal hold fuidons are teated.
1.Problem Formulation, Notations and Definitions
We cosider finite dimensional linear time invariant, continuous-ti systems descibed by:
i (t) = Ax (t) + B u (t) + w(t), (1.1) y (t) = C x (t), (1.2) t(k)=y (kT)+v), (13) where 
where F (t) is a T-periodic integrable and bounded matrix.
Upon loop closure, the state between the sampling instants is descibed by: (1) (2) (3) (4) (5) (6) (7) (8) (9) where co (t) £ lRn is the filtered disturbance vector.
Te problem treated in this paper is to design the hold function F(t) of (1.4) to achieve opdmal behavior of the sampled data system (1.6)-(1.9).
We use the following standard notations: superscnpt T denotes matrix transpose; E (.) denotes expected value; tr (-) denotes the trace of a matrix; 5 (.) denotes the Kronecker symbol in both the discrete-tim and continuous-time case.
The closed loop monodromy is defined as 0 (T) in (1.7) and is the state transition matrix of the closed loop system over one period. The Reachability Grammian on [0, TI of (A, B)
a RNn x lRnxm is defined as: A fixed monodromy problem must therefore satisfy a design constraint of the form D(T)=G (1.11) where typically, the matrix G is chosen such that the closed loop monodromy matrix 0(T) = exp (AT) + GC defines a stable discete t system. 
Linear-Quadratic Gaussian Regulation
Throughout this section we assume that w (t) and v (k) of (1.1) -(1.3) are zero-mean, stationary Gaussian processes, independent of each other and of the inidal conditions, satisfying [4] , where if the poles of the optimal mduced order model are fre, it is not guaranteed to exist, nor to be unique, nor to be computable by a convergent algothm whereas if these poles are fixed, the reduc order model is computed directly by solving linear equations [4] . 4 
(t)=AD(t)+BF(t) ,D(O)=O; (2.5) (t) = (exp (At) + D(t) C)T Q(exp (At) +Dt) C) +C F (t)RF(t)C,M(O)
=0
