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Abstract: Information geometry provides a tool to systematically investigate parameter1
sensitivity of the state of a system. If a physical system is described by a linear combination2
of eigenstates of a complex (that is, non-Hermitian) Hamiltonian, then there can be phase3
transitions where dynamical properties of the system change abruptly. In the vicinities of4
the transition points, the state of the system becomes highly sensitive to the changes of the5
parameters in the Hamiltonian. The parameter sensitivity can then be measured in terms6
of the Fisher-Rao metric and the associated curvature of the parameter-space manifold.7
A general scheme for the geometric study of parameter-space manifolds of eigenstates of8
complex Hamiltonians is outlined here, leading to generic expressions for the metric.9
Keywords: information geometry; non-Hermitian Hamiltonian; perturbation theory; Fisher-10
Rao metric; phase transition; exceptional point; PT symmetry11
1. Introduction12
In statistical physics, if a system is in equilibrium with a heat bath at inverse temperature β, then the13
state of the system is characterised by the canonical phase-space density function14
ρ(x|β) = e
−βH(x)
Z(β)
, (1)
where H(x) is the Hamiltonian function on phase space Ω and the partition function Z(β) is given15
by the integral of the Boltzmann weight exp(−βH) over Ω . Systems having sufficiently rich inter-16
particle interactions can exhibit phase transitions. Typically a phase transition is associated with the17
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breakdown of the analyticity of one or more thermodynamic quantities, such as specific heat or magnetic18
susceptibility. The density function (1), on the other hand, is analytic, and one can legitimately ask in19
which way a breakdown of analyticity can be extracted from an analytic quantity. Indeed, for a real20
analytic function it is not possible to find a breakdown of analyticity in a system having finitely many21
degrees of freedom, and it is mandatory to consider the operation of a thermodynamic limit.22
If the state of a system is described by a density function (or a discrete set of probabilities) that23
lacks analyticity in the first place, however, then a phase transition can be seen without involving the24
mathematically cumbersome operation of thermodynamic limit. Such situations arise in many physical25
contexts. For example, if an isolated quantum system is in a microcanonical state having support on the26
level surface of the expectation of the Hamiltonian, then the density of states is not analytic and one can27
find thermal phase transitions in small quantum systems [1].28
Another important example arises when considering eigenstates, or linear combinations of them, of29
complex Hamiltonian operators in quantum mechanics. While quantum mechanics traditionally focusses30
on closed systems described by Hermitian Hamiltonians, recently there has been considerable interest31
in relaxing the Hermiticity condition to consider more general complex Hamiltonians. For a Hermitian32
Hamiltonian in finite dimensions, the associated eigenfunctions are analytic in the parameters of the33
Hamiltonian, and a breakdown of analyticity may be obtained only in infinite dimensions. In the case of34
a complex Hamiltonian, however, the associated eigenfunctions need not be analytic in the parameters35
of the Hamiltonian, and phase transitions can be seen in finite matrix Hamiltonians. This situation36
is reminiscent of the analysis proposed by Lee and Yang [2,3] where the breakdown of analyticity37
associated with the canonical density function (1) can be explained by extending the parameters into38
a complex domain (see, e.g., [4] for a heuristic but informative exposition of the Lee-Yang theory). In39
this case, the canonical density function can exhibit lack of analyticity even in a system with finitely40
many degrees of freedom, in a way that resembles the eigenstates of finite complex Hamiltonians (see41
also [5] for a related point of view on these issues).42
The transition points, or critical points, associated with eigenstates of a complex Hamiltonian are43
points at which degeneracies occur, that is, points at which not only eigenvalues but also eigenstates44
coalesce. In the literature, these critical points are often referred to as ‘exceptional points’ (see [6] for45
a concise and informative overview of the physics of exceptional points). The purpose of the present46
paper is to investigate properties of eigenstates of complex Hamiltonians around exceptional points,47
from the viewpoint of inference theory. If a system, say, is in an eigenstate of a complex Hamiltonian,48
but an experimentalist does not know the exact values of the parameters in the Hamiltonian, then these49
parameter values can be estimated from observational data. Inference theory concerns the analysis of50
this data and in particular error bounds associated with such estimates. Evidently, if the eigenstate is51
sensitive to the changes of the parameter values, that is, if the state of the system changes significantly52
when the Hamiltonian is modified only slightly, then in this regime it is easy to estimate the parameter53
values. Conversely, if the state of the system is almost unaltered under the changes of the parameters,54
then in this regime estimation errors will be large. Hence from the viewpoint of inference theory we55
are interested in identifying parameter sensitivity of the eigenfunctions of complex Hamiltonians. The56
method of information geometry then allows us to proceed with such an analysis, since it assigns distance57
measures between eigenstates of the Hamiltonian associated with different parameter values.58
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The paper is organised as follows. In §2 we give a brief overview of the method of information59
geometry applied to statistical physics for the benefit of readers less acquainted with the material. For60
a recent review of the use of information geometry in statistical mechanics, and a comprehensive list of61
references, see [7]. In §3 we explain in which way the standard method of information geometry, based62
on structures of real Hilbert space, extends into the case of a complex Hilbert space. As an example63
we consider in §4 the Hilbertian manifold generated by an eigenstate of a Hermitian Hamiltonian.64
In this context we make use of the idea proposed in [8] of applying first-order perturbation theory to65
deduce a generic and intuitive form of the Riemannian metric on the manifold. Furthermore, we derive66
a new type of quantum uncertainty relations that arises naturally from the estimation of parameters67
in the Hamiltonian. In §5 we turn to the analysis of the geometry of the manifold associated with68
eigenstates of a complex Hamiltonian. Specifically, we derive an expression for the metric using the69
Rayleigh-Schro¨dinger perturbation theory on complex Hamiltonians, away from exceptional points. This70
perturbation expansion, however, breaks down in the vicinity of exceptional points. Thus in §6 we apply71
generalised perturbation theory so as to identify the generic structure of the metric close to an exceptional72
point where two of the eigenstates coalesce. In §7 we work out nonperturbatively the metric geometry of73
the parametric eigenstates in a simple example system, showing the existence of a geometric singularity74
at the exceptional point. The result is also compared to the perturbative analysis of §6.75
We remark that while physical effects associated with the existence of exceptional points have been76
observed in laboratory experiments already as early as 1955 [9], only relatively recently a controlled77
experimental investigation is being pursued [10–12]. In particular, investigations into properties of78
complex Hamiltonians have increased significantly over the past decade since the observation of Bender79
and Boettcher that complex Hamiltonians possessing parity-time (PT) reversal symmetry can possess80
entirely real eigenvalues [13]. Phase transitions associated with the breakdown of PT symmetry of the81
eigenfunctions at exceptional points have also been predicted or observed in a range of model systems82
and experiments [14–25], and constitute an interesting and exciting area of application of information83
geometry. It is our hope that the present paper serves as a concise introduction to the physics of84
complex Hamiltonians for those who work in the area of information geometry, and at the same time85
an introduction to information geometry for those who work in the study of physical systems described86
by complex Hamiltonians.87
2. Information geometry and statistical mechanics88
To gain visual insights into the nature of critical points in statistical physics we follow the89
mathematical scheme proposed by Rao [26] and consider the square-root map90
ρ(x|β)→ ξ(x|β) =
√
ρ(x|β). (2)
It should be evident that the function ξ(x|β) belongs to a real Hilbert space H of square-integrable91
functions on the phase space Ω of a given system. Thus, with respect to any given choice of coordinates92
in H we can think of ξ(x|β) for each fixed value of β as a vector |ξ(β)〉 ∈ H of unit length satisfying93
〈ξ(β)|ξ(β)〉 = 1. Here we use the Dirac notation for representing elements of H. If we vary the inverse94
temperature β, then the vector |ξ(β)〉, representing the thermal equilibrium state at β, traverses along a95
smooth curve on the unit sphere inH. In particular, in the limit β →∞ the equilibrium state |ξ(β)〉 of the96
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system approaches the ‘ground state’ of the Hamiltonian, i.e. a state with minimum energy. (Note that97
unless the parameter is changed adiabatically, the physical state of the system will not traverse the path98
|ξ(β)〉 since a rapid change of temperature momentarily brings the state of the system out of equilibrium.99
Hence we are not concerned here with the out-of-equilibrium dynamics of the system as such. Rather,100
we are interested in how an equilibrium configuration at one temperature is related to the equilibrium101
configuration at another temperature, and this is characterised by the path |ξ(β)〉. Our analysis thus102
reproduces the dynamical theory only in the adiabatic limit.)103
If a system exhibits phase transitions, then the equilibrium curve |ξ(β)〉 can branch out into several104
curves at the critical points. For example, in the case of the Ising model with vanishing magnetic field105
the curve bifurcates at the critical temperature; for the van der Waals model the curve trifurcates at106
the critical point. Of course, such a scenario can prevail in the context of canonical state (1) only if107
the dimensionality of H is infinite; nevertheless the concept of a one-dimensional curve residing on an108
infinite-dimensional unit sphere offers a visual characterisation of the situation.109
In the case of a one-parameter family of states |ξ(β)〉 the parametric sensitivity can be measured110
in terms of the squared ‘velocity’ (metric) and the squared ‘acceleration’ (curvature) of the curve. By111
squared velocity, which we shall denote by G, we mean the inner product112
G = 4〈ξ˙(β)|ξ˙(β)〉, (3)
where the dot represents differentiation with respect to β, and the factor of four is purely conventional113
so that G agrees with the information measure introduced by Fisher [27]. A short calculation shows [28]114
that in the case of the canonical state (1) we have G = ∆H2, that is, the variance of the Hamiltonian115
in the canonical state (1). Hence in a region where the equilibrium energy uncertainty is small, the116
state of the system does not change much when the inverse temperature is changed, and this in turn117
means that an accurate estimation of β is difficult. Indeed, from the Crame´r-Rao inequality one finds118
that the quadratic error ∆β2 of the estimation is bounded below by (4∆H2)−1, and one obtains the119
thermodynamic uncertainty relation [29,30]:120
∆T−1 ∆H ≥ kB
2
, (4)
where we have written β = 1/kBT , with kB the Boltzmann constant.121
Similarly, the acceleration vector |α(β)〉 of the curve is defined by122
|α(β)〉 = |ξ¨(β)〉 − 〈ξ˙(β)|ξ¨(β)〉〈ξ˙(β)|ξ˙(β)〉 |ξ˙(β)〉 − 〈ξ(β)|ξ¨(β)〉 |ξ(β)〉, (5)
where |ξ¨(β)〉 = ∂2β|ξ(β)〉. In terms of the acceleration vector the intrinsic curvature K2 of the curve123
|ξ(β)〉 is given by124
K2 = 16
G2
〈α(β)|α(β)〉. (6)
In the case of the canonical state (1) a calculation shows [28] that125
K2 = ∆H
4
(∆H2)2
− (∆H
3)2
(∆H2)3
− 1, (7)
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where we have written ∆Hk to mean the kth central moment of the Hamiltonian in the thermal state (1).126
More generally, consider a generic density function ρ(x|θ) dependent on one or several parameters127
{θa}a=1,...,N , normalised for all values of {θa}. Then for each fixed set of values of {θa} the square-root128
map (2) determines a point |ξ(θ)〉 on the unit sphere of Hilbert space. When the values of the parameters129
are varied, |ξ(θ)〉 traverses along an N -dimensional surface M on the sphere. A standard result in130
Riemannian geometry of subspaces then shows that the metric on the subspaceM is determined by131
Gab = 4〈∂aξ(θ)|∂bξ(θ)〉, (8)
where again the scale factor of four is purely conventional and we have written ∂a = ∂/∂θa. The132
quadratic form (8) in the statistical context is known as the Fisher-Rao metric. With the expression of133
the metric tensor (8) at hand one can proceed to calculate invariant quantities such as the Ricci curvature,134
or geodesic curves onM. For example, given a pair of points θ and θ′ onM the separation between the135
two states |ξ(θ)〉 and |ξ(θ′)〉 is given by the distance of the geodesic curve joining these two points on136
M. Such a distance then determines the divergence measure between the two states |ξ(θ)〉 and |ξ(θ′)〉,137
which is more informative than the mere overlap distance cos−1(〈ξ(θ)|ξ(θ′)〉).138
In the context of statistical mechanics the curvature of M associated with the Fisher-Rao metric is139
singular along the spinodal curve, which contains the critical point [7]. Typically on the equilibrium140
state manifold M there is an unphysical region, e.g., a region in which the magnetisation decreases141
in increasing external field in the Ising model, or a region in which, according to equation of states,142
the pressure decreases in increasing volume in the van der Waals model. The spinodal curve gives the143
boundary of such unphysical regions, and it is along this boundary that the curvature diverges, thus in144
some sense ‘prevents’ a smooth entry into unphysical regions. The method of information geometry145
therefore provides geometric insights into the physics of critical phenomena.146
3. Statistical geometry in complex vector spaces147
The geometric analysis of the parametric subspace of the real Hilbert space extends, mutatis mutandis,148
to the complex domain—for example, to the complex Hilbert space of states in quantum mechanics.149
There are, however, some modifications arising, which we shall discuss now. Consider first the case150
of a parametric curve |ξ(θ)〉 satisfying the normalisation condition 〈ξ(θ)|ξ(θ)〉 = 1, where 〈ξ(θ)| now151
denotes the Hermitian conjugate of |ξ(θ)〉. In the complex case the condition ∂θ〈ξ(θ)|ξ(θ)〉 = 0 does not152
imply 〈ξ˙(θ)|ξ(θ)〉 = 0 owing to the phase factor, so we require a modified expression153
|v(θ)〉 = |ξ˙(θ)〉 − 〈ξ(θ)|ξ˙(θ)〉 |ξ(θ)〉 (9)
for the proper ‘velocity’ vector. The squared velocity (with a factor of four) is then given by154
G = 4
(
〈ξ˙(θ)|ξ˙(θ)〉 − 〈ξ(θ)|ξ˙(θ)〉〈ξ˙(θ)|ξ(θ)〉
)
. (10)
The simplest situation of a curve |ξ(θ)〉 that arises in quantum mechanics is the solution to the155
Schro¨dinger equation156
i~|ξ˙〉 = Hˆ|ξ〉 (11)
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with initial condition |ξ(0)〉 satisfying 〈ξ(0)|ξ(0)〉 = 1, where the parameter θ represents time. A short157
calculation then shows that the squared velocity is given by the energy uncertainty:158
G =
4∆H2
~2
, (12)
which of course is merely the statement of the Anandan-Aharanov relation [31]. From the viewpoint of159
inference theory we can think of a situation in which a quantum system, prepared in an initial state, is160
made to evolve under the influence of the Hamiltonian Hˆ . After a passage of time an experimentalist161
performs a measurement in order to estimate how much time has elapsed since its initial preparation.162
The Crame´r-Rao relation then asserts that the quadratic error of time estimation is bounded below by163
~2(4∆H2)−1, which is just the Heisenberg uncertainty relation (see [28,32] for further details on the164
problem of time estimation).165
More generally, an alternative way of deducing the geometry of a parametric subspace M of the166
quantum state space is to make use of the Fubini-Study geometry of the ambient state space. Here, by a167
‘quantum state space’ we mean the space of rays through the origin of the Hilbert space, i.e. the complex168
projective space. If we write ds for the line element on the state space of a neighbouring pair of states169
|ξ〉 and |ξ + dξ〉 = |ξ〉+ |dξ〉, then we have the relation170
cos2 1
2
ds =
〈ξ|ξ + dξ〉〈ξ + dξ|ξ〉
〈ξ|ξ〉〈ξ + dξ|ξ + dξ〉 . (13)
Solving this for ds and retaining terms of quadratic order, we obtain the Fubini-Study line element171
ds2 = 4
〈ξ|ξ〉〈dξ|dξ〉 − 〈ξ|dξ〉〈dξ|ξ〉
〈ξ|ξ〉2 . (14)
Now suppose that the state |ξ〉 = |ξ(θ)〉 depends smoothly on a set of parameters {θa}a=1,...,N , and172
is normalised to unity for all values of {θa}. Then we have |dξ〉 = |∂aξ〉dθa, using the summation173
convention, so that the quantum Fisher-Rao metric on the parameter manifoldM induced by the ambient174
Fubini-Study geometry (14) is determined by the line element175
ds2 = 4
(〈∂aξ|∂bξ〉 − 〈ξ|∂aξ〉〈∂bξ|ξ〉)dθadθb. (15)
In other words, the metric tensor is given by176
Gab = 4
(〈∂(aξ|∂b)ξ〉 − 〈ξ|∂(aξ〉〈∂b)ξ|ξ〉) , (16)
where the brackets in the subscripts denote symmetrisation (which is just the real part of the expression177
without the symmetrisation). In particular, for N = 1 we recover the expression in (10).178
4. Eigengeometry of Hermitian Hamiltonians179
Apart from the examples of a one-parameter family of states associated with orbits generated by a180
Hermitian Hamiltonian Hˆ , there are many other situations of interests in quantum theory where the181
notion of a statistical manifold M plays an important role. For example, the parameters {θj} may182
represent the coordinates for atomic coherent states, in which case (16) determines the metric of the183
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coherent-state manifold (see [33] and references cited therein for a detailed calculation of the geometry184
of coherent states). Alternatively, and this is the case of interest here, if |ξ〉 represents an eigenstate of a185
Hamiltonian Hˆ such that some of the parameters in Hˆ can be adjusted, then we obtain another example186
of a statistical manifold M. The geometry of M can then exhibit nontrivial behaviour for systems187
describing quantum phase transitions.188
In the context of an information-geometric analysis of quantum phase transitions it has been pointed189
out in [8] (see also [34,35] for a closely related analysis) that perturbation analysis can be effective in190
gaining insights into the properties of the metric (16). Traditionally, in the literature on quantum phase191
transitions there is a lot of focus on the behaviour of the ground state; however, transitions can occur in192
a multitude of ways. Here we consider an nth eigenstate of a Hermitian Hamiltonian Hˆ(θ):193
Hˆ|φn〉 = En|φn〉, (17)
where for simplicity of notation we have omitted the θ-dependence of Hˆ , En, and |φn〉. Assuming that194
the eigenvalues of Hˆ(θ) are nondegenerate we can use first-order perturbation theory to deduce that195
|∂aφn〉 =
∑
m6=n
〈φm|∂aHˆ|φn〉
En − Em |φm〉. (18)
Substituting this in (16) we find that196
Gab = 4
∑
m6=n
〈φn|∂(aHˆ|φm〉〈φm|∂b)Hˆ|φn〉
(En − Em)2 . (19)
Observe that the skew-symmetric form obtained from the imaginary part of the expression (19), without197
the symmetrisation over indices, is just the Berry curvature form appearing in the analysis of geometric198
phases [36].199
To gain intuition about the metric (19), consider the problem of estimating the values of the parameters200
appearing in the Hamiltonian, when the system is prepared in the nth eigenstate. In a region where201
the state |φn〉 is sensitive to the changes of the parameter values, the components of the Fisher-Rao202
metric (19) are large, and the estimation can be made accurately. If the system exhibits quantum phase203
transitions where one or more of the eigenvalues approach the levelEn, then the metric becomes singular.204
Of course, the perturbation (18) is applicable only away from degeneracies, and hence in the vicinity of205
degeneracies higher-order perturbative analysis is required to identify detailed properties of the metric206
geometry. In addition, the metric tensor is not invariant under coordinate transformations, hence for a207
more comprehensive analysis one is required to work out an expression for the Ricci scalar. Such an208
analysis would shed further light on the theoretical study of quantum phase transitions.209
An alternative way of interpreting the metric (19) has been suggested in [8], which we shall develop210
further here since it is relevant to information-geometric considerations. For dθ  1, and away from211
degeneracies, we define the unitary operator according to the prescription212
Uˆ =
∑
n
|φn(θ + dθ)〉〈φn(θ)|. (20)
Evidently, Uˆ transports the state |φn(θ)〉 into |φn(θ + dθ)〉. The generators of this evolution are then213
given by the observables214
Xˆa = i(∂aUˆ)Uˆ
−1. (21)
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It is then a short exercise to show that the Fisher-Rao metric is just the covariance matrix for the215
observables Xˆa [8].216
Now if we let Θˆa denote the unbiased estimator for the parameter θa, then the two operators Θˆa and Xˆa217
are conjugate to each other. In particular, from the Crame´r-Rao inequality we find that the covariance218
matrix of Θˆa is bounded below by the reciprocal of the Fisher-Rao metric. Hence the operator pair219
(Θˆa, Xˆa) for each a satisfies a Heisenberg-like uncertainty relation. As an example, suppose that there220
is a single control parameter θ in the Hamiltonian, and that Θˆ is the unbiased estimator for θ, satisfying221
〈φn(θ)|Θˆ|φn(θ)〉 = θ. (In general, Θˆ will not be a self-adjoint operator.) Suppose, further, that λ−1Xˆ222
is the self-adjoint operator generating the shift in the parameter θ so that e−iXˆ/λφ(θ) = φ(θ + ) for223
 1. Here, λ is a constant such that Xˆ/λ is dimensionless. In this situation, parameter estimate for θ224
is limited by the variance lower bound of the form:225
∆Θ2 ∆X2 ≥ λ
2
4
, (22)
where by ∆Θ2 we mean the variance of Θˆ, and similarly for ∆X2. It also follows (setting λ = 1) that226
∆X2 =
∑
m 6=n
〈φn|Hˆ ′|φm〉〈φm|Hˆ ′|φn〉
(En − Em)2 , (23)
where we have written Hˆ ′ = ∂θHˆ . We remark that (22) represents a new type of uncertainty relation in227
quantum mechanics that is in principle verifiable in laboratory experiments.228
The perturbation analysis indicated above can also be applied to obtain an expression for the curvature229
of a curve associated with a one-parameter family of eigenstates |φn(θ)〉 of a parametric Hamiltonian230
Hˆ(θ). In the one-parameter case (18) reduces to231
|φ˙n〉 =
∑
m 6=n
〈φm|Hˆ ′|φn〉
En − Em |φm〉. (24)
Assuming that Hˆ(θ) is nondegenerate, the second-order term in perturbation series gives232
|φ¨n〉 = 2
∑
m6=n
[∑
l 6=n
〈φm|Hˆ ′|φl〉〈φl|Hˆ ′|φn〉
(En − Em)(En − El) −
〈φn|Hˆ ′|φn〉〈φm|Hˆ ′|φn〉
(En − Em)2
]
|φm〉, (25)
which shows that 〈φn|φ¨n〉 = 0. In this case the expression for the intrinsic curvature becomes:233
K2n =
〈φ¨n|φ¨n〉
〈φ˙n|φ˙n〉2
− 〈φ¨n|φ˙n〉〈φ˙n|φ¨n〉〈φ˙n|φ˙n〉3
. (26)
Substitution of (24) and (25) in (26) then gives the expression for the curvature, which, in turn, can be234
used (cf. [37]) to derive a higher-order correction to the uncertainty lower bound (22).235
5. Information geometry for complex Hamiltonians236
We now wish to examine the statistical manifold M associated with eigenstates of a complex237
Hamiltonian Kˆ for which Kˆ† 6= Kˆ. Complex Hamiltonians are traditionally used to describe decay238
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and scattering phenomena [38–42]. They are also used in the context of open systems as effective239
Hamiltonians. More recently, complex Hamiltonians that fulfil certain antilinear symmetry have attracted240
a lot of attention, owing to the facts that such Hamiltonians may possess entirely real eigenvalues, and241
that depending on the parameter values in the Hamiltonian there can be a phase transition where a pair242
of real eigenvalues degenerates and turns into a complex conjugate pair [14–25]. As indicated above,243
such a critical point is where the associated eigenstates also coalesce, thus constituting an example of an244
exceptional point. Here we are interested in the geometry of the statistical manifoldM associated with245
such a Hamiltonian exhibiting one or more phase transitions.246
To proceed, let Kˆ = Hˆ− iΓˆ , where Hˆ† = Hˆ and Γˆ † = Γˆ , be a complex Hamiltonian with eigenstates247
{|φn〉} and nondegenerate eigenvalues {κn}:248
Kˆ|φn〉 = κn|φn〉 and 〈φn|Kˆ† = κ¯n〈φn|. (27)
Additionally, it will be convenient to introduce eigenstates of the adjoint matrix Kˆ†:249
Kˆ†|χn〉 = κ¯n|χn〉 and 〈χn|Kˆ = κn〈χn|. (28)
The reason for introducing the additional states {|χn〉} is because the eigenstates {|φn〉} of Kˆ are250
in general not orthogonal, and hence conventional projection techniques so commonly used in many251
calculations of quantum mechanics, in particular, in perturbation theory, are not effective when dealing252
with the eigenstates of a complex Hamiltonian [42–46]. With the introduction of the states {|χn〉},253
however, we have the relations:254
〈χn|φm〉 = δnm〈χn|φn〉 and
∑
n
|φn〉〈χn|
〈χn|φn〉 = 1, (29)
which hold in finite dimensions away from degeneracies.255
With the use of the biorthogonal states the notion of an associated state can be introduced: For an256
arbitrary state |ψ〉, we define the associated state |ψ˜〉 according to the following relations:257
|ψ〉 =
∑
n
cn|φn〉 ⇔ 〈ψ˜| =
∑
n
c¯n〈χn|. (30)
We shall let (30) determine the duality relation on the state space. Additionally, for convenience we258
assume that 〈χn|φn〉 = 1 holds for all n. Under this convention the states are no longer normalised, i.e.259
〈ψ|ψ〉 > 1, but we can assume that260
〈ψ˜|ψ〉 =
∑
n
c¯ncn = 1. (31)
At an exceptional point, however, the convention 〈χEP |φEP 〉 = 1 breaks down for the following261
reason. Suppose that the two eigenstates |φk〉 and |φl〉 ‘meet’ at |φEP 〉. Evidently, the biorthogonality262
condition implies that 〈χl|φk〉 = 0 and 〈χk|φk〉 6= 0, but 〈χl| and 〈χk| will both approach 〈χEP | so that263
we have 〈χEP |φEP 〉 = 0. This feature is often referred to as ‘self-orthogonality’ in the literature. To264
complete the basis for the eigenspace belonging to the degenerate eigenstate one needs to introduce265
associated eigenvactors, or so-called Jordan vectors. We will return to this issue in the discussion266
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of exceptional points in the section to follow, but for now we assume that the states are away from267
degeneracies.268
Away from exceptional points, and based on the convention that 〈χn|φn〉 = 1, the overlap distance s269
between the two states |ξ〉 and |η〉 is now given by the expression:270
cos2 1
2
s =
〈ξ˜|η〉〈η˜|ξ〉
〈ξ˜|ξ〉〈η˜|η〉 . (32)
In particular, if |η〉 = |ξ〉 + |dξ〉 is a neighbouring state to |ξ〉, then expanding (32) and retaining terms271
of quadratic order, we obtain the following form of the Fubini-Study line element272
ds2 = 4
〈ξ˜|ξ〉〈d˜ξ|dξ〉 − 〈ξ˜|dξ〉〈d˜ξ|ξ〉
〈ξ˜|ξ〉2 . (33)
We remark that an analogous expression for the metric appears in [47], however, (33) is different from273
the metric obtained in [47] since we have chosen a different definition for an associated state 〈ξ˜|.274
With the alternative expression (33) for the Fubini-Study metric at hand we are in the position to275
investigate the metric geometry of eigenstates of complex Hamiltonians. To begin, recall that for the276
identification of the local metric geometry of the statistical manifold M associated with an eigenstate277
|φn〉 of a Hamiltonian Kˆ we need to determine the perturbation |∂aφn〉dθa of the state associated with278
a small change in the parameter values. For this purpose we shall follow closely the approach of [39].279
Specifically, with the convention 〈χn|φn〉 = 1 and the help of the biorthogonal states ({|φn〉}, {|χn〉}),280
we consider the perturbation of an eigenstate away from degeneracies. Then the eigenvalues and281
eigenvectors can be expanded in a Taylor series in the perturbation parameter, much as in the Hermitian282
case. Taylor expand the Hamiltonian Kˆ(θ), the eigenstate |φn(θ)〉, and the eigenvalue κn(θ) at θ in the283
eigenvalue equation, we obtain284
(Kˆ + ∂aKˆdθ
a + · · · )(|φn〉+ |∂aφn〉dθa + · · · ) = (κn + ∂aκndθa + · · · )(|φn〉+ |∂aφn〉dθa · · · ), (34)
where we have omitted explicit θ dependencies. Equating the terms linear in dθ we find285
(Kˆ − κn)|∂aφn〉 = ∂aκn|φn〉 − ∂aKˆ|φn〉. (35)
So far the result is identical to that for a Hermitian Hamiltonian. However, the lack of orthogonality of286
the eigenstates prevents us from using the projector Φˆm = |φm〉〈φm| to further simplify the expression.287
Nevertheless, if we multiply Πˆm = |φm〉〈χm| from the left and rearrange terms we find288
(κm − κn)Πˆm|∂aφn〉 = (∂aκn)δmn|φm〉 − 〈χm|∂aKˆ|φn〉|φm〉. (36)
For n = m we are led to the expression (cf. [45]):289
∂aκn = 〈χn|∂aKˆ|φn〉. (37)
To obtain an expression for |∂kφn〉, in [39] the operator (Kˆ − κn1)−1 is applied from the left in (35).290
This approach, however, is problematic on account of the fact that (Kˆ − κn1) is degenerate and thus not291
invertible. The result of [39] can nevertheless be justified if we make the assumption that the perturbation292
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vector |∂aφn〉dθa is orthogonal to the dual vector |χn〉. With this assumption, which turns out to be the293
correct one, for n 6= m we divide both sides of (36) by κm − κn and sum over m 6= n to obtain294
|∂aφn〉 =
∑
m6=n
〈χm|∂aKˆ|φn〉
κn − κm |φm〉, (38)
where we have made use of the condition 〈χm|dφm〉 = 0.295
The perturbation term (38) formally resembles the expression (18) of its Hermitian counterpart.296
However, there are important differences, including the fact that the perturbation is not orthogonal to297
the state |φn〉, i.e. 〈φn|∂aφn〉 6= 0, but rather 〈χn|∂aφn〉 = 0. It follows that under this assumption the298
perturbation will necessarily change the overall complex phase of the eigenstate. This is nevertheless299
natural under the geometry of the state space formulated from (33).300
The metric geometry of the parameter space can now be determined if we substitute (38) in (33):301
Gab = 4
∑
m 6=n
〈χm|∂(aKˆ|φn〉〈φn|∂b)Kˆ|χm〉
(κ¯n − κ¯m)(κn − κm) . (39)
With the expression (39) at hand we are able to investigate the geometry of the statistical manifold302
associated with eigenstates of complex Hamiltonians, away from degeneracies. Incidentally, this303
expression for the metric is in line with the analysis of geometric phases associated with the eigenstates of304
complex Hamiltonians [48,49]. Since the perturbative result (39) is only valid away from degeneracies,305
in the next section we shall investigate the generic behaviour close to the exceptional point by employing306
a more refined perturbative technique.307
6. Geometry close to exceptional points308
In the case of a Hermitian Hamiltonian, the first-order perturbation used to derive expression (19)309
for the metric breaks down near degeneracies, and one has to consider higher-order perturbations.310
In the case of a complex Hamiltonian, the situation is more severe on account of the fact that the311
Rayleigh-Schro¨dinger perturbation theory breaks down altogether in the vicinities of exceptional points.312
Nevertheless, for a given Hamiltonian one can expand the eigenstates and eigenvalues in the form of313
Newton-Puiseux series in order to identify the metric geometry close to exceptional points (see, for314
example, [50,51] for effective use of the Newton-Puiseux expansion for the investigation of properties315
of the eigenstates of complex Hamiltonians in the vicinities of exceptional points; see also [52,53] for316
a more general discussion on related mathematical ideas). This line of investigation therefore leads to a317
new application of information geometry in the sensitivity analysis of physical systems characterised by318
Hermitian or more generally complex Hamiltonians (we remark that properties of exceptional points of319
higher order where more than two eigenstates coalesce can be quite intricate; see, e.g., [54,55]).320
Let us illustrate how such an analysis can be applied to deduce the nature of geometric singularities321
close to exceptional points. For more details on perturbation theory around exceptional points see, e.g.,322
[53] and references cited therein. As indicated above, at an exceptional point two or more eigenvalues323
and the corresponding eigenstates coalesce, that is, the Hamiltonian is not diagonalisable. Here we324
consider the most common case, where two eigenvalues and the corresponding eigenstates coalesce. At325
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such an exceptional point there is a two-fold degenerate eigenvalue κEP and a single eigenvector |φEP 〉,326
which is orthogonal to the corresponding left eigenvector: 〈χEP |φEP 〉 = 0. However, one can define an327
associated vector, the so-called Jordan vector, denoted |φJEP 〉, fulfilling the relation328
Kˆ|φJEP 〉 = κEP |φJEP 〉+ |φEP 〉. (40)
Similarly the left Jordan vector can be defined according to the relation329
Kˆ†|χJEP 〉 = κ¯EP |χJEP 〉+ |χEP 〉. (41)
The Jordan vector |φJEP 〉 and the eigenvector |φEP 〉 span the two-dimensional eigenspace corresponding330
to the degenerate eigenvalue κEP . Note that the Jordan vector is not uniquely defined by equation (40).331
However, the ambiguity can be removed by choosing appropriate normalisation conditions [53]. In fact,332
it will be convenient to normalise the states such that333
〈χEP |φJEP 〉 = 〈χJEP |φEP 〉 = 1, (42)
and that334
〈χJEP |φJEP 〉 = 0. (43)
As already indicated, conventional Rayleigh-Schro¨dinger perturbation theory breaks down around335
an exceptional point, and in general the eigenvalues and eigenvectors are not analytic functions of the336
perturbation parameter. That is, they cannot be expanded in a Taylor series. In the general case they337
can nevertheless be expanded into a power series with broken rational exponents, which is known as a338
Puiseux series. While in general one has to distinguish different cases of perturbation behavious [56],339
the most common, generic behaviour around an exceptional point at which two eigenvectors coalesce is340
that the eigenvalues and eigenvectors can be expanded in a power series with half-integral exponents.341
Let   1 denote a small perturbation parameter that measures the deviation away from the
exceptional point. Expanding the Hamiltonian, the eigenvalues and eigenvectors in lowest order in 
in the eigenvalue equation yields
(KˆEP + Kˆ
′ + · · · )(|φEP 〉+ |φ′〉 12 + · · · ) = (κEP + κ′ 12 + · · · )(|φEP 〉+ |φ′〉 12 + · · · ) (44)
Equating terms corresponding to different powers of  and using equations (40)-(43) we find that the two342
eigenstates |φ±〉 can be expanded in the vicinity of an exceptional point in the form:343
|φ±〉 = n
(
|φEP 〉+ κ′± 
1
2 |φJEP 〉+O()
)
, (45)
where344
κ′± = ±
√
〈χEP |Kˆ ′|φEP 〉. (46)
A perturbative expression similar to (45) holds for the left eigenvector. The resulting left and right345
eigenvectors are automatically orthogonal, however, they are only defined up to a normalisation constant346
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n. It is convenient to normalise these vectors according to the usual biorthogonal convention away from347
the exceptional point: 〈χ±|φ±〉 = 1. From this we find348
|φ±〉 ≈ 1√
2κ′1/4
(
|φEP 〉+ κ′  12 |φJEP 〉
)
, 〈χ±| ≈ 1√
2κ′1/4
(
〈χEP |+ κ′  12 〈χJEP |
)
. (47)
A calculation then shows that349
|dφ+〉 = 1
4
√
κ′
(
−− 54 |φEP 〉+ κ′ − 34 |φJEP 〉
)
d =
1
4
|φ−〉d, (48)
and hence that350
〈d˜φ+| = 1
4
〈χ−|d. (49)
From (48) and (49) we thus find the expression of the metric close to an exceptional point of second351
order where two eigenstates coalesce:352
G =
1
42
, (50)
on account of (33). It should be remarked that the result (50) is generic, i.e. it is independent of the353
model. It can therefore be viewed as providing the scaling property of the metric close to an exceptional354
point of second order, in a manner analogous to the scaling behaviour of the metric near critical points355
in statistical mechanics of phase transitions [57].356
7. Discussion357
We conclude by remarking that although in the foregoing material we have placed some emphasis on358
perturbative analysis for the geometry surrounding exceptional points so as to obtain generic expressions359
for the metric, if a model is specified, then typically there is no need for evoking the perturbative approach360
since the metric can be computed exactly. As an example, take the 2 × 2 Hamiltonian Kˆ = σˆx − iγσˆz.361
This Hamiltonian is PT symmetric, and has real eigenvalues in the region γ2 < 1 where the eigenstates362
are also PT symmetric. Specifically, the eigenstates of Kˆ and Kˆ† are given by363
|φ±〉 = n±
(
1
iγ ±√1− γ2
)
, |χ±〉 = n∓
(
1
−iγ ±√1− γ2
)
, (51)
where n2± = (1∓ iγ/
√
1− γ2)/2. A straightforward calculation then shows that the information metric364
associated with the curve, say, |φ+(γ)〉, is given by365
G =
1
(1− γ2)2 , (52)
on account of the relations:366
|dφ+〉 = − i dγ
2(1− γ2) |φ−〉, 〈d˜φ+| =
i dγ
2(1− γ2)〈χ−|. (53)
The nonperturbative expression in (52) shows exactly how the metric diverges as one approaches the367
critical point γc = 1. It can be easily verified that (52) also holds when the singularity is approached368
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from the region γ2 > 1. To compare this exact result with the perturbative analysis presented in the369
previous section, let us write γ = γc − . Then we find370
G =
1
42 + 43 + 4
=
1
42
(
1− + 3
4
2 − · · ·
)
, (54)
thus recovering the perturbative result (50) in leading order of .371
More generally, any curve of the form |ψ(γ)〉 = c+|φ+(γ)〉 + c−|φ−(γ)〉 with fixed coefficients c±372
in this system possesses the metric (52) and will exhibit a curvature singularity at γ = 1. In the region373
γ2  1, on the other hand, we have G 1, and thus estimation of the parameter γ becomes unfeasible.374
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