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1. Introduction
If X is an algebraic variety over a ﬁeld, the arcs scheme (resp. the jets scheme of level n) associated
with X is the scheme over k, in general not of ﬁnite type, (resp. the variety over k) that can be
realized as the space of the formal solutions (resp. the polynomial solutions with degree at most n)
in one variable of the local equations of X .
In [4], Mircea Mustat¸a˘ has proved a remarkable theorem that relates the singularities of the vari-
ety X with the irreductibility of its jets schemes.
Following this idea, we are interesting in the following original question:
Question 1. Does there exist an interpretation in terms of the geometry of the variety X of the fact
that its associated arcs scheme is reduced?
Up to now, we know only few things about that. It is easy to verify that, if the arc space L(X)
is reduced, then the algebraic variety X also is reduced; and it is easy to ﬁnd examples of reduced
varieties with a non-reduced associated arcs scheme (see Section 4.8).
In the present article, we show the following precise statement, that clariﬁes the situation for
plane curves (see Theorem 4).
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only if its arcs scheme L(X) is reduced.
To prove this statement, we introduce a general method, which is totally new (see Section 4.6).
That method allows to exhibit, from any given derivation on X , an explicit nilpotent element of the
ring of regular functions of L(X). This element is in particular non-trivial, for a “good” choice of the
derivation, and if X is reduced and non-singular (see Theorem 3). By this way, the proof also uses
Lipman’s theorem on derivation modules on varieties (see [3] and Theorem 2). In the last Section 4.8,
we present some complete examples to illustrate our method.
The present article is self-contained. In Section 3, we recall results on arcs schemes and derivations,
centered around our question.
2. Notations, conventions
In this article, k is a ﬁeld of characteristic zero, with algebraic closure kalg. We denote by
kX1, . . . , XN (resp. C{x, y}) the ring of formal power series in the variables Xi with coeﬃcients
in k (resp. the ring of convergent power series at the origin of C2).
An (algebraic) variety is a separated scheme of ﬁnite type over k. A curve over k is a variety
over k purely of dimension one. A plane curve (resp. aﬃne plane curve) over k is a hypersurface of P2k
(resp. A2k ). In particular, an aﬃne plane curve is uniquely determined, up to multiplication by some
λ ∈ k\{0}, by the datum of a polynomial F ∈ k[x, y]\k. An aﬃne plane curve is reduced if and only if
its presentation F is reduced, i.e., has only simple irreducible factors.
If X is a variety, we denote by L(X) the arcs scheme associated to X . If X = Spec(A), we set
A∞ := OL(X)(L(X)). An element of A∞ is called a differential polynomial.
If A is a k-algebra, a derivation over k of A is a k-linear map D : A → A that veriﬁes Leibniz rule,
i.e.,
D(ab) = aD(b) + bD(a). (1)
We denote by Derk(A) := Derk(A, A) the set of derivations of A over k. If F ∈ k[x, y], we denote by δF
the derivation over k of A deﬁned by ∂y(F )∂x−∂x(F )∂y . Note that δF (F ) = 0. A reduced derivation D ∈
Derk(k[x, y]) is a derivation D = a∂x +b∂y , such that a,b ∈ k[x, y] have no common factor. A k-algebra
endowed with a derivation over k is a differential k-algebra. If (A, D) is a differential k-algebra, and if
S ⊂ A, we denote by [S] the differential ideal generated by S . It is the smallest ideal of A, containing S ,
such that D(s) ∈ [S], for any s ∈ [S]. Its radical is denoted by {S}. Since the characteristic of k is 0,
{S} is again a differential ideal of A.
3. An overview on arcs spaces and derivations
In this section, we recall some important facts on arcs schemes and derivations.
3.1. The arcs scheme associated with an algebraic variety
We present here some useful classical properties (see [5] or [12] for example). Let k be a ﬁeld.
Let Y be a scheme over k. We denote by Ŷ :=̂Y ×k kT  the T -adic completion of the kT -scheme
Y ×k kT .
Deﬁnition 1. Let k be a ﬁeld. Let X be a variety over k. There exists a unique separated k-scheme
L(X), deﬁned up to a unique isomorphism of k-schemes, such that, for any k-scheme Y , there exists
a natural bijection:
Homk
(
Y ,L(X))→ HomSpf(kt)(Ŷ , X̂).
This k-scheme L(X) is called the arcs scheme of X .
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that admits a section s0 : X → L(X). In the same way, we deﬁne the jets scheme of level n of X , for any
n ∈ N, to be the unique k-variety Ln(X) verifying
Homk
(
Y ,Ln(X)
)∼= HomSpec(k)(Y ×k Spec(k[t]/(tn+1)), X).
In particular, note that X is canonically isomorphic to L0(X).
Proposition 3.2. Let k be a ﬁeld. Let X be a variety over k.
a) For any ﬁeld extension F of k, we have L(X)(F ) ∼= X(FT ).
b) Let f : Y → X be an open immersion. Then the induced morphism of k-schemes L( f ) : L(Y ) → L(X) is
an open immersion.
c) If X is smooth over k, then L(X) is reduced.
When X = Spec(k[X1, . . . , XN ]/I), we can give two concrete equivalent descriptions of L(X).
3.2.1. The description coming from the deﬁnition
Let A be any k-algebra. Let us ﬁx ( f1, . . . , fm) a presentation of the ideal I . Let
ϕ(T ) =
(∑
j0
ϕ1, j T
j, . . . ,
∑
j0
ϕN, j T
j
)
∈ (AT )N .
For any integer s, 1 sm, we have, in AT ,
f s
(
ϕ(T )
)=∑
ν0
Fs,ν
(
(ϕi, j)1iN,0 jν
)
T ν .
It is then easy to verify the following statement.
Lemma 3.3. Let k be a ﬁeld and let I := ( f1, . . . , fm) be an ideal of k[X1, . . . , XN ]. If X =
Spec(k[X1, . . . , XN ]/I), then
L(X) ∼= Spec(k[(X1, j) j∈N, . . . , (XN, j) j∈N]/(Fs,ν((Xi, j)i, j))1sm,ν0).
3.3.1. The description coming from differential algebra
For this second presentation, we adopt Ritt–Kolchin’s point of view. Let k{X1, . . . , XN} be the dif-
ferential k-algebra deﬁned as the k-algebra
k
[
(X1, j) j∈N, . . . , (XN, j) j∈N
]
endowed with the derivation  over k deﬁned by (Xi, j) = Xi, j+1, for any integer i, 1 i  N , and
any integer j, j ∈ N. It is then easy to verify the following statement.
Lemma 3.4. Let k be a ﬁeld of characteristic zero and let I be an ideal of k[X1, . . . , XN ]. If X =
Spec(k[X1, . . . , XN ]/I), then
L(X) ∼= Spec(k{X1, . . . , XN }/[I]).
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the datum of xy. Then we see that, from the ﬁrst point of view, the associated arcs scheme is deﬁned
by the inﬁnite system (S1) represented by X0Y0 = 0, X1Y0 + X0Y1 = 0, X2Y0 + X1Y1 + X0Y2 = 0, . . . .
On the other hand, the second point of view gives the following system X0Y0 = 0, X1Y0 + X0Y1 = 0,
X2Y0 + 2X1Y1 + X0Y2 = 0, . . . that we denote by (S2). Note that the system (S1) is equivalent to (S2)
by the change of variables ∗i → ∗i/i!.
3.5. The module of derivations on a ring
Let X = Spec(A) be an aﬃne variety. A key ingredient of Section 4.6 and of our method is the
use of derivations over k of A. The set Derk(A) can be endowed with a structure of A-module, in the
usual way.
Lemma 3.6. Let G be a (ﬁnite) set of generators for the k-algebra A and let D ∈ Derk(A). Then D is completely
determined by the datum of the elements D(g), g ∈ G.
Example 2. Let X = Ank and A = k[X1, . . . , Xn]. Then we have
Derk(A) ∼= A∂X1 ⊕ · · · ⊕ A∂Xn .
Let A be a k-algebra of ﬁnite type. The A-module Derk(A) can be linked to the regularity of A.
Indeed, it also can be deﬁned as the dual module HomA(Ω1A/k, A) of the Kälher differentials of A. Let
p be a prime ideal of A. Since Ap is ﬂat over A and Ω1A/k of ﬁnite type, we can identify (Derk(A))p and
Derk(Ap). Let x ∈ X = Spec(A) be the point corresponding to the prime ideal p of A. One knows that
if X is smooth over k at x (or equivalently Ap is regular, since k is perfect), then Ω1Ap/k = Ω1A/k ⊗A Ap
is a free Ap-module, and so Derk(Ap) is free too.
Conjecture 1 (Zariski–Lipman). Let X be a reduced variety over k. Let x ∈ X. The variety X is smooth over k
at x if and only if Derk(OX,x) is a free OX,x-module.
Up to knowledge, this conjecture is still open. (See [3] for some particular cases where it holds
true.) In this direction, Joseph Lipman proves the following theorem (see [3, Theorem 1]).
Theorem 2 (Lipman). Let k be a ﬁeld of characteristic zero. Let X be a reduced variety over k and x ∈ X. If
Derk(OX,x) is a free OX,x-module, then x is a normal point of X .
In the proof of Theorem 4, we will use, in a crucial way, the following direct consequence of
Theorem 2.
Remark 1. a) Zariski–Lipman’s conjecture holds true for curves over k.
b) Let X = Spec(A) be a reduced aﬃne variety. If there exists δ ∈ Derk(A) such that Derk(A) = Aδ,
then X is a normal variety. Indeed, let x ∈ X be a point of X corresponding to the prime ideal p
of A. We have to prove that Ap is normal (i.e., integrally closed in its total quotient ring). But, by
the assumption, Derk(Ap) ∼= Derk(A)⊗A Ap ∼= Apδp is a free Ap-module. (Here δp denotes the unique
extension of δ to Ap .) We conclude using Theorem 2.
4. The problem and its solution for plane curves
In this section, we answer for plane curves to the following question:
How can we interpret the reducedness of L(X) in terms of the geometry of X?
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One can consider the following power series
ϕD( f , T ) :=
∑
i∈N
Di( f )
i! T
i, (2)
with the usual conventions 0! = 1! = 1 and D0 = IdA . Let us set ϕD : A → AT  to be the map deﬁned
by f → ϕD( f , T ). It is an easy exercise to verify that, by Leibniz rule, the map ϕD is a morphism of
k-algebras.
The result below links, in a direct manner, the arcs scheme of X and the derivation module
Derk(A).
Lemma 4.1. Let k be a ﬁeld of characteristic zero. Let X = Spec(A) be a variety over k. The map
ϕ : Derk(A) → Homk
(
X,L(X))
deﬁned by D → ϕD is an injection.
Proof. Since X is aﬃne, we have a natural bijection:
Homk
(
X,L(X))∼= Homk(Spec(AT ),Spec(A))∼= Homk(A, AT ).
So the map ϕ is well deﬁned.
Let us prove that ϕ is injective. Let D1, D2 be two derivations over k of A such that ϕD1 = ϕD2 .
We have to prove that D1 = D2. Let g ∈ A. We have to prove that D1(g) = D2(g). As Di(g) is the ﬁrst
coeﬃcient of ϕDi (g, T ), for i ∈ {1,2}, we conclude. 
Example 3. Let A be a k-algebra of ﬁnite type and X = Spec(A). The trivial derivation D of A deﬁned
by D(a) = 0, for any a ∈ A, corresponds to the trivial morphism of k-algebras A → AT  which sends
a ∈ A to a ∈ AT . Or, equivalently, it also corresponds to the morphism s0 : X → L(X), which is the
section of the projection π0 : L(X) → X .
Now, let x be a rational point of X . Then the evaluationmorphism evx : A → k, deﬁned by f → f (x),
induces a morphism of k-algebras
evx : AT → kT 
that sends
∑
i0 f i T
i to
∑
i0 evx( f i)T
i . Then, composing this morphism of k-algebras by ϕD , we can
associate with a derivation D over k of A a family of arcs on X , deﬁned by (evx ◦ ϕD)x∈X(k) .
4.2. Preliminary results
Let k be a ﬁeld of characteristic zero. Let X be a variety over k. Some parts of Question 1 are easy.
Lemma 4.3. Let k be a ﬁeld of characteristic zero. Let X be a variety over k. If L(X) is reduced, then is X
reduced.
Proof. Assume that X is not reduced. By considering a well-chosen open subscheme U of X , we can
assume that X is aﬃne (and still non-reduced). Then, by considering the projection π0 : L(X) → X
and its section s0 : X → L(X), we obtain a composition of morphisms of k-algebras between global
sections rings
A → A∞ → A
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zero in A∞ , by assumption. By composition, we obtain IdA( f ) = 0, with f = 0. That is a contradic-
tion. 
On the other hand, it is not diﬃcult to ﬁnd examples of reduced varieties whose associated arcs
scheme is non-reduced.
Example 4. Let k be a ﬁeld of characteristic zero. Let X = Spec(A) be the hypersurface of Spec(k[x, y])
deﬁned by the datum of the polynomial xy. The associated arcs scheme L(X) is not reduced. In-
deed, the element x0 y1 is a non-trivial nilpotent element of A∞ . We will justify this point in
Sections 4.6, 4.8.
Example 5. Let X = Spec(A) be the hypersurface of Spec(k[x, y]) deﬁned by the datum of the polyno-
mial x3 − y2. The associated arcs scheme L(X) is not reduced. Indeed, the element 3y0x1 − 2x0 y1 is
a non-trivial nilpotent element of A∞ . We will justify this point in Sections 4.6, 4.8.
Remark 2. We will show in Section 4.8 that these examples are two illustrations of our method that
allows to exhibit nilpotent elements of A∞ .
To conclude this discussion, we see that the reducedness of X is not the “good” property that
characterizes that of L(X). This last property seems to be linked to the singularities of X .
Remark 3. The main result in [4] shows, in particular, that locally complete intersection varieties with
rational singularities have reduced arc scheme.
Now, we establish some technical useful results.
Proposition 4.4. Let k be a ﬁeld of characteristic zero. Let F ∈ k[x, y] be a non-constant polynomial and let
D ∈ Derk(k[x, y]) be a non-trivial derivation such that D(F ) ∈ (F ) and D = a∂x + b∂y , with a,b ∈ k[x, y].
Let X be the hypersurface of Spec(k[x, y]) deﬁned by the polynomial F . Let K be a ﬁeld extension of k and let
α ∈ L(X)(K ) be an arc, represented by (γ (T ),σ (T )) ∈ KT 2 . Suppose that
∂x F
(
γ (T ),σ (T )
) = 0 or ∂y F (γ (T ),σ (T )) = 0
in KT . Then we have ∣∣∣∣a(γ (T ),σ (T )) γ ′(T )b(γ (T ),σ (T )) σ ′(T )
∣∣∣∣= 0.
Proof. By deﬁnition of L(X), we have F (γ (T ),σ (T )) = 0. By derivating with respect to T this rela-
tion, we obtain
γ ′(T )∂x F
(
γ (T ),σ (T )
)+ σ ′(T )∂y F (γ (T ),σ (T ))= 0. (3)
Since D(F ) ∈ (F ), we also obtain
a
(
γ (T ),σ (T )
)
∂x F
(
γ (T ),σ (T )
)+ b(γ (T ),σ (T ))∂y F (γ (T ),σ (T ))= 0.
This relation added with (3) implies by a basic linear algebra argument that∣∣∣∣a(γ (T ),σ (T )) γ ′(T )b(γ (T ),σ (T )) σ ′(T )
∣∣∣∣= 0, (4)
since ∂x F (γ (T ),σ (T )) and ∂x F (γ (T ),σ (T )) are not both zero. 
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exists a non-constant arc (γ (T ),σ (T )) ∈ (kalgT )2 on X such that (γ (0),σ (0)) corresponds to x. For
a smooth point x ∈ X , the ﬁber π−10 (x) can be identiﬁed with the aﬃne space Spec(k[(Zi)i∈N]). If
k ⊂ C, and if F ∈ k[x, y] is supposed to be analytically irreducible, i.e., irreducible in C{x, y}, we can
also conclude by the existence of Puiseux expansions.
When k ⊂ C, it is not diﬃcult to interpret the statement of Proposition 4.4 as follows. Let ω ∈
Ω1k[x,y]/k be the Kähler differential ω = bdx− ady. Let α := (γ (T ),σ (T )) ∈ CT 2 be an arc such that
∂x F (γ (T ),σ (T )) = 0 or ∂y F (γ (T ),σ (T )) = 0. Thus
α∗ω = 0
in Ω̂1Ct/C . That exactly means that α(T ) is a (formal) integral curve of ω, passing through α(0).
Proposition 4.5. Let k be a subﬁeld of C. Let F ∈ k[x, y] be a non-constant reduced polynomial and let D ∈
Derk(k[x, y]) be a non-trivial derivation such that D(F ) ∈ (F ) and D = a∂x + b∂y , with a,b ∈ k[x, y]. Let X
be the hypersurface of Spec(k[x, y]) deﬁned by the polynomial F . Let P ∈ X(C) be a singular point of X . If
(α0, β0) ∈ C2 corresponds to P , then
{
a(α0, β0) = 0,
b(α0, β0) = 0.
Proof. From the assumption, we deduce that F ∈ C[x, y] is reduced. Thus, we can assume that k = C.
Let ϕ = (α(T ), β(T )) ∈ L(X)(C) be an arc of X . If ∂x F (α(T ), β(T )) = 0 and ∂y F (α(T ), β(T )) = 0,
then α ∈ L(Sing(X)), where Sing(X) denotes the non-smooth locus of X . Since F is reduced, the
scheme L(Sing(X)) is isomorphic to a ﬁnite sum of points. In particular, ϕ is constant. Then, using
Proposition 4.4, we deduce that any non-constant arc α(T ) in L(X)(C) veriﬁes α∗ω = 0, with ω =
bdx − ady. If we consider X(C) as an analytic variety embedded in C2, on which there acts a vector
ﬁeld D of C2, the above remark holds true in particular for the parameterizations of the analytic
branches of F , in a neighborhood of (α0, β0) in C2 (for the usual topology of C2), as indicated in
Remark 4.
Assume that a(α0, β0) and b(α0, β0) are not both equal to zero, i.e., D is smooth at (α0, β0).
We deduce, by applying Cauchy–Lipschitz’s theorem and Rectiﬁcation Theorem for vector ﬁelds (see
[1, Theorem 1.1, Theorem 1.18]) to ω (or D) that (α0, β0) cannot be a singular point in X(C). That is
a contradiction. 
4.6. How to ﬁnd nilpotent elements on aﬃne arcs spaces
Let k be a ﬁeld of characteristic zero. Let X = Spec(A) be a variety over k. The aim of this para-
graph is to introduce a general method that allows to exhibit (non-trivial) nilpotent elements of A∞ .
This method is new and related to the structure of the derivation module of A.
Theorem 3. Let k be a subﬁeld of C. Let F ∈ k[x, y] be a non-constant reduced polynomial and let D ∈
Derk(k[x, y]) be a non-trivial derivation such that D(F ) ∈ (F ) and D = a∂x + b∂y , with a,b ∈ k[x, y]. Let
X be the hypersurface of Spec(k[x, y]) deﬁned by the polynomial F .
a) The element (ay1 − bx1) ∈ k[x, y]∞ belongs to {F }.
b) If there exists no element g ∈ A such that the induced derivation D = gδF in Derk(A), then the element
(ay1−bx1) ∈ k[x, y]∞ does not belong to [F ]. Equivalently, the element (ay1−bx1) ∈ A∞ is a non-trivial
nilpotent element of A∞ .
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
L(X) = Spec
(
k[x0, y0, x1, y1, . . . , xn, yn, . . .]
[F ]
)
,
[F ] = (F ,(F ),2(F ), . . .),
{F } =√[F ].
a) We prove the following stronger result
(ay1 − bx1) ∈
√(
F ,(F )
) · k[x0, y0, x1, y1].
By Hilbert’s Nullstellensatz, it is equivalent to prove that, for any (α0, β0,α1, β1) ∈ C4 such that
F (α0, β0) = 0 and (F )(α0, β0,α1, β1) = 0, we have
α1b(α0, β0) − β1a(α0, β0) =
∣∣∣∣b(α0, β0) β1a(α0, β0) α1
∣∣∣∣= 0. (5)
Let (α0, β0,α1, β1) ∈ C4 be such an element. Two cases occur.
Assume ﬁrst that (α0, β0) is a singular point of X . In this case, we conclude by Proposition 4.5.
Assume now that (α0, β0) is a smooth point of X . Let K be an extension of C and ϕ :=
(α(T ), β(T )) ∈ (KT )2 be an arc on X with base point (α0, β0). Then ∂x F (ϕ) ∈ KT , with value
in T = 0 equal to ∂x F (α0, β0), by Taylor expansion. Then any arc (α(T ), β(T )) ∈ (KT )2 on X
with base point (α0, β0) veriﬁes that ∂x F (α(T ), β(T )) and ∂x F (α(T ), β(T )) are not both zero. By
[12, Lemme 3.4.2] and by the previous remark, we conclude that we can ﬁnd an arc (α(T ), β(T )) ∈
KT 2 such that F (α(T ), β(T )) = 0, and (α(0), β(0)) = (α0, β0), (α′(0), β ′(0)) = (α1, β1), and such
that ∂x F (α(T ), β(T )) and ∂x F (α(T ), β(T )) are not both zero, for some ﬁeld extension K of C. In par-
ticular, by applying Proposition 4.4 to the arc (α(T ), β(T )), we conclude that
β ′(T ) · a(α(T ),β(T ))− α′(T ) · b(α(T ),β(T ))= 0. (6)
By specializing T to 0 in (6), we prove (5).
b) Assume that ay1 −bx1 ∈ [F ] ·k[x, y]∞. It means that there exists an integer s, s 1, Q 0, Q 1, . . . ,
Q s ∈ k[x, y]∞ such that
a(x0, y0)y1 − b(x0, y0)x1 = Q 0 · F (x0, y0) + Q 1 · (F ) + · · · + Q s · s(F ).
By the deﬁnition of the differential ring k[x, y]∞ , there exists an integer r, r  s, such that we can
consider this equality in the ring of polynomials k[x0, y0, . . . , xr, yr]. We interpret below such an
equation.
Firstly, note that the right hand term is a sum of polynomials that cannot contain a polynomial
R ∈ k[x0, y0]. Indeed, to see that fact, one can specialize this equality by putting x1 = y1 = · · · = xr =
yr = 0.
Secondly, note that the polynomials of the form i(F ) (and so Q ii(F )), for i  2, are sums of
monomials that are either divisible by x or y , with   2, or divisible by x1 y1 or x1 or y1, with
 2.
Let us set P ∈ k[x0, y0, . . . , xr, yr] to be the sum of the monomials of the polynomial
Q 0 · F + Q 1 · (F ) + · · · + Q s · s(F )
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particular, all the monomials of Q ii(F ), for any i, i  2, appear in the expression of P . Then we can
write a(x0, y0)y1 − b(x0, y0)x1 as
(x1q1,0 + y1q0,1) · F + q1 ·
(
∂x(F )x1 + ∂y(F )y1
)+ P (7)
with q1,0,q0,1,q1 ∈ k[x0, y0]. Since the monic monomials form a basis of the k-vector space
k[x0, y0, . . . , xr, yr], we deduce from (7) that P = 0 and{
a(x0, y0) = q1(x0, y0)∂y F (x0, y0) + q0,1(x0, y0)F (x0, y0),
b(x0, y0) = −
(
q1,0(x0, y0)F (x0, y0) + q1(x0, y0)∂x F (x0, y0)
)
.
(8)
It follows from (8) that:
D = a∂x + b∂y = q1 · (∂y F∂x − ∂x F∂y) + F · (q0,1∂x − q1,0∂y).
So D induces a derivation D over k of A such that D = q1δF in Derk(A). That is a contradiction. 
Remark 5. Note that, in particular, Theorem 3 exhibits a (non-trivial) nilpotent element of L1(X).
But, the very speciﬁc and simple form of that element guarantees, as we have shown in the proof of
Theorem 3b), that it is not trivial in A∞ .
Remark 6. It follows from [4, Proposition 4.12] that if X is a singular, locally complete intersection
curve, then L1(X) is non-reduced.
4.7. The main theorem
We are now able to prove the following theorem, that is a direct consequence of the study of
Section 4.6 and Theorem 3.
Theorem 4. Let k be a subﬁeld of C. Let X be a plane curve over k. Then X is smooth over k if and only if the
k-scheme L(X) is reduced.
Proof. If X is smooth over k, it follows from Proposition 3.2 that L(X) is reduced.
Conversely, assume that X has singular points. Two cases occur. First assume that X is non-
reduced. Then L(X) is non-reduced, by Lemma 4.3. Now assume that X is a reduced, singular, plane
curve over k. It is suﬃcient to ﬁnd an aﬃne open subscheme U of X such that OL(U )(L(U )) has
a non-trivial nilpotent element, by Proposition 3.2b). Let x be a singular point of X . Let Ui , for
i ∈ {0,1,2}, be the standard charts of P2k . Assume that U := U0 contains x. On U , the curve X is
a reduced, singular, aﬃne plane curve over k, say Spec(k[x, y]/(F )). Let us set A = k[x, y]/(F ). Let
D ∈ Derk(A) be a derivation over k of A such that, for any g ∈ A, D = gδF . Note that such a derivation
exists, by Lipman’s theorem (see Theorem 2 and Remark 1). Let D ∈ Derk(k[x, y]) be a lifting of D . It is
non-trivial, since D is non-trivial. We conclude, using Theorem 3, that A∞ has a non-trivial nilpotent
element. 
4.8. Examples
Let k be a subﬁeld of C. Let X = Spec(A) be a reduced aﬃne plane curve over k deﬁned by the
datum of a non-constant reduced polynomial F ∈ k[x, y]. Following Theorem 3, a natural question
appears ﬁrstly.
How to ﬁnd a derivation D over k of A which is not multiple of δF ?
182 J. Sebag / Journal of Algebra 347 (2011) 173–183This kind of objects exists theoretically by Lipman’s Theorem 2, but is a priori, and in general, not
easy to compute explicitly. In [11],1 we have shown, in this direction, the following statement.
Proposition 4.9. Let F ∈ C[x, y] be a polynomial whose degree in x is at least 3. Let us set R F :=
Resultx(F , ∂x F ). Assume that R F = 0. There exists a unique couple of polynomials (U , V ) respectively of de-
gree (in x) at most d − 2 and d − 1 such that
xR F ∂y F = U F + V ∂x F .
The derivation D := xRF ∂y − V ∂y is called the resultant derivation (in x). The derivation obtained by dividing
xRF and V by their common factors is the reduced resultant derivation.
Now, we illustrate Theorem 3 by examples. In Examples 6 and 8, the derivations inducing “candi-
dates” for nilpotent elements are exhibited by Proposition 4.9.
Example 6. Let X = Spec(A) be the hypersurface of Spec(C[x, y]) deﬁned by the datum of the
polynomial F = x3 − y2 − 1. The curve X is smooth over k. The (reduced) resultant derivation is
D := 3(1 + y2)∂y + 2xy∂x . We see in particular that D = −xδF in Derk(A). Here, Theorem 3 only
produces trivial nilpotent elements, since L(X) is reduced, because of the smoothness of X .
Example 7. Let X = Spec(A) be the hypersurface of Spec(C[x, y]) deﬁned by the datum of the polyno-
mial F = xy. The curve X is reduced and the point (0,0) is the unique singular point. We verify that
x0 y1 is a nilpotent element of A∞ . Indeed,
x0 y1 · (x0 y0) = x0 y1(x0 y1 + x1 y0) = (x0 y1)2 + x1 y1x0 y0.
It implies that x0 y1 ∈ {F }. It remains to show that x0 y1 /∈ [F ]. Assume that there exist Q 0, Q 1, . . . , Q s
such that
x0 y1 = Q 0F + Q 1(F ) + · · · + Q ss(F ).
An easy observation forces that, in fact,
x0 y1 = p0x1F + q0 y1F + (x0 y1 + x1 y0)r0, (9)
with p0,q0, r0 ∈ C[x0, y0]. It implies that x0 must divide r0 and that r0 + q0 y0 = 1. This is impossible.
Now we justify the assertion by our method. Let D := x∂x . With this choice of derivation, we see
directly by Theorem 3 that x0 y1 ∈ {F }. Assume that there exists g ∈ A such that D = gδF in Derk(A).
In this case, D(y) = 0 = −yg in A. Thus g ∈ xA and δF = xg˜∂x in Derk(A). Thus D(x) = x = xg in A
and (1− g) ∈ yA. That is impossible.
Example 8. Let X = Spec(A) be the hypersurface of Spec(C[x, y]) deﬁned by the datum of the polyno-
mial F = x3 − y2. The curve X is reduced and the point (0,0) is the unique singular point. We verify
that 3y0x1 − 2x0 y1 is a nilpotent element of A∞ . Division algorithm in C[x, y] gives the following
formula for (3y0x1 − 2x0 y1)3
(3y0x1 − 2x0 y1) ·
(−9x21F + 3x1x0(F ))− 8y31F + 4y0 y21(F ).
1 This construction generalizes that of [6,7], where n = 3. In the 3-dimensional case, see also [8–10] for an interpretation of
that derivation in terms of web geometry.
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as in the previous example. Indeed, once again we must have a system of form:
3y0x1 − 2x0 y1 = p0x1F + q0 y1F + (x0 y1 + x1 y0)r0, (10)
with p0,q0, r0 ∈ C[x0, y0]. This is impossible, because of the degrees in x0 and y0 in F .
Now we justify the assertion by our method. Here, the (reduced) resultant derivation is D :=
3y∂y + 2x∂x . With this choice of derivation, we see directly by Theorem 3 that 3y0x1 − 2x0 y1 ∈ {F }.
Assume that there exists g ∈ A such that D = gδF in Derk(A). Let A be the integral closure of A. By
the general properties of derivations, we know that D extends in a derivation over C of A. The same
is true for δF and for the relation D = gδF . We can compute directly these liftings. We know that
A = k[y/x]. Let us set t for y/x in A. It follows that y = t3, x = t2, D = t∂t and δF = ∂t . But the regular
function t of A does not come from a regular function of A. A contradiction.
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