Modern flight control systems are expected to perform beyond their conventional flight envelopes and exhibit robustness and adaptability to uncertain environments and failures. Adaptive control has been shown to improve the performance of a flight control system in the presence of uncertainties and failures. It is well known that modification to standard laws such as e-modification, σ-modification and others are employed in adaptive control schemes to ensure boundedness of the adaptive parameters. In this paper flight test results from a small twin engine aircraft with a novel Kalman filter implementation of of an adaptive loop recovery modification term that preserves loop properties are presented.
I. Introduction
The design of robust flight control systems for high performance aircraft was one of the primary motivations for the development of adaptive control. Aircraft operate over a wide range of speed and altitude and their dynamics are highly nonlinear. This has motivated the design of adaptive controllers to satisfy performance requirements in the presence of failures. Adaptive control can be divided into two different classes, direct and indirect. In indirect adaptive control an estimator is used to determine the system parameters which are then incorporated into control design. This is in contrast to direct adaptive control where controller parameters are modified without estimating system parameters. Neural networks whose weights are updated online can be used to design adaptive controllers that meet performance specifications in the presence of nonlinearities and/or failures 1−2 . In addition to standard adaptive laws, laws that impose constraints on the weights to improve performance have been studied extensively 3−10 . In general, these modification terms are found by taking the gradient of a norm on the constraint applied to some function of the weights. However, using a gradient descent method to enforce constraints can result in slow parameter convergence and also cause the system to become stuck at a local minimum. In addition, modification terms that are based on gradients have a fixed adaptation gain that often have to be chosen large to obtain satisfactory results. The use of a high modification gain can interact negatively with unmodeled dynamics, and amplify the effect of sensor noise. Recently a Kalman filter (KF) method of imposing constraints has been developed that has been shown to perform better than gradient based methods. This paper presents flight test results in which an existing direct adaptive controller is modified using KF based algorithm developed in 11−12 . Our aim is to highlight the advantages of using KF optimization to derive modification terms in adaptive control. Flight test results from a small unmanned twin engine aircraft are used to test the performance of the KF optimization method.
Many modification terms are reported in literature 3−10 . Included among these, σ-modification 3 adds a pure damping term to the adaptive law, while e-modification 4 adds a variable damping term that depends on the training error signal. These terms are introduced to ensure that the adapted weights remain bounded.
Another modification that has been explored recently is known as Background learning 5−6 which incorporates past data. Q-modification 7−8 is similar to background learning and improves adaptation performance by using a moving window of the integrated system uncertainty. A new optimal control theory based modification that improves adaptation in the presence of large adaptive gain 9 has also been proposed. More recently, an adaptive loop recovery (ALR) approach 10 has been introduced as a modification term in adaptive control with the objective of recovering the loop transfer properties of a reference model.
All of these modification terms can be viewed as having been introduced to reduce the violation of a linear constraint on the weights in an adaptive control algorithm. With this perspective in mind, the proposed KF optimization method can be used as an alternative to all these listed modification terms to achieve the same objective, but with better conditioning in terms of the magnitude of the adaptation gain required for a given level of tracking performance, and the associated level of control activity, particularly when sensor noise is taken into account. In this paper an extension to the KF optimization method of 11−12 to the case of nonlinearly parameterized neural network based adaptive control is presented. Test results for KF versions of ALR modification are presented.
The organization of the paper is as follows. Section II provides a brief background on model reference adaptive controller. Section III describes the main concept for reducing a linear constraint violation by employing a KF optimization approach. Two examples of KF-based modification are given in Section IV along with flight test results. Conclusions are summarized in Section V.
II. Model Reference Adaptive Control
A formulation of the model reference adaptive control problem is given next since the KF based modification is developed in this context. Consider the following uncertain systeṁ
where
n×m , and C ∈ R p×n are known matrices, and ∆(·) : R n → R m is the matched uncertainty. In nonlinear control theory, the matrices A, B, C in Eq. (1) are usually obtained by linearizing the nonlinear dynamics at selected equilibrium conditions, and the resulting set of linear models are used to design a gain scheduled controller. It is assumed that a baseline controller for the system in Eq. (1) exists for a neighborhood of each equilibrium point, and can be written in the form
where r(t) ∈ R m , is the reference command, K x ∈ R m×n is the state gain matrix, and K r ∈ R m×r is the input gain matrix. It should be noted that existing controller designs commonly contain dynamics, in which case one can augment the controller dynamics with the dynamics in Eq. (1), and consider an expanded state made up of the system states and the controller states, and rewrite the dynamics and controller in the form of Eqs. (1) and (2) . So there is no loss in generality with respect to dynamic controllers in assuming these forms. However, to further simplify the discussion we introduce the following assumption.
Assumption 1. The uncertainty in Eq. (1) can be parameterized by a nonlinear in the parameters neural network satisfying
.., s − 1 and V i denotes the ith column of V
Given A,B,K x and K r construct a reference model for the desired response of the closed loop systeṁ
where A m = A−BK x , B m = BK r , and it is assumed that A m is Hurwitz by design. Consider the augmenting adaptive controller given by
where the robustifying signal u r (t) is given by
and
The objective of the adaptive design is to ensure that y(t) asymptotically tracks r(t) and that all internal signals are bounded. Defining e(t) = x(t) − x m (t), it has been shown 14 that the following adaptive laẇ
where Γ w and Γ v are positive learning rates for the weights, and P ∈ R n×n is a positive definite solution of the Lyapunov equation
for any L > 0 and whereẆ m andV m can be on of either σ-modification 3 , e-modification 4 , and/or parameter projection 13 , ensures that e(t) is uniformly ultimately bounded 15 . For example with e-modification the adaptation law becomeṡ
where σ w and σ v are positive learning rates. The resulting adaptive control system is illustrated in Figure 1 . In the next section, The KF optimization method of modifying an adaptive control law is presented.
III. Approximate Enforcement of a Linear Constraint by KF Optimization
This section summarizes the KF method for introducing a modification term in an adaptive control law 11−12 . Since all the previously mentioned modification methods can be viewed a the gradient of the norm of an associated linear constraint, The following assumption is stated. In order to simplify the presentation only constraints of the following form are considered. 
Assumption 2.
The constraint on the weight estimate in an adaptive control design has the following linear formŴ
where 
and z 1 (t) and z 2 (t) are regarded as measurements. The estimate of z 1 (t) and z 2 (t) are then given bŷ
whereω 1 (t) andω 2 (t) are estimates of ω 1 and ω 2 respectively . The Kalman filters associated with this problem formulations are given by:
whereS 1 (t) ∈ R ms×ms andS 2 (t) ∈ R (s−1)l×(s−1)l . Since the constraints in Eqs. (17) and (18) are to be satisfied approximately, Choose z 1 (t) = 0 and z 2 (t) = 0 in Eq. (31) and (32). If in addition , let
s×s > 0 and Q2 ∈ R l×l > 0, as shown in 11 , Eq.(31)−(34) reduce to:
where S 1 (t) ∈ R s×s and S 2 (t) ∈ R l×l .
Incorporating Eq. (35) and (37) along with e-modification in the adaptive law given in Eq. (13), This reduces to:
where k w and k v have been introduced as a positive modification gains. As seen from the above equation since S 1 (t) and S 2 (t) vary over time, the combination of k w S 1 (t)and k v S 2 (t) can be viewed as a variable gain. It has been shown in the reference 11−12 that the KF method of enforcing a linear constraints on the weights of the neuarl network render the system uniformly ultimately bounded for the case of linearly parameterized uncertainty.
Theorem 1:
The system given by Eqn. (1) together with the control given by Eqns. (2), (4), (5) 
IV. Flight Test Results
The UAV lab at the School of Aerospace Engineering at Georgia Tech maintains a fleet of both rotary and fixed wing platforms for testing novel adaptive control algorithms. The Twinstar, a conventional twin engine RC aircraft, was used to flight test the KF method described in the previous section. The Twinstar is equipped with FCS 20 a complete onboard flight control system. The FCS 20 is fully functional autopilot along with an Inertial measuring unit, an air data system and GPS. The onboard system also has a means to record data which can be used for post processing. Faults can be introduced into the aircraft by sending commands from a ground station. In addition since the Twinstar is constructed of reinforced styrofoam, It is also possible to introduce structural failures.
A. KF based ALR Modification for the Twinstar
In Ref.
10 , a new modification that preserves the loop properties of the refernce model was proposed. This modification to the standard adaptive law is termed Adaptive Loop Recovery (ALR). This is done by approximately imposing a linear constraint on the weights so that the loop properties of the reference model are asymptotically recovered as the gain on the modification term is increased. For the nonlinear in the parameters neural network, in order to prserve the loop properties of the reference model it is only necessary to impose a constraint on the output weightsŴ (t). The linear constraint that is necessary to preserve the loop properties of the reference model is given by
∈ R s×n is the derivative of the basis function with respect to x(t) ∈ R n . The gradient based ALR modification term 10 is found by taking the negative gradient of the following quadratic function with respect to weights, W , as
Combining the modification term in Eq. (42) with the standard adaptive law Eq. (18) results iṅ
where k grad is a positive learning rate of this gradient version of ALR modification. Since ϕ(t, x(t), u(t)) = β x (V T (t)(x(t))) for the ALR problem, applying Eqs. (36) and (35) leads to the following adaptive laẇ
where k kf is a positive learning rate. In order to test the effectiveness of the KF version of ALR modification given in Eq.(44), a simulation was carried out using the Ga Tech simulation environment which contains a high fidelity model of the Twinstar. A baseline adaptive controller for the Twinstar is also available which was developed as given in 16 . One of the main features of the ALR modification is its ability to handle time delays introduced into the system as compared to standard adaptive control laws. In order to test the effectiveness of the KF based ALR implementation a time delay was introduced in the elevator actuator channel. In the simulation, the baseline adaptive control and KF based ALR modification is turned on around 20 seconds with k kf set to 10,σ = 0.1,s 1 =1 and Γ w = 1. A time delay of 0.1 second was introduced into the elevator actuator at around 40 seconds. Figure (2) shows the response of the system for this case. Next, in order to compare the performance with baseline adaptive controller, another test was carried out with a time delay of 0.1 seconds introduced around 23 seconds. As seen in Figure ( 3), the pitch rate error increases. The amount of increase in error with only the baseline adaptive controller is almost a 100 times greater in magnitude in comparison to the KF version of ALR modification.
The next step was to evaluate the KF based ALR modification in flight tests by injecting time delay into the elevator actuator and monitoring the pitch rate error. As in the simulation, the baseline adaptive control and KF based ALR modification is turned on around at the beginning of the flightwith k kf set to 1 ,σ = 0.1,s 1 =0.1 and Γ w = 1. Next a series of time delays from 0.08 seconds to 0.14 seconds were introduced into the elevator actuator through the ground station. Figure (4) shows the response of the system for this case. As seen from the plots, the KF based ALR modification prevents the aircraft from entering into oscillations in pitch. The oscillations in the pitch rate error peak to around 0.25 rads −1 . A similar procedure was not flown with the baseline adaptive controller, since the pitch oscillations grow quite large even for small time delays introduced into the elevator actuator channel. 
V. Coclusion
In this paper a novel method of introducing constraints on the weights using kalman filter modification is extended to the nonlinear in the parameter neural networks. It is shown that the KF implementation of modification terms preserves the UUB property of standard adaptive laws. The performance of the proposed method is evaluated for ALR modification that preserves loop properties is evaluated both in simulation and in flight test in the presence of time delays. 
The time derivative of V along the trajectories using the weight updation laws in Eqns.(39),(40) and Assumption 2 can now be expressed aṡ
using the bound on w given in (49), using the definition of u r and requiring that 
Therefore e andZ are uniformly ultimately bounded.
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