Embedded system is widely used in all walks of life, and its reliability has become the focus of attention. According to the embedded system reliability evaluation problem, we propose a reliability evaluation model based on machine learning, classification and analysis of the model based on the gradient descent method in machine learning, adaptability of the model itself, which has a strong versatility. The experimental results show that this method has higher accuracy rate and average accuracy of 91.15%. It can provide good support for the reliability evaluation of embedded system. 
INTRODUCTION
With the increasing importance of embedded software reliability, the method of reliability evaluation for embedded software has been put forward. At present, although there are some methods based on traditional statistical regression, time series and Bias inference, [1] [2] [3] [4] provides a positive way for the construction of reliability evaluation model. But because the embedded system characteristic, embedded system reliability evaluation model of the universality of the low, the 1 Hongmei Ge, Chao Xu, Pengwei Li, School of Technology, Nanjing Audit University, Nanjing, Jiangsu. current lack of a covering multiple embedded field and single embedded field unified evaluation model, evaluation model is usually based on a single embedded system independent. This results in an independent evaluation model designed for each embedded system with high reliability requirements, which greatly increases the workload of reliable embedded system development. Therefore, many embedded systems even completed the function debugging is put into use, the lack of reliability verification, resulting in many embedded products appear unstable situation in the application, such as intelligent mobile phone is now running a long time often Caton, crash phenomenon. How to design a more suitable qiangpu with embedded software reliability evaluation model is an important problem to be solved urgently.
Machine learning is one of the most widely used techniques for adaptive problems. It is a method used to devise complex models and algorithms that lend themselves to prediction. Machine learning is employed in a range of computing tasks where designing and programming explicit algorithms with good performance is difficult or infeasible, example applications include email filtering, detection of network intruders or malicious insiders working towards a data breach, optical character recognition (OCR), learning to rank, and computer vision.
This paper from the perspective of embedded system composition, function performance, operating environment and other factors, with the help of the theory of machine learning, research on the reliability of embedded system with strong adaptive ability evaluation model, the rapid construction of embedded system reliability assessment model provides the basis.
MACHINE LEARNING BASED RELIABILITY MODEL
The accuracy of the reliability evaluation model directly affects the implementation of embedded reliability enhancement methods. In order to effectively guide the implementation of various methods to strengthen the reliability, the reliability of the embedded system can adapt to all kinds of complex operating environment, a reliability evaluation model to meet the needs of accurate assessment, strong adaptive capacity requirements.
In the reliability evaluation model, the most critical two aspects are: a) which characteristics are used as the evaluation factors of the model; b) how to balance the coefficients of each evaluation factor can achieve better evaluation results. For different environments, different systems, the evaluation factors and evaluation coefficient will be very different, therefore, this paper designs a reliability evaluation method based on machine learning, through the operation of the system of continuous learning, evaluation factors were gradually perfect, effective evaluation model obtained in certain specific system under the environment, the basic process is shown in figure 1.
Evaluation Factor Extraction Method Based on Classification Analysis
The evaluation factor is mainly used to characterize the reliability of the system. In order to obtain accurate and effective evaluation factors, this paper uses the method based on classification learning to extract. The method mainly includes the following steps:
With all the features of the hardware features of embedded system and its environment as the basis, influencing factors to construct the initial reliability evaluation model of the set R, the main contents include environmental factors (such as temperature, humidity, electromagnetic etc.), electrical characteristics (current, voltage, clock frequency, control signal output etc.), critical path of software. The number of factors represents by n.
The operating states of different systems in different environments are calculated, and the information entropy [1] [2] of each factor (represented by r ) relative to the running state is calculated. The weights of each factor (represented by w ) are obtained by normalization according to formula 1.
Get n value using random function, if x w , the ith factor will be added to the candidate evaluating factor set.
Based on the KNN [3] [4] [5] classification analysis algorithm, formula 2 is used as the distance calculation formula, and the two cluster analysis of the training sample set is carried out. If the number of edge nodes more than two iterations or clustering is greater than the threshold value t is out of the loop, to be selected as the evaluating factor evaluation factor set back extraction results; otherwise update the selected evaluation factors set, adjust the weights of each factor, redo the steps of c). The detail algorithm is shown in 
Evaluation Coefficient Extraction Based on Gradient Descent Learning
When the model evaluation factor is determined or updated, the model can be represented by the formula 3. Where θ i 0,1,2, … , n is the coefficients of the model, and x i 0,1,2, … , n is the factor of the model.
The coefficients of each evaluation factor need to be updated. The gradient descent learning method is adopted to optimize the coefficients, according to the sample data of the training set. The detail algorithm is shown in Fig. 3 . The loss function J is calculated by formula 4 and the m is the number of training data.t the same time, in order to guarantee the effectiveness of training set, the training set is updated regularly with the latest system running state and environment information.
EXPERIMENT
In order to verify the effectiveness of the algorithm, we obtain the meter working status information data of 1 years from a meter manufacturer. Then the data is transformed into the input form of evaluation model, and the evaluation model is implemented by Matlab. The test data contains 4 types, a total of 239 control systems, and 326 kinds of status information, in which there are 136 unreliable systems. Figure 4 and Figure 5 are the results of the evaluating model in this paper for the all tested control systems.
From Figure 4 , we can see that the evaluation model of this paper can effectively find almost all unreliable control system in the various types of systems (which happened fault). For all types of control system, the fault detection rate of recall is more than 90%, and the highest rate is reached 98.1%. The average recall rate is 94.04%. Figure 4 . The recall rate of unreliable system. Figure 5 . The recall rate of unreliable system.
As can be seen from Figure 5 , the evaluation model of this paper also has higher accuracy rate. The accuracy of the 4 types of control systems is more than 85%, and the highest is 93.91%. The average is also reached to 91.15%.Thus, our method is more practical and can meet the reliability evaluation of different types of systems.
RELATED WORKS
Although the traditional method reliability evaluation model, such as statistical regression based model, time series based model, Bias based model [6] [7] [8] [9] [10] provides a positive thinking model, but the fusion machine construction reliability evaluation model of learning technology is more in line with the background of big data analysis and intelligent future requirements, and based on the reliability evaluation model of the component also greatly enhance the operational efficiency accuracy and adaptability.
The paper [11] for the traditional reliability evaluation model in the efficiency and accuracy of the problem, put forward the multilevel fast learning machine learning model based on reliability, effectively enhance the reliability evaluation model itself. In [12] , it uses genetic iterative algorithm to solve the problem of how to set up the weight coefficients of each factor in software reliability evaluation model.
The use of the traditional software reliability growth model parameters model due to the presence of constraints on the basic assumption of data, often results in adaptation to reach satisfactory, literature [13] describes the non-parametric artificial neural networks and other learning methods improved evaluation model of reliability based on the results, and put forward a dynamic weight before based on the feedback of multilayer learning network. In order to adapt to the complex changes of the future environment, the paper [14] uses Bayesian rules to optimize the dynamic neural network, and constructs a reliability evaluation model for solving the complex environment of large data.
CONCLUSIONS
To evaluate the reliability of embedded systems, and to guide the study of subsequent reliability enhancement algorithms, a unified model for reliability evaluation of embedded systems is needed. Based on the component, function, performance index and operating environment of embedded system, a reliability evaluation model with adaptive capability is designed under the guidance of machine learning technology. The model can adapt to many embedded fields and provide a strong support for embedded system reliability evaluation.
