Identifying the subcellular localization of proteins is particularly helpful in the functional annotation of gene products. In this study, we use Machine Learning and Exploratory Data Analysis (EDA) techniques to examine and characterize amino acid sequences of human proteins localized in nine cellular compartments. A dataset of 3,749 protein sequences representing human proteins was extracted from the SWISS-PROT database. Feature vectors were created to capture specific amino acid sequence characteristics. Relative to a Support Vector Machine, a Multi-layer Perceptron, and a Ndive Bayes classifier, the C4.5 Decision Tree algorithm was the most consistent performer across all nine compartments in reliably predicting the subcellular localization of proteins based on their amino acid sequences (average Precision=0.88; average Sensitivity=0.86). Furthermore, EDA graphics characterized essential features of proteins in each compartment. As examples, proteins localbed to the plasma membrane had higher proportions of hydrophobic amino acids; cytoplasmic proteins had higher proportions of neutral amino acids; and mitochondrial proteins had higher proportions of neutral amino acids and lower proportions of polar amino acids. These data showed that the C4.5 classifier and EDA tools can be effective for characterizing and predicting the subcellular localization of human proteins based on their amino acid sequences.
Introduction
Intensified efforts at characterizing gene function are a natural consequence of the recent surge in highthroughput sequencing of eukaryotic genomes. Protein subcellular localization is an important characteristic of gene function since most proteins in specific activity states are typically localized within a specific cellular compartment. Localization of proteins in appropriate compartments is vital for the function and integrity of the internal structure of the cell. Thus, identifying the subcellular localization of proteins is particularly helpful in their functional annotation. Exhaustive experimental studies have been carried out to elicit the subcellular localization of the entire yeast proteome (1 ) and the mitochondrial proteomes *Corresponding author. E-mail: george.acquaah-mensah8mcphs.edu Geno. Prot. Bioinfo. of human (2), rat ( 3 ) , and Arabidopsis ( 4 ) ; however, such large-scale experimental studies are not feasible for all genomes. Hence, experimental annotation of protein localization is unable to keep up with the pace at which new gene sequences emerge from highthroughput genome sequencing projects. As a result, the gap between the sequenced and functionally annotated genes in the genome databases is rapidly widening.
A number of computational methods have been developed over the past decade for automated prediction of the subcellular localization of eukaryotic proteins. These methods may be broadly categorized into four classes: (1) Methods based on sorting signals that rely on the presence of localizationspecific protein sorting signals, which are recognized by the localization-specific transport machinery to enVol. 4 
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This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). able their entry [for example, MitoProt ( 5 ) , PSORT-I1 ( 6 ) , and TargetP (7)l; (2) Methods based on differences in the amino acid composition or amino acid properties of proteins from different subcellular localizations [for example, Sub-Loc ( 8 ) , Esub8 (9), and pSLIP ( l o ) ] . In this category, methods using neural networks and Support Vector Machines (SVMs) have been developed; (3) Methods based on lexical analysis of key words in the functional annotation of proteins [such as LOCkey (11) ]; (4) Methods using phylogenetic profiles or domain projection (12), or localization-specific protein functional dcmains ( 1 3 , 1 4 ) .
In this study, we combine the use of Machine Learning (ML) with Exploratory Data Analysis (EDA) techniques to examine and characterize amino acid sequences of human proteins localized in nine cellular compartments, including the cytoplasm, nucleus, golgi apparatus, lysosome, plasma membrane, endoplasmic reticulum, peroxisome, extracellular compartment (for example, secretory proteins), and mitochondrion. ML is useful for the purpose of class prediction. It is a field of scientific study that concentrates on methods for computer programs to improve their performance by learning (that is, modifying behavior) from previous data examples. During the learning process, structural patterns in the given dataset ("training set") are established; these patterns then constitute the basis upon which predictions are made when presented with data of unknown classification ("test set").
Since proteins localized in particular cellular compartments have certain features in common, ML algorithms have been used previously to predict the subcellular localization of proteins (8). The ML methods used in the current studies were: 548, an implementation of the C4.5 Decision Tree algorithm ( 1 5 ) ; SVM ~ Table 1 Amino Acid Groupings (16) ; Multi-Layer Perceptron (MLP; a neural network implementation); and Naive Bayes (NB) classifier (17). There are three classes of features of amino acid sequences used in ML (It?), namely Composition, Transition, and Distribution. These features have been successfully used in ML algorithms to predict protein secondary structure (19) and subcellular localization (8).
On the other hand, EDA tools (20) seek to identify patterns within datasets by emphasizing graphics. EDA graphics do not rely on means and variances but rather on the median, ranks, depths, and outlierinsensitive spread measures (such as the fourthspread) inherent in a distribution. They quickly lead to the identification of inherent underlying structures of datasets. In contrast to confirmatory analyses, exploratory analyses are robust and resistant to the undue influence of data outliers. In this study, the Decision Tree (548) emerges as being the most consistent performer across all the nine human cellular compartments, relative to SVM, MLP, and NB classifier. In addition, the promise of EDA in characterizing underlying structures within data distributions is exploited to identify primary protein structure features unique to specific subcellular localizations.
Results and Discussion
The current studies have identified certain properties shared by proteins localized in specific cellular compartments, which rely on the physicochemical properties (electronic, bulk, and steric) of amino acid side chains as detailed in Table 1 . The categorizations used for Hydrophobicity and Charge are non-numeric (Table 1) ; nonetheless, they detail the propensity of each amino acid for localization in the hydrophobic (membranes) and soluble environments of the cell. Categorizations used for Normalized van der Wads volume (N W), Polarity, and Polarizability were based on previously calculated values (21, 22) . These calculated biophysical parameters of amino acid side chains are orthogonal. For instance, Polarizability is related to molar refractivity while NVWVs model dispersion forces (21) ; whereas molar refractivity and dispersion forces are not directly related. There are, nonetheless, correlations between certain parameters.
For instance, there is strong correlation between Polarizability and NVWV values (21) . Since these calculated values constitute the basis upon which the amino acids were grouped in the current study (Table  l) , the elements of the feature vector, though incongruent, are not completely independent of each other. Instead, they complement each other, providing a rich dataset for any given amino acid sequence. For each given amino acid side chain, the measured van der Waals volume (V) was normalized as follows:
The side chain of alanine has NVWV=l; each additional CH2 increases this by one unit.
Machine Learning
To evaluate the accuracy of ML classification, two scenarios were considered: (1) using the entire data as both the training and test set, and (2) separating the dataset into disjoint training and test sets using a ten-fold cross validation technique (Table 2 ; ref.
23,244).
In Table 2A , when the test option is "train set only", all test instances were part of the training set. On the other hand, when the test option is "tenfold cross validation", an average value was obtained for ten different sets of the reorganized data such that in each case, 90% of the data were used for training and 10% for testing. The former case represents the Table 2A) . The ten-fold cross validation test option was the better indicator of the learning schemes' generalizability by calculating its performance on an independent Predicting Protein Localization with Decision n e e test set; it is also a measure of each scheme's predicted error rate (test set error). When the classification was conducted based on the training set along with tenfold cross validation, the accuracy rates for human proteins decreased across all learners. MLP, SVM, and 548 emerged best with 2,892, 2,842, and 2,390
(out of 3,749) correctly classified human protein sequences, respectively (Table 2A) .
Comparing both testing schemes in Table 2A , 548 did best (relative to MLP, SVM, and NB) when tested with sequences derived from the training set only. On the application of ten-fold cross validation (a predictor of the error rate), 548 did not perform as well as MLP. Nonetheless, 548 was the more consistent high performer across all compartments (Table 3; Figure  Sl) . Furthermore, upon training with the data generated from 22,565 sequences from all species, and testing with a subset of human sequences, 548 outperformed the other learning schemes in correctly classifying 95.6% of instances (Table 2B ). This speaks to the fact that testing with instances derived only from the training set results in the most optimistic outcomes, which makes an estimate of the model's error rate a necessity. Indeed as shown in Table 2C , upon training with a separate dataset of sequences from a variety of non-human species available on SWISS-PROT and then testing with only a dataset of human sequences, J48 and SVM ranked highest for accuracy, correctly classifying 67.4% and 66.6% of instances, respectively ( Table 2C ). The lowered performance in this latter case is attributable to the fact that the training data were derived from the sequences from a diverse set of eukaryotic organisms with no representation of human sequences. Thus 548 performs creditably in terms of the ability to generalize unseen sequences.
A closer look at the data indicated that although the accuracy of classification for SVM was high for other subcellular localizations, it consistently classified cytoplasm, golgi, lysosome, and peroxisome proteins poorly (Table 3) . Similarly, MLP consistently classified cytoplasm, golgi, lysosome, and peroxisome proteins poorly (Table 3) . Thus J48 emerged as the most consistent accurate classifier for all the subcellular localizations considered ( Figure Sl) .
Even with the high-performance 548 classifier, outcomes varied with subcellular localizations. Relatively speaking, proteins localized in the golgi apparatus, lysosome, and peroxisome were less likely to be correctly classified than proteins of the cytoplasm, plasma membrane, nucleus, extracellular compartment, and mitochondrion ( Table 4 ). The contrast became stark when the ten-fold cross validation was applied: although there was a precipitous drop in the accuracy of prediction for proteins of other localizations, those of the nucleus, plasma membrane, extracellular compartment, and cytoplasm remained relatively high. This could be attributed to the relatively smaller training sets available for golgi, lysosome, and peroxisome.
The effect of using subsets of the features with the ML algorithms was examined. Precision is a measure of the positive predictive value, that is, the proportion of the claimed subcellular localizations that are indeed those specified subcellular localizations: 
There were high J48 True Positive rates and low False Positive rates for all compartments, with the exception of the peroxisome and lysosome ( Table 4 ).
The F-measure is the harmonic mean of Precision and Sensitivity and can be used as a single measure of a test's performance:
Accordingly, the highest 548 F-measures were those for proteins of the plasma membrane and nucleus; the lowest were those for the peroxisome and lysosome proteins.
NB classifiers work best if all attributes are truly independent of each other; they classify correctly as long as the correct class is more probable than any other class. Correlations exist between certain values present in the vector, for example between Polarizability and NVWV ( 2 1 ) ; this could explain the less than impressive performance of NB. The advantage that Decision Trees have, in this regard, are their ability to choose the best attribute to split on at each node.
The 548 version of the C4.5 Decision Tree ( 1 5 ) is implemented as follows: the algorithm works topdown, seeking at each stage an attribute that best separates the classes. The attribute with the greatest information gain is chosen. It then recursively processes the sub-problems resulting from the split until the information is zero or reaches a maximum. The information measure (entropy) is calculated as follows:
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Exploratory Data Analysis
Following the application of Tukey's Median Polish (MP) algorithm (25) to the data, a diagnostic plot of the comparison values against the residuals yielded no clear pattern ( Figure S2 ), indicating that there was no systematic departure from the additive model assumption underlying the MP algorithm. A clear and consistent diagnostic plot would have indicated nonadditivity and signaled a need to transform the data before further analyses.
The vectors derived from the human protein dataset were grouped, depending on which of the nine, compartments they are localized in. For each of the localizations, the median value for each attribute was the entry used for the table to which MP was applied (Figure 1 ). The MP procedure laid out the column effects (Figure 2) . The lowest effects were due to the Composition of the ungrouped individual amino acids; the highest effects were due to the Distribution of grouped amino acids. These observations were consistent with the attributes used by the 548 learner for its initial splits (Figure 3) . These indicate that it is the set of physicochemical properties of the individual amino acids, rather than their unique identities, that help determine the subcellular localization of the proteins of which they are a part. It has been known that the distribution of charge and hydrophobicity is crucial for targeting a protein to its intended subcellular localization ( 7).
The row effects (range: -0.2 through 0.1; median: 0) were much lower than the column effects (range: -25.1 through 74.9; median: 0), indicating that the measured amino acid feature influenced the numerical response more than the cellular localization of a protein did. This indicates that the individual elements of the vector generated for a protein are less dependent on the cellular compartment to which the protein belongs than they are on the attribute of the sequence they represent. There were differences in the row effects ( Figure S3) : the extracellular compmtment, peroxisome, cytoplasm, and lysosome had the lowest effects. This signifies that, in relative terms, these compartments presented the more difficult classification tasks. This observation is largely supported by the Precision and Sensitivity values noted in Tables   2 and 3 (where all attribute types were used). A stemand-leaf display of the column effects ( Figure S4 ) indicated that the extremely low and extremely high responses had to do with the Distribution of amino Fig. 1 A description of the table to which Tukey's MP algorithm was applied. The vectors derived from the human protein dataset were grouped, depending on which of the nine compartments they are localized in (cytoplasm, nucleus, golgi apparatus, lysosome, plasma membrane, endoplasmic reticulum, peroxisome, extracellular compartment, and mitochondrion). For each of the localizations, the median value for each attribute was the entry used for the table. Generally, the more discriminative attributes of a Decision Tree appear closer to the root. The first three splits of the tree (Figure 3 ) involve both a Composition type attribute measuring percent polarity of Group 1 and a Distribution type attribute of Group 1 Polarity (PolarityPercent-Group1 and Polarity-GP1Distributi0n-25~~Percentile-Occurrence, respectively). Notably, the Polarizability attributes were the only class of features that did not appear in the first few informative splits of the tree. This may be attributable to the fact (21) of correlations between calculated Polarizability values for amino acid side chains and those of NVWVs (Table 1) .
As can be seen from Figure 3 , 548 was most strongly influenced by attributes characterizing P e larity Percent Groupl (polarity between 0-0.108) of the amino acid sequence. Closer examination of plots of the column effects indicates distinct differences in the patterns of effects between those human sequences with Polarity Percent Groupl 5 37.9 and those with Polarity Percent Groupl > 37.9 ( Figure 5 ). For exam-
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ple, there are differences in the patterns of the Percent W as well as the Percent Charge Group3 column effects. In both cases, the column effect decreases dramatically between those two groups (Polarity Percent Groupl 5 37.9 or > 37.9). However, there was a dramatic increase in column effect for the 20th column (Percent W) between those two groups. There were several other contrasting changes in effect between those two groups involving Composition, Transition, and Distribution type columns (Figure 5) . Similar EDA examination of different groups of amino acid sequences based on the 548 tree categorizations ( Figure S6 ) would demonstrate contrasts that confirm the underlying reason for the success of this learning scheme. In some instances, the level of difficulty in classifying proteins of certain compartments may be attributable to a number of factors. Firstly, cellular organelles are not as homogenous (26) as most current annotations would seem to suggest. The nucleus, for instance, has a matrix, a nucleolus, and an envelope. Each sub-compartment often has a proteome with a unique set of features and functions, some of which could more closely resemble features of other localizations or organelles. Database annotations with such acids across the sequences: the low values indicated the magnitude of the effects of the remaining atthat low proportions of the specified amino acid type tribute type(s) increased in the absence of Distribuoccurred at the beginnings of the sequences, and the tion and/or Transition type attributes. Composition, high values confirmed that high proportions were Transition, and Distribution type columns together stretched across entire sequences. They also showed provided higher effects than any subsets in particular. that, next to the low response Distribution data, the The pattern of column effects changed when Compodirectly measured proportions (Composition) of indi-sition and Transition type columns or only Composividual amino acids influenced the numerical responses tion type columns were used. This observation was least.
borne out by the mix of attributes upon which the An investigation was implemented to find out if initial J48 splits occurred (Figure 3) . all the three attribute types (Composition, TransiWhen sequence amino acids were grouped in terms tion, and Distribution) were necessary to best char-of hydrophobicity, NVWV, polarity, polarizability, acterize each protein. The MP algorithm was per-and charge, interesting patterns emerged. EDA formed in the presence of different attribute types, and the column effects were plotted (Figure 2): (1) Composition, Transition, and Distribution attributes were used; (2) Only Composition and Transition attributes were used; (3) Only Composition attributes were used. This confirmed (Figure 2A) that the highest effects were attributable to the Distribution data and that the lowest effects were attributable to the graphics confirmed certain expected patterns. For example, a stem-and-leaf display of the residuals of MP showed that plasma membrane proteins have high incidences of transitions between hydrophobic and neutral amino acids ( Figure S5 ); this observation was borne out by boxplots (Table 5 ; transitions between Hydrophobicity Groups 2 and 3). Similarly, boxplots in Figure 4 showed that nuclear proteins tend to have Composition of individual amino acids, as well as Distribution (the first occurrence of each amino acid classification member along a sequence). Even in the absence of Distribution type attributes (Figure 2B and C) and/or Transition type attributes (Figure 2C) , the patterns of column effects were preserved, the lowest being the Composition of individual amino acids. However, note that while the patterns were conserved, higher proportions of polar amino acids and lower prcportions of hydrophobic amino acids. In contrast, proteins localized on the plasma membrane have higher proportions of hydrophobic amino acids and lower proportions of polar amino acids; cytoplasmic proteins have higher proportions of neutral amino acids; and mitochondrial proteins have higher proportions of neutral amino acids and lower proportions of polar very similar, it is difficult to predict the localization of such proteins.
Conclusion
Previous subcellular localization predictors that use amino acid compositions have used neural networks (31), the covariant discriminant algorithm ( 3 2 ) , and SVMs (8); each predictor has achieved a unique accuracy rate over up to four eukaryotic or prokaryotic subcellular compartments. In this study, nine human (eukaryotic) cellular compartments were examined, and the Decision Tree J48 emerged as performing consistently better at classifying across all compartments (including those that present with difficult classification tasks). This scheme is better able to handle functional annotation tasks that involve gene products localized outside of those eukaryotic cellular compartments. Furthermore, the unique features of the nine human compartments in terms of amino acid composition and transition have been outlined; this result provides a ready guide for such annotation tasks.
Materials and Methods

Data collection and filtering
We used protein sequences from the SWISS-PROT database release 45 .O (htt p: / /www .ebi.ac.uk/swissprot ) for training and testing purposes in this study. To obtain high-quality datasets, we filtered the data as follows: (1) Include sequences only from the ani-Geno. Prot. Bioinfo. ma1 species that have experimentally derived annotations for "subcellular localization". (2) Remove sequences with ambiguous and uncertain annotations, such as "by similarity", "potential", "probable", "possible", and so on. (3) Remove sequences known to exist in more than one subcellular 10-calization, such as those that shuttle between the cytoplasm and the nucleus. Finally, we selected only those subcellular localizations with at least 100 annotated sequences. These localizations include (the number of sequences are shown in parentheses): CYT-cytoplasm (2,673), END-endoplasmic reticulum (794), EXC-extracellular/secretory compartment (7,077), GOL-golgi complex (253), LYSlysosome (179), MIT-mitochondrion (2,019), NUCnucleus (4,112), PLA-plasma membrane (5,273), and POX-peroxisome (185). From these datasets, we separated a subset of 3,749 proteins belonging to human.
Machine Learning
Three classes of features of amino acid sequences were used in the current study, including Composition, Transition, and Distribution. These features are focused on physicochemical properties of the primary structure of proteins. Composition is a reference to the proportions of amino acid types contributing to the protein sequence. Transition represents the frequency with which specific amino acid types are followed or preceded by other amino acid types within the sequence. Distribution captures the dissemination of specific amino acid types within specific portions of the sequence (or the entire sequence). These feature types have been used in previous ML algoVol. Figure 6B ) was thus generated and used as a training set for ML (32) . Based on the data, predictive classifications (based on instances derived from the training set alone as well as the training set in conjunction with ten-fold cross validations) were made by using 548, SVM, MLP, and NB classifier. These algorithms are all available through the Weka ML workbench (http://www.cs.waikato.ac.nz/ml/weka/).
Exploratory Data Analysis
The data was also analyzed using EDA tools. The MP algorithm (25) The residuals, row effects, or column effects may then be illustrated graphically by the way of a stem-andleaf display or boxplot. -Boxplots depict the distribution's central tendency (median), spread (fourthspread), skewness (based on the relative positions of the median, lower fourth, and upper fourth), tail length, as well as outliers.
The R language (http://www.r-project.org/) statistical environment was used to implement the EDA aspects of the study. Furthermore, for each subcellular compartment, Boxplots ( 3 6 ) were generated for each amino acid category and feature. Comparisons were made within and between the data for the cell compartments.
