Abstract. Centroidal Voronoi tessellations (CVTs) are Voronoi tessellations of a region such that the generating points of the tessellations are also the centroids of the corresponding Voronoi regions with respect to a given probability measure. CVT is a fundamental notion that has a wide spectrum of applications in computational science and engineering. In this paper, an algorithm is given to obtain all the CVTs with n-generators, for any positive integer n, of any Cantor set generated by a pair of self-similar mappings given by S 1 (x) = r 1 x and S 2 (x) = r 2 x+(1−r 2 ) for x ∈ R, where r 1 , r 2 > 0 and r 1 +r 2 < 1, with respect to any probability distribution P such that
Introduction
Let R d denote the d-dimensional Euclidean space, · denote the Euclidean norm on R d for any d ≥ 1, and P be a Borel probability measure on R d . Given a finite subset α ⊂ R d , the Voronoi region generated by a ∈ α is defined by
i.e., the Voronoi region generated by a ∈ α is the set of all points in R d which are closest to a ∈ α, and the set {W (a|α) : a ∈ α} is called the Voronoi diagram or Voronoi tessellation of R d with respect to α. A Borel measurable partition {A a : a ∈ α} of R d is called a Voronoi partition of R d with respect to α (and P ) if A a ⊂ W (a|α) (P -a.e.) for every a ∈ α. Given a Voronoi tessellation {M i } k i=1 generated by a set of points {z i } k i=1 , (called sites or generators), the mass centroid c i of M i with respect to the probability measure P is given by
The Voronoi tessellation is called the centroidal Voronoi tessellation (CVT) if z i = c i for i = 1, 2, · · · , k, that is, if the generators are also the centroids of the corresponding Voronoi regions. It is interesting to note that CVTs are not necessarily unique for a fixed probability measure and the number of generators, i.e., it is possible to have two or more different CVTs for a fixed probability measure and the number of generators (see [DFG] for absolutely continuous probability measure, and see [R] for singular continuous probability measure). CVT generates an evenly-spaced distribution of sites in the domain with respect to a given probability measure and is therefore very useful in many fields, such as optimal quantization, clustering, data compression, optimal mesh generation, cellular biology, optimal quadrature, coverage control and geographical optimization (see [DFG, OBSC] for more details). If α is a finite set, the error min a∈α x − a 2 dP (x) is often referred to the variance, cost, or distortion error for α with respect to the probability measure P , and is denoted by V (α) := V (P ; α). On the other hand, inf{V (P ; α) : α ⊂ R d , card(α) ≤ n} is called the nth quantization error for the probability measure P , and is denoted by V n := V n (P ). If x 2 dP (x) < ∞ then there is some set α for which the infimum is achieved (see [GKL, GL, GL1] ). Such a set α for which the infimum occurs and contains no more than n points is called an optimal set of n-means. To know more details about quantization, one is refereed to [AW, GG, GL1, GN] . For a Borel probability measure P on R d , an optimal set of n-means forms a CVT with nmeans (n-generators) of R d ; however, the converse is not true in general (for more details see [R] and the references therein). A CVT with n-means is called an optimal CVT with n-means if the generators of the CVT form an optimal set of n-means with respect to the probability distribution P .
Let C be the Cantor set generated by the two contractive similarity mappings S 1 and S 2 on R such that S 1 (x) = rx and S 2 (x) = rx + (1 − r) for all x ∈ R, where 0 < r < 1 2
denotes the image measure of P with respect to S i for i = 1, 2 (see [H] ). Then, P is a singular continuous probability measure on R with support the Cantor set C. If r = 1 3 , then in [GL2] , Graf and Luschgy gave a formula to determine the optimal sets of n-means for the probability distribution P for any n ≥ 2. In [LR] , L. Roychowdhury gave an induction formula for n ≥ 2, to obtain the optimal sets of n-means for the Cantor distribution P given by P = 1 4
with support the Cantor set generated by the two mappings S 1 and S 2 where S 1 (x) = for all x ∈ R. In [R] , the author gave a formula to determine the CVTs with n-means, n ≥ 2, of the Cantor set generated by S 1 (x) = rx and S 2 (x) = rx + (1 − r), x ∈ R, for any r in the range 0.4364590141 ≤ r ≤ 0.4512271429, associated with the probability distribution P = 1 2
There is no general formula to obtain the CVTs of any Cantor set generated by any two contractive similarity mappings S 1 and S 2 on R such that S 1 (x) = r 1 x and S 2 (x) = r 2 x+(1−r 2 ) for all x ∈ R, where r 1 , r 2 > 0 and r 1 + r 2 < 1, supported by any probability distribution P given by
2 , where p 1 , p 2 > 0 and p 1 + p 2 = 1. In this paper, we give an algorithm to obtain all the CVTs with n-means of any Cantor set for any n ≥ 1 supported by any probability distribution P given by
2 . We also give several examples and obtain the CVTs implementing the algorithm. The algorithm in this paper can be extended to obtain the CVTs for any singular continuous probability measure supported by the limit set generated by a finite number of contractive mappings on R 2 . Moreover, using our algorithm in Example 3.7, we give an answer to the open problem that was mentioned in Remark 4.4 in [R] . Finally, we would like to say that, to obtain CVTs with n-means for any n ≥ 1 of a region with absolutely continuous probability measure there are some algorithms (see [J] , and the references therein); but for a singular continuous probability measure to the best of our knowledge there is no such algorithm. So, our result in this paper is the first advance in this direction.
Basic definitions and lemmas
By a string or a word σ over an alphabet {1, 2}, we mean a finite sequence σ := σ 1 σ 2 · · · σ k of symbols from the alphabet, where k ≥ 1, and k is called the length of the word σ. A word of length zero is called the empty word, and is denoted by ∅. By {1, 2}
* we denote the set of all words over the alphabet {1, 2} of some finite length k including the empty word ∅. For any two words σ := σ 1 σ 2 · · · σ k and τ := τ 1 τ 2 · · · τ ℓ in {1, 2} * , by στ := σ 1 · · · σ k τ 1 · · · τ ℓ we mean the word obtained from the concatenation of the two words σ and τ . Let S 1 and S 2 be two contractive similarity mappings on R given by S 1 (x) = r 1 x and S 2 (x) = r 2 x + (1 − r 2 ), where 0 < r 1 , r 2 < 1 and r 1 + r 2 < 1. Let (p 1 , p 2 ) be a probability vector with 0 < p 1 , p 2 < 1 and
For the empty word ∅, by S ∅ we mean the identity mapping on R, and we write
known as the Cantor set generated by the two mappings S 1 and S 2 , and equals the support of the probability measure P given by
k , k ≥ 1, the intervals J σ1 , J σ2 into which J σ is split up at the (k + 1)th level are called the children of J σ .
Let us now give the following two lemmas.
Lemma 2.1. Let f : R → R be Borel measurable and k ∈ N. Then
Proof. We know
2 , and so by induction P = σ∈{1,2} k p σ P • S −1 σ , and thus the lemma is yielded.
Lemma 2.2. Let X be a random variable with probability distribution P . Then, the expectation E(X) and the variance V := V (X) of the random variable X are given by
Proof. Using Lemma 2.1, we have
, and hence
, which is the lemma. Now, the following two notes are in order.
Note 2.3. Following the standard theory of probability, for any x 0 ∈ R, we have (
Thus, one can deduce that the optimal set of one-mean is the expected value and the corresponding quantization error is the variance V of the random variable X. For σ ∈ {1, 2} k , k ≥ 1, using Lemma 2.1, we have
Since S 1 and S 2 are similarity mappings, it is easy to see that E(S j (X)) = S j (E(X)) for j = 1, 2, and so by induction,
Thus, by Note 2.3, a(σ) = S σ (E(X)) for σ ∈ {1, 2} * . Moreover, for any x 0 ∈ R and σ ∈ {1, 2} * , we have
The expressions (1) and (2) are useful to obtain the distortion error for any CVT with respect to the probability distribution P .
In the next section, we give the algorithm which is the main result of the paper.
3. Algorithm to determine the CVTs with n-means for any n ≥ 1
In this section first we give an algorithm to obtain the centroidal Voronoi tessellations with n-means for any n ≥ 1 of the Cantor set C supported by the probability measure P defined in the previous section. To run the algorithm one can code it either in Mathematica, Matlab, C++ or in any other programming language. To write the algorithm, let us identify any word
For any positive integer m denote the words in the set {1, 2} m by the indices 1, 2,
we mean the block which contains all the words with indices from i to j; and by [i, i] , it is meant the word with index i. By a[i, j] it is meant the expected value, as defined in (1), of the random variable X with distribution P taking values on J σ for some σ ∈ [i, j]. For example, if m = 3, then {1, 2} 3 = {{1, 1, 1}, {1, 1, 2}, {1, 2, 1}, {1, 2, 2}, {2, 1, 1}, {2, 1, 2}, {2, 2, 1}, {2, 2, 2}} = {1, 2, · · · , 8}.
Thus, here 1 = {1, 1, 1}, 2 = {1, 1, 2}, · · · , 8 = {2, 2, 2}. As S {σ 1 ,σ 2 ,··· ,σ k } is identical with S σ 1 σ 2 ···σ k , for any i, j ∈ {1, 2, · · · , 8} with i < j, one can see that S i (x) < S j (x) for x ∈ R. Let us now state the algorithm as follows: 
0) for all ℓ = 0, 1, · · · , n − 2; if so, then the n blocks [i ℓ + 1, i ℓ+1 ] in the partition form a centroidal Voronoi tessellation, P -almost surely, with n-centroids a[i ℓ + 1, i ℓ+1 ] for ℓ = 0, 1, · · · , n − 1. If a set of n-centroids obtained go to step (v), otherwise, go to step (iv).
(iv) Replace m by m + 1 and return to Step (ii).
(v) Print all the sets of n-centroids obtained in Step (iii), and terminate; otherwise, to obtain more possible sets of n-centroids replace m by m + 1 and return to Step (ii).
Note 3.2. Let C(n, 2 m ) be the collection of all the sets of n-centroids obtained after the completion of one cycle of the algorithm for some positive integer m with n < 2 m , then it is easy to see that C(m, 2 m ) ⊆ C(m, 2 m+1 ). Once a set of n-centroids are known the corresponding Voronoi tessellation can easily be obtained. Thus, in the sequel, sometimes we will identify a Voronoi tessellation by the set of its centroids. By using the formulas (1) and (2), one can also obtain the distortion error for each Voronoi tessellation.
Let us now give the following examples. . Then, the Cantor set defined in the previous section reduces to the classical Cantor set generated by the two mappings S 1 , S 2 given by S 1 (x) = , and is supported by the probability measure P given by P = 1 2
2 . Definition 3.3.1. For n ∈ N with n ≥ 2 let ℓ(n) be the unique natural number with 2 ℓ(n) ≤ n < 2 ℓ(n)+1 . For I ⊂ {1, 2} ℓ(n) with card(I) = n − 2 ℓ(n) let β n (I) be the set consisting of all midpoints a σ of intervals J σ with σ ∈ {1, 2} ℓ(n) \ I and all midpoints a σ1 , a σ2 of the children of J σ with σ ∈ I. Formally,
In [GL2] it was shown that β n (I) forms an optimal set of n-means for any n ≥ 2. Let β n denote all the optimal sets of n-means in this case. Then,
Note that {1, 2} 2 = {{1, 1}, {1, 2}, {2, 1}, {2, 2}}. Now, for n = 3 and m = 2, if the algorithm is run after completion of one cycle, one can see that there are two sets of three-centroids occurred: one for the blocks [ which form β 3 . Recall that an optimal set of n-means forms a CVT with n-means; however, the converse is not always true. For n = 3, from the above case, we see that C(3, 2 2 ) = C(3, 2 4 ) = β 3 . In the following case, we see that β 4 ⊆ C(4, 2 3 ) and β 4 = C(4, 2 3 ). We have . Thus, one can see that β 4 ⊂ C(4, 2 3 ) = C(4, 2 4 ) = C(4, 2 5 ), and so on.
Remark 3.4. We conjecture that for the classical Cantor set with probability distribution P given by P = 1 2
2 , it is always true that for any n, m ∈ N, with n < 2 m , C(n, 2 m ) = C(n, 2 m+1 ). The following example shows that this fact is not true in general.
Example 3.5. In the Cantor set construction in Section 2, let us take r 1 = r 2 = 4 9 and P = 1 2
2 . Now, if we keep running our algorithm for n = 3 starting with m = 2, then we see that both C(3, 2
2 ) and C(3, 2 3 ) are empty sets, that is, there is no output for m = 2 and m = 3. On the other hand, C(3, Note that here C(2, 2 4 ) ⊆ C(2, 2 5 ) and C(2, 2 4 ) = C(2, 2 5 ).
Remark 3.6. In [R] , the author determined a CVT and the corresponding distortion error for the probability measure P given by P = 1 2
2 which has support the Cantor set generated by S 1 (x) = rx and S 2 (x) = rx + (1 − r), where 0.4364590141 ≤ r ≤ 0.4512271429. There it was also shown that if 0.4371985206 < r ≤ 0.4384471872 and n is not of the form 2 ℓ(n) for any positive integer ℓ(n), then the distortion error of the CVT obtained using the formula given in [R] is smaller than the distortion error of the CVT obtained using the formula given by Graf and Luschgy in [GL2] . But, there it remained open whether such a CVT was an optimal CVT (see [R, Remark 4.4] ). In the following example, we give an answer of it.
Example 3.7. In the construction of the Cantor set, let us take r 1 = r 2 = r = 0.4375 which lies in the range 0.4371985206 < r ≤ 0.4384471872, and P = 1 2
2 . Now, if we keep running our algorithm for n = 3 starting with m = 2, then we see that
which consists of the sets {0.0957031, 0.341797, 0.78125} and {0.21875, 0.658203, 0.904297} respectively, and each have the same distortion error 0.0111543. If n = 3, m = 3, we have [13, 16] } are the two CVTs with three-means that were obtained using the formula given in [R] . Moreover, among all the CVTs in C(3, 2 4 ) the CVT {a[1, 6], a [7, 10] , a[11, 16]} gives the smallest distortion error, even smaller than the distortion error of any of the CVTs with three-means obtained in [R] .
(ii) In C(3, 2 5 ) we obtain nine CVTs, among which the [25, 32] } are the two CVTs with three-means that were obtained using the formula given in [R] . There are five CVTs in C(3, 2 5 ) which have smaller distortion errors than the distortion error of any of the CVTs with three-means obtained using the formula in [R] . In addition, in C(3, Remark 3.8. By observations (i) and (ii) in Example 3.7, we can say that for 0.4371985206 < r ≤ 0.4384471872, the CVTs obtained using the formula given in [R] are not optimal.
Example 3.9. In the Cantor set construction, let us take r 1 = If we fix n = 3 and keep running the algorithm, one can see: {0.166667, 0.583333, 0.916667} is the only CVT with smallest distortion error 0.00561683. In fact in [LR] , it was shown that {0.166667, 0.583333, 0.916667} is the only optimal set of three-means with quantization error 0.00561683.
If we put n = 4, m = 3 and run the algorithm, one can see: C(4, 2 3 ) consists of the following sets, In fact, as shown in [LR] , it is the only optimal set of four-means with quantization error 0.00268714. Thus, for a fixed n by running our algorithm, if needed for several times, one can see that the CVTs with smallest distortion error obtained in our case is actually the optimal sets of n-means as obtained by L. Roychowdhury (see [LR] ).
Let us now conclude the paper with the following remark.
Remark 3.10. The algorithm given in this paper can be used to obtain CVTs with ngenerators, n ≥ 1, for any singular continuous probability measure on R supported by a Cantor like set defined as follows:
Let (n k ) be a sequence of positive integers such that n k ≥ 2 for all k ≥ 1. Let S kj , 1 ≤ j ≤ n k , k ≥ 1, be contractive similarity mappings on R satisfying the open set condition with contractive ratios 0 < c kj < 1 such that n k j=1 c kj < 1. By the 'open set condition', it is meant that the children at any stage do not have any overlap. Let p kj be the probabilities associated with S kj such that 0 < p kj < 1 and n k j=1 p kj = 1 for all k ≥ 1. Let W n := n k=1 {1, 2, · · · , n k }. Then, by the set of all words W * it is meant: W * = ∞ n=1 W n . Let P be the probability measure supported by the limit set generated by the contractive mappings S kj on R associated with the probabilities p kj . Then, it is well-known that P is the image measure of the product measurê P on the space ∞ k=1 {1, 2, · · · , n k }, whereP = ∞ k=1 (p k1 , p k2 , · · · , p kn k ), under a coding map π. For such a probability distribution P , our algorithm also works to determine the CVTs with n-means for any n ≥ 1 with the following changes to be made: Replace n < 2 m and {1, 2} m in the algorithm, respectively, by n < m k=1 n k and m k=1 {1, 2, · · · , n k }.
