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HILBERT EXPANSION FROM THE BOLTZMANN EQUATION
TO RELATIVISTIC FLUIDS
JARED SPECK AND ROBERT M. STRAIN
Abstract. We study the local-in-time hydrodynamic limit of the relativistic
Boltzmann equation using a Hilbert expansion. More specifically, we prove
the existence of local solutions to the relativistic Boltzmann equation that are
nearby the local relativistic Maxwellian constructed from a class of solutions to
the relativistic Euler equations that includes a large subclass of near-constant,
non-vacuum fluid states. In particular, for small Knudsen number, these solu-
tions to the relativistic Boltzmann equation have dynamics that are effectively
captured by corresponding solutions to the relativistic Euler equations.
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2 JARED SPECK AND ROBERT M. STRAIN
1. Introduction and main results
The special relativistic Boltzmann (rB from now on) equation provides a statis-
tical description of a gas of relativistic particles that are interacting through binary
collisions in Minkowski space, which we denote by M. The dynamic variable is the
one-particle empirical measure F ε ≥ 0, which represents the average number of par-
ticles of four-momentum P at each space-time point x ∈ M. The four-momentum
P of a particle of rest mass m0 is future-directed
1 and satisfies the normalization
condition PκP
κ = −m20c2, where the constant c denotes the speed of light. Conse-
quently, we may view F as a function of time t ∈ R, space x¯ ∈ R3, and 3-momentum
P¯
def
= (P 1, P 2, P 3) ∈ R3, with2
P 0 =
√√√√m20c2 + 3∑
a=1
(P a)2.
A more geometric point of view is offered in Section 1.2, where it is explained how
to view F as function on the mass shell
M
def
= {(x, P ) ∈M × TxM | PκPκ = −m20c2, P is future-directed},
which is a submanifold of TM, the tangent bundle of M, and which is diffeomorphic
to R4 × R3.
The relativistic Boltzmann equation (rB from now on) in the unknown F ε is
Pκ∂κF
ε =
1
ε
C(F ε, F ε),(1.1)
where C(·, ·) is the collision operator (defined in (1.10)), and the dimensionless
parameter ε is the Knudsen number. It is the ratio of the particle mean free
path to a characteristic (physical) length scale. Intuitively, when ε is small, the
continuum approximation of fluid mechanics is expected to be valid. In this setting,
we anticipate that the system of particles can be faithfully modeled through the
use of macroscopic quantities, such as pressure, proper energy density, etc., whose
evolution is prescribed by the equations of relativistic fluid mechanics, that is, the
relativistic Euler equations.
As a first rigorous step in this direction, we show that any sufficiently regular
solution
(
n(t, x¯), θ(t, x¯), u(t, x¯)
)
of the relativistic Euler system (rE from now on)
satisfying the technical conditions (1.39) can be used to construct a corresponding
family of classical solutions F ε of the rB equation. Here, θ denotes the the fluid
temperature, n denotes the fluid proper number density, and u denotes the fluid
four-velocity. Roughly speaking, the technical conditions are the assumption that
θ(t, x¯) is uniformly positive with only mild fluctuations, that n(t, x¯) is uniformly
bounded from above and below away from 0, and that the spatial components of
the four-velocity, namely u1(t, x¯), u2(t, x¯), and u3(t, x¯), are uniformly small. In
Lemma 1.1, we give a simple proof that these conditions are always satisfied near
the constant fluid states. Under these assumptions, our estimates show that that as
ε→ 0+ (in the hydrodynamic limit), the rB solution F ε converges to the relativistic
1In the inertial coordinate system we use throughout this article, future-directed vectors P satisfy
P 0 > 0.
2The formula for P 0 holds only in a coordinate system in which the spacetime metric g has the
components gµν = diag(−1, 1, 1, 1).
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Maxwellian3 M associated to the solution of the rE system; see Section 1.4 for the
definition of a Maxwellian, which is a function in equilibrium with the collision
process; i.e., C(M,M) = 0. Thus, our results show that for small ε, there are
near-local equilibrium solutions to the rB equation whose underlying dynamics are
effectively captured by the rE system. For the Newtonian Boltzmann equation,
these are called “normal solutions” in Grad [24].
The main strategy of our proof is to perform a Hilbert expansion (see Section
3.7) for F ε. We write
(1.2) F ε = F0 +
6∑
k=1
εkFk + ε
3FR;ε.
Inserting this expansion into (1.1) and equating like powers of ε results in a hierarchy
of equations. It turns out that F0, . . . , F6, which do not depend on ε, can be
solved for: F0 must be Maxwellian, while F1, . . . , F6 solve linear equations with
inhomogeneities. Thus all of the difficult (and ε−dependent) analysis is contained
in the analysis of the remainder term FR;ε, which is carried out in Section 3.8.
Our methods and results can be viewed as an extension of the program initiated
by Caflisch [8], who proved analogous results for the non-relativistic Boltzmann
equation and Euler equations [8]. We will utilize strategies from Caflisch as well as
Guo [30] and Guo-Jang-Jiang [31] to perform the Hilbert expansion. We will also
use relativistic Boltzmann estimates from the work of the second author [45,47] in
order to control the expansion. Additionally, we develop several necessary tools to
study this problem in the setting of special relativity. In particular, we develop a
mathematical theory for the kinetic equation of state, which is described just below.
A more detailed discussion of the existing literature related to our result is located
in Section 1.8.
Before proving the aforementioned results, we will sketch a proof of local exis-
tence (in Section 2) for the relativistic Euler equations. This local existence result
ensures that there are in fact solutions to the rE system that can be used in the
aforementioned construction. However, we mention upfront that during the course
of our investigation, we ran into several technical difficulties that, to our surprise,
seem to be unresolved in the literature. The first concerns the fundamental ques-
tion of which fluid variables can be used as state-space variables in the rE system.
In addition to the four-velocity u, there are five other fluid variables that play a
role in the ensuing discussion: the aforementioned variables n and θ, together with
the entropy per particle η, the pressure p, and the proper energy density ρ. In order
to close the Euler equations, one must assume relations between the fluid variables.
In this article, we assume that the three relations (1.27a) - (1.27c) hold between
the five non-negative variables n, θ, η, p, and ρ. As will be discussed below, these
choices were not made arbitrarily, but are in fact satisfied by the macroscopic quan-
tities n[M], θ[M], η[M], p[M], and ρ[M] corresponding to a relativistic Maxwellian
M; these quantities are defined in Section 3.2. We emphasize that the relations
(1.27a) - (1.27c) are required in order for the rE system to arise from the
rB equation in the hydrodynamic limit. Now it is commonly assumed that as
a consequence of the three relations, any two of n, θ, η, p, ρ uniquely determine the
remaining three. In particular, during our construction of the fluid solutions, we
need to be able to go back and forth between the variables (n, θ) and the variables
3These are also known as Ju¨ttner distributions.
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(η, p), i.e., we need to be able invert the smooth map (n, z) → (H(n, z),P(n, z)),
where z = m0c
2
kBθ
, kB > 0 denotes Boltzmann’s constant, and H and P are defined in
(1.29a) - (1.29b) below. However, we were unable to find a fully rigorous proof of
the invertibility of this map in the literature. Consequently, in Lemma 3.5 below,
we use asymptotic expansions for Bessel functions to rigorously verify the local
invertibility of this map outside of a compact set. In particular, we show that
the map is locally invertible whenever θ is sufficiently large, and whenever θ is
sufficiently small and positive. Additionally, the numerical plot in Figure 1 (see
Section 3.4), which covers the compact set in question, strongly suggests that the
map (n, z) → (H(n, z),P(n, z)) = (η, p), is an auto-diffeomorphism of the region
(0,∞)×(0,∞). This would imply that we can always smoothly transform back and
forth between (n, θ) and (η, p) in the region of physical relevance, i.e., the region in
which all of the quantities are positive; see Conjecture 1 in Section 2 below. Sim-
ilarly, in Lemma 3.6, we rigorously prove that outside of the same compact set of
temperature values, there exists a kinetic equation of state p = fkinetic(η, ρ), which
gives the fluid pressure p as a function of the entropy per particle η and the proper
energy density ρ.
A related issue is the fact that in order for the rE system to be hyperbolic
and causal4 under a general equation of state p = f(η, ρ), it is necessary and
sufficient to prove that 0 < ∂f∂ρ
∣∣∣
η
< 1. We explain why the positivity of ∂f∂ρ
∣∣∣
η
is
needed for our proof of local existence in Remark 2.1 below, while the mathematical
connection between the inequality ∂f∂ρ
∣∣∣
η
< 1 and the speed of sound propagation
being less than the speed of light is explained in e.g. [43]. Now in the case of the
kinetic equation of state p = fkinetic(η, ρ),
∂fkinetic
∂ρ
∣∣∣
η
can be written as a function
of θ alone. It is possible to write down a closed form expression for this latter
quantity (see equation (3.32)), but since the formula is a rather complicated one
involving ratios of Bessel functions, we have only analytically verified the inequality
0 < ∂fkinetic∂ρ
∣∣∣
η
< 1 (again using asymptotic expansions for Bessel functions) outside
of the same compact set discussed in the previous paragraph; see Lemma 3.6.
Therefore, the fully rigorous version of our local existence result is currently limited
to initial data whose temperature avoids the compact set in question. However, we
have numerically observed that in fact, the stronger inequality 0 < ∂fkinetic∂ρ
∣∣∣
η
< 13
should hold for all θ > 0; see Conjecture 2 in Section 2, and Figure 2 in Section
3.5. This stronger inequality would imply that the speed of sound under the kinetic
equation of state is never larger than
√
1/3 times the speed of light.
In view of these complications, when stating the hypotheses for our local ex-
istence theorem (Theorem 1 in Section 1.7), we make careful assumptions on the
fluid initial data that are designed to ensure that they fall within the regime of
hyperbolicity, and within a regime in which the aforementioned map (n, θ)→ (η, p)
is invertible with smooth inverse. However, if our two conjectures are in fact cor-
rect, then the relations (1.27a) - (1.27c) imply that many of these assumptions are
automatically verified whenever the fluid variables are positive. Aside from these
complications, our local existence theorem is a standard result. However, there are
several additional aspects of it that are worthy of mention. First, we avoid the use
4By causal, we mean that the speed of sound is less than the speed of light.
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of symmetrizing variables in our proof. We instead use the framework of energy
currents, which was first applied by Christodoulou to the rE system in [11], and
which was later expounded upon by the first author in [43]. We also remark that
our local existence result only applies to initial data with proper energy density
ρ that is uniformly positive. In particular, we avoid addressing the complicated
issue of the free-boundary problem for the relativistic Euler equations. A related
comment is that our local existence result produces a spacetime slab [0, T ]×R3 on
which the uniform positivity property is preserved. We remark that in view of the
assumptions on n, θ mentioned near the beginning of the article, we will only study
fluid solutions belonging to compact subsets of the regions of interest to us, that
is, regions where the maps H and P are rigorously known to be invertible. Thus,
on such compact subsets, the uniform positivity of ρ is an automatic consequence
of the continuity of the map (n, z)→ ρ, which is implicitly defined by the relations
(1.27a) - (1.27b).
1.1. Notation and conventions. We now summarize some notation and conven-
tions that are used throughout the article. M denotes Minkowski space, while M
denotes the mass shell. In general, Latin (spatial) indices a, b, j, k, etc., take on the
values 1, 2, 3, while Greek indices κ, λ, µ, ν, etc., take on the values 0, 1, 2, 3. Indices
are raised and lowered with the Minkowski metric gµν and its inverse (g
−1)µν . For
most of the article, we work in a fixed inertial coordinate system on M, in which
case
gµν = (g
−1)µν = diag(−1, 1, 1, 1),(1.3)
and PκQκ = −P 0Q0 +
∑3
a=1 P
aQa. Here and throughout, we use Einstein’s sum-
mation convention that repeated indices, with one“up” and one “down” are summed
over.
When differentiating with respect to state-space variables, we use the notation
∂U |V ,
to mean partial differentiation with respect to the quantity U while V is held
constant. We define x¯ = (x1, x2, x3), P¯
def
= (P 1, P 2, P 3), P 0
def
= (m20c
2 + |P¯ |2)1/2,
and |P¯ |2 def= ∑3a=1(P a)2. Furthermore Q¯, P¯ ′, Q¯′ are treated similarly. We also
define Pˆ
def
= (P 0)−1P¯ , and similarly for Qˆ. We use the symbol
∂x¯
def
=
( ∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
= (∂1, ∂2, ∂3),
to denote the spatial coordinate gradient. The Sobolev norm ‖ · ‖HNx¯ of a Lebesgue
measurable function f(x¯) on R3 is defined in the usual way:
‖f‖HNx¯
def
=
 ∑
|~α|≤N
‖∂~αf‖2L2x¯
1/2 ,(1.4)
where ∂~α = ∂
n1
1 ∂
n2
2 ∂
n3
3 , ~α = (n1, n2, n3) is a spatial coordinate-derivative multi-
index, and |~α| = n1 + n2 + n3. Here and throughout, we use the abbreviation
HNx¯
def
= HNx¯ (R3x¯). We also define the L2P¯ inner product of two functions F (P¯ ), G(P¯ )
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as follows:
〈F,G〉P¯ def=
∫
R3
P¯
F (P¯ )G(P¯ )dP¯ .(1.5)
For brevity, we sometimes write 〈·, ·〉 def= 〈·, ·〉P¯ . The L2(R3P¯ ) norm is denoted | · |2.
Similarly, we define the L2
x¯;P¯
inner product of two functions F (x¯, P¯ ), G(x¯, P¯ ) as
〈F,G〉x¯;P¯ def=
∫
R3x¯
∫
R3
P¯
F (x¯, P¯ )G(x¯, P¯ )dx¯dP¯ .
We denote the corresponding norm by ‖f‖2 def= ‖f‖H0(R3x¯×R3P¯ ) = ‖f‖L2(R3x¯×R3P¯ ). We
furthermore define the norm
‖h‖∞ def= ess supx∈R3x¯,p∈R3P¯ |h(x¯, P¯ )|.
For each ` ≥ 0, we also define the weight function w` as
(1.6) w` = w`(P¯ )
def
=
(
1 + |P¯ |2)`/2 .
We then define a corresponding weighted L∞ norm by
‖h‖∞,` def= ess supx∈R3x¯,p∈R3P¯ |w`(P¯ )h(x¯, P¯ )|.
We define the HNx¯ norm of a Lebesgue measurable function f(x¯) over a measurable
subset E ⊂ R3x¯ by
‖f‖HNx¯ (E)
def
=
 ∑
|~α|≤N
‖∂~αf‖2L2x¯(E)
1/2 ,
where
‖f‖L2x¯(E)
def
=
(∫
E
|f |2 dx¯
)1/2
,
and similarly for the other norms and inner products over a subset. If X is a
normed function space, then we use the notation Cj([0, T ], X) to denote the set
of j-times continuously differentiable maps from (0, T ) into X that, together with
their derivatives up to order j, extend continuously to [0, T ]. We sometimes use the
notation A . B to mean that there exists an inessential uniform constant C such
that A ≤ CB. Generally C will denote an inessential uniform constant whose value
may change from line to line. For essential constants, we always write down their
dependence explicitly.
1.2. Lorentzian geometry and the mass shell M. In this article, we primarily
work in a fixed inertial coordinate system on M, which is a global rectangular
coordinate system {xµ}µ=0,1,2,3 in which the spacetime metric gµν has the form
(1.3). Note the sign convention of (1.3). This is the most common sign convention
found in the relativity literature, but it is opposite of the sign convention that is
sometimes found in the relativistic Boltzmann literature.
Our coordinate system {xµ}µ=0,1,2,3 represents a special choice of a “space-time”
splitting. We identify x0 with ct, where c is the speed of light and t is time, while
we identify (x1, x2, x3)
def
= x¯ with a “spatial coordinate”:
x = (x0, x1, x2, x3) = (ct, x¯).
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We often work with the coordinate t rather than x0. Note that ∂0 =
1
c∂t.
The mass shell is a subset of
TM
def
= ∪x∈MTxM,
the tangent bundle of M. In the following, we use an inertial coordinate system
{xµ, Y ν}µ,ν=0,1,2,3 on TM, where {xµ}µ=0,1,2,3 is the inertial coordinate system on
M, and
TxM =
{
Y κ
∂
∂xκ
∣∣∣∣
x
∣∣ (Y 1, Y 2, Y 3, Y 4) ∈ R4} .
In the above expression, (Y 1, Y 2, Y 3, Y 4) are the coordinates of vectors in TxM '
R4 relative to the basis { ∂∂x0
∣∣
x
, ∂∂x1
∣∣
x
, ∂∂x2
∣∣
x
, ∂∂x3
∣∣
x
}. The mass shell M is defined
to be
M
def
= {(x, P ) ∈ TM | PκPκ = −m20c2 and P 0 > 0}.
Let us also define
Mx
def
= M ∩ TxM,
and
φ(P¯ )
def
= P 0 =
√
m20c
2 + |P¯ |2.
It follows that the map Φ : R3 →Mx defined by
Φ(P 1, P 2, P 3)
def
= (φ(P 1, P 2, P 3), P 1, P 2, P 3),
is a diffeomorphism, and we can use it to put coordinates onMx; i.e., any element of
Mx, viewed as a submanifold of TxM, has components (P
0, P 1, P 2, P 3) = (φ(P¯ ), P¯ )
relative to our rectangular coordinate system. It follows that
{xµ, P j}µ=0,1,2,3;j=1,2,3 is a global coordinate system on M. If (x, P ) is an element
of M, then we often slightly abuse notation by identifying (x, P ) with (t, x¯, P¯ ). We
similarly identify F (x, P ) with F (t, x¯, P¯ ).
We recall that there is a canonical measure
dµg¯
def
=
√
|det(g¯)|dP¯ ,(1.7)
associated to g¯, the first fundamental form of Mx. We remark that g¯ is Riemannian
since Mx is a spacelike hypersurface in TxM. This measure will allow us to define
(in a geometrically invariant manner) integration over the surface Mx. Recall that
since Mx is (relative to the coordinate system {Y ν}ν=0,1,2,3 on TxM) the level set
Mx = {(P 0, P 1, P 2, P 3) ∈ TxM | P 0 − φ(P 1, P 2, P 3) = 0},
it follows that g¯ = Φ∗g, where Φ∗g is the pullback of g by Φ. Simple calculations
imply that in our inertial coordinate system, we have
g¯jk =
∂Φκ
∂P j
∂Φλ
∂P k
gκλ = −P
jP k
(P 0)2
+ δjk, (j, k = 1, 2, 3).(1.8)
Using (1.7) and (1.8), we compute that the canonical measure associated to g¯ can
be expressed as follows relative to the coordinate system P¯ on Mx :
dµg¯ =
1
P 0
dP¯ ,(1.9)
where we have used the fact that |det(g¯)| = (P 0)−2. We remark that (1.9) is valid
only in an inertial coordinate system, and that integrals relative to the measure
dµg¯ will play a central role in the definitions and analysis of Section 3.2.
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1.3. Hypotheses on the collision kernel. In order to state our hypotheses on
the collision kernel, we introduce the following expression for the Boltzmann colli-
sion operator, which is local in (t, x¯); we will elaborate upon it in Section 3.1:
(1.10) C(F,G) = P 0
∫
R3×S2
vøσ(%, ϑ)[F (P¯
′)G(Q¯′)− F (P¯ )G(Q¯)]dQ¯dω,
where we have suppressed the dependence of F and G on (t, x¯). Note that the
collision operator acts only on the P variables. In the above expression, vø =
vø(P¯ , Q¯), the Møller velocity, is defined by
(1.11) vø = vø(P¯ , Q¯)
def
=
c
2
√∣∣∣∣ P¯P 0 − Q¯Q0
∣∣∣∣2 − 1c2
∣∣∣∣ P¯P 0 × Q¯Q0
∣∣∣∣2 = c4 %
√
s
P 0Q0
,
where× denotes the cross product in R3. In (1.10), σ is the differential cross-section,
or the collision kernel. The relative momentum %(P¯ , Q¯) is defined by
%
def
=
√
(Pκ −Qκ)(Pκ −Qκ) =
√
−2(PκQκ +m20c2) ≥ 0,(1.12)
while the scattering angle ϑ(P¯ , Q¯, P¯ ′, Q¯′) is defined by
(1.13) cosϑ
def
= (Pκ −Qκ)(P ′κ −Q′κ)/%2.
Here the variables P ′ and Q′ are defined in terms of P¯ , Q¯ below in (3.5). Finally,
s(P¯ , Q¯), which is defined by c2s = the energy in a center-of-momentum frame5, can
be expressed as
s = −(Pκ +Qκ)(Pκ +Qκ) = 2
(−PκQκ +m20c2) ≥ 0.(1.14)
Notice that s = %2 + 4c2. We warn the reader that this notation, which is used in
[12], may differ from other authors notation by a constant factor. Furthermore, ω
is an element of S2 (viewed as a submanifold of R3), which can (with the exception
of the north pole) be parameterized by the angles (ϑ, ϕ) ∈ (0, pi]× (0, 2pi], where ϑ
is from above, and ϕ is an azimuthal angle. Relative to these coordinates, we have
that dω = sinϑdϑdϕ.
The function σ depends on the chosen model of particle interaction. For the
remainder of the article, we assume the following:
Hypotheses on the collision kernel: We assume that there are constants C1,
C2, a, and b such that the differential cross-section σ, which is listed above in (1.10)
and below in (3.4), satisfies the inequalities
σ(%, ϑ) ≤ (C1 %a + C2 %−b) σ0(ϑ),
where
• C1 and C2 are non-negative
• There exists a number γ > −2 such that 0 ≤ σ0(ϑ) ≤ sinγ ϑ
• 0 ≤ a < min(2, 2 + γ), and 0 ≤ b < min(4, 4 + γ).
We also assume that there exist constants C ≥ 1 and β ∈ (−4, 2) such that
(1.15)
1
C
(P 0)β/2 ≤ ν(P¯ ) ≤ C(P 0)β/2.
5A center-of-momentum frame is a Lorentz frame in which Pµ + Qµ = P ′µ + Q′µ = (
√
s, 0, 0, 0)
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Here ν(P¯ ), the collision frequency, is defined by
ν(P¯ )
def
=
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) J(Q¯),
and J(Q¯) is the global relativistic Maxwellian defined by
(1.16) J(Q¯)
def
= e−cQ
0/(kBθM ),
and θM > 0 is a constant. The lower bound in (1.15) is satisfied if there is a suit-
able lower bound for σ. See [16,18,45,48], and we refer specifically to [45] for more
details.
The upper bound in (1.15) is sufficient to deduce some of the estimates that we
use below, such as Lemma 3.12, Lemma 3.13, Lemma 3.14, and Lemma 3.15. Our
hypothesis originates from the general physical assumption introduced in [16]; see
also [17] for further discussions. Standard references in relativistic Kinetic theory
include [9, 12,18,44,52].
1.4. Maxwellians. We now introduce the Maxwellians, a special class of functions
onM that play a fundamental role in connecting the relativistic Boltzmann equation
to the relativistic Euler equations. Given any functions n = n(t, x¯), θ = θ(t, x¯),
uµ = uµ(t, x¯) on M such that n > 0, θ > 0, u0 > 0, uκu
κ = −c2, we define the
corresponding Maxwellian M =M(n, θ, u; P¯ ) as follows:
M =M(n, θ, u; P¯ ) def= n z
4pim30c
3K2(z)
exp
(zuκPκ
m0c2
)
,(1.17)
where the dimensionless variable z is defined by
(1.18) z
def
=
m0c
2
kBθ
,
kB is again Boltzmann’s constant, and K2(z) is the Bessel function defined in (3.43).
It can be shown (see e.g. [12, Chapter 2]) that
C(F, F ) ≡ 0 ⇐⇒ F is a Maxwellian of the form M(n, θ, u; P¯ ).(1.19)
For this reason, a MaxwellianM is said to be in local equilibrium with the collision
process. If n(t, x¯), θ(t, x¯), and uµ(t, x¯) are constant valued, thenM is said to be in
global equilibrium. Note also that the function J(P¯ ) appearing in (1.16) is a global
Maxwellian. It will play a distinguished role in the analysis of Section 3.8. In
fact, we will assume that the local Maxwellian corresponding to the fluid solution
is uniformly comparable to powers of J(P¯ ); see (1.39).
Remark 1.1. Although C(M,M) = 0, it is not true in general thatM is a solution
to the rB equation (1.1); i.e., in general, Pκ∂κ
(M(n, θ, u; P¯ )) 6= 0. Nevertheless,
our main result (Theorem 2) shows that under certain assumptions, including that
(n, θ, u) are solutions to the rE system, there is a solution of (1.1) near M.
1.5. The energy-momentum tensor and the particle current for rB. We
now define TBoltz[F ], which is the energy-momentum-stress-density tensor (energy-
momentum tensor for short) for the relativistic Boltzmann equation, and IBoltz[F ],
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which is the particle current. Given any function F (P¯ ), these quantities are defined
as follows:
TµνBoltz[F ]
def
= c
∫
R3
P¯
PµP νF (P¯ )
dP¯
P 0
, (0 ≤ µ, ν ≤ 3),
IµBoltz[F ]
def
= c
∫
R3
P¯
PµF (P¯ )
dP¯
P 0
, (0 ≤ µ ≤ 3).
(1.20)
Whenever there is no possibility of confusion, we abbreviate TBoltz = TBoltz[F ],
and similarly for the additional quantities depending on F that appear below.
The conservation laws can be summarized as follows (see Lemma 3.2): whenever
F (t, x¯, P¯ ) is a classical solution to the relativistic Boltzmann equation, the following
conservation laws hold
∂κ(T
µκ
Boltz[F ]) = 0, (0 ≤ µ ≤ 3),
∂κ(I
κ
Boltz[F ]) = 0.
(1.21)
It is explained in the next section that whenever F = M(n, θ, u; P¯ ), and (n, θ, u)
are a solution to the rE system, then the above conservation laws for F hold even
though F need not be a solution to the rB equation. This fact will play an important
role during our discussion of the relationship of the rE system to the rB equation.
1.6. The relativistic Euler equations and their relationship to the rela-
tivistic Boltzmann equation. In this section, we recall some basic facts about
the rE equations in Minkowski space. This is intended to serve as background for
Theorem 1, which is stated in Section 1.7, and proved in Section 2. For a detailed
discussion of the rE system, we refer the reader to Christodoulou’s survey article
[10]; here we only provide a brief introduction. Our other goal in this section is to
illustrate some of the formal correspondences between the rE system and the rB
equation. These provide a heuristic basis for the expectation that the rE system
should emerge from the rB equation in the hydrodynamic limit.
The rE system models the evolution of a perfect fluid evolving in a Lorentzian
spacetime. In Minkowski space, the spacetime of special relativity, they are
∂κT
µκ
fluid = 0, (0 ≤ µ ≤ 3),
∂κI
κ
fluid = 0.
(1.22)
Here the energy-momentum-stress-density tensor (energy-momentum tensor for
short) for a perfect fluid has components
Tµνfluid
def
= c−2(ρ+ p)uµuν + p(g−1)µν , (µ, ν = 0, 1, 2, 3),(1.23)
where ρ ≥ 0 is the proper energy density, p ≥ 0 is the pressure, and u is the four-
velocity. The four-velocity is a future-directed (i.e., u0 > 0 in our inertial coordinate
system) vectorfield that satisfies the normalization condition
uκu
κ = −c2.(1.24)
The vectorfield Iµfluid is the particle current, it is proportional to the four-velocity:
Iµfluid
def
= nuµ, (µ = 0, 1, 2, 3).
The quantity n ≥ 0 is the proper number density. All of these quantities are
functions of (t, x¯) ∈ R× R3.
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By projecting the first divergence in (1.22) in the direction parallel to u and onto
the g−orthogonal complement of u, we can rewrite (1.22) (omitting some standard
calculations) in the well-known form
∂κ(nu
κ) = 0,(1.25a)
uκ∂κρ+ (ρ+ p)∂κu
κ = 0,(1.25b)
(ρ+ p)uκ∂κu
µ + Πµκ∂κp = 0, (µ = 0, 1, 2, 3),(1.25c)
where Π, the two-tensor that projects onto the g−orthogonal complement of u (i.e.
Πµκuκ = 0) has the components
Πµν
def
= c−2uµuν + (g−1)µν , (µ, ν = 0, 1, 2, 3).(1.26)
The above equations are redundant in the following sense: if (1.24) and (1.25b)
hold, and if (1.25c) holds for µ = 1, 2, 3, then it follows that (1.25c) also holds
when µ = 0.
The equations (1.22) are not closed because there are more unknowns than equa-
tions. In order to close the rE system in a manner compatible with the rB equation,
we will make use of the additional fluid variable η, a non-negative quantity known
as the entropy per particle. We now make the following assumptions, which are of
crucial importance: we assume that the fluid variables n, θ, η, p, ρ are bound by
the relations
p = kBnθ = m0c
2n
z
,(1.27a)
ρ = m0c
2n
K1(z)
K2(z)
+ 3p,(1.27b)
n = 4pie4m30c
3h−3 exp
(−η
kB
)K2(z)
z
exp
(
z
K1(z)
K2(z)
)
,(1.27c)
where kB > 0 is Boltzmann’s constant, h > 0 is Plank’s constant, and z is defined
in (1.18). Furthermore, the Kj(·) are modified second order Bessel functions, which
are defined in Lemma 3.7. The origin of these relations, which are fundamentally
connected to the properties of Maxwellians, is explained later in this section.
Using the above relations, we can deduce the local solvability of any one of the
variables n, θ, η, p, ρ in terms of any two of the others whenever we know that
the necessary partial derivatives are non-zero (knowing this allows us to apply the
implicit function theorem). In particular, whenever ∂ρ∂p
∣∣∣
η
> 0, we can locally solve
for p as a function fkinetic of η and ρ :
p = fkinetic(η, ρ).(1.28)
We refer to fkinetic as the kinetic equation of state. Note that this equation of state
is discussed in Synge [52]. For future use, we denote by H and P respectively the
smooth maps from (n, z) to η, p induced by the above relations:
η = H(n, z) = kB ln
{
(4pie4m30c
3h−3n−1
K2(z)
z
exp
(
z
K1(z)
K2(z)
)}
,(1.29a)
p = P(n, z) = m0c
2nz−1.(1.29b)
In the next section, we sketch a standard proof, which is based on energy esti-
mates, of Theorem 1, i.e., for local existence for the rE system under the relations
(1.27a) - (1.27c). During the proof, we work with the unknowns (η, p, u1, u2, u3),
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the reason being that a framework for deriving energy estimates in these variables
via the method of energy currents has been developed; this is explained in detail
during the proof of the theorem. To derive the energy estimates, we of course
need an equivalent (for C1 solutions) formulation the rE system (1.22) in terms of
(η, p, u1, u2, u3). To prove the equivalence of the systems, one needs the following
identity, which is shown to be a consequence of the relations (1.27a) - (1.27c) in
Proposition 3.4 below:
ρ+ p = n
∂ρ
∂n
∣∣∣∣
η
.(1.30a)
Using (1.25a), (1.27a) - (1.27c), and several applications of the chain rule, we deduce
the following well-known version of the rE system:
uκ∂κη = 0,(1.31a)
uκ∂κp+ q∂κu
κ = 0,(1.31b)
(ρ+ p)uκ∂κu
µ + Πµκ∂κp = 0, (µ = 0, 1, 2, 3),(1.31c)
Πµν
def
= c−2uµuν + (g−1)µν , (µ, ν = 0, 1, 2, 3),(1.31d)
q
def
= c2(ρ+ p)
∂p
∂ρ
∣∣∣∣
η
.(1.31e)
Although our local existence theorem is proved using the variables (η, p, u1, u2, u3),
in order to construct the relativistic Maxwellian (1.17), which plays a fundamental
role in our analysis of the rB equation, we require the availability of the variables
(n, θ, u1, u2, u3). Thus, we need to be able to solve for (n, z) as a smooth function
of (η, p). Remarkably, we could not find such a result in the literature. Thus, in
Lemma 3.4, we rigorously show that we can locally solve for (n, z) in terms of (η, p)
if 0 < z ≤ 1/10 or z ≥ 70. Furthermore, based on numerical observations in the
region 1/10 < z < 70, we make the following conjecture:
Conjecture 1. The map (n, z)→ (H(n, z),P(n, z)) is auto-diffeomorphism of the
region (0,∞)× (0,∞), where the maps H and P are defined in (1.29a) - (1.29b).
This conjecture is based on a numerical plot (see Figure 1), in which z5 ∂p∂z
∣∣∣
η
appears to be negative for all z > 0. Examining the proof of Lemma 3.4, it is clear
that the negativity of ∂p∂z
∣∣∣
η
would imply that the conjecture is true. We remark
that by (3.24), analytically verifying the negativity of this quantity is equivalent to
demonstrating the following inequality for all z > 0 :
3
K1(z)
K2(z)
+ z
(K1(z)
K2(z)
)2
− z − 4
z
< 0.(1.32)
Another fundamental quantity in the system (1.31a) - (1.31e) is the speed of
sound, the square of which is defined to be c2 ∂p∂ρ
∣∣∣
η
. It is a fundamental thermo-
dynamic assumption that 0 < ∂p∂ρ
∣∣∣
η
< 1 for physically relevant equations of state.
As we alluded to in the introduction, the positivity of ∂p∂ρ
∣∣∣
η
is required in order for
the rE system to be hyperbolic, while the upper bound of 1 implies that the speed
of sound propagation is less than the speed of light. In Remark 2.1, we explain
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exactly how we use the positivity in our proof of local existence, while the analytic
and geometric connections between the upper bound of 1 and the speed of sound
propagation being less than the speed of light is explained in e.g. [43]. Remarkably,
there seems to be no rigorous proof in the literature that these inequalities hold
for the kinetic equation of state (1.28) in every regime. Consequently, in Lemma
3.6, we analytically verify that the equation of state (1.28) exists and satisfies these
inequalities in the same regime discussed above, namely for 0 < z ≤ 1/10 and
z ≥ 70. Moreover, we conjecture that the following stronger statement is true.
Conjecture 2. Under the relations (1.27a) - (1.27c), p can be written as a smooth,
positive function of η, ρ on the domain (0,∞) × (0,∞), i.e., the equation of state
(1.28) is well-defined for all (η, ρ) ∈ (0,∞) × (0,∞). Furthermore, on (0,∞) ×
(0,∞), we have that
0 <
∂p
∂ρ
∣∣∣∣
η
(η, ρ)
def
=
∂fkinetic(η, ρ)
∂ρ
∣∣∣∣
η
<
1
3
.(1.33)
Our conjecture is based upon a plot of (∂z|ηρ)/(∂z|ηp) (which can be expressed
in terms of a function of z
def
= m0c
2
kBθ
alone) that covers the region in question, i.e., the
region 1/10 < z < 70. Our plot is labeled as Figure 2 of Section 3.5. Furthermore,
we note that according to equation (3.32), proving the inequality (1.33) is equivalent
to proving that the following inequality holds for z > 0 :
(1.34) 3 < 3 + z
K1(z)
K2(z)
+
4K1(z)K2(z) + z
(
K1(z)
K2(z)
)2
− z
3K1(z)K2(z) + z
(
K1(z)
K2(z)
)2
− z − 4z
<∞.
In this inequality (∂z|ηρ)/(∂z|ηp) =
(
∂fkinetic
∂ρ
∣∣∣
η
)−1
is the middle term above ex-
pressed as a function of z.
Now that we have provided a thorough discussion of the subtleties, we state our:
Running Assumption: For the remainder of the article, we re-
strict our attention to regimes in which any three of the five macro-
scopic variables n, θ, η, p, ρ can be written as smooth functions of
the remaining two, and in which 0 < ∂p∂ρ
∣∣∣
η
(η, ρ). To avoid bur-
dening the paper, we do not point out this assumption
every time it is made. Thus, under these running assumptions,
any two of the five variables, together with the spatial components
u1, u2, u3 of the four-velocity, may be considered to be state-space
variables (i.e., they completely determine state of the system), and
the phrase “a solution to the rE system” is a well-defined con-
cept, independent of the choice of state-space variables. The role
of Lemmas 3.5 and 3.6, then, is to guarantee that there is a large
regime in which these conditions hold. Furthermore if Conjectures
1 and 2 are correct, then due to the relations (1.27a) - (1.27c),
these conditions are automatically verified.
We now explain the connection between solutions to the rE system and solutions
to the rB equation. First, given any relativistic MaxwellianM(n, θ, u; P¯ ) as defined
in (1.17), we can define an associated proper number density n[M], temperature
θ[M], entropy per particle η[M], pressure p[M], and proper energy density ρ[M].
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The first two quantities are defined to be the first two arguments in M(n, θ, u; P¯ ),
while precise definitions of the remaining three (as well as equivalent definitions of
the first two) are given in Section 3.2. Furthermore, it can be shown that
TµνBoltz[M] = Tµνfluid, IµBoltz[M] = Iµfluid.(1.35)
Equation (1.35) should be interpreted as follows: the tensor obtained by substitut-
ing p = p[M], ρ = ρ[M], and uµ = Iµ[M]/n[M] into the definition (1.23) agrees
with the tensor calculated using (1.20). The key point is the following: as shown in
Proposition 3.3, the macroscopic quantities n[M], θ[M], η[M], p[M], ρ[M] satisfy
the relations (1.27a) - (1.27c). Therefore we must use the same relations to close
the rE equations.
Alternatively, if we are given smooth functions (η, p, u1, u2, u3) of (t, x¯) that
verify the rE equations (1.31a) - (1.31e) on [0, T ] × R3, we can construct a local
relativistic Maxwellian M(n, θ, u; P¯ ) (as in (1.17)) as long as the maps (1.29a) -
(1.29b) are invertible in a neighborhood of (η, p)([0, T ]×R3). Now for any solution
of rE system, the identity (1.35) implies that (1.21) holds for the Boltzmann energy-
momentum tensor constructed out ofM. Furthermore, as noted in Section 1.4, the
right-hand side of the rB equation vanishes for M : C(M,M) = 0. At this point
one may be tempted to conclude that M itself is a solution to the rB equation.
In fact, this is not the case in general; this is exactly the difficulty that Theorem
2 addresses. Its content can roughly be expressed as follows: if ε is small enough
and positive, then M is “close to” a solution F ε of the rB equation. We remark
that even thoughM itself is not in general a solution of (1.1), it nevertheless plays
a prominent role in our construction of a local solution of (1.1). In particular,
the validity of the Hilbert expansion of Section 3.7 relies heavily on the fact that
M(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ) is a Maxwellian and that (n(t, x¯), θ(t, x¯), u(t, x¯)) is a
solution to the rE system.
1.7. Statement of main results. In this section, we state our two independent
theorems. The first concerns the existence of local solutions to the rE system
satisfying the technical assumptions that are used in the proof of our main result.
The second is our main result, which provides criteria that ensure that solutions
to the rE system are the hydrodynamic limit of solutions to the rB equation. For
clarity, we first state our assumptions on the initial data in a separate paragraph.
Initial Data for the rE System. Let V˚
def
= (˚n, θ˚, u˚1, u˚2, u˚3) be initial data for
the relativistic Euler equations under the relations (1.27a) - (1.27c), and define
z˚
def
= m0c
2
kB θ˚
. Let Ωn,z
def
= (˚n, z˚)(R3) ⊂ (0,∞)× (0,∞) be the image of the initial data
(˚n, z˚), and assume that there exists a compact convex set Ω′n,z ⊂ (0,∞) × (0,∞)
containing Ωn,z in its interior. Let Ω
′
η,p
def
= (H,P)(Ω′n,z) ⊂ (0,∞) × (0,∞), where
the functions H(n, z) and P(n, z) are defined in (1.29a) and (1.29b). Let Ω′′η,p be a
compact convex subset of (0,∞)× (0,∞) containing Ω′η,p. Note in particular that
our assumptions imply that there exist constants n1 > 0 and θ1 > 0 such that
n1 ≤ inf
x¯∈R3
n˚(x¯),
θ1 ≤ inf
x¯∈R3
θ˚(x¯).
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Assume that the map (n, z)→ (H(n, z),P(n, z)) def= (η, p) has a well-defined, smooth
inverse defined on Ω′′η,p that maps Ω
′′
η,p into a compact subset of (0,∞)×(0,∞) con-
taining Ω′n,z. Let ρ = m0c
2nK1(z)K2(z) + 3p be as defined in (1.27b), and view ρ, η, and
p as functions of (n, z) on Ω′n,z. Assume that on the set
{(
η(n, z), ρ(n, z)
)| (n, z) ∈
Ω′n,z
}
, p can be written as a smooth function p = fkinetic(η, ρ) and that 0 <
∂fkinetic(η,ρ)
∂ρ .
Remark 1.2. As discussed at the end of the introduction, the careful assumptions
on the fluid initial data are designed to ensure that they fall within the regime
of hyperbolicity, and to ensure the invertibility of the maps between the solution
variables (n, θ) and (η, p). However, if our two conjectures are correct, then both of
these conditions are automatically verified whenever the fluid variables are positive.
In any case, Lemmas 3.5 and 3.6 together show that whenever θ˚ is uniformly small
and positive, or in whenever θ˚ is uniformly large, these conditions hold.
Remark 1.3. The additional convexity assumptions on Ω′n,z and Ω
′′
η,p are technical
conditions that are used in our proof of Theorem 1, e.g. to conclude (2.1); see [41,
Proposition B.0.4] for a discussion on the role of convexity in this context (roughly
speaking, convexity is needed so that one can apply the mean value theorem).
Theorem 1. (Local Existence for the rE System) Consider initial data that
are subject to the restrictions described above. Assume that N ≥ 3 and that there
exist constants n > 0, θ > 0 such that (n, m0c
2
kBθ
) ∈ Ω′n,z (defined above), and such
that
‖V˚ −V‖HNx¯ <∞,(1.36)
where V
def
= (n, θ, 0, 0, 0). Then these data launch a unique classical solution V =
(n, θ, u1, u2, u3) to the rE system existing on a nontrivial slab [0, T ]×R3 upon which
0 < inf
(t,x¯)∈[0,T ]×R3
n(t, x¯),
0 < inf
(t,x¯)∈[0,T ]×R3
θ(t, x¯).
V has the following regularity: V−V ∈ CN−2([0, T ]×R3)⋂N−2k=0 Ck([0, T ], HN−k).
If in addition the initial data are such that the inequalities (1.39) below are
strictly verified at t = 0, then there exists a spacetime slab [0, T ′]×R3 of existence,
with 0 < T ′ ≤ T, upon which the condition (1.39) remains verified.
Finally, if ‖V˚−V‖HNx¯ < δ, and δ is sufficiently small, then there exist constants
θ∗ > 0 and C ′ > 0, and a slab of existence [0, T ′′]×R3, with T ′′ ≥ C ′/δ, upon which
the following bounds are satisfied:
θ∗ < θ(t, x¯) < 2θ∗,(1.37)
|c−1uj(t, x¯)| ≤ Cδ, (j = 1, 2, 3).(1.38)
As is shown below in Lemma 1.1, if δ is sufficiently small, then the bounds (1.37) -
(1.38) will also imply that the technical conditions (1.39) are verified on [0, T ′′]×R3.
Remark 1.4. The conclusions of this theorem regarding the slab [0, T ′]×R3 follow
easily from the regularity properties of the solution.
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Remark 1.5. There are two main obstacles to extending our principal result, which
is Theorem 2 below, to a global-in-time existence result for the rB solution. The
first is that local solutions to the rE system tend to form shocks in finite time. In
fact, in [11], Christodoulou showed that there are data arbitrarily close to that of a
uniform, quiet fluid state (i.e., V ≡ V) that launch solutions which form shocks in
finite time. Since our construction of a local solution to the rB equation relies on
the availability of the solution to the rE system, the breakdown of the fluid solution
could in principle allow for a breakdown in the Boltzmann solution.
The second obstacle is the possible breakdown of the technical condition (1.39)
satisfied by the fluid solution; this breakdown is sometimes avoidable. More specifi-
cally, the condition (1.39), which plays a key role in the analysis of Section 3.8, may
break down in finite time even before the shock happens. However, we are aware of
a class of data that launch solutions for which (1.39) holds until the time of shock
formation. The details are contained in [11]; we offer a quick summary. One con-
siders initial data for the rE system that satisfy the assumptions of Theorem 1, and
the following additional assumptions: the data are irrotational and isentropic (i.e,
η ≡ const), and they coincide with the constant state V = (n, θ, 0, 0, 0) outside of
the unit sphere centered at the origin of the Cauchy hypersurface {t = 0}. If the de-
parture6, from constant state is ≤ δ, where δ is sufficiently small, then the estimates
of [11, Theorem 13.1] imply the following fact: on the exterior of an outgoing sound
cone C emanating from a sphere of radius 1−  contained in {t = 0}, where  = (δ)
is a sufficiently small positive number satisfying 0 <  ≤ 1/2, n and θ can be con-
tinuously extended7 to [0, Tmax]×R3/Cint, where Cint denotes the interior of C, and
[0, Tmax) is the maximal time interval of classical existence, i.e., the time of first
shock formation. Furthermore, the estimates |n(t, x)− n| ≤ Cδ, |θ(t, x¯)− θ| ≤ Cδ,
and |c−1uj(t, x¯)| ≤ Cδ, (j = 1, 2, 3), hold on the region on [0, Tmax] × R3/Cint.
Christodoulou’s theorem does not prove that the same estimates hold in Cint, but
on pg. 6, he remarks that the estimates do hold on the interior, and are in fact easier
to prove than the exterior estimates. Under these conditions, we may piece together
the conclusions from the two regions [0, Tmax] × R3/Cint and Cint to conclude the
following: for sufficiently small δ, an inequality of the form (1.39) is satisfied on any
slab [0, T ]× R3, with T < Tmax. Consequently, the conclusions of Theorem 2 hold
on such a slab.
Now that we have a large class of suitable solutions to the rE system available, we
are ready to state our main theorem. Note that our main theorem is independent
of Theorem 1; the role of Theorem 1 is to ensure that there are fluid solutions that
can be used in the hypotheses of Theorem 2.
Theorem 2. Let
(
n(t, x¯), θ(t, x¯), u(t, x¯)
)
be a sufficiently regular (see Remark 1.8
below) solution to the relativistic Euler equations (1.22) for (t, x¯) ∈ [0, T ] × R3x¯.
Construct the local Maxwellian M(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ) as in (1.17). Assume
that there exist constants C > 0, θM > 0, and α ∈ (1/2, 1) such that for every
(t, x¯, P¯ ) ∈ [0, T ] × R3x¯ × R3P¯ , the global Maxwellian J(P¯ )
def
= e−cP
0/(kBθM ) from
6The notion of smallness is measured by a Sobolev norm of suitably high order.
7Even though the L∞ norm of the solution remains bounded, the Sobolev norm of the solution
blows up as t ↑ Tmax.
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(1.16) verifies the inequalities
(1.39)
J(P¯ )
C
≤M(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ) ≤ CJα(P¯ ).
Define initially
F ε(0, x¯, P¯ ) =M(0, x, P¯ ) +
6∑
n=1
εnFn(0, x¯, P¯ ) + ε
3FR;ε(0, x¯, P¯ ) ≥ 0.
Then ∃ε0 > 0 such that for each 0 < ε ≤ ε0 there exists a unique classical solution
F ε of the relativistic Boltzmann equation (1.1) of the form (1.2) for all (t, x¯, P¯ ) ∈
[0, T ]×R3x¯×R3P¯ . Furthermore, there exists a constant CT = CT (M, F1, . . . , F6) > 0
such that for all ε ∈ (0, ε0) and for any ` ≥ 9, the following estimates hold:
ε3/2 sup
0≤t≤T
∥∥∥FR;ε(t)/√M(t)∥∥∥∞,` + sup0≤t≤T
∥∥∥FR;ε(t)/√M(t)∥∥∥
2
≤ CT
{
ε3/2
∥∥∥FR;ε(0)/√M(0)∥∥∥∞,` + ∥∥∥FR;ε(0)/√M(0)∥∥∥2 + 1
}
.
Recall that FR;ε is the remainder from (1.2). Moreover, we have that
sup
0≤t≤T
‖F ε(t)−M(t)‖2 + sup
0≤t≤T
‖F ε(t)−M(t)‖∞ ≤ CT ε,
where the constants CT > 0 are independent of ε.
Remark 1.6. Conditions which would imply (1.39) are standard in the Hilbert
expansion literature. It generally seems to be unclear at the moment how to remove
them in the context of classical solutions. We choose to make the assumption
(1.39) rather than a more stringent assumption of moderate temperature variation
in order to make it clear that (1.39) is all that is needed. The condition (1.39) is
used ensure that the local Maxwellian M, and the terms in the Hilbert expansion
Fn, have sufficient momentum decay; as used in Section 3.8.
Remark 1.7. We have not specified precisely the initial conditions for the terms
F1(0), . . ., F6(0), and FR;ε(0) in Theorem 2. They are constructed via the Hilbert
expansion in Section 3.7, after one has the fluid initial conditions as in Theorem 1.
Remark 1.8. In the hypotheses of Theorem 2, we have not been specific in stating
the regularity needed from the relativistic Euler equations that is required to build
the terms F1, . . . , F6 in the Hilbert expansion. This is because we are not attempting
to optimize the amount of regularity needed in the Hilbert expansion. In particular,
including additional terms in the expansion would require a smoother solution to
the rE system. However, for the purposes of this article, it is certainly sufficient to
have
(
n(t, x¯), θ(t, x¯), u(t, x¯)
) ∈ C7([0, T ]× R3x¯) with suitable L2x¯ integrability.
In the next lemma, we prove that near-constant, non-vacuum fluid states neces-
sarily verify an inequality of the form (1.39).
Lemma 1.1. Assume that the initial data for the rE system satisfy the assumptions
of Theorem 1, including the smallness assumption in δ, and let M(n, θ, u; P¯ ) be the
local Maxwellian (1.17) corresponding to the solution. Then if δ is sufficiently
small, there exist a non-trivial slab of the form [0, C ′/δ]×R3x¯, and constants C > 0,
θM > 0, α ∈ (1/2, 1), such that for every (t, x¯, P¯ ) ∈ [0, C ′/δ] × R3x¯ × R3P¯ , the
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global Maxwellian J(P¯ )
def
= e−cP
0/(kBθM ) from (1.16) and M(n, θ, u; P¯ ) verify the
inequalities (1.39).
Proof. To prove that (1.39) holds, we first recall that by the conclusions of Theorem
1, there exist a non-trivial slab [0, C ′/δ] × R3x¯, and constants nmin > 0, nmax >
0, θ∗ > 0, and C > 0, such that relative to our inertial coordinate system, the
solution satisfies the following inequalities on [0, C ′/δ]× R3x¯ :
0 < nmin ≤ n(t, x¯) < nmax,
0 < θ∗ < θ(t, x¯) < 2θ∗,
|c−1uj(t, x¯)| ≤ Cδ, (j = 1, 2, 3).
Therefore, using the Cauchy-Schwarz inequality, it is easy to show that there exist
dimensionless constants α ∈ (1/2, 1), C1 > 0, C2 > 0, depending on the dimension-
less constants m−10 c
−2kBθ∗ and δ, such that if δ is sufficiently small, then for all
(t, x¯, P¯ ) ∈ [0, C ′/δ]× R3x¯ × R3P¯ we have
m−10 c
−1C1P 0 ≤
∣∣∣uκPκ
kBθ
∣∣∣ ≤ m−10 c−1C2P 0,(1.40)
C2 ≤ α−1C1.
We also observe that since u, P are both future-directed and timelike, we have that
uκP
κ ≤ −|uκuκ|1/2|PλPλ|1/2 = −m0c2. In particular, uκPκ < 0. It thus follows
from definitions (1.16) and (1.17), the uniform bounds on n(t, x¯) and θ(t, x¯) (which
are strict for θ), and inequality (1.40), that for any positive constant θM satisfying
C2 ≤ m0c2/(kBθM ) ≤ α−1C1,
there exists a dimensionless constant C > 1, depending on the constants
m−30 c
−3h3nmin, m−30 c
−3h3nmax, m−10 c
−2kBθ∗, and δ, such that inequality (1.39)
holds. 
1.8. Historical background. There have been numerous important contributions
to the subject of fluid dynamic limits of the Newtonian Boltzmann equation. Due
to length constraints, it is impossible to give a comprehensive list. We only point
out a brief few works, including the early work of Grad [24, 25]. In the context of
DiPerna-Lions [14] renormalized weak solutions, we mention the fluid limits shown
in [1–5, 13, 22, 23, 33, 37]. We refer to the review articles [21, 36, 53] for a more
comprehensive list of references.
For fluid limits in the context of strong solutions to the non-relativistic Euler and
Boltzmann equations, we mention the work of Nishida [38], Caflisch [8], Bardos-Ukai
[6], Guo [28,29], Liu-Yang-Yu [34], Guo-Jang-Jiang [31] and recently Guo-Jang [26].
In this work we will use the Hilbert expansion approach from Caflisch [8] combined
with the recent developments in Guo-Jang-Jiang [31] to allow a non-zero initial
condition for the remainder: FR;ε(0, x¯, P¯ ).
Other works which connect to and motivate different elements of our estimates/
results include: [11, 27, 43, 45, 47, 49–51]. They will be discussed in more detail at
the appropriate time in the following developments.
Much less is known for the relativistic Boltzmann equation. Formal fluid limit
calculations are shown in the textbooks [9, 12]. Linearized hydrodynamics are also
studied in [15]. Our new contribution is to prove the existence of “normal solutions”
via a Hilbert expansion to the full non-linear relativistic Boltzmann equation. It
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would be useful to check if these types of solutions can also be constructed for the
relativistic Landau equation, as in for instance [49].
1.9. Outline of the structure of the article. We now briefly outline the re-
mainder of this article. In Section 2, we sketch a proof of local existence for the rE
system that is based on well-known techniques. In Section 3, we provide additional
background for the relativistic Boltzmann equation. In Section 3.1, we provide an
expression for the Boltzmann collision operator that will be used in the subsequent
analysis. In Section 3.2, we study macroscopic quantities associated to a particle
density function F (t, x¯, P¯ ), and we discuss the corresponding conservation laws that
hold whenever F is a solution to the rB equation. In Section 3.3, we discuss the
thermodynamic relations that hold between the macroscopic quantities associated
to the special case F = M, where M is a Maxwellian. In Section 3.4, we discuss
the issue of solving for (n, θ) in terms of (η, p), assuming that the aforementioned
thermodynamic relations hold. In Section 3.5, we prove that there are regimes of
hyperbolicity for the rE system under the same thermodynamic relations. In Sec-
tion 3.7, we carry out the Hilbert expansion for F ε in detail. Finally, in Section
3.8, we provide a proof of our main main theorem.
2. Local existence for the relativistic Euler equations
In this section we sketch a proof of local existence for the rE system; i.e, we
sketch a proof of Theorem 1 of Section 1.7. During the course of the proof, which
is mostly along standard lines, we provide references that indicate where one may
find the omitted details.
Sketch of the proof of Theorem 1: Theorem 1 can be proved using the
method of energy currents, a technique which was first applied to the rE system
by Christodoulou in [11]. For complete details, one can first look in [43], which
describes in detail how to derive energy estimates for the linearized rE system; we
sketch this derivation below. Once one has these energy estimates, the proof of
local existence for the non-relativistic Euler equations given in [35] can be easily
modified to handle the rE system. One may also consult [32], [40], or [43] for the
essential ideas on how to finish the proof once one has energy estimates for the
linearized system. Furthermore, although we do not need it for this article, we
remark that [43] contains a proof of continuous dependence on initial data.
In order to apply this method, we use W
def
= (η, p, u1, u2, u3) as our unknowns for
the equations (1.31a) - (1.31e). The assumptions on the data allow us to use the
functions H and P from (1.29a) - (1.29b) to transform the initial data (see Remark
1.3) V˚
def
= (˚n, θ˚, u˚1, u˚2, u˚3) to initial data W˚
def
= (η˚, p˚, u˚1, u˚2, u˚3) such that
‖W˚ −W‖HNx¯ <∞,(2.1)
and such that
0 < inf
x¯∈R3
η˚(x¯),
0 < inf
x¯∈R3
p˚(x¯),
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where W
def
= (η, p, 0, 0, 0). Here, η and p are equal to H(n, θ) andP(n, θ) respectively.
That (2.1) follows from (1.36) can be shown via Sobolev-Moser type estimates; see
e.g. the appendix of [43].
Typical proofs of local existence are based on either the construction of con-
vergent sequence of iterates, or a contraction mapping argument. Both of these
arguments require that one prove energy estimates for the linearized Euler equa-
tions, which are the following system:
u˜µ∂µη˙ = F,(2.2a)
u˜µ∂µp˙+ q˜
u˜k
u˜0
∂0u˙
k + q˜∂ku˙
k = G,(2.2b)
(ρ˜+ p˜)u˜µ∂µu˙
j + Π˜µj∂µp˙ = H
j , (j = 1, 2, 3).(2.2c)
In the above equations, W˜
def
= (η˜, p˜, u˜1, u˜2, u˜3) is the “background” (which can be
thought of as the previous iterate in an iteration scheme), W˙
def
= (η˙, p˙, u˙1, u˙2, u˙3)
is the variation (which can be thought of as either the next iterate or one of its
spatial derivatives), and the terms b
def
= (F,G,H1,H2,H3) are the inhomogeneous
terms that arise from the iteration + differentiation procedure. Furthermore, u˜0 =√
c2 +
∑3
j=1(u˜
j)2, Π˜µν
def
= u˜µu˜ν + (g−1)µν , and q˜ is the function of the state-space
variables from (1.31e) evaluated at the background.
To deduce energy estimates for the linearized systems, one first defines energy
currents J˙, which are vectorfields that depend quadratically on the variations W˙:
J˙0(W˙,W˙)
def
= u˜0η˙2 +
u˜0
q˜
p˙2 + 2
u˜ku˙
k
u˜0
p˙+ (ρ˜+ p˜)u˜0
[
u˙ku˙k − (u˜ku˙
k)2
(u˜0)2
]
,(2.3)
J˙j(W˙,W˙)
def
= u˜j η˙2 +
u˜j
q˜
p˙2 + 2u˙j p˙+ (ρ˜+ p˜)u˜j
[
u˙ku˙k − (u˜ku˙
k)2
(u˜0)2
]
, (j = 1, 2, 3).
The two key properties of the above energy currents, which are discussed in detail
in [43], are (i) it can be shown that J˙0(W˙,W˙) is a positive definite quadratic form
in W˙, and (ii) if W˙ is a solution to the linearized rE system (2.2a) - (2.2c), then it
can be shown that ∂κ[J˙
κ(W˙,W˙)] does not depend on the derivatives of W˙. More
specifically, the following formula holds:
(2.4) ∂µJ˙
µ = (∂µu˜
µ)η˙2 + ∂µ
(
u˜µ
q˜
)
p˙2 + 2∂0
(
u˜k
u˜0
)
u˙kp˙
+ ∂µ[(ρ˜+ p˜)u˜
µ]
[
u˙ku˙k − (u˜ku˙
k)2
(u˜0)2
]
− 2u˜ku˙k(ρ˜+ p˜)
(
u˜µ
u˜0
)
∂µ
(
u˜j
u˜0
)
u˙j
+ 2η˙F+ 2
p˙G
q˜
+ 2u˙kH
k − 2 u˜jH
j u˜ku˙
k
(u˜0)2
,
where (F,G,H1,H2,H3) are the inhomogeneous terms in (2.2a)- (2.2c).
We therefore can define an energy E(t) ≥ 0 by
E2(t)
def
=
∫
R3
J˙0(W˙,W˙) dx¯,(2.5)
and E can be used to control ‖W˙‖L2 . More specifically, property (i) can be used to
show that if q˜, p˜, ρ˜ are uniformly bounded from above and away from 0 on [0, t]×R3,
and the |u˜j | are bounded from above on [0, t] × R3, then there exists a constant
HILBERT EXPANSION FROM RELATIVISTIC BOLTZMANN TO EULER 21
C > 0 depending only on the values of W˜, ‖∂tW˜‖L∞ , and ‖∂x¯W˜‖L∞ , such that
on [0, t], we have
C−1‖W˙‖L2 ≤ E ≤ C‖W˙‖L2 .(2.6)
Remark 2.1. If q˜ < 0, then J˙0 is no longer positive definite, and inequality (2.6)
fails. Since q˜ = c2 ∂p˜∂ρ˜
∣∣∣
η
(ρ˜ + p˜), it is clear that the non-negativity of ∂p˜∂ρ˜
∣∣∣
η
plays a
fundamental role in the well-posedness of the rE system. This explains the signif-
icance of Lemma 3.6 and Conjecture 2. Furthermore, we note that the conditions
on the initial data guarantee that q˚(x¯)
def
= q(0, x¯) is uniformly positive.
Furthermore, the Cauchy-Schwarz inequality for integrals, (2.4), and (2.6) imply
that
‖∂κ[J˙κ(W˙,W˙)]‖L1 ≤ C‖W˙‖L2‖b‖L2 ≤ CE‖b‖L2 .(2.7)
Using (2.5), the divergence theorem (assuming suitable fall-off conditions at infin-
ity), and (2.7), we have that
d
dt
(
E2
)
= c
d
dx0
(
E2
)
= c
∫
R3
∂κ[J˙
κ(W˙,W˙)] dx¯
≤ CE‖b‖L2 ,
which leads to the following energy estimate for the linearized system:
d
dt
E(t) ≤ C‖b‖L2 .(2.8)
The availability of (2.8) is the fundamental reason that the rE system has local-
in-time solutions belonging to a Sobolev space. This concludes our abbreviated
discussion of the existence aspect of Theorem 1 in terms of W; we comment on the
variables V
def
= (n, θ, u1, u2, u3) near the end of the proof.
Let us now assume that we have a local solution W to the nonlinear rE equations
near the constant state W; we will make a few remarks about the time of existence.
In the nonlinear case, one can define energies (with N ≥ 3 so that various Sobolev-
Moser type inequalities are valid)
E2N (t)
def
=
∑
0≤|~α|≤N
∫
R3
J˙0
(
∂~α(W −W), ∂~α(W −W)
)
dx¯.
Furthermore, all of the inhomogeneities that arise upon differentiating the rE equa-
tions are of quadratic order or higher. Consequently, near a constant state, the
inhomogeneous terms analogous to the term ‖b‖L2 on the right-hand side of (2.8)
can be bounded by CE2N (t), and the resulting energy estimate is
d
dt
EN (t) ≤ CE2N (t).(2.9)
Consequently, we may apply Gronwall’s inequality to (2.9) and use property (2.6)
to deduce an a-priori estimate of the form
‖W −W‖HNx¯ ≤ C
‖W˚ −W‖HNx¯
1− Ct‖W˚ −W‖HNx¯
.(2.10)
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It follows from (2.10) that the time of existence is at least of size C˜/δ. This fact is
a consequence of a standard continuation principle that is available for hyperbolic
PDEs (consult e.g. [32, Chapter 6] or [42] for the essential ideas), which implies that
the solution exists as long as the a-priori energy estimates lead to the conclusion
that ‖W −W‖HNx¯ is sufficiently small.
We remark that in the formula (2.10), C is a numerical constant that depends
on an a-priori assumption concerning the subset of (0,∞) × (0,∞) to which the
pair (η, p) belongs, and on B, where B > 0 is a fixed a-priori upper bound for
‖W −W‖HNx¯ . These a-priori assumptions imply that the solution escapes neither
the regime of hyperbolicity, nor a convex subset (see Remark 1.3) of the regime in
which the map (n, z)→ (H(n, z),P(n, z)) = (η, p) is invertible; on the time interval
[0, C˜/δ], these a-priori assumptions can be shown to hold through a bootstrap ar-
gument. Furthermore, once we have shown (2.10), this inequality can be translated
into an inequality for the original variables V; Sobolev-Moser type estimates allow
us to estimate (here we again use the convexity assumption discussed in Remark
1.3) ‖V−V‖HNx¯ ≤ C‖W−W‖HNx¯ . This is possible because V can be written as a
smooth function of W whenever (η, p) belongs to the domain of the inverse of the
aforementioned map.
3. The relativistic Boltzmann equation
In this section, we provide some additional background material on the rela-
tivistic Boltzmann equation. The rB equation is often expressed in the physics
literature (see e.g. [7,12]) in the Lorentz-invariant form of (1.1) where the collision
kernel C is defined by
C(F,G) = c
2
∫
R3
dQ¯
Q0
∫
R3
dQ¯′
Q′0
∫
R3
dP¯ ′
P ′0
W (P¯ , Q¯|P¯ ′, Q¯′)[F (P¯ ′)G(Q¯′)− F (P¯ )G(Q¯)].
In our analysis below, it will often be convenient to divide both sides of (1.1) by
P 0. We therefore introduce the normalized velocity Pˆ , defined by
Pˆ
def
=
c
P 0
P¯ ,
and Q(·, ·) def= cP 0 C(·, ·). Then (1.1) is equivalent to
∂tF + Pˆ · ∂x¯F = 1
ε
Q(F, F ),(3.1)
where Pˆ · ∂x¯ def= Pˆ 1∂1 + Pˆ 2∂2 + Pˆ 3∂3.
On the right-hand side of the above expression for C, the variables P and Q
represent the pre-collisional four-momenta of a pair of particles, while P ′ and Q′
represent their post-collisional four-momenta. We assume that the particle colli-
sions are elastic, in which case the conservation of energy8 and 3-momentum can
be expressed as
Pµ +Qµ = P ′µ +Q′µ, (µ = 0, 1, 2, 3).(3.2)
The transition rate W (P¯ , Q¯|P¯ ′, Q¯′), which is a Lorentz scalar, can be expressed as
(3.3) W (P¯ , Q¯|P¯ ′, Q¯′) = sσ(%, ϑ)δ(4)(Pµ +Qµ − P ′µ −Q′µ),
8In our inertial coordinate system, the “energy” of a four-vector is c times its 0 component, while
its 3-momentum comprises its final 3 components.
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where δ(4) is a Dirac delta function, and σ(%, ϑ) is the differential cross-section or
scattering kernel. The other quantities are defined in (1.12), (1.13), and (1.14).
We have several remarks to make. First, the Lorentz invariance of the left-hand
side of (1.1) is manifest, while the Lorentz invariance of the right-hand side follows
from that of dP¯
′
P ′0 (and similarly for Q¯, Q¯
′); see (1.9). Next, we remark that ϑ in
(1.13) is well-defined under (3.2), but that it may not be in general [18]; i.e., in
general, the right-hand side of (1.13) may be larger than 1 in magnitude. Finally, we
point out that both the left and right-hand sides of (3.1) are functions of (t, x¯, P¯ ).
3.1. Expression for the collision operator. In this section, we provide an alter-
nate expression (3.4) for the collision operator, which is derived from carrying out
certain integrations in a center-of-momentum frame. This is the expression for the
collision operator that we will use in our analysis for the remainder of the article.
We remark that yet another expression for the collision operator was derived in
[20]; see [46, 47] for an explanation of the connection between the expression from
[20] and the one in (3.4) below.
One may use Lorentz transformations as described in [12] and in some detail in
[46,48] to reduce the delta functions in (3.3), thereby obtaining
(3.4) Q(F,G) =
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) [F (P¯
′)G(Q¯′)− F (P¯ )G(Q¯)],
where vø = vø(P¯ , Q¯), the Møller velocity, is given by (1.11).
The post-collisional 3-momenta in the expression (3.4) can be written as follows:
P¯ ′ =
P¯ + Q¯
2
+
%
2
(
ω + (γ − 1)(P¯ + Q¯) (P¯ + Q¯) · ω|P¯ + Q¯|2
)
,
Q¯′ =
P¯ + Q¯
2
− %
2
(
ω + (γ − 1)(P¯ + Q¯) (P¯ + Q¯) · ω|P¯ + Q¯|2
)
,
(3.5)
where γ = (P 0 +Q0)/
√
s, and · is the ordinary Euclidean dot product in R3. The
energies can be expressed as
P ′0 =
P 0 +Q0
2
+
%
2
√
s
ω · (P¯ + Q¯),
Q′0 =
P 0 +Q0
2
− %
2
√
s
ω · (P¯ + Q¯).
It is clear that P,Q, P ′, Q′ satisfy (3.2). Additionally, it is explained in [48] that
after carrying out the integrations in a center-of-momentum frame, the scattering
angle becomes a function of P¯ , Q¯, and satisfies cosϑ = k · ω, where ω ∈ S2 ⊂ R3,
and k = k(P¯ , Q¯) ∈ S2 ⊂ R3. We remark that an expression for k(P¯ , Q¯) is given in
[48, Equation (5.37)] and [46], but that its precise form is not needed here.
3.2. Macroscopic quantities and conservation laws for rB. In this section,
we study macroscopic quantities associated to a particle density function F (t, x¯, P¯ ).
We also discuss conservation laws that hold whenever F (t, x¯, P¯ ) is a solution to the
relativistic Boltzmann equation (1.1). This material is quite standard [12], but we
include it for convenience. We begin by recalling that the energy-momentum tensor
TµνBoltz[F ] and the particle current I
µ
Boltz[F ] for the relativistic Boltzmann equation
are defined in (1.20). Note that the term dP¯P 0 on the right-hand side of (1.20) is
exactly the canonical measure defined in (1.7).
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We now define the following macroscopic quantities:
Sµ
def
= −kBc
∫
R3
PµF (t, x¯, P¯ )
{
ln[h3F (t, x¯, P¯ )]− 1
}dP¯
P 0
,(3.6a)
−c2n2 def= gκλIκBoltzIλBoltz,(3.6b)
uµ
def
= n−1IµBoltz,(3.6c)
uκu
κ = −c2,(3.6d)
ρ
def
= c−2uκuλTκλBoltz,(3.6e)
pµν
def
= ΠµκT
κλ
BoltzΠ
ν
λ,(3.6f)
η
def
= −c−2n−1uκSκ.(3.6g)
Here, S is the entropy four flow, n is the proper number density, u is the four-
velocity, ρ is the proper energy density, pµν is the pressure tensor, η is the entropy
per particle, and Πµν
def
= c−2uµuν + (g−1)µν is as defined in (1.26).
We also decompose the pressure tensor by defining the pressure p and the viscous
pressure tensor vµν :
pµν
def
= pΠµν + vµν ,
where
p
def
=
1
3
Πκλp
κλ =
1
3
ΠκλT
κλ
Boltz.(3.7)
We remark that Πκλvκλ = 0.
The following lemma will be useful in verifying numerous identities, especially
those of Proposition 3.3.
Lemma 3.1. Let Λµν be a matrix (of real numbers) such that
ΛκµΛ
λ
νgκλ = gµν , (µ, ν = 0, 1, 2, 3),
and such that det(Λ) = 1 (i.e. a proper Lorentz transformation). Consider the
change of coordinates P ← P˜ on TxM from one inertial coordinate system to
another induced by Λ : Pµ
def
= ΛµκP˜
κ. Then under this change of coordinates, Iµ, uµ,
and Sµ transform as the components of a vector, while TµνBoltz and p
µν transform as
the components of a two-contravariant tensor. In an arbitrary coordinate system,
these statements take the following form:
Iµ = ΛµκI˜
κ, (µ = 0, 1, 2, 3),(3.8a)
uµ = Λµκu˜
κ, (µ = 0, 1, 2, 3),(3.8b)
Sµ = ΛµκS˜
κ, (µ = 0, 1, 2, 3),(3.8c)
TµνBoltz = Λ
µ
κΛ
ν
λT˜
κλ
Boltz, (µ, ν = 0, 1, 2, 3),(3.8d)
pµν = ΛµκΛ
ν
λp˜
κλ, (µ, ν = 0, 1, 2, 3).(3.8e)
Proof. We give only the proof of (3.8a); the remaining statements follow simi-
larly. Equation (3.8a) is equivalent to the following statement, where we abbreviate
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F (t, x¯, P¯ ) = F (P¯ )∫
R3
PµF (P 1, P 2, P 3)
dP¯
P 0
=
∫
¯˜
P∈R3
ΛµκP˜
κF (Λ1αP˜
α,Λ2βP˜
β ,Λ3γP˜
γ)
d
¯˜
P
P˜ 0
.(3.9)
Recall that Lorentz transformations preserve the form of the metric g, so that
gµν = g˜µν = diag(−1, 1, 1, 1), which implies in particular that P 0 =
√
m20c
2 + |P¯ |2
and P˜ 0 =
√
m20c
2 + | ¯˜P |2. It thus follows from the discussion in Section 1.2, and
in particular equation (1.9), that dP¯P 0 =
d
¯˜
P
P˜ 0
. Equation (3.9) now follows from the
standard change of variables formula for integration. 
The conservation laws for the relativistic Boltzmann equation are given in the
following lemma.
Lemma 3.2. [9, Chapter 2] Let F (t, x¯, P¯ ) be a C1 solution to (1.1). Then the
conservation laws (1.21) hold.
Note that (1.21) corresponds to the fluid conservation laws (1.22).
3.3. Macroscopic quantities for a Maxwellian M = M(n, θ, u; P¯ ). In this
section, we prove the following proposition:
Proposition 3.3. Let n(t, x¯) > 0, θ(t, x¯) > 0 be positive functions on M, and let
u(t, x¯) be a future-directed vectorfield on M satisfying (1.24). Consider the corre-
sponding local relativistic Maxwellian M(n, θ, u; P¯ ) defined in (1.17) with (1.18).
Then the following relations hold for the quantities defined in (3.6a) - (3.7):
Iµ[M] = n[M]uµ, (µ = 0, 1, 2, 3),(3.10a)
p[M] = kBn[M]θ = m0c2n[M]
z[M] ,(3.10b)
ρ[M] = 3p[M] +m0c2n[M]K1(z[M])
K2(z[M])(3.10c)
= m0c
2n[M]K3(z[M])
K2(z[M]) −
p[M]︷ ︸︸ ︷
kBn[M]θ,
TµνBoltz[M] = Tµνfluid[M], (µ, ν = 0, 1, 2, 3),(3.10d)
n[M] = 4pie4m30c3h−3 exp
(−η
kB
)K2(z[M])
z[M] exp
(
z[M]K1(z[M])
K2(z[M])
)
(3.10e)
= 4pim30c
3h−3 exp
(−η
kB
)K2(z[M])
z[M] exp
(
z[M]K3(z[M])
K2(z[M])
)
.
By Tµνfluid[M], we mean the energy-momentum tensor that results from inserting
p[M] and ρ[M] into the expression on the right-hand side of (1.23).
Proof. It is well-known that since u(x) is a future-directed vector satisfying (1.24),
there exists an inertial coordinate system in which (u0, u1, u2, u3) = (c, 0, 0, 0) (at
the spacetime point x); such a frame is known as a “rest frame” for u. By Lemma
3.1, it suffices to check that (3.10a) - (3.10e) hold in such a rest frame. Using
definition (1.20), it follows that Iµ can be expressed in a rest frame for u as
Iµ[M] = cn z
4pim30c
3K2(z)
∫
R3
Pµ exp
(−zP 0
m0c
)dP¯
P 0
.(3.11)
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By symmetry, it follows that Iµ[M] is proportional to (1, 0, 0, 0), and therefore
also to u. Let us denote the proportionality constant by A, so that in any inertial
coordinate system, we have that
Iµ[M] = Auµ.
We thus have that A = I0/u0. Furthermore, it follows from (3.11) that in a rest
frame for u, we have that
A = n
z
4pim30c
3K2(z)
∫
R3
exp
(−zP 0
m0c
)
dP¯ .(3.12)
We carry out the integration in (3.12) using spherical coordinates for P¯ , and making
the change of variables λ = zP 0/(m0c). This implies that |P¯ | = m0cz−1(λ2−z2)1/2,
d|P¯ | = m0cz−1λ(λ2 − z2)−1/2, and we obtain
A = n
z
4pim30c
3K2(z)
4pim30c
3z−3
∫ ∞
λ=z
λe−λ
(
λ2 − z2)1/2 dλ.(3.13)
From the Bessel function identity (3.44) in the case j = 2, it follows that A = n,
which completes the proof of (3.10a).
To prove (3.10b), we note that in a rest frame for u, it follows that PκPλΠκλ =
|P¯ |2, where Πµν is defined in (1.26). Inserting this formula into definition (3.7),
using definition (1.20), integrating with spherical coordinates for P¯ , and using the
integration variable λ as above, we have that
p[M] = 1
3
cn
z
4pim30c
3K2(z)
∫
R3
|P¯ |2 exp
(−zP 0
m0c
)dP¯
P 0
(3.14)
=
1
3
cn
z
4pim30c
3K2(z)
4pim40c
4z−4
∫ ∞
λ=z
e−λ
(
λ2 − z2)3/2 dλ.
Referring to definition (3.43), it follows that p[M] = nm0c2z , which proves (3.10b).
To prove (3.10c), we note that in a rest frame for u, uκuλP
κPλ = c2(P 0)2.
Inserting this formula into definition (3.6e), carrying out the integration in spherical
P¯ coordinates, using the change of variables λ as above, referring to definition
(3.43), and using the recursion formula (3.45) in the case j = 2, we have that
ρ[M] = cn z
4pim30c
3K2(z)
∫
R3
P 0 exp
(−zP 0
m0c
)
dP¯(3.15)
= cn
z
4pim30c
3K2(z)
4pim40c
4z−4
∫ λ=∞
λ=z
e−λλ2(λ2 − z2)1/2dλ
= cn
z
4pim30c
3K2(z)
4pim40c
4z−4
∫ λ=∞
λ=z
e−λ(λ2 − z2)3/2dλ
+ cn
z
4pim30c
3K2(z)
4pim40c
4z−2
∫ λ=∞
λ=z
e−λ(λ2 − z2)1/2dλ
= m0c
2n
z
K2(z)
{3K2(z)
z2
+
K1(z)
z
}
= 3nkBθ +m0c
2n
K1(z)
K2(z)
= m0c
2n[M]K3(z)
K2(z)
− kBn[M]θ.
Combining this identity with (3.10b), we deduce (3.10c).
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To prove (3.10d), we first note that in a rest frame for u, we have that
Tµνfluid[M] = diag(ρ[M], p[M], p[M], p[M]),
and
TµνBoltz[M] = cn
z
4pim30c
3K2(z)
∫
R3
PµP ν exp
(−zP 0
m0c
)dP¯
P 0
.(3.16)
The fact that µ 6= ν =⇒ TµνBoltz[M] = 0 follows from symmetry. The fact that
T 00Boltz[M] = ρ[M] follows directly from comparing the integral expressions (3.15)
and (3.16), while the fact that T jjBoltz[M] = p[M] (there is no summation in j here)
follows from comparing the integral expressions (3.14) and (3.16) using symmetry.
To prove (3.10e), we notice that in a rest frame for u, we have that uκP
κ = −cP 0.
Inserting this formula into definitions (3.6a) and (3.6g), and evaluating the two
integrals that arise as in (3.13) and (3.15), we have that
η[M] = (−kBn−1)n z
4pim30c
3K2(z)
∫
R3
exp
(−zP 0
m0c
)
×
{−zP 0
m0c
+ ln
[
h3n
z
4pim30c
3K2(z)
]
− 1
}
dP¯
= kB
z
4pim30c
3K2(z)
z
m0c
∫
R3
exp
(−zP 0
m0c
)
P 0dP¯
− kB z
4pim30c
3K2(z)
{
ln
[
h3n
z
4pim30c
3K2(z)
]
− 1
}∫
R3
exp
(−zP 0
m0c
)
dP¯
= kB
z
4pim30c
3K2(z)
z
m0c
4pim40c
4
{3K2(z)
z2
+
K1(z)
z
}
− kB z
4pim30c
3K2(z)
{
ln
[
h3n
z
4pim30c
3K2(z)
]
− 1
}
4pim30c
3K2(z)
z
= kB
{
3 + z
K1(z)
K2(z)
}
− kB
{
ln
[
h3n
z
4pim30c
3K2(z)
]
− 1
}
.(3.17)
(3.10e) now follows from (3.17) and simple algebraic manipulation (solve for n). 
The next lemma was used in Section 2 to derive an equivalent version of the
rE system; i.e., equations (1.31a) - (1.31e). More specifically, only equation (3.19)
was used. However, as an aside, we also discuss the fundamental thermodynamic
relation (3.18) (see [10]), which can, in consideration of the positivity of n and θ,
be used to show that η can be written as a smooth function of n, ρ.
Proposition 3.4. Assume that the functional relations (3.10b), (3.10c), and (3.10e)
hold for the variables p, ρ, n, θ, and η. Then the additional relations also hold:
nθ =
∂ρ
∂η
∣∣∣∣
n
,(3.18)
ρ+ p = n
∂ρ
∂n
∣∣∣∣
η
.(3.19)
Proof. To ease the notation, we use the notation (1.18) and abbreviate Kj = Kj(z),
K ′j =
d
dzKj(z), where Kj(z) is the Bessel function defined in (3.43). To begin the
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proof of (3.18), we first note that by the chain rule, it follows that
∂ρ
∂η
∣∣∣∣
n
=
∂ρ
∂z
∣∣∣∣
n
∂z
∂η
∣∣∣∣
n
.(3.20)
We claim that equation (3.20) leads to the following identities:
∂ρ
∂η
∣∣∣∣
n
=
nm0c
2
kBz
{ K ′3 −K−12 K ′2K3 + z−2K2
z−1K ′2 − z−2K2 +K ′3 + z−1K3 −K−12 K ′2K3
}
︸ ︷︷ ︸
=1
(3.21)
= nθ,
which completes the proof of (3.18).
To see that (3.21) holds, we note that differentiating the last equality in (3.10c)
leads to the relation
∂ρ
∂z
∣∣∣∣
n
= m0c
2n
(K ′3
K2
− K
′
2K3
K22
+
1
z2
)
,(3.22)
while differentiating each side of (3.10e) with respect to η (while n is held constant)
leads to the following identity:
0 =
∂z
∂η
∣∣∣∣
n
[
z−1K ′2 − z−2K2 +K ′3 + z−1K3 −K−12 K ′2K3
]
− k−1B z−1K2(z).(3.23)
Inserting (3.22) and (3.23) into the left-hand side of (3.21) implies the first equality.
The second equality in (3.21) follows from (3.46) in the case j = 2, which implies
that the term above the under-braces is equal to 1, and from the definition of z.
The proof of (3.19) follows similarly using the chain rule identity
∂ρ
∂n
∣∣∣
η
= ∂ρ∂n
∣∣∣
z
+ ∂ρ∂z
∣∣∣
n
∂z
∂n
∣∣
η
, and we omit the calculations. 
3.4. The invertibility of the maps H(n, z) and P(n, z). In this short section,
we state and prove Lemma 3.5, which addresses the issue of solving for (n, θ) in
terms of (η, p). This lemma rigorously shows that Conjecture 1 is true outside of
a compact set of θ values. Furthermore, at the end of the section, we provide
Figure 1, which is our numerical evidence for the validity of the conjecture. For the
purposes of avoiding repetition, during the proof of Lemma 3.5, it is convenient to
use notation that is defined below in the proof of Lemma 3.6. However, logically
speaking, the proof of Lemma 3.5 comes before the proof of Lemma 3.6.
Lemma 3.5. Consider the smooth maps η = H(n, z) and p = P(n, z) defined
(1.29a) and (1.29b) respectively. Then the map (n, z) → (H(n, z),P(n, z)) is in-
vertible with smooth inverse if 0 < z ≤ 1/10 or z ≥ 70.
Proof. Using (1.27a) and (1.27c), it follows that p exp
(
η
kB
)
is a smooth function
of z alone. Therefore, by the implicit function theorem, since p > 0 holds whenever
z > 0, we can locally solve for z in terms of η, p if ∂p∂z
∣∣∣
η
6= 0. We will show that
∂p
∂z
∣∣∣
η
< 0 holds for 0 < z ≤ 1/10 and z ≥ 70.
We begin by quoting equation (3.31), which states that
∂z|ηp
p
= 3
K1(z)
K2(z)
+ z
(K1(z)
K2(z)
)2
− z − 4
z
.(3.24)
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Using (3.24) and the expansions (3.33) - (3.34), it follows that
z
∂z|ηp
p
= −4 + z2/2 + 3z1(z) + z4/4 + z22(z).
Thus, using the bounds (3.35), we obtain that
z
∂z|ηp
p
< −3, (0 < z ≤ 1/10).
Since p ≥ 0, it follows that ∂z|ηp whenever 0 < z ≤ 1/10 as desired.
On the other hand, using the expansions (3.38) and (3.39), it follows that
z
∂z|ηp
p
= −5/2 + 45
8z
+ 3z˜1(z) + z
2˜2(z).
Therefore, using the bounds (3.40), it follows that
z
∂z|ηp
p
< −1, (z ≥ 70).
Therefore, by the implicit function theorem, we can solve for z in terms of η, p if
0 < z ≤ 1/10 or z ≥ 70. Since n = m−10 c−2pz from (1.27a), the same is true of n.
This completes the proof of Lemma 3.5. 
Remark 3.1. It is clear from the proof of the lemma that Conjecture 1 can be
shown by demonstrating the negativity of ∂p∂z
∣∣∣
η
for all z > 0. Thus, the numerical
plot in Figure 1, which was created with Maple 11.0, is the motivation for our
conjecture.
3.5. Regimes of hyperbolicity for the rE system and the existence of the
kinetic equation of state. In this section, we prove that whenever θ is sufficiently
small and positive or sufficiently large, there exists an equation of state of the form
(1.28), i.e., of the form p = fkinetic(η, ρ). Furthermore, under the same temperature
assumptions, we show that the equation of state satisfies 0 < ∂fkinetic∂ρ
∣∣∣
η
< 1. We
remark that ∂fkinetic∂ρ
∣∣∣
η
can be expressed as a function of θ alone. As previously
discussed, this condition is sufficient to ensure the hyperbolicity of the rE system in
these temperature regimes; in particular, as discussed in Remark 2.1, the condition
0 < ∂fkinetic∂ρ
∣∣∣
η
plays a fundamental role in the proof of local existence. Our result
rigorously shows that outside of a compact set of θ values, a slightly weaker version
of Conjecture 2 holds. Furthermore, at the end of this section, we provide Figure
2, which is our numerical evidence for the validity of the conjecture. Also see the
discussion at the end of Section 1.6. For convenience, we use the variable z from
(1.18) during the statement and proof of the lemma.
Lemma 3.6. (Hyperbolicity of the rE system) Assume that the functional
relations (3.10b), (3.10c), and (3.10e) hold for the macroscopic variables n, θ, η, p,
and ρ. Then if 0 < z ≤ 1/10 or z ≥ 70, p can be expressed as a smooth function
fkinetic of η and ρ : p = fkinetic(η, ρ).
Furthermore, the following estimate holds for 0 < z ≤ 1/10 :∣∣∣∣∂p∂ρ ∣∣η − 13
∣∣∣∣ ≤ z2.(3.25)
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Figure 1. z5 ∂p∂z
∣∣∣
η
plotted as a function of z.
Additionally, the following estimate holds for z ≥ 70 :∣∣∣∣∂ρ∂p ∣∣η − 3z5
∣∣∣∣ ≤ 41.(3.26)
Remark 3.2. We did not attempt to be optimal in our estimate of the error terms
on the right-hand sides of the above inequalities.
Proof. It follows from (3.10b), (3.10c), and (3.10e) that
p = 4pie4m40c
5h−3 exp
(−η
kB
)K2(z)
z2
exp
(
z
K1(z)
K2(z)
)
,(3.27)
ρ = p
(
z
K1(z)
K2(z)
+ 3
)
.(3.28)
We use the following version of the chain rule: ∂p∂ρ
∣∣
η
=
∂z|ηp
∂z|ηρ . Using (3.28), we
further deduce that
∂z|ηρ
∂z|ηp = 3 + z
K1(z)
K2(z)
+
( p
∂z|ηp
) d
dz
[
z
K1(z)
K2(z)
]
.(3.29)
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We then use the identities zK ′1 = K1−zK2 and K ′2 = −2z−1K2−K1, which follow
from (3.45) and (3.46), to compute that
d
dz
(
z
K1(z)
K2(z)
)
= 4
K1(z)
K2(z)
+ z
(K1(z)
K2(z)
)2
− z,(3.30)
∂z|ηp
p
= 3
K1(z)
K2(z)
+ z
(K1(z)
K2(z)
)2
− z − 4
z
.(3.31)
Combining (3.29), (3.30), and (3.31), we have that
∂z|ηρ
∂z|ηp = 3 + z
K1(z)
K2(z)
+
4K1(z)K2(z) + z
(
K1(z)
K2(z)
)2
− z
3K1(z)K2(z) + z
(
K1(z)
K2(z)
)2
− z − 4z
.(3.32)
Using Corollary 3.8, we can write
K1(z)
K2(z)
=
z
2
+ 1(z),(3.33) (K1(z)
K2(z)
)2
=
z2
4
+ 2(z),(3.34)
where for 0 < z ≤ 1/10, we have the estimates
|1(z)| ≤ 2z2, |2(z)| ≤ 2z3.(3.35)
Inserting these expansions into (3.32) and multiplying the numerator and denomi-
nator of the fraction by z, we have that
∂z|ηρ
∂z|ηp = 3 +
z2
2
+ z1 +
z2 + 4z1 + z
4/4 + z22
z2/2 + 3z1 + z4/4 + z2 − 4 .(3.36)
Using the bounds (3.35), it follows that for 0 < z ≤ 1/10, the second term on the
right-hand side of (3.36) (i.e. the z2/2 term) partially cancels the last term (i.e.,
the large fraction which is negative), which implies that∣∣∣∂z|ηρ
∂z|ηp − 3
∣∣∣ ≤ 7z2
10
, (0 < z ≤ 1/10).(3.37)
The facts that p can be expressed as a smooth function of η and ρ whenever 0 <
z ≤ 1/10, and that inequality (3.25) is verified both easily follow from (3.37).
To prove (3.26), we again use Corollary 3.8 to write
K1(z)
K2(z)
= 1− 3
2z
+
15
8z2
+ ˜1(z),(3.38) (K1(z)
K2(z)
)2
= 1− 3
z
+
6
z2
+ ˜2(z),(3.39)
where for z ≥ 10, we have that
|˜1(z)| ≤ 16
z2
, |˜2(z)| ≤ 40
z3
.(3.40)
Inserting these expansions into (3.32) and multiplying the numerator and denomi-
nator of the fraction by z, it follows that
∂z|ηρ
∂z|ηp =
3z
5
+
3
2
+
15
8z
+ z˜1 +
9
4 +
15
2z + 4z˜1 +
6
5z
2˜1 + z
2˜2 +
2
5z
3˜2
−5/2 + 458z + 3z˜1 + z2˜2
.(3.41)
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Using the bounds (3.40) and the expression (3.41), it can be checked that for z ≥ 70,
we have that ∣∣∣∂z|ηρ
∂z|ηp −
3z
5
∣∣∣ ≤ 41.(3.42)
The facts that p can be expressed as a smooth function of η and ρ whenever z ≥ 70,
and that inequality (3.26) is verified, both easily follow from (3.42). 
Remark 3.3. Notice that the Conjecture 2 is equivalent to the conjecture that the
right-hand side of (3.32) is > 3 for all z > 0. In Figure 2, we present a numerical
plot, which was created with Maple 11.0, that covers the set of z values lying outside
of the scope of Lemma 3.6, and that suggests that this conjecture is true. Note that
the inequalities of the conjecture are stronger than those proved in the lemma.
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Figure 2. ∂p∂ρ
∣∣∣
η
plotted as a function of z.
3.6. Bessel function identities and inequalities. We now state the technical
lemma that contains the Bessel function properties that we have used throughout
this article. The expansion (3.47) (including the error terms) and inequality (3.48)
can be found in [39]. The remaining identities can be found in [12, Chapter 2].
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Lemma 3.7. (Properties of Bessel functions) Let Kj(z) be the Bessel function
defined by
Kj(z)
def
=
(2j)j!
(2j)!
1
zj
∫ λ=∞
λ=z
e−λ(λ2 − z2)j−(1/2) dλ, (j ≥ 0).(3.43)
Then the following identities hold:
Kj(z) =
2j−1(j − 1)!
(2j − 2)!
1
zj
∫ λ=∞
λ=z
λe−λ(λ2 − z2)j−(3/2) dλ, (j > 0),(3.44)
Kj+1(z) = 2j
Kj(z)
z
+Kj−1(z), (j ≥ 1),(3.45)
also
d
dz
(Kj(z)
zj
)
= −
(Kj+1(z)
zj
)
, (j ≥ 0),(3.46)
Kj(z) =
√
pi
2z
e−z
(
γj,n(z)z
−n +
n−1∑
m=0
Aj,mz
−m
)
, (j ≥ 0, n ≥ 1),(3.47)
where the following additional identities and inequalities also hold:
Aj,0 = 1,
Aj,m =
(4j2 − 1)(4j2 − 32) · · · (4j2 − (2m− 1)2)
m!8m
, (j ≥ 0,m ≥ 1),
|γj,n(z)| ≤ 2 exp
(
[j2 − 1/4]z−1)|Aj,n|, (j ≥ 0, n ≥ 1),
Kj(z) < Kj+1(z), (j ≥ 0).(3.48)
The following corollary of Lemma 3.7 is used in the proof of Lemma 3.6.
Corollary 3.8. For 0 < z ≤ 1/10, the following inequalities hold:∣∣∣K1(z)
K2(z)
− z
2
∣∣∣ ≤ 2z2,(3.49a) ∣∣∣(K1(z)
K2(z)
)2
− z
2
4
∣∣∣ ≤ 2z3.(3.49b)
For z ≥ 10, the following inequalities hold:∣∣∣K1(z)
K2(z)
− 1 + 3
2z
− 15
8z2
∣∣∣ ≤ 16
z3
,(3.50a) ∣∣∣(K1(z)
K2(z)
)2
− 1 + 3
z
− 6
z2
∣∣∣ ≤ 40
z3
.(3.50b)
Proof. We remark that throughout the proof, we make no attempt to be optimal in
our estimates. Using (3.43) in the case j = 1, and the fact that
∫ λ=∞
λ=0
λe−λ dλ = 1,
it follows that
zK1(z)− 1 = −
∫ λ=z
λ=0
e−λλ dλ+
∫ λ=∞
λ=z
λe−λ
{√
1−
( z
λ
)2
− 1
}
dλ.
The first integral is trivially bounded in magnitude by z2/2. Using the fact that∣∣√1− (z/λ)2 − 1∣∣ ≤ (z/λ)2 on the domain 0 ≤ z/λ ≤ 1, it follows that the second
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integral is bounded in magnitude by
z
∫ λ=∞
λ=0
e−λ dλ ≤ z.
We therefore conclude that ∣∣∣K1(z)− 1
z
∣∣∣ ≤ 1 + z
2
.(3.51)
Using (3.44) in the case j = 2 and similar arguments, which we leave to the reader,
we also conclude that ∣∣∣K2(z)− 2
z2
∣∣∣ ≤ 1 + z
3
.(3.52)
Using (3.51) and (3.52), together with simple algebraic estimates, it follows that
for 0 ≤ z ≤ 1/10, we have ∣∣∣K1(z)
K2(z)
− z
2
∣∣∣ ≤ 2z2.
This proves (3.49a). Inequality (3.49b) follows from similar reasoning; we leave the
details to the reader.
To prove (3.50a), we first decompose
K1(z)
K2(z)
=
1 +A
1 +B
= (1 +A)
{
1−B +B2 − B
3
1 +B
}
,(3.53)
where
A =
3
8z
− 15
128z2
+
γ1,3
z3
,(3.54a)
B =
15
8z
+
105
128z2
+
γ2,3
z3
,(3.54b)
and the γj,n are from (3.47).
For the remainder of the proof, we will now assume that z ≥ 10; all of our
estimates will hold on this domain. Now using (3.47), it can be checked that the
following inequalities hold:
|γ1,3| ≤ 1
4
, |γ2,3| ≤ 1.(3.55)
Consequently, it is easy to check that the following estimates hold:
1
4z
≤ A ≤ 1
2z
,(3.56a)
1
z
≤ B ≤ 2
z
,(3.56b) ∣∣∣B − 15
8z
∣∣∣ ≤ 1
z2
,(3.56c) ∣∣∣B2 − (15
8z
)2∣∣∣ ≤ 4
z3
.(3.56d)
Using simple algebraic calculations, it follows from the expansions (3.53), (3.54a),
and (3.54b) that
K1(z)
K2(z)
= 1− 3
2z
+
15
8z2
+O(z−3).(3.57)
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In (3.57), the symbol O(z−3) denotes the cubic (in z−1) and higher-order terms
that arise in the expansion of K1(z)K2(z) . We now estimate this O(z
−3) term by using
the expansions (3.53) - (3.54b) to split it into the following 3 pieces:
I =
(
− 15
128z2
+
γ1,3
z3
)(
−B +B2 − B
3
1 +B
)
,(3.58a)
II =
3
8z
{
−
(
B − 15
8z
)
+B2 − B
3
1 +B
}
,(3.58b)
III =
γ1,3
z3
− γ2,3
z3
+B2 −
(15
8z
)2
− B
3
1 +B
.(3.58c)
It is easy to see by sign considerations (i.e., using B > 0) that | −B+B2− B31+B | ≤
|B|. Using also (3.55) and (3.56b), we conclude that the following inequality holds:
|I| ≤
∣∣∣∣− 15128z2 + γ1,3z3
∣∣∣∣ |B| ≤ ( 15128z2 + 14z2
)
2
z
≤ 3
4z3
.(3.59)
For the term II, we use similar sign considerations, together with the estimates
(3.56b) and (3.56c) to conclude that
(3.60) |II| ≤ 3
8z
{∣∣∣B − 15
8z
∣∣∣+ |B|2} ≤ 3
8z
{ 1
z2
+
4
z2
}
≤ 2
z3
.
Finally, for the term III, we use the fact that B > 0, together with (3.55), (3.56b),
and (3.56d) to conclude that
|III| ≤
{∣∣∣γ1,3
z3
∣∣∣+ ∣∣∣γ2,3
z3
∣∣∣+ ∣∣∣B2 − (15
8z
)2∣∣∣+ |B|3} ≤ 1
4z3
+
1
z3
+
4
z3
+
8
z3
≤ 53
4z3
.
(3.61)
Adding (3.59), (3.60), and (3.61), we arrive at (3.50a).
Inequality (3.50b) can be shown directly from (3.50a); we omit the details. 
3.7. The Hilbert expansion. In this section, we perform a Hilbert expansion
for the rB equation (3.1). We decompose the solution F ε as the sum (1.2) where
F0, F1, . . . , F6 in (1.2) will be independent of ε. Also, FR;ε is called the remainder
term; it will depend upon ε. Our main goal in this section is to explain how one
can prove Proposition 3.9, which summarizes the behavior of F0, F1, . . . , F6; the
remainder term FR;ε is analyzed in detail in the next section.
We begin by inserting the expansion (1.2) into (3.1) to obtain
6∑
k=0
εk(∂t + Pˆ · ∂x¯)Fk + ε3(∂t + Pˆ · ∂x¯)FR;ε =
6∑
k=0
∑
i+j=k
0≤i, j≤6
εi+j−1Q(Fi, Fj)
+ ε5Q(FR;ε, FR;ε) +
6∑
k=0
ε2+k {Q(FR;ε, Fk) +Q(Fk, FR;ε)}+A.
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Above A
def
=
∑12
k=7
∑
i+j=k,1≤i,j≤6 ε
i+j−1Q(Fi, Fj). Equating like powers of ε on
each side of the equation, we obtain the following system:
0 = Q(F0, F0),(3.62)
∂tF0 + Pˆ · ∂x¯F0 = Q(F0, F1) +Q(F1, F0),(3.63)
∂tF1 + Pˆ · ∂x¯F1 = Q(F0, F2) +Q(F2, F0) +Q(F1, F1),
...
∂tF5 + Pˆ · ∂x¯F5 = Q(F0, F6) +Q(F6, F0) +
∑
i+j=6
1≤i, j≤6
Q(Fi, Fj),
while the remainder satisfies the equation
(3.64) ∂tFR;ε + Pˆ · ∂x¯FR;ε − 1
ε
{
Q(F0, FR;ε)+Q(FR;ε, F0)} = ε2Q(FR;ε, FR;ε)
+
6∑
i=1
εi−1 {Q(Fi, FR;ε) +Q(FR;ε, Fi)}+ ε2A,
with
A
def
= −ε{∂tF6 + Pˆ · ∂x¯F6}+ ∑
i+j>6
1≤i, j≤6
εi+j−6Q(Fi, Fj).
By (1.19), equation (3.62) implies that F0 must be a relativistic local Maxwellian
F0(t, x¯, P¯ ) = M = M(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ), as in (1.17). Consequently, the
remaining equations in (3.63) and below involve the linear operator:
L(h)
def
= −{Q (h,M) +Q (M, h)} .
We remark that L is an integral operator involving only the momentum space
variables. Furthermore, L is a linear Fredholm operator that can be inverted as
long as the inhomogeneity (i.e., the terms in (3.63), and the equations below it,
which are not of the form L(Fi)) is perpendicular to the five dimensional null
space of the adjoint operator L† : Null(L†) = span{φ1, . . . , φ5} = span{1, P¯ , P 0}.
This null space can be seen easily from the standard pre-post change of variables.
In the preceding discussion, the notion of perpendicular and adjoint is the one
corresponding to the usual L2 momentum space inner product defined in (1.5).
The operator L has the null space Null(L) = span{M,MP¯ ,MP 0}.
The aforementioned perpendicularity conditions can be checked by direct calcu-
lation, so that equation (3.63) and the one below it imply that〈
φi, ∂tF0 + Pˆ · ∂x¯F0
〉
P¯
= 0, (i = 1, · · · , 5),(3.65)
F1 = −L−1
(
∂tF0 + Pˆ · ∂x¯F0
)
+ Φ1,〈
φi, ∂tF1 + Pˆ · ∂x¯F1 −Q(F1, F1)
〉
P¯
= 0, (i = 1, · · · , 5),(3.66)
F2 = −L−1
(
∂tF1 + Pˆ · ∂x¯F1 −Q(F1, F1)
)
+ Φ2.
Above Φ1 and Φ2 are elements of the null space of L (i.e., L(Φ1) = L(Φ2) = 0).
Applying the operator ∂µ to each side of (1.20), differentiating under the integral,
and using (3.10d), it follows that equation (3.65) implies that the relativistic Euler
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equations (1.22) are verified by the macroscopic quantities n[M], θ[M], and u[M]
corresponding to the Maxwellian M = F0. This explains the fact that in order to
initiate the Hilbert expansion, we solve (with the help of Theorem 1) for a smooth
solution to the rE system using the variables (n, θ, u).
As discussed in Cercignani-Kremer [9, Section 5.5], the parameters in the expan-
sion of Φ1 in terms of the basis {M,MP 0,MP 1,MP 2,MP 3} satisfy a linearized
inhomogeneous version of the relativistic Euler equations; with the help of the ex-
pression for F1 in (3.65), this enables us to find a solution F1 to equation (3.63).
Furthermore, the higher order correction terms F2, F3, . . . , F6 can be solved for in
the same way, where the corresponding inhomogeneous terms in the linearized rela-
tivistic Euler equations depend upon the previous terms in the expansion. We refer
to Cercignani-Kremer [9, Section 5.5] for more details on these terms in the expan-
sion. We remark that a careful treatment of the non-relativistic Hilbert expansion
is found in [8, 24, 25]. In particular, we are using the argument from [8]. These
arguments carry over directly (once one identifies the null spaces in the relativistic
case, as we have done above).
We will use the following results, which are not studied in detail here. First,
the terms F1, . . . , F6 are smooth in (t, x¯), and they also have decay in the mo-
mentum variables, P¯ . Consider, for example, F1. For the Newtonian version of
L, Grad [25] and Caflisch [8] argue that L−1 preserves decay in the momentum
P¯ . Their argument carries over directly to our case of the relativistic Boltzmann
equation as follows. We can combine the argument in [8, 25] with the relativis-
tic estimates (1.15), Lemma 3.13, Lemma 3.14, and arguments as in [51], to see
that indeed L−1 preserves momentum decay. This leads to the conclusion that
−L−1
(
∂tF0 + Pˆ · ∂x¯F0
)
decays at infinity as fast as Mq for any 0 < q < 1. Thus,
F1 will decay as fast as Mq, and F1 is smooth in (t, x¯) since the parameters in the
expansion of Φ1 in terms of M, MP 0, MP 1, MP 2, MP 3 solve linear equations
with forcing terms coming from the smooth functions n, θ, u. This argument is
similar for the higher order terms in the expansion.
The next proposition summarizes the estimates that we use in the next section.
Proposition 3.9. Let
(
n(t, x¯), θ(t, x¯), u(t, x¯)
)
be a smooth solution (see Remark
1.8) of the rE equations (1.22) on a time interval [0, T ]×R3x¯. Form the relativistic
Maxwellian F0 = M(n, θ, u; P¯ ) as in (1.17). Then the terms F1, . . . , F6 of the
Hilbert expansion are smooth in (t, x) ∈ [0, T ] × R3x¯ and for any 0 < q < 1, they
have momentum decay given by∣∣Fj(t, x¯, P¯ )∣∣ ≤ C(q)Mq(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ), (j = 1, 2, · · · , 6).
The constants in this bound are independent of (t, x¯, P¯ ).
3.8. Relativistic Boltzmann estimates. In this section we prove our main re-
sult, Theorem 2. Using Theorem 1, we may assume that there is a sufficiently
smooth solution (n, θ, u) to the relativistic Euler equations satisfying all of the
desired properties in Theorem 2. We can then construct the local relativistic
Maxwellian M(n(t, x¯), θ(t, x¯), u(t, x¯); P¯ ) as in (1.17). After the analysis of Section
3.7, the main point left is to estimate solutions to the equation for the remainder
(3.64). We will outline the main strategy for these estimates after the statements
of Lemma 3.10 and Lemma 3.11 below.
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It will be useful to express the remainder as
(3.67) fε
def
= FR;ε/
√
M .
We use the notation ‖f‖2 def= ‖f‖L2(R3x¯×R3P¯ ) throughout this section. We define the
linearized relativistic Boltzmann collision operator around M by
L(h) def= −M−1/2
{
Q
(√
Mh,M
)
+Q
(
M,
√
Mh
)}
.
We also define a nonlinear operator by
Γ(h, f)
def
= M−1/2Q
(√
Mh,
√
Mf
)
.(3.68)
We recall the notation from Section 1.1.
We further define the weighed L2(R3x¯ × R3P¯ ) “dissipation” norm by
‖h‖2ν def=
∫
R3x¯
dx¯
∫
R3
P¯
dP¯ ν(P¯ ) |h(x¯, P¯ )|2.
Above the the “collision frequency”, ν(P¯ )
def
= ν(J)(P¯ ), is given by (1.15). Recall the
weight function (1.6). We will sometimes write w
def
= w(P¯ )
def
= w1(P¯ ). Furthermore,
(3.69) hε
def
= FR;ε(t, x¯, P¯ )/
√
J(P¯ ).
It will then be sufficient to estimate ‖fε‖2(t) and ‖hε‖∞,`(t) to conclude Theorem
2. We prove the needed estimates in Lemma 3.10 and Lemma 3.11 just below.
Let P denote the orthogonal L2(R3
P¯
) projection with respect to the null space
of the linear operator L, which is{√
M, P¯ 1
√
M, P¯ 2
√
M, P¯ 3
√
M, P 0
√
M
}
.
We know from e.g. [18,20,45] that there exists a number δ0 > 0 such that
(3.70) 〈Lh, h〉P¯ ≥ δ0‖{I−P}h‖2ν .
We will furthermore use the following L2 - L∞ estimates.
Lemma 3.10. (L2 Estimate): We consider a smooth solution (see Remark 1.8)(
n(t, x¯), θ(t, x¯), u(t, x¯)
)
to the relativistic Euler equations (1.22) generated by Theo-
rem 1. LetM(n, θ, u; P¯ ), fε, hε be defined in (1.17), (3.67), and (3.69) respectively,
and let δ0 > 0 be as in the coercivity estimate (3.70). Then there exist constants
ε0 > 0 and C = C(M, F0, F1, . . . , F6) > 0, such that for all ε ∈ (0, ε0) we have
d
dt
‖fε‖22(t) +
δ0
2ε
‖{I−P}fε‖2ν(t) ≤ C{
√
ε‖ε3/2hε‖∞,`(t) + 1}
{‖fε‖22 + ‖fε‖2} .
Above and below the constant C(M, F0, F1, . . . , F6) depends upon the L2 norms
and the L∞ norms of the termsM, F0, F1, . . . , F6 as well as their first derivatives.
Lemma 3.11. (L∞ Estimate): Under the assumptions of Lemma 3.10, there exists
ε0 > 0 and a positive constant C = C(M, F0, F1, . . . , F6) > 0, such that for all
ε ∈ (0, ε0) and for any ` ≥ 9 we have
sup
0≤s≤T
‖ε3/2hε‖∞,`(s) ≤ C
{
‖ε3/2h0‖∞,` + sup
0≤s≤T
‖fε‖2(s) + ε7/2
}
.
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As we will soon explain, these two lemmas together imply Theorem 2. These
estimates are motivated by the L2−L∞ framework from [30]. Similar lemmas have
also been used to study the non-relativistic Hilbert expansion in [31]. Indeed, the
short proof of Theorem 2 is essentially extracted from [31], modulo these lemmas.
The main strategy is as follows. We first control the remainder equation (3.64)
as in Lemma 3.10 using the L2 energy estimates from [45] such as Lemma 3.12
below. To finish the proof of Theorem 2, we also need L∞ estimates such as those
in Lemma 3.11. These can be proven using Duhamel’s principle (3.74) and further
estimates from [45] such as Lemmas 3.13, 3.14, and 3.15 below. In this framework,
the key idea is to control the solution in L∞ by the L2 norms of the solution and
the L∞ norm of the initial data.
Proof of Theorem 2. We will use the main estimates in Lemma 3.10 and Lemma
3.11. After applying the standard Gronwall inequality to the differential inequality
in Lemma 3.10, we obtain
‖fε‖22(t) + 1 ≤ C
(‖fε‖22(0) + 1) eCta(T,ε),
where
a(T, ε)
def
=
√
ε sup
0≤t≤T
‖ε3/2hε‖∞,`(t) + 1.
By Lemma 3.11, a(T, ε) . b(T, ε) with
b(T, ε)
def
=
√
ε
(
‖ε3/2h0‖∞,` + sup
0≤s≤T
‖fε(s)‖2 + ε7/2
)
+ 1.
We have shown ‖fε‖2(t) ≤ C (‖f0‖2 + 1) eCtb(T,ε). Notice that
ex ≤ C(1 + x), if 0 ≤ x ≤ 1.
Therefore, for ε sufficiently small, on some short time interval, we have
‖fε‖2(t) ≤ C (‖f0‖2 + 1)
{
1 +
√
ε
(
‖ε3/2h0‖∞,` + sup
0≤s≤T
‖fε(s)‖2
)}
.
Hence, there exists ε0 > 0 such that for 0 ≤ ε ≤ ε0 we may conclude
sup
0≤s≤T
‖fε(s)‖2 ≤ CT {1 + ‖f0‖2 + ‖ε3/2h0‖∞,`}.
This procedure works for some short time interval, and then the inequality above
follows in general by a continuity argument. This last estimate and Lemma 3.11
together imply the main estimate in Theorem 2. 
For the remainder of this paper, we will discuss the proofs of the Lemmas 3.10
and 3.11. To this end, we will use the following nonlinear estimate.
Lemma 3.12. For any ` ≥ 9, we have the following estimate for the collision
operator (3.68):
|〈Γ(h1, h2), h3〉P¯ | ≤ C‖h3‖∞,`‖h2‖2‖h1‖2.(3.71)
Furthermore, if χ is any rapidly decaying function, then we have
|〈Γ(h1, χ), h3〉P¯ |+ |〈Γ(χ, h1), h3〉P¯ | ≤ C‖h3‖ν‖h1‖ν .(3.72)
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In the proof of this lemma below, we only require that χ satisfies the rapid decay
condition
∣∣χ(P¯ )∣∣ ≤ C(P 0)−m, with m > 3. On the other hand, in our applications
below, we will consider smooth functions χ with exponential decay, which is a prop-
erty possessed by the relativistic Maxwellians defined in (1.17).
Proof of Lemma 3.12. We notice from (3.68) and (1.39) that
|Γ(h1, h2)| .
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0 ∣∣h1(P¯ ′)h2(Q¯′)∣∣
+
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0 ∣∣h1(P¯ )h2(Q¯)∣∣ def= I + II.
We estimate first the piece without post-collisional velocities, denoted II above:
|〈II, h3〉P¯ | .
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0 ∣∣h1(P¯ )h2(Q¯)h3(P¯ )∣∣
. ‖h3‖∞,`
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ)
∣∣h1(P¯ )h2(Q¯)∣∣
(Q0)`(P 0)`
.
Above, we made use of the trivial estimate e−αQ
0 . (Q0)−`. Applying the Cauchy-
Schwarz inequality, we conclude that
|〈II, h3〉P¯ | . ‖h3‖∞,`
∏
i=1,2
(∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ)
∣∣hi(P¯ )∣∣2
(Q0)`(P 0)`
)1/2
.
We use the (P¯ , Q¯) symmetry to interchange the values of P¯ and Q¯ in the integral
involving h2 above. Since ` ≥ 9, we observe from our hypothesis above (1.15) that
(P 0)−`
∫
R3
dQ¯
∫
S2
dω
vø σ(%, ϑ)
(Q0)`
. 1.
Estimates of this type are proven for instance in [45, Lemma 3.1]. ¿From here, the
first estimate in Lemma 3.12 follows for term II. Similarly, for term I we have
|〈I, h3〉P¯ | .
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0 ∣∣h1(P¯ ′)h2(Q¯′)h3(P¯ )∣∣
. ‖h3‖∞,`
∏
i=1,2
(∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ)
∣∣hi(P¯ ′)∣∣2
(Q0)`(P 0)`
)1/2
.
Above, we used the (P¯ ′, Q¯′) symmetry to interchange the values of P¯ ′ and Q¯′ in
the integral involving h2(P¯
′) above. By the pre-post collisional change of variables,
which is dP¯dQ¯ = P
′0Q′0
P 0Q0 dP¯
′dQ¯′, we have
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ)
∣∣hi(P¯ ′)∣∣2
(Q0)`(P 0)`
=
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ)
∣∣hi(P¯ )∣∣2
(Q′0)`(P ′0)`
.
Above, we used the fact that that the kernel of the integral is invariant with respect
to the relativistic pre-post collisional change of variables from [19].
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Now it can be seen that P 0 . Q′0P ′0 and Q0 . Q′0P ′0. This is the content of
[20, Lemma 2.2]. From here, since ` ≥ 9 we observe that there exists a small δ > 0
such that∫
R3
dQ¯
∫
S2
dω
vø σ(%, ϑ)
(Q′0)`(P ′0)`
≤ C(P 0)−`/2+δ
∫
R3
dQ¯
∫
S2
dω
vø σ(%, ϑ)
(Q0)`/2+δ
. 1.
This establishes (3.71).
To prove (3.72), we choose a cut-off function χ satisfying χ(P¯ ) . (P 0)−m for
any m > 3. We will estimate the I and II terms from the top of this proof with
h2 = χ in the first case. In particular, as before, we have that
|〈II, h3〉P¯ | ≤ C
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0 ∣∣h1(P¯ )h3(P¯ )∣∣
. ‖h3‖ν‖h1‖ν .
We also have
|〈I, h3〉P¯ | ≤ C
∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) e
−αQ0(Q′0)−m
∣∣h1(P¯ ′)h3(P¯ )∣∣
≤ C
∏
j∈1,3
(∫
R3
dP¯
∫
R3
dQ¯
∫
S2
dω vø σ(%, ϑ) (Q
0)−m(Q′0)−m
∣∣hj(P¯ ′)∣∣2)1/2 ,
where we have used similar reasoning as we did for the previous terms. After the
pre-post change of variables, as before, we conclude that |〈I, h3〉P¯ | ≤ C‖h3‖ν‖h1‖ν .
as desired. We have thus shown that |〈Γ(h1, χ), h3〉P¯ | . ‖h3‖ν‖h1‖ν . The last esti-
mate involving the term Γ(χ, h1) follows in exactly the same way. 
With this lemma, we are ready for the
Proof of Lemma 3.10. Since FR;ε satisfies (3.64), the function f
ε from (3.67) satisfies
the equation
∂tf
ε + Pˆ · ∂x¯fε + 1
ε
L(fε) =
(
{∂t + Pˆ · ∂x¯}
√M√M
)
fε + ε2Γ (fε, fε)
+
6∑
i=1
εi−1
{
Γ
(
Fi/
√
M, fε
)
+ Γ
(
fε, Fi/
√
M
)}
+ ε2A¯,
where
A¯ = −εM−1/2{∂t + Pˆ · ∂x¯}F6 +
∑
i+j>6
1≤i, j≤6
εi+j−6Γ
(
Fi/
√
M, Fj/
√
M
)
.
We now take the L2 inner product (in R3x¯×R3P¯ ) of this equation with fε. It follows
from (3.70) that〈
∂tf
ε + Pˆ · ∂x¯fε + 1
ε
L(fε), fε
〉
x¯;P¯
≥ 1
2
d
dt
‖fε‖22 +
δ0
ε
‖{I−P}fε‖2ν .
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In the remainder of the proof we will give upper bounds for the other terms. We
point out thatM−1/2{∂t+Pˆ ·∂x¯}
√M is a first order polynomial in p. Furthermore,∣∣∣∣∣{∂t + Pˆ · ∂x¯}
√M√M
∣∣∣∣∣ ≤ w1(P¯ ) C(n, u, θ).
Here C = C(n, u, θ) depends upon the the L∞ norm of the first derivatives of
the fluid variables. Choose a˜
def
= 2/(4 − b), where b is any number subject to the
constraints described just above (1.15). With that, for any κ > 0, we obtain
〈(
{∂t + Pˆ · ∂x¯}
√M√M
)
fε, fε
〉
x¯;P¯
=
∫
w1(P¯ )≥ κ
εa˜
dx¯ dP¯ +
∫
w1(P¯ )≤ κ
εa˜
dx¯ dP¯
≤ C2(n, u, θ)‖w1fε‖L∞(w(P¯ )≥ κ
εa˜
)‖fε‖L2 + C∞(n, u, θ)‖
√
w1f
ε‖2L2(w(P¯ )≤ κ
εa˜
).
Above, C2(n, u, θ) denotes a constant which depends upon L
2 norms of the first
derivatives of the fluid variables and the L∞ norms of the fluid variables alone. This
estimate follows from the Cauchy-Schwarz inequality. The constant C∞(n, u, θ) also
depends only on the L∞ norms of the fluid variables and their first-order derivatives.
Furthermore, from (1.39), (3.69) and (3.67), we observe that
|w1(P¯ )|
∣∣fε(P¯ )∣∣ ≤ w1−`(P¯ ) ∣∣w`(P¯ )hε∣∣ ≤ ε2
κ2/a˜
∣∣w`(P¯ )hε∣∣ , if w1(P¯ ) ≥ κ
εa˜
.
The above estimate utilizes ` − 1 ≥ 8 ≥ (4 − b) = 2/a˜ and J < CM in (1.39).
Additionally, since 1a˜ = 2− b2 , we have the following weight estimates:
w = w1/a˜wb/2−1 ≤ κ
1/a˜
ε
wb/2−1 . κ
1/a˜
ε
(P 0)b/2, if w(P¯ ) ≤ κ
εa˜
.
With these two computations, we estimate∣∣∣∣∣∣
〈(
{∂t + Pˆ · ∂x¯}
√M√M
)
fε, fε
〉
x¯;P¯
∣∣∣∣∣∣
. ε
2
κ2/a˜
‖hε‖∞,`‖fε‖2 + C∞(n, u, θ)‖
√
wfε‖2L2(w(P¯ )≤ κ
εa˜
)
≤ Cκε2‖hε‖∞,`‖fε‖2 + C‖
√
wPfε‖2L2(w(P¯ )≤ κ
εa˜
) + C‖
√
w{I−P}fε‖2L2(w(P¯ )≤ κ
εa˜
)
≤ Cκε2‖hε‖∞,`‖fε‖2 + C‖fε‖22 + C
κ1/a˜

‖{I−P}fε‖2ν .
Choosing κ to be sufficiently small, these are the estimates that we will use for the
term involving derivatives of the local Maxwellian M.
We use Lemma 3.12 and (3.69) to obtain for ` ≥ 9 that∣∣ε2〈Γ(fε, fε), fε〉x¯;P¯ ∣∣ . √ε‖ε3/2hε‖∞,`‖fε‖22.
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Above we have also used (1.39) with J ≤ CM. We utilize the second estimate in
Lemma 3.12 and Proposition 3.9 to achieve∣∣∣∣∣
6∑
i=1
εi−1
{〈
Γ
(
Fi/
√
M, fε
)
, fε
〉
x¯;P¯
+
〈
Γ
(
fε, Fi/
√
M
)
, fε
〉
x¯;P¯
}∣∣∣∣∣
.
6∑
i=1
εi−1‖fε‖2ν
. ‖Pfε‖2ν + ‖{I−P}fε‖2ν . ‖fε‖2L2 +
ε
ε
‖{I−P}fε‖2ν .
We have used Proposition 3.9, (1.16), and (1.39) to conclude that Fi/
√M is a
rapidly decaying function as in the statement of Lemma 3.12. Similar to the above
estimates, we have 〈ε2A¯, fε〉P¯ . ε2‖fε‖L2 . ‖fε‖L2 . Note that εε = 1 was added
above so that we can obtain the estimate in Lemma 3.10 by absorbing this term into
the l.h.s. of the inequality for ε > 0 sufficiently small. In particular, we conclude
our estimate by choosing κ small and then supposing that ε ≤ δ02C . 
We are now ready to consider the L∞ estimate for hε in Lemma 3.11. We first
expand
−J−1/2{Q(M,
√
Jh) +Q(
√
Jh,M)} = ν(M)h−K(h),
where K = K2 − K1. This will be an important term in the equation for the
remainder (3.64) once we plug in the ansatz (3.69). This is observed in the proof
of Lemma 3.11. The operators K1(h) and K2(h) are defined as
K1(h)
def
= J−1/2Q−(M,
√
Jh),
K2(h)
def
= J−1/2{Q+(M,
√
Jh) +Q+(
√
Jh,M)},
while
ν(M) def= J−1/2Q−(
√
J,M) = Q−(1,M).
Above, the operators Q± are the usual gain and loss parts of Q from (3.4). More
specifically, the operators Ki can be expressed as
K1(h)
def
=
∫
R3×S2
dωdQ¯ vø σ(%, ϑ)
{√
J(Q¯)
M(P¯ )√
J(P¯ )
h(Q¯)
}
,
K2(h)
def
=
∫
R3×S2
dωdQ¯ vø σ(%, ϑ)
{
M(Q¯′)
√
J(P¯ ′)√
J(P¯ )
h(P¯ ′)
}
+
∫
R3×S2
dωdQ¯ vø σ(%, ϑ)
{
M(P¯ ′)
√
J(Q¯′)√
J(P¯ )
h(Q¯′)
}
.
Given any small number η > 0, we choose a smooth cut-off function χ = χ(%)
satisfying
χ(%) =
{
1 if % ≥ 2η,
0 if % ≤ η.
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This Lorentz invariant cut-off function was previously used in [45]. We now define
K1−χ2 (h)
def
=
∫
R3×S2
dωdQ¯ (1− χ(%)) vø σ(%, ϑ) M(Q¯′)
√
J(P¯ ′)√
J(P¯ )
h(P¯ ′)
+
∫
R3×S2
dωdQ¯ (1− χ(%)) vø σ(%, ϑ) M(P¯ ′)
√
J(Q¯′)√
J(P¯ )
h(Q¯′).(3.73)
We also define K1−χ1 (h) in the same way. We will use the splitting K = K
1−χ+Kχ.
We will use the Hilbert-Schmidt form for Kχ, it is given by
Kχ(h) =
∫
R3
dQ¯ kχ(P¯ , Q¯) h(Q¯), (i = 1, 2).
This form is computed explicitly in [45, Appendix]; see also [12]. Since the closed
form expression for the kernel kχ(P¯ , Q¯) can be quite complicated, we simply state
the following useful estimate:
Lemma 3.13. [45, Lemma 3.2]. There exists a constant ζ > 0 such that the kernel
enjoys the estimate∣∣kχ(P¯ , Q¯)∣∣ . (P 0Q0)−ζ (C1 + (P 0 +Q0)−(β)−/2) e−c|P¯−Q¯|,
where (β)− = max{−β, 0}, β is the parameter, and C1 is the constant from above
(1.15).
Note that in the notation of this paper we use P 0 to denote the quantity which is
called p0 in [45]. The estimate above is proved in [45, Lemma 3.4] for the case of soft
potentials, i.e. (β)− = b, a = 0, and C1 = 0 in (1.15). However the generalization to
the case above is immediate and follows directly from the proof. In the case above,
we have the exact estimate ζ = min{1 − (a + (γ)−)/2, min {2− |γ|, 4− b, 2} /4}.
We will now quote the estimate of the operator K1−χ as follows:
Lemma 3.14. [45, Lemma 4.6]. Fix ` ≥ 0. Then given any small η > 0, we have∣∣w`(P¯ )K1−χ(h(P¯ ))∣∣ ≤ ηe−γP 0‖h‖∞.
Above the constant γ > 0 is independent of η.
We will also use the following nonlinear estimate:
Lemma 3.15. [45, Lemma 5.2]. For any ` ≥ 0, we have the following L∞ estimate
for the nonlinear Boltzmann collision operator:∣∣∣w`(P¯ )J−1/2(P¯ )Q(h1√J, h2√J) (P¯ )∣∣∣ . ν(P¯ )‖h1‖∞,`‖h2‖∞,`.
We are now ready to prove Lemma 3.11.
Proof of Lemma 3.11. From (3.64) and (3.69), we obtain
∂th
ε + Pˆ · ∂x¯hε + ν(M)
ε
hε − 1
ε
K(hε) =
ε2√
J
Q
(
hε
√
J, hε
√
J
)
+
6∑
i=1
εi−1
1√
J
{
Q
(
Fi, h
ε
√
J
)
+Q
(
hε
√
J, Fi
)}
+ ε2A˜,
HILBERT EXPANSION FROM RELATIVISTIC BOLTZMANN TO EULER 45
with
A˜
def
= − ε√
J
{∂t + Pˆ · ∂x¯}F6 +
∑
i+j>6,i≤6,j≤6
εi+j−6
1√
J
Q(Fi, Fj).
We will prove Lemma 3.11 by iterating twice the representation of solutions to this
equation in terms of the Duhamel formula.
For purposes of the proof, we define y1
def
= x¯− Pˆ (t− s). Let K = K1−χ +Kχ be
the splitting from (3.73) and define
ν˜(t, s)
def
=
∫ t
s
dτ ν(M)(τ, x¯).
Furthermore, using (1.39) we have ν(J)(P¯ ) ≈ ν(M)(P¯ ). ¿From this and (1.15), we
have that
ν˜(t, s) ≈ ν(J)(P¯ )(t− s) ≈ (P 0)β/2(t− s).
Here and below A ≈ B indicates that ∃ C ≥ 1 such that 1CA ≤ B ≤ CA.
Now by the Duhamel formula we have
(3.74) hε(t, x¯, P¯ ) = exp
(
− ν˜(t, 0)
ε
)
hε0(x¯− Pˆ t, P¯ )
+
1
ε
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)
K1−χ(hε)(s, y1, P¯ )
+
1
ε
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)
Kχ(hε)(s, y1, P¯ )
+
∫ t
0
ds e−
ν˜(t,s)
ε
ε2√
J
Q
(
hε
√
J, hε
√
J
)
(s, y1, P¯ )
+
∫ t
0
ds exp
(
− ν˜(t, s)
ε
) 6∑
i=1
εi−1
1√
J
{
Q
(
Fi, h
ε
√
J
)
+Q
(
hε
√
J, Fi
)}
(s, y1, P¯ )
+
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)
ε2A˜(s, y1, P¯ ).
We will now simply write ν˜(t, s) as ν(t−s). We will use the following basic estimate
several times below ∫ t
0
ds exp
(
− ν(t− s)
ε
)
ν . ε.
We will now estimate each of the terms in (3.74).
Given η > 0, we recall the splitting K = K1−χ+Kχ as in (3.73). ¿From Lemma
3.14, for any η > 0, the K1−χ term in (3.74) multiplied by w` is bounded as∣∣∣∣w`ε
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)
K1−χ(hε)(s, y1, P¯ )
∣∣∣∣
. η
2
sup
0≤t≤T
||hε(t)||∞,`
∫ t
0
ds exp
(
− ν(t− s)
ε
)
ν . η ε sup
0≤t≤T
||hε(t)||∞.
Next, we use Lemma 3.15 to conclude that∣∣∣∣ w`√JQ
(
hε
√
J, hε
√
J
)∣∣∣∣ . ν(P¯ ) ‖hε‖2∞,`.
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Then the fourth line in (3.74) is bounded by
Cε2
∫ t
0
ds exp
(
− ν(t− s)
ε
)
ν ‖hε(s)‖2∞,` . ε3 sup
0≤s≤t
‖hε(s)‖2∞,`.(3.75)
For the following terms in (3.74), from Lemma 3.15 again, we have∣∣∣∣∣
6∑
i=1
εi−1
w`√
J
{
Q
(
Fi, h
ε
√
J
)
+Q
(
hε
√
J, Fi
)}∣∣∣∣∣
≤ C
6∑
i=1
εi−1 ν(P¯ ) ‖hε‖∞,`
∥∥∥Fi/√J∥∥∥∞,` ≤ Cν(P¯ ) ‖hε‖∞,`.
We have used Proposition 3.9 and the upper bound in (1.39) to conclude that∥∥∥Fi/√J∥∥∥∞,` ≤ C. Thus, the fifth line in (3.74) is bounded by
(3.76)
∫ t
0
ds exp
(
− ν(t− s)
ε
)
ν‖hε(s)‖∞,` ≤ Cε sup
0≤t≤T
‖hε(t)‖∞,`.
As above, the last line in (3.74) is clearly bounded by Cε3.
We have now estimated all the terms in (3.74) save one, which we denote by Iγ ,
and which is defined by
Iγ
def
=
1
ε
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)
Kχ (hε) (s, y1, P¯ ).
Collecting the above estimates, we have established
sup
0≤t≤T
‖ε3/2hε(t)‖∞,` ≤ Cε sup
0≤t≤T
‖ε3/2hε(t)‖∞,`+Cε3 sup
0≤t≤T
‖ε3/2hε(t)‖2∞,`+Cε3
+ C‖ε3/2h0‖∞,` + Cw`(P¯ )ε3/2Iγ .
To bound Iγ , we will input h
ε in the form of (3.74) back into Iγ just below.
We recall that the kernel of Kχ(h) is kχ(P¯ , Q¯). With this notation, it follows
that
Iγ =
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯) hε(s, y1, Q¯).
We plug (3.74) for hε into the above to obtain
(3.77) Iγ =
∫ t
0
ds exp
(
− ν˜(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
× exp
(
− ν˜
′(Q¯)(s, 0)
ε
)
hε0(x¯− Pˆ (t− s)− Qˆs, Q¯) + Iγ,γ +Hγ .
We also introduce the notation y2
def
= x¯ − Pˆ (t − s) − Qˆ(s − s′). Furthermore, we
define
Iγ,γ
def
=
∫ t
0
ds exp
(
− ν˜(P¯ )(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
×
∫ s
0
ds′ exp
(
− ν˜
′(Q¯)(s, s′)
ε
)1
ε
Kχ (hε) (s′, y2, Q¯).
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Additionally, the term Hγ can be expressed as
(3.78) Hγ =
∫ t
0
ds exp
(
− ν˜(P¯ )(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
×
∫ s
0
ds′ exp
(
− ν˜
′(Q¯)(s, s′)
ε
)1
ε
K1−χ (hε) (s′, y2, Q¯)
+
∫ t
0
ds exp
(
− ν˜(P¯ )(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
∫ s
0
ds′ exp
(
− ν˜
′(Q¯)(s, s′)
ε
)
× ε
2
√
J
Q
(
hε
√
J, hε
√
J
)
(s′, y2, Q¯)
+
∫ t
0
ds exp
(
− ν˜(P¯ )(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
∫ s
0
ds′ exp
(
− ν˜
′(Q¯)(s, s′)
ε
)
×
6∑
i=1
εi−1
1√
J
{
Q
(
Fi, h
ε
√
J
)
+Q
(
hε
√
J, Fi
)}
(s′, y2, Q¯)
+
∫ t
0
ds exp
(
− ν˜(P¯ )(t, s)
ε
)1
ε
∫
R3
dQ¯ kχ(P¯ , Q¯)
×
∫ s
0
ds′ exp
(
− ν˜
′(Q¯)(s, s′)
ε
)
ε2A˜(s′, y2, Q¯).
Above we are using the necessary additional notation
ν˜′(Q¯)(s, s′) def=
∫ s
s′
dτ ν(M)(τ, x¯).
We have ν(J)(Q¯) ≈ ν(M)(Q¯), which implies
ν˜′(Q¯)(s, s′) ≈ ν(J)(Q¯)(s− s′),
which we will now simply write as ν(s− s′) as we did in the previous case of ν˜.
Using similar arguments to (3.75) and (3.76), we can control all the terms in
(3.77) and (3.78) except the second term in (3.77) by the following upper bound:
C
{
‖h0‖∞,` + ε3 sup
0≤s≤T
‖hε(s)‖2∞,` + ε sup
0≤s≤T
‖hε(s)‖∞,` + Cε3
}
.
We now concentrate on the second term in (3.77), Iγ,γ .
We claim that for any small η′ > 0, the following estimate holds:
|w`Iγ,γ | ≤ η′ sup
0≤s≤T
‖hε(s)‖∞,` + Cη′ sup
0≤s≤T
‖fε(s)‖2.
This is proved in [45, Lemma 4.4]. We note that [45, Lemma 4.4] is explained in
detail for the soft potentials and for general momentum weights parametrized by
k ≥ 0. Here we only use the k = 0 case from [45, Lemma 4.4]. Furthermore, this
estimate can be easily extended to the full range of hard and soft-potentials. The
proof for the hard potentials follows in exactly the same way as the estimate for
the soft potentials, but several technical simplifications of the proof are possible in
the hard potential case.
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With this last estimate we will now finish the proof. We first collect all of our
estimates as follows:
sup
0≤s≤T
‖ε3/2hε(s)‖∞,` ≤ C{η + η′} sup
0≤s≤T
‖ε3/2hε(s)‖∞,` + ε7/2C
+ Cη‖ε3/2h0‖∞,` + ε3/2 C sup
0≤s≤T
‖ε3/2hε(s)‖2∞,` + Cη′ sup
0≤s≤T
‖fε(s)‖2.
We now choose η and η′ small in such a way that C{η+η′} < 12 . Then for sufficiently
small ε > 0, we obtain
sup
0≤s≤T
‖ε3/2hε(s)‖∞,` ≤ C
{
‖ε3/2h0‖∞,` + sup
0≤s≤T
‖fε(s)‖2 + ε7/2
}
,
and we conclude our proof. 
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