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Abstract
Notions of linear sufﬁciency and quadratic sufﬁciency are of interest to some authors. In this paper, the
problem of nonnegative quadratic estimation for ′H + h2 is discussed in a general linear model and
its transformed model. The notion of quadratic sufﬁciency is considered in the sense of generality, and the
corresponding necessary and sufﬁcient conditions for the transformation to be quadratically sufﬁcient are
investigated. As a direct consequence, the result on (ordinary) quadratic sufﬁciency is obtained. In addition,
we pose a practical problem and extend a special situation to the multivariate case. Moreover, a simulated
example is conducted, and applications to a model with compound symmetric covariance matrix are given.
Finally,we derive a remarkwhich indicates that ourmain results could be extended further to the quasi-normal
case.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
For convenience throughout this paper, we will write A ∈ Rm,n if A is an m × n real matrix,
A ∈ Rsn, if A ∈ Rn,n and is symmetric, A ∈ Rn , if A ∈ Rsn and is nonnegative deﬁnite. For
given A ∈ Rm,n denote by the symbols A′, A−, A+,R(A), rk(A) and PA = AA+ the transpose,
any generalized inverse, the Moore–Penrose inverse, the column space (range), the rank and the
orthogonal projection, respectively, of A. In addition, A⊥ refers to a matrix of maximum rank
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such that A′A⊥ = 0. Further, for given A ∈ Rn,n, let tr (A) be the trace of A. Furthermore, for
given A,B ∈ Rn the symbol AB (or BA) will denote that B − A ∈ Rn . Moreover, for any
A ∈ Rsn, i (A) denotes the ith largest eigenvalue of A.
Consider a general linear model, denoted by
L =
{
y, X, 2V
}
, (1.1)
where y is an n-dimensional normally distributed random vector of observations, with the expec-
tation vector E (y) = X and covariance matrix D (y) = 2V, where the nonstochastic matrix
X ∈ Rn,p with rank r (p < n) and V ∈ Rn are supposed to be known, while  ∈ Rp,1 and
2 ∈ (0,+∞) are unknown parameters. In some situations, the observation vector y may not be
available, however, the vector Fy is obtainable, where F ∈ Rm,n is a known matrix with rank s˜
and rk (FX) = r˜ , mp. Thus, we have the following transformed model:
LT =
{
Fy, FX, 2FVF′
}
. (1.2)
If the interest is in estimating X it is reasonable to consider the so-called linearly sufﬁcient
estimation as deﬁned in Drygas [3], see also among others. The notion of linear sufﬁciency
introduced by Drygas [3] is that Fy is said linearly sufﬁcient if there is a linear function of Fy
which is the best linear unbiased (BLU) estimator of X. This notion has been considered by
many statisticians, among them Drygas [4,5], Baksalary and Mathew [2], Müeller [16], Heiligers
and Markiewicz [11], Markiewicz [15] are mentioned. And for a more generalization one can see
Ip et al. [13]. Another similar concept is the so-called quadratic sufﬁciency; e.g., cf. [1].
In the past several decades, some authors have considered the problem of the nonnegative
estimation for a quadratic parametric function, namely  = ′H+h2 with H ∈ Rp and h0.
The problem arises, for instance, if one wants to estimate the accuracy of linear estimators of
X by means of the mean squared error (MSE) or to predict the mean of y′y, which have the
structures of .
Here, we will consider a notion of quadratic sufﬁciency of generality. The left of the paper is
as follows. In Section 2, the notion is discussed in two cases and the corresponding necessary
and sufﬁcient conditions for the transformation to be quadratically sufﬁcient are derived. Further,
some special results are given, in which the (ordinary) quadratic sufﬁciency is obtained as a direct
consequence. In Section 3, a problem in practice and the multivariate case are mentioned. In
addition, we give a simulated example, which in some sense argues for our conclusions. Then, in
Section 4, we apply our main results to a linear model with covariance matrix being compound
symmetric. Moreover, we demonstrate an intuitional impression that transformation matrix, F,
being full column rank is sufﬁcient (truly) and yet necessary forLT to contain all information
ofL. Finally, we give a remark which indicates that our main results could be extended further
to the quasi-normal case in Section 5.
2. Main results on quadratic sufﬁciency
First of all, we introduce some notations as follows. Let
W = V + XUX′, W˜ = FWF′,
with rk (W) = s and U ∈ Rp such that R (W) = R (X,V), or equivalently, R (X) ⊆ R (W),
which further impliesR
(
W˜
) = R (FX,FVF′). In the followingwewill assumeR (F′) ⊆ R (W)
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as argued in Müeller [16] and Ip et al. [13] that one can neglect all elements outsideR (W) since
they form a null set of the linear model and our statistical inference is based on the linear statistic
Fy.
It should be noticed that R (F) = R (W˜) in terms of the implication
R
(
F′
) ⊆ R (W) = R (W 12 ) ⇒ R (F) = R (FF′) ⊆ R (FW 12 ) = R (W˜) ,
since R (W) ⊆ R (˜F) holds inherently, and therefore rk (W˜) = rk (F) = s˜. Without loss of
generality, we assume s > r and s˜ > r˜ . Following Rao’s Uniﬁed Theory of Least Squares we now
denote by Xˆ and ˆ2 the unbiased estimators, respectively, of X and 2 in the original model,
while by FX˜ and ˜2 the unbiased estimators, respectively, of FX and 2 in the transformed
model, with
ˆ= (X′W−X)− X′W−y,
˜= (X′F′W˜−FX)− X′F′W˜−Fy,
ˆ2 =
(
y − Xˆ
)′
W−
(
y − Xˆ
)/
(s − r) ,
˜2 =
(
y − X˜
)′
F′W˜−F
(
y − X˜
)/
(s˜ − r˜) .
Here itwould be noticed thatXˆ,FX˜, ˆ2 and ˜2 are invariantwith probability one to the choices of
the involved generalized inverses since y ∈ R (W) holds almost surely.Without loss of generality,
we can replace the involved generalized inverses by the corresponding Moore–Penrose inverses
in the above four representations whenever it is necessary, and vice versa.
Thus, for the nonnegative quadratic estimable function ′H + h2 (in the sense that there is
some quadratic form of y being unbiased for ′H+h2, e.g., cf. [6], that is to see,PX′HPX′ = H
under model L and PX′F′HPX′F′ = H under model LT ), we have two naive estimators ˆ1 =
ˆ
′
Hˆ+hˆ2 and ˜1 = ˜′H˜+h˜2 for . Note that it is appealing, that the conditionPX′HPX′ = H
is equivalent to PX′H = HPX′ = H while PX′F′HPX′F′ = H ⇔ PX′F′H = H. The following
lemma concerns the above two estimators.
Lemma 2.1. Assume  is nonnegative quadratic estimable under L and LT . Then ˆ1 and ˜1
are potentially biased for  with
Bias
(
ˆ1, 
)
= 2 tr
{
H
[(
X′W+X
)+ − U]} 0,
Bias
(
˜1, 
)
= 2 tr
{
H
[(
X′F′W˜+FX
)+ − U]} 0.
Proof. For convenience, we write
(
A+
) 1
2 as A+ 12 for any nonnegative deﬁnite matrix A, the
same below. Firstly, it is clear that E
(
ˆ2
)
= 2 since ˆ2 is unbiased for 2. Note that R (X′) =
R
(
X′W+X
)
in terms of the implication
R (X) ⊆ R
(
W+
1
2
)
⇒ R (X′) = R (X′X) ⊆ R (X′W+ 12 ) = R (X′W+X) ,
since R
(
X′W+X
) ⊆ R (X′) holds inherently. Further, PX′ = PX′W+X. Employing the fact that
if  is some random vector with expectation vector  and covariance matrix , then
E
(
′D
) = ′D + tr (D) (2.1)
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for some given symmetric matrix D of suitable order, and recalling that PX′H = H, one can
conclude that E
(
ˆ1
)
=  + 2 tr{H[(X′W+X)+ − U]} by direct operations and therefore
Bias
(
ˆ1, 
)
= 2 tr
{
H
1
2
(
X′W+X
)+ X′W+VW+X (X′W+X)+ H 12 } 0,
which completes the proving since the latter follows directly from the former. 
Note that the estimators ˆ = ˆ1 − Bias
(
ˆ1, 
)
ˆ2
/
2 and ˜ = ˜1 − Bias
(
˜1, 
)
˜2
/
2 are
unbiased for , by Lemma 2.1.Andwhat’smore, one can conclude that ˆ (resp., ˜) is the essentially
unique best quadratic unbiased (BQU) estimator under L (resp., LT ); cf.
Appendix A.
By Lemma 2.1, we notice that the values of hˆ = h − tr{H[(X′W+X)+ − U]} and h˜ =
h− tr{H[(X′F′W˜+FX)+ −U]} can be either negative or nonnegative. Indeed, if hˆ is nonnegative,
then we are readily adopting the estimator ˆ, however, it is unacceptable in practice if hˆ is negative
since the value of ˆ can be negative.Thenwewould like to use the so-called nonnegativeminimum-
biased (NNMB) estimation or called nonnegative best quadratic-biased (NN-BQB) estimation for
. ˜ can be discussed with similar fashion.
Let us now consider the notion of quadratic sufﬁciency (in the sense for any point (, 2) ∈
Rp,1 × (0,+∞)) of generality. The following deﬁnition concerns when modelLT contains all
information of modelL in some sense.
Deﬁnition 2.1. Assume C is a given class of nonnegative quadratic estimation for . Fy is said
quadratically sufﬁcient (with respect to the classC) if there exists a symmetric matrix G such that
y′F′GFy is the best estimator for  in the class C. We write Fy ∈ S(C) if Fy is quadratically
sufﬁcient with respect to C.
2.1. Nonnegative quadratic unbiased estimation and quadratic sufﬁciency
As one can see, according to Deﬁnition 2.1, taking C = C0 for given C0 gives corresponding
quadratic sufﬁciency. We ﬁrst consider this notion in the case C = C1, namely the class of
nonnegative quadratic unbiased estimation for , when both hˆ and h˜ are nonnegative in this
subsection. Note that the implication h˜0 ⇒ hˆ0 holds inherently provided  is nonnegative
quadratic estimable undermodelLT (and thereby undermodelL); see also the proof of Theorem
2.2.
It should be noticed that inserting H = 0 and h = s − r into Deﬁnition 2.1 gives the notion as
deﬁned in Baksalary and Drygas [1] that Fy is quadratically sufﬁcient if there exists a symmetric
matrix G such that y′F′GFy is the BQU estimator for (s − r) 2, which coincides with the so-
called linear error-sufﬁciency; cf. [9].
According to Appendix A , Deﬁnition 2.1 with C = C1 is equivalent to that Fy ∈ S(C1) if
and only if ˆ and ˜ are identical almost surely since the BQU estimator is essentially unique.
Before giving the necessary and sufﬁcient conditions for ˆ and ˜ to be identical, we ﬁrst deduce
the covariance between ˆ and ˜. Denote
bˆ =
[
h − tr
{
H
(
X′W+X
)+ − HU}]/ (s − r) ,
Â = W+X (X′W+X)+ H (X′W+X)+ X′W+,
B̂ = W+ − W+X (X′W+X)+ X′W+
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and
b˜ =
[
h − tr
{
H
(
X′F′W˜+FX
)+ − HU}]/ (s˜ − r˜) ,
A˜ = F′W˜+FX (X′F′W˜+FX)+ H (X′F′W˜+FX)+ X′F′W˜+F,
B˜ = F′W˜+F − F′W˜+FX (X′F′W˜+FX)+ X′F′W˜+F.
Employing the fact that if  ∼Nn (,) then
Cov
(
′A,′B
) = 2 tr (AB) + 4′AB (2.2)
for given nonstochastic matrices A,B ∈ Rsn, which can be deduced following from the fact
that if 0 with rank t , then  ∼ Nn (,) if and only if  has stochastic decomposition
 =  + C with  ∼Nt (0, It ) and C ∈ Rn,t satisfying  = CC′, noting that B̂X = B˜X = 0
and X′ÂX = X′A˜X = H, one can obtain
(1) tr (ÂVA˜V) = tr {H (X′W+X)+ H (X′W+X)+ − 2HUH (X′W+X)+ + HUHU},
(2) tr (ÂVB˜V) = 0,
(3) tr (B̂VA˜V) = tr {H [(X′F′W˜+FX)+ − (X′W+X)+]},
(4) tr (B̂VB˜V) = s˜ − r˜ ,
(5) X′ÂVA˜X = H (X′W+X)+ H − HUH
by direct operations. It follows that
Cov
(
ˆ, ˜
)
= Cov
[
y′
(
Â + bˆB̂
)
y, y′
(
A˜ + b˜B˜
)
y
]
= 24 tr (ÂVA˜V)+ 2b˜4 tr (ÂVB˜V)+ 2bˆ4 tr (B̂VA˜V)
+2bˆb˜4 tr (B̂VB˜V)+ 42′X′ÂVA˜X
= 24 tr
{
H
(
X′W+X
)+ H (X′W+X)+ − 2HUH (X′W+X)+ + HUHU}
+2bˆ4 tr
{
H
(
X′F′W˜+FX
)+ − H (X′W+X)+}
+2bˆb˜4 (s˜ − r˜) + 42′H
[(
X′W+X
)+ − U]H.
Weobserve that insertingF = In into the expression of Cov(ˆ, ˜) givesD(ˆ) and further replacing
X by FX in the presentation ofD(ˆ) yieldsD(˜). Specially, by direct operations one can readily
verify that Cov(ˆ, ˜) = D(ˆ). The following theorems give some results concerningS(C1).
Theorem 2.1. Assume  is nonnegative quadratic estimable under modelLT . Then Fy ∈S(C1)
if and only if the following conditions hold simultaneously:
(a) H (X′F′W˜+FX)+ H = H (X′W+X)+ H,
(b) hˆ (s − s˜ + r˜ − r) = 0.
Specially, when hˆ is positive then (b) reduces to s˜ − r˜ = s − r .
Proof. It sufﬁces to prove that ˆ and ˜ are identical if and only if conditions (a) and (b) hold
simultaneously. Actually, ˆ coincides with ˜ if and only if D(ˆ) = D(˜) for any point (, 2) ∈
Rp,1 × (0,+∞), since both ˆ and ˜ are unbiased for  and Cov(ˆ, ˜) = D(ˆ), which is further
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equivalent to the following conditions are satisﬁed simultaneously combining the algebraic fact
that if A,B ∈ Rsn and x′Ax = x′Bx holds for any x ∈ Rn,1 then A = B:
• H (X′F′W˜+FX)+ H = H (X′W+X)+ H,
• ˆ = ˜, with notations
ˆ = tr
[
H
(
X′W+X
)+]2 − 2 tr [HUH (X′W+X)+]+ bˆ2 (s − r) ,
˜ = tr
[
H
(
X′F′W˜+FX
)+]2 − 2 tr [HUH (X′F′W˜+FX)+]+ b˜2 (s˜ − r˜) .
As we can see, the ﬁrst presentation refers to (a), which combining the second expression gives
h˜ = hˆ and therefore yields (b), and vice versa. Thus we complete the proving. 
The following theorem offers an alternative version to Theorem 2.1.
Theorem 2.2. Assume  is nonnegative quadratic estimable under modelLT . Then Fy ∈S(C1)
if and only if (b), given in Theorem 2.1, and (a∗)/(a∗), stated below, are satisﬁed simultaneously:
(a∗) tr
{
H
(
X′F′W˜+FX
)+ H} = tr {H (X′W+X)+ H},
(a∗) X′F′W˜+FX
(
X′W+X
)+ H = H.
Proof. Let us now ﬁrst show that
PX′F′
(
X′W+X
)+
PX′F′
(
X′F′W˜+FX
)+
. (2.3)
Actually, employing the fact (e.g., [19]) that if A0 and B0 then
AB ⇔
{
R (B) ⊆ R (A) ,
BBA+B,
writing S = X′W+X and S˜ = X′F′W˜+FX, it follows that S˜ = X′W+ 12 P
W
1
2 F′
W+ 12 XS and
therefore
PX′F′
(
X′W+X
)+
PX′F′ −
(
X′F′W˜+FX
)+ = S˜+ (˜SS+S˜ − S˜) S˜+0.
That is to say (2.3) holds. Further,
H
(
X′W+X
)+ H = HPX′F′ (X′W+X)+ PX′F′HH (X′F′W˜+FX)+ H,
which combining the fact that ifBA0, thenA = B ⇔ tr (A) = tr (B) yields (a∗) from (a) and
vice versa; The equivalence between (a∗) and (a) follows directly from the fact that if BA0
then X′AX = X′BX ⇔ AX = BX. 
If the interest is in estimating 2, which is nonnegative quadratic estimable underL andLT
inherently, then the following conclusion is clear, which coincides with Theorem 2 in Groß [9],
combining the facts that
R
[
F′ (FX)⊥
]
= R (F′) ∩R (X)⊥ , rk (A,B) = rk (A) + rk [(I − AA+)B] .
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Corollary 2.1. Fy is quadratically sufﬁcient to the class of nonnegative quadratic unbiased
estimation of 2 iff s˜ − r˜ = s − r , which is further equivalent to
R
(
VX⊥
)
= R
[
VF′ (FX)⊥
]
.
Following the above theorems, let us now investigate some special and important situations,
in which the case R
(
F′
) = R (W) is noticeable, not only mathematically interesting but also
practically relevant. By means of the equivalence (cf. [19])
AB ⇔
{
R (B) ⊆ R (A) ,
1
(
BA+
)
1
for given nonnegative deﬁnite matrices A, B, and the inherent relationships
X′F′W˜+FXX′W+X, PF′W = WPF′ ⇔ R
(
WF′
) ⊆ R (F′)
one can justify that
Corollary 2.2. Assume  is nonnegative quadratic estimable under modelLT . Then the state-
ments below hold:
(a) If R (X, WF′) ⊆ R (F′), then Fy ∈S(C1) if and only if hˆ (s − s˜) = 0,
(b) If R (F′) = R (W), then Fy ∈S(C1).
The wonderful result (b) derived in Corollary 2.2 reveals a fact, from something more than intu-
itional impression, that if R
(
F′
) = R (W), then the transformed model contains all information
of the original model in a sense.
2.2. Nonnegative quadratic-biased estimation and quadratic sufﬁciency
As argued above that ˆ and ˜ are unacceptable in practicewhen  is not an nonnegative quadratic
estimable function, or, when hˆ and h˜ are negative, under this setting we consider the notion of
quadratic sufﬁciency in the case C = C2, the class of nonnegative quadratic-biased estimation
(see below) for . To demonstrate our conclusions, we ﬁrst state some preliminary knowledge
concisely in the following. Put
ˆ
(
Ĉ, cˆ
) = ˆ′Ĉˆ + cˆ (y − Xˆ)′ W+ (y − Xˆ) ,
˜
(
C˜, c˜
) = ˜′C˜˜ + c˜ (y − X˜)′ F′W˜+F (y − X˜)
with Ĉ, C˜ ∈ Rp and cˆ, c˜0 (we can concentrate our mind on Rp since it is the convex cone
of p × p symmetric matrices). The following Deﬁnition 2.2 concerns NN-BQB estimator, with
above form, of  by Lemma 2.1; e.g., cf. [6]. For another method to ﬁnd the minimum-biased
estimator in the class of all quadratic forms y′Ay, one can see Gnot et al. [7].
Deﬁnition 2.2. We say ˆ
(
ĈH, cˆH
)
is an NN-BQB estimator for  under model L if the pair(
ĈH, cˆH
)
solves the following problem:
min
Ĉ∈Rp, cˆ0
tr
{(
H − Ĉ)2}+ [cˆ − h + tr {Ĉ (X′W+X)+ − ĈPX′UPX′}]2 . (2.4)
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If hˆ < 0, then the problem in search of the solution to (2.4) reduces to minimizing fH
(
Ĉ
)
with
respect to Ĉ varying over Rp since we can restrict our considerations to ˆ
′Ĉˆ (cf. [6]), where
fH
(
Ĉ
) = tr {(H − Ĉ)2}+ (h − tr {Ĉ (X′W+X)+ − ĈPX′UPX′})2 .
We now adopt the Lagrange multiplier method. Let LH
(
Ĉ,
) = fH (Ĉ) − 2 tr (Ĉ) be the
Lagrange function, where  is some nonnegative Lagrange multiplier matrix. Then there exists a
nonnegative deﬁnite matrix H such that for any solution ĈH to minimizing fH
(
Ĉ
)
, fH
(
ĈH
) =
minĈ∈Rp LH
(
Ĉ,H
)
and
tr
(
ĈHH
) = 0. (2.5)
By means of standard formulas for partially derivatives of trace functions and the fact that A =
B ⇔ 2A − diag (A) = 2B − diag (B) for given A,B ∈ Rsn, where diag (A) denotes a diagonal
matrix obtained from A by replacing all the off-diagonal elements of A by zeros, we obtain that
the gradient of LH
(
Ĉ,H
)
, LH
(
Ĉ,H
)/
Ĉ, with respect to Ĉ vanishes at ĈH if and only if
the following relationship holds:
H = ĈH − H +
(
tr
{
ĈH
[(
X′W+X
)+ − PX′UPX′]}− h)
×
[(
X′W+X
)+ − PX′UPX′] . (2.6)
If h˜ is negative, then NN-BQB estimation for  under modelLT could be discussed with similar
fashion and be omitted here.
Generally speaking, it is not easy to ﬁnd an explicit solution to (2.5) and (2.6). For the case
V = In (and therefore taking U = 0 is a suitable and simple choice), however, it has been done
if H and X′X commute, which is fulﬁlled in many practical situations, and a procedure leading
to the solution to (2.5) and (2.6) without a commutativity assumption has been described in Gnot
et al. [6].
Let us now pay attention toS(C2) since we mainly focus our mind on the problem of quadratic
sufﬁciency. In the following, we assume ĈH is a solution to (2.5) and (2.6) and thereby ˆ
(
ĈH
) =
ˆ
(
ĈH, 0
) = y′AHy is an NN-BQB estimator of  under modelL in the sense of Deﬁnition 2.2;
Similarly, we assume ˜
(
C˜H
) = ˜ (C˜H, 0) = y′BHy is an NN-BQB estimator of  under model
LT , with notations
AH = W+X
(
X′W+X
)+ ĈH (X′W+X)+ X′W+,
BH = F′W˜+FX
(
X′F′W˜+FX
)+ C˜H (X′F′W˜+FX)+ X′F′W˜+F.
According to (2.2) one can verify that
Cov
[
ˆ
(
ĈH
)
, ˜
(
C˜H
)] = 24 tr{PX′F′C˜HPX′F′ (X′W+X)+ ĈH (X′W+X)+ }− 44
×tr
{
PX′F′C˜HPX′F′UPX′ĈH
(
X′W+X
)+}+ 24 tr{PX′F′C˜HPX′F′UPX′ĈHPX′U}
+42′PX′ĈH
(
X′W+X
)+
PX′F′C˜HPX′F′ − 42′PX′ĈHPX′UPX′F′C˜HPX′F′.
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Observe that replacing
(
F, C˜H
)
with corresponding
(
In, ĈH
)
in the expression of Cov
[
ˆ
(
ĈH
)
,
˜
(
C˜H
)]
givesD
[
ˆ
(
ĈH
)]
, and replacing
(
X, ĈH
)
by
(
FX, C˜H
)
in the presentationofD
[
ˆ
(
ĈH
)]
further yields D
[
˜
(
C˜H
)]
.
The following theorem gives some results concerningS(C2).
Theorem 2.3. ˆ
(
ĈH
)
and ˜
(
C˜H
)
are identical if and only if the following two conditions hold
simultaneously:
• PX′ĈHPX′ = PX′F′C˜HPX′F′ ,
•
[(
X′F′W˜+FX
)+ − PX′F′ (X′W+X)+ PX′F′] C˜HPX′F′ = 0.
When the above two conditions are satisﬁed, Fy ∈S(C2). Further, if NN-BQB estimate is essen-
tially unique, then the two conditions are sufﬁcient (truly) and yet necessary.
Proof. For convenience, we write
A = PX′ĈHPX′ , A˜ = PX′F′C˜HPX′F′ ,
B = (X′W+X)+ , B˜ = (X′F′W˜+FX)+ ,
C = PX′UPX′ , C˜ = PX′F′UPX′F′ .
It follows that ˆ
(
ĈH
)
and ˜
(
C˜H
)
are identical iff E
[
ˆ
(
ĈH
)−˜ (C˜H)]=0 and D [ˆ (ĈH)−
˜
(
C˜H
)]=0, or equivalently, the following hold simultaneously:
(1) tr [A (B − C)] = tr [A˜ (B˜ − C˜)],
(2) A = A˜,
(3) tr (ABAB) + tr (ACAC) + tr (A˜B˜A˜B˜)+ tr (A˜CA˜C)+ tr (A˜CAB)+ tr (ABA˜C)
+tr (A˜BAC)+tr (ACA˜B) = tr (ACAB)+tr (ABAC)+tr (A˜CA˜B˜)+tr (A˜B˜A˜C)+tr (A˜BAB)
+ tr (ABA˜B)+ tr (A˜CAC)+ tr (ACA˜C),
(4) ABA + A˜B˜A˜ + ACA˜ + A˜CA = ACA + A˜CA˜ + ABA˜ + A˜BA.
By the above four representations we can readily justify the conclusion and thus complete the
proving. 
3. Further results and simulation
In this section, we pose a solvable practical problem, extend partially the notion of quadratic
sufﬁciency to multivariate case, and conduct a simulated example.
3.1. A practical problem
As we can see, a problem which needs solving in practice is that if the observation vector y
cannot be available while F1y and F2y are two obtainable vectors, which one we would choose.
Write
˜˜i = ˜ ′H˜ + ˜2
[
h − tr
{
H
(
X′F′i
(
FiWF′i
)+ FiX)+ − HU}] , i = 1, 2.
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We state our conclusion, which can be proved similarly to Theorem 2.1, in the following:
Theorem 3.1. Assume  is nonnegative quadratic estimable under models{
Fiy, FiX, 2FiVF′i
}
, i = 1, 2
and
h > tr
{
H
(
X′F′i
(
FiWF′i
)+ FiX)+ − HU} .
Then ˜˜1 is superior over ˜˜2 in the sense that D
( ˜˜1) D ( ˜˜2) if and only if
• H
(
X′F′1
(
F1WF′1
)+ F1X)+ HH (X′F′2 (F2WF′2)+ F2X)+ H,
• rk (F1) − rk (F1X) rk (F2) − rk (F2X).
Similarly, we can investigate other cases and we omit them here.
3.2. Multivariate case
As the supplement and an application of our main results and an extension of Baksalary and
Drygas [1], we now consider the multivariate case as follows. Let A⊗B stand for the Kronecker
product of A and B. For a multivariate linear model, denoted by
L(M) =
{
Y, XB, Iq ⊗ 2V
}
, (3.1)
in whichY = (y1, . . . , yq) refers to an n×q normally distributed random matrix of observations,
y1, . . . , yq are independent and with identical covariance matrix 2V, X ∈ Rn,p and V ∈ Rn
are supposed to be known, while B ∈ Rp,q and 2 > 0 are unknown parameters. Being similar
to Section 1, we consider the transformed model, given by
L
(M)
T =
{
FY, FXB, Iq ⊗ 2FVF′
}
(3.2)
with F ∈ Rm,n, mp. Now we generalize the concept of quadratic sufﬁciency deﬁned by Bak-
salary and Drygas [1] in the following. Let
h∗ = rk (Iq ⊗ V, Iq ⊗ X)− rk (Iq ⊗ X) .
Deﬁnition 3.1. For the models L(M) and L(M)T , the transformation FY is said quadratically
sufﬁcient if there is a symmetric matrix G such that tr
(
Y′F′GFY
)
is the best quadratic unbiased
estimator for h∗2. We write FY ∈S(M) if FY is quadratically sufﬁcient.
The following theorem gives some results concerningS(M).
Theorem 3.2. FY ∈S(M) iff rk (V, X) − rk (X) = rk (FVF′, FX)− rk (FX).
Proof. Write modelsL(M) andL(M)T as{
y,
(
Iq ⊗ X
)
, Iq ⊗ 2V
}
,
{
Fy,
(
Iq ⊗ F
) (
Iq ⊗ X
)
, Iq ⊗ 2FVF′
}
,
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respectively, in which y = Vec (Y) and  = Vec (B), where the vector Vec (A) is obtained from
the matrix A by stacking its columns one underneath the other. Notice that
tr
(
Y′F′GFY
) = y′ (Iq ⊗ F′GF) y = y′ (Iq ⊗ F)′ (Iq ⊗ G) (Iq ⊗ F) y (3.3)
in terms of the standard formula (e.g., cf. [18]) for trace of matrix that
tr (ABC) = (Vec (A′))′ (I ⊗ B) Vec (C) .
Eq. (3.3) would imply that FY ∈S(M) if and only if (Iq ⊗ F) y being quadratically sufﬁcient in
the sense of Baksalary and Drygas [1]. By virtue of Corollary 2.1 and the facts that rk (A ⊗ B) =
rk (A) rk (B) and
rk (I ⊗ X, I ⊗ V) = rk
⎛
⎜⎝
X V
. . .
. . .
X V
⎞
⎟⎠
= rk
⎛
⎜⎝
(X, V)
. . .
(X, V)
⎞
⎟⎠ = rk [I ⊗ (X, V)]
one could readily justify the conclusion. 
ByTheorem 3.2, it should be noticed that the necessary and sufﬁcient condition forFY ∈S(M)
is independent of the scalar q.
3.3. A simulation study
In this subsection, a simulation study was conducted. For modelsL andLT with
X =
⎛
⎜⎜⎝
1 0
1 1
0 1
0 0
⎞
⎟⎟⎠ , V =
⎛
⎜⎜⎝
1 1 1 1
1 3 1 −1
1 1 1 1
1 −1 1 3
⎞
⎟⎟⎠ , F =
⎛
⎜⎜⎝
1 1 0
0 −1 1
1 0 −1
0 1 −1
⎞
⎟⎟⎠
′
,
we take h = 0.7, 2 = 0.09 and
U =
(
1 −1
−1 1
)
, H =
(
0.2500 0.2000
0.2000 0.2500
)
,  =
(
4
3
)
.
It is clear that R (X) ⊆ R (V + XUX′) and R (H) ⊆ R (X′). In addition, the value of
 = ′H + h2 is equal to 11.1130, and
Â + bˆB̂ =
⎛
⎜⎜⎝
0.0521 0.0479 0.0021 0.0062
0.0479 0.1021 0.0479 −0.0062
0.0021 0.0479 0.0521 0.0062
0.0062 −0.0062 0.0062 0.0187
⎞
⎟⎟⎠ ,
A˜ + b˜B˜ =
⎛
⎜⎜⎝
0.1333 0.0417 0.0833 −0.0417
0.0417 0.0333 0.0417 −0.0333
0.0833 0.0417 0.1333 −0.0417
−0.0417 −0.0333 −0.0417 0.0333
⎞
⎟⎟⎠ .
The following Table 1 lists the estimates for  obtained via ˆ and ˜.
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Table 1
Estimates for  with random outputs of y
ˆ ˜ ˆ ˜ ˆ ˜ ˆ ˜
11.7855 11.8520 11.1203 10.7488 9.56060 9.87180 11.4357 11.6741
11.7448 11.6975 11.3278 11.2417 10.7829 10.5625 11.3616 11.7646
12.3717 12.1100 10.2087 10.2318 9.24410 9.16610 10.9183 10.9882
10.4737 10.5446 10.5971 10.5623 12.2174 11.9867 10.5472 10.5575
11.4109 11.5208 13.6636 13.4735 9.70510 9.48140 11.6134 10.6075
4. Applications
We consider a linear regression model denoted by L with the covariance matrix V being
compound symmetric, that is,
V = (1 − 	) In + 	1n1′n =
⎛
⎜⎜⎜⎝
1 	 · · · 	
	 1 · · · 	
...
...
. . .
...
	 	 · · · 1
⎞
⎟⎟⎟⎠
for given 	 ∈ [0, 1). Notice that the condition 0	 < 1 ensures that V is positive deﬁnite and
thus taking U = 0 is a suitable and simple choice. Let us now apply our main results to the
problem in estimating E
(
y′y
)
, which has the form of  with H = X′X and h = n. We assume
hˆ = n − tr[X(X′V−1X)−X′] > 0 in the following.
Theorem 4.1. For the models L andLT with compound symmetric covariance matrix, Fy ∈
S(C1) if and only ifN (F) ⊆ R (X) ⊆ R
(
VF′
)
, where the symbolN (F) refers to the null space
of F, i.e.,N (F) = R
(
F′⊥
)
= R (F′)⊥.
Proof. From Theorem 2.2 and Corollary 2.1, Fy ∈S(C1) if and only if(
X′F′
(
FVF′
)− FX) (X′V−1X)− X′X = X′X,
R
(
VX⊥
)
= R
(
VF′ (FX)⊥
)
,
or equivalently, X′F′
(
FVF′
)− FX = X′V−1X and R (X⊥) = R (F′ (FX)⊥). Observe that the
ﬁrst condition is equivalent to(
In − PV 12 F′
)
V−
1
2 X = 0
in terms of the relationship X′F′W˜+FXX′W+X, or equivalently, R
(
V− 12 X
)
⊆ R
(
V 12 F′
)
,
which is further equivalent to R (X) ⊆ R (VF′); the second is satisﬁed if and only if R (X⊥) ⊆
R
(
F′
)
, or equivalently,N (F) ⊆ R (X). The proving is thus completed. 
It canbe seen that ifF is full column rank, thenL⇒LT bypre-multiplyingLbyF andLT ⇒
L by pre-multiplying LT by F+ since F+F = In, that is to say, LT contains all information
of L and vice versa. The following corollaries indicate F being full column rank is sufﬁcient
1192 X. -Q. Liu, J.-Y Rong / Journal of Multivariate Analysis 98 (2007) 1180–1194
(truly in the above sense) and yet necessary for modelsL andLT to coincide with each other
for some special cases. On the other hand, the problem of the notion of sufﬁciency (such as linear
sufﬁciency, linear error-sufﬁciency, quadratic sufﬁciency) is mentioned usually when y is not
available (but Fy is obtainable). However, it also may be used to simplify calculating by choosing
suitable F when ˆ is complicated and hard to calculate. This idea is not only mathematically
interesting but also noticeable in practice. Corollaries 4.1 and 4.2 give a partial response.
Corollary 4.1. For the models L and LT with compound symmetric covariance matrix, if F′
has one column as the unit vector. Then Fy ∈S(C1) if and only if rk (F) = n.
Proof. Without loss of generality, F′ = (1n,F2). It follows that PF′V = VPF′ (e.g., cf. [17],), or
equivalently, R
(
VF′
) ⊆ R (F′). This fact combining Theorem 4.1 would imply
Fy ∈S(C1) ⇔ R
(
X, X⊥
)
⊆ R (F′) ⇔ rk (F) = n,
which completes the proving. 
Similarly, we have
Corollary 4.2. For the modelsL andLT with compound symmetric covariance matrix, assume
X has one column as the unit vector. Then Fy ∈S(C1) if and only if rk (F) = n.
5. Concluding remarks
In this article the problem of nonnegative estimation of ′H+h2 is discussed under models
L and LT . A generalization of quadratic sufﬁciency is considered. Actually, our main results
are partially supported by Eq. (2.2), which holds under assumption yet in the quasi-normal case;
e.g., cf. [12], see also ([18], Lemma 1.1, p. 144).
Thus, we can establish our conclusions under quasi-normality assumption with similar fashion
by rewriting modelL as
y = X + C
,
where CC′ = V, 
 = (
1, . . . , 
v)′ (here v refers to the rank of V) with E (
i ) = 0, E
(

2i
) = 2,
E
(

3i
) = 0, E (
4i ) = 34, i.e., the components of 
 behave up to their moments up to order four
as independent normally distributed random variables.
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Appendix A. Essentially unique BQU estimate
Here, we show that if  is nonnegative quadratic estimable in the model L, then ˆ is the
essentially unique BQU estimator of  under normality assumption with respect to MSE criterion.
Actually, using techniques of the inner product 〈A,B〉 = tr (AB) in Rn is helpful for us to
establish the same conclusion under quasi-normality assumption (see Section 5). We now offer
an alternative proof as follows. It should be mentioned that the approach is a version of the well-
known theorem of Lehmann–Scheffé, which says that an unbiased estimator is optimal if it is
uncorrelated with any unbiased estimator of zero, in some sense since the set of estimators here
is restricted to the quadratic estimators. Actually, denote
D̂ = Â + bˆB̂
and let y′Dy be an alternative quadratic unbiased estimator for , or equivalently, X′DX = H and
tr (DV) = h. First of all, writing C = D − D̂ yields X′CX = 0 and tr (CV) = 0, and therefore
tr (CW) = 0. Further, tr (D̂VCV) = 0 and X′D̂VCX = 0 by direct operations. So we obtain
Cov
(
y′D̂y, y′Cy
) = 24 tr (D̂VCV)+ 42′X′D̂VCX = 0.
This fact would imply that
D
(
y′Dy
) = D (y′D̂y)+D (y′Cy) D (y′D̂y) ,
which combining the unbiasedness of ˆ for  completes the proving of optimality. Clearly, the
equality occurs in the above expression if and only if D
(
y′Cy
) = 0, or equivalently,
tr (CVCV) = 0, X′CVCX = 0. (A.1)
Together X′CX = 0, tr (CV) = 0 and Eq. (A.1), we have WCW = 0, and vice versa. Note that
WCW = 0 means y′Cy = 0 almost surely and thereby y′Dy = y′D̂y + y′Cy = y′D̂y with
probability one. The uniqueness is also established.
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