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ABSTRACT
Automatic gender classification of face images is an area
of growing interest with multiple applications. Appropri-
ate classifiers should be robust against variations such as
illumination, scale and orientation that occur in real world
applications. This can be achieved by normalizing the images
in order to reduce those variations (alignment, re-scaling,
histogram-equalization, etc.), or by extracting features from
the original images which are invariant respect to those vari-
ations. In this work we perform a robust comparison of
eight different classifiers across 100 random partitions of a
set of frontal face images. Four of them are state-of-the-art
methods in automatic gender classification that use image
normalization (SVMs, Neural Networks, ADABOOST and
PCA+LDA). The other four strategies use invariant features
extracted by SIFT (BOW, Evidence Random Trees, NBNN
and Voted Nearest-Neighbor). The best strategies are SVM
using normalized images and NBNN, the latter having the
advantage that no strong image pre-processing is needed.
Index Terms— Automatic gender classification, image
analysis, machine learning
1. INTRODUCTION
Automatic gender classification of face images is an area of
growing interest with multiple applications such as demo-
graphic data collection or facial expression recognition (for
a recent review see [1]). In most practical applications, the
properties of the images that will be used in the exploitation
phase (illumination, pose, scale, orientation, occlusions, etc.)
may differ much from those used for training the classification
system. Therefore, an appropriate gender classifier should be
robust against these variations.
There are two strategies to achieve this robustness: (i) to
implement a pre-processing stage that removes as much as
possible these variations in the input images; and (ii) to con-
struct classifiers that use invariant features with respect to the
mentioned variations. The first strategy is the standard one in
gender classification [1]. Common approaches include image
normalization, image alignment to reduce scale/orientation
variability, and histogram equalization to remove illumination
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variability. The second approach has been widely explored
for image categorization [2], but there are not much published
results in the context of gender recognition [3].
In this work we perform a comparison between classifi-
cation methods using both strategies. Firstly we consider the
best state-of-the-art (pixel intensity based) classifiers accord-
ing to [4] (SVMs, Neural Networks), as well as AdaBoost
and PCA+LDA. All these methods use 24× 24 pixel aligned,
re-scaled and histogram-equalized images of the faces as in-
put. Secondly we explore classifiers based on SIFT invariant
features [5]. Due to the invariant properties of the SIFT key-
points, no normalization is needed in this case. We consider
Bag Of Word (BOW) based classifiers [2], Evidence Random
Trees (ERT) [6] and two different strategies based on nearest
neighbors, including Naı¨ve Bayes Nearest Neighbor (NBNN)
[7].
The performance of the different classification methods is
evaluated using 100 random training/test partitions of a sub-
set of the public Feret database [8] containing only frontal
images. This allows us to quantify both the average error and
the robustness (given by the standard deviation of the error)
of each method, avoiding the possibility that a specific train-
ing/test partition favours one of the techniques. Our compar-
ison shows that the SVM trained with normalized images has
the highest performance. The best SIFT-based method is the
NBNN, with almost the same error rate. Nemenyi’s test does
not find any significant statistical differences between the two
methods, but the NBNN has the additional advantage of not
requiring strong image pre-processing.
2. METHODS
In this section we describe the database and the classification
techniques we employ.
2.1. Database
We use images from the original Gray Feret database, which
is now a subset of the Colour Feret database [8]. We used the
same subset as in [4], which consists of 411 frontal images
(with only one image per subject), 212 of which belong to
class male and 199 to class female. In order to facilitate com-
parisons, the authors provided a link with the gender, face
coordinates and eye positions of all the images, and divided
them into a training set with 304 images and a test set with
107 images. Here we use the same labels, face and eye coor-
dinates. However, instead of using a single training/test par-
tition, we generated 100 random partitions each consisting of
304 training images and 107 test images. This allows to quan-
tify not only the average error obtained by each classification
technique, but also its robustness (given by the standard devi-
ation of the error).
2.2. Classification techniques
We compare eight classification methods that follow two main
approaches. Firstly we consider classifiers which are trained
using normalized images as input. Secondly we consider clas-
sifiers based on SIFT keypoints extracted from the images.
2.2.1. Classification methods using normalized images
A standard approach to gender classification is to train a
classifier, such as a neural network or a support vector ma-
chine (SVM) [9], using as input the pixel intensity values
of the face images. This kind of approach has been shown
to achieve high performance rates [4, 1], but a strong pre-
processing stage (normalization, alignment, scaling and/or
histogram equalization) is needed. Based on the state of the
art, we normalize and align the images using the eye posi-
tions, and rescale them to a resolution of 24 × 24 pixels. We
use the same face and eye coordinates reported by [4]. Then
histogram equalization is applied, and the resulting vectors
of 576 pixel intensities are used to feed the classifiers. The
following classifiers are analyzed:
Neural networks. We use a network architecture with one hid-
den layer (two neurons with tansig activation function), and a
linear output. The input values are scaled to the range [-0.5,
0.5]. The networks are trained with the standard backprop-
agation algorithm. We use 25% of the training images as a
validation set to avoid overfitting. For each of the 100 ran-
dom partitions, we trained 20 networks using different, ran-
domly chosen, validation sets, and selected the network with
the lowest validation error.
Support Vector Machines. We use the SVM implementation
provided by the LIBSVM library [10], taking as input the his-
togram equalized pixel intensity values scaled to the range
[-1, 1]. We used a RBF kernel, and a 10-fold cross validation
was performed in order to adjust the complexity parameter
and the kernel width.
ADABOOST. We used the Gentle Adaboost implementation
provided by the GML Adaboost Matlab Toolbox [11], which
is based on [12]. It uses CART classification trees as weak
learners. As before, we scale the input intensity values to the
range [-1, 1], and the parameters are set using 10-fold cross-
validation.
PCA+LDA. We applied PCA to the training set to obtain the
eigenfaces [13, 14] with highest eigenvalues that explain at
least 90% of the variance. In this subspace, LDA is applied to
extract the projection that discriminates best between the two
classes. The class of each test image is then predicted as the
class with closest projected mean estimated in training [15].
2.2.2. Classification methods using invariant features
As an alternative to direct image classification methods,
which require strong pre-processing, we use SIFT invariant
features [5] extracted from the face images to train a sec-
ond set of classifiers. The use of scale invariant features is
standard in image classification, and it has been explored for
gender classification in [3]. Due to the invariant properties
of the SIFT keypoints, no histogram equalization, alignment
or resize of the images is needed. So the only pre-processing
performed was face localization using the face coordinates
reported by [4]. We consider the following classifiers:
Bag Of Words: Visual dictionaries [2] is a general image clas-
sification technique consisting of an unsupervised and a su-
pervised phase. In the unsupervised phase a clustering algo-
rithm is run on the keypoints generally using a large number
of clusters. The second phase trains a classifier on the his-
tograms of visual word occurrences. In our experiments we
use kmeans with 1000 clusters and SVM with a RBF kernel
trained on the binary word histograms.
Evidence Random Trees. Evidence trees [6] is a two phase
algorithm based on random forests. First, a random forest
is built using the vector keypoints labelled with the class of
the image they belong to. The trees store the training class
histogram of the keypoints that belong to each terminal node.
For each image the keypoints are dropped through all the trees
of the ensemble and the terminal class histograms are accu-
mulated and normalized. This histogram containing the ev-
idence for each class is passed through a stacked classifier
(bagging in this case) to compute the final class for the im-
age.
Naı¨ve-Bayes Nearest-Neighbor: Another effective technique
based on Nearest Neighbor is Naı¨ve-Bayes Nearest-Neighbor
[7]. This method does not require a training phase, but only
to keep all keypoints of all training images. A new image
containing d1, d2, ..., dn keypoints is classified with the class
k that minimises
∑
n
i=0
||di−NNk(di)||
2
, where NNk com-
putes the nearest keypoint in the training images that belong
to class k.
Voted Nearest-Neighbor. Finally we consider a simple nearest
neighbor classification approach. For each test image, with
let us say n keypoints, we compute the k nearest neighbors
of all these keypoints in the training set. The assigned class
is then determined by majority voting over the n× k training
keypoints, where each point votes for the class of the image it
Method Error # wins
PCA + LDA 11.5%± 2.9% 13
SVM 10.0%± 2.9% 42
ADABOOST 12.1%± 2.7% 15
NNet 15.3%± 4.3% 3
BOW 19.8%± 3.8% 0
NBNN 10.7%± 3.0% 38
ERT 14.2%± 3.1% 6
VNN 13.1%± 3.8% 6
Table 1. Average error and number of wins across the 100
random partitions.
Method EER AUC
PCA + LDA 11.7%± 3.0% 94.7%± 1.9%
SVM 9.7%± 2.8% 96.4%± 1.5%
ADABOOST g 11.9%± 2.7% 95.2%± 1.8%
NNet 14.0%± 4.1% 92.3%± 2.9%
BOW 19.4%± 4.0% 89.2%± 2.9%
NBNN 9.7%± 2.7% 95.7%± 1.8%
ERT 15.0%± 3.0% 91.7%± 2.7%
VNN 11.3%± 3.1% 94.5%± 2.2%
Table 2. Average EER and AUC across the 100 random par-
titions.
belongs to. The number k of neighbors is determined using a
10-fold cross-validation.
3. RESULTS
Tables 1 and 2 and Figure 1 show the performance of the dif-
ferent classification methods across the 100 partitions. In the
second column of Table 1 we show the average classification
error of each studied method. The third column shows the
number of times each methods obtains the best accuracy in
the 100 executions. When several methods obtain the best
result in one execution, those methods are each assigned a
”win”. In Table 2, the average equal error rate (EER) and
area under the curve (AUC) are shown. Figure 1 shows the
average ROC for the best algorithms: SVM and NBNN.
The performance measures shown in these tables indi-
cate that SVM and NBNN are the best methods followed
by PCA+LDA and Adaboost. The performance of the other
methods is somewhat inferior. It is important to note that there
is not a clear trend with respect to what family of techniques
is more adequate for gender classification. Methods based
both on keypoints (NBNN) and on direct image classification
(SVM) can obtain rather accurate results.
To compare the overall performance of the studied meth-
ods, we use the framework introduced in [16]. This frame-
work permits to easily visualize the statistical differences
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Fig. 1. Average ROC curves in test across the 100 random
partitions of the best investigated methods. Solid: SVM.
Dashed: NBNN.
among different algorithms. First, each method is ranked in
each execution (rank 1 for the best method, 2 for the second
and so on). Then a Nemenyi test is applied to compute the
statistical differences among the methods. The results of this
test are shown in Figure 2. The average rank obtained by
each method is shown in lower axis. Methods for which the
differences in average rank are not statistically significant
with p-value < 0.05 are linked with a solid black line. Dif-
ferences in average rank above the critical distance (CD) are
considered significant. The CD is displayed at the top of the
figure for reference.
From this figure it can be observed that SVM and NBNN
are the best performing methods. The differences between
these two methods and between NBNN and PCA+LDA are
not statistically significant. A second group of algorithms
includes ADABoost and VNN, which are close to the best
methods but their performance is lower with statistical signif-
icance. The rest of methods have a poorer performance in the
studied dataset.
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Fig. 2. Average ranks of each method
4. DISCUSSION
In this work, an evaluation of robust methods for gender clas-
sification is carried out. Two families of techniques are anal-
ysed: one based on image normalization and the other on in-
variant feature extraction (eight methods in total). Both ap-
proaches seek robust image classification against variations in
illumination, scale orientation and so on. Additionally, in or-
der to obtain reliable estimations of the different performance
measures 100 random partitions of the data were used. A
method that obtains the best performance in a single partition
is not necessarily the best algorithm for the dataset. Carry-
ing out a comparison in a single partition, which is a com-
mon practice, can produce different results (as shown from
the number of wins of table 1) just by chance.
The best classification methods of the study are SVM
trained on the normalized images and NBNN trained on SIFT
keypoints. These two strategies provide statistically undistin-
guishable results. However, NBNN does not require image
normalization, which has the advantages of reducing the level
of image preprocessing, and avoiding the problems derived
of the imperfections of current face alignment methods [4].
Furthermore, we expect that systems based on invariant fea-
tures would be more robust to larger variations in scale, pose,
orientation and illumination, as well as to partial occlusions,
than systems based on image normalization strategies. This
will be explicitly tested in our future work.
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