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Abstract
In a ﬁ eld experiment, it is often more cost-eﬀ ective to estimate the average from the average 
treatment eﬀ ects within clusters, such as school classes and regional areas, rather than the simple 
average from all the units in the experiment. Under what conditions, does the beneﬁ t from choos-
ing the average from the averages exceed the cost of not choosing the simple average? This paper 
analyzes the statistical properties of these estimators through Monte Carlo simulations. The results 
from simulations indicate that the more dispersed clusters are in size （not in eﬀ ect）, the less pre-
ferred the average from the averages.
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1 Introduction
In seminal papers, Rubin （1974, 1975, 1978） 
has developed the so-called Rubin Causal 
Model （RCM）, which models a data generat-
ing process that assumes two potential out-
comes in an experiment. One of the potential 
outcomes is the outcome that would occur if a 
unit is in the treatment group; the other is 
the outcome that would occur if the same unit 
is in the control group. For each unit, howev-
er, one of these outcomes is not observed be-
cause the unit cannot be simultaneously in 
both the treatment and control groups. 
Instead, the average treatment eﬀ ect is to be 
estimated from multiple units in the experi-
ment. In calculating the average treatment ef-
fect, some of the units in the experiment are 
assigned to the treatment group and the oth-
ers are to the control group, and the eﬀ ects 
are then estimated as the diﬀ erence between 
the two groups. The RCM provides statistical 
foundations for causal inference from such ex-
perimental results. In a field experiment, 
econometric analysis, explicitly or implicitly, 
assumes the RCM （Athey and Imbens 
（2017））.
Under ideal conditions, it is optimal to im-
plement complete randomization in which a 
fixed number of units is drawn at random 
from the population to receive treatment and 
the others left are assigned to the control 
group, and then estimate the simple average 
from all the units in the experiment （without 
aggregating the data at the cluster level）. It 
is, however, often more cost-eﬀ ective to use as 
an estimator the average from the average 
treatment effects within clusters, such as 
school classes and regional areas, rather than 
the simple average.
How much is the gain from saving cost by 
using the average from the averages within 
clusters rather than the simple average from 
the population? This question must be ad-
dressed by evaluating the efficiency or the 
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criterion, such as the mean squared errors, if 
the estimator is biased. The sampling distri-
bution of the average from the averages is, 
however, not analytically tractable so that its 
statistical properties are examined through 
simulations to quantitatively gauge the costs 
and benefits of using the average from the 
averages.
This paper analyzes the statistical proper-
ties of these two alternative estimators 
through Monte Carlo simulations. We model a 
data generating process as the RCM and ana-
lyze the statistical properties when clusters 
diﬀ er in size and eﬀ ect.
The paper is constructed as follows. The 
next section describes the RCM and the two 
alternative estimators of the average treat-
ment effect in the model. The third section 
presents a data generating process and re-
sults from Monte Carlo simulations. We ana-
lyze the cases that a dependent variable fol-
lows the binominal and normal distributions, 
respectively. The last section concludes.
2  The Two Alternative Estimators in the 
Clustered Randomized Experiments
Following Rubin （1974, 1975, 1978）, we de-
scribe the RCM and the two alternative esti-
mators applied in clustered ﬁ eld experiments.
In an experiment, we are often interested 
in the average treatment eﬀ ect, which is de-
ﬁ ned as
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where 　  is the potential outcome of unit i 
if the unit is in the treatment group, 　  is the 
potential outcome of unit i if the unit is in the 
control group, and N is the number of units in 
the experiment. In the limit, it is assumed 
that the average treatment eﬀ ect approaches 
a ﬁ xed parameter:
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The average treatment effect is, however, 
not observable because unit i cannot be simul-
taneously in both the treatment and control 
groups. Instead, it must be estimated as
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where 　   and 　   are the realized out-
comes, Nt is the number of units in the treat-
ment group, Nc is the number of units in the 
control group, and Zi is an indicator variable 
deﬁ ned as
0
Z
if unit i is in the control group
if unit i is in the treatment group1
i＝*
In a clustered experiment, a unit is assigned 
to either the treatment or control group at 
random within a cluster. We deﬁ ne an indica-
tor variable
if unit i
if unit i
W
does not belongs to cluster j
belongs to cluster j
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In estimating the average treatment eﬀ ect 
in the clustered experiment, there are two al-
ternative estimands. The ﬁ rst estimand is the 
average treatment eﬀ ect from all the units in 
the experiment, which can be estimated with 
the estimator xt. The second estimand is
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which is the average from the average 
treatment effects within clusters. It is as-
sumed that the treatment eﬀ ect within a clus-
ter N
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ij1 －＝ _ i!  does not necessarily 
approach the fixed parameter i even in the 
limit （Nj →3）, which represents the variation 
in the treatment eﬀ ect among clusters.
The estimand xl can be estimated from the 
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In order to examine the diﬀ erence between 
the two estimands, we rewrite the ﬁ rst esti-
mand as
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where N
C
N＝r . Notice that the only diﬀ er-
ence between the estimands is 
N
Nj
r , which is 
the ratio of the size of a cluster to the aver-
age size in the experiment. This shows that 
the first estimand can be interpreted as the 
weighted average of the average treatment 
effects within a cluster, and the second esti-
mand as the unweighted average of the ef-
fects.
The two estimands are identical if all the 
clusters are equal in size, or
N Nj＝ r
for all j. If not, the treatment effects in 
smaller clusters overrepresents in the second 
estimand xl.
As a special case, suppose that the average 
treatment eﬀ ects are equal in all clusters, or
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for all j. Then, the two estimands are identi-
cal
＝ ＝x x tl
3  The  S ta t i s t i ca l  Proper t i e s  of  the 
Estimators
In this section, we analyze the statistical 
properties of the two alternative estimators xt 
and xlt  through Monte Carlo simulations when 
a variable Yi , is a binary response variable fol-
lowing the binominal distribution and a vari-
able following the normal distribution （Robert 
and Casella （2010））.When a dependent vari-
able is binary, the average treatment eﬀ ect is 
estimated as the proportion of units that re-
spond positively to an intervention. In the 
analysis below, we primarily focus on the 
variations in the treatment eﬀ ect among clus-
ters and the size of clusters.
3.1  A Data Generating Process when a 
Dependent Variable follows the binominal 
distribution
Let 　  be the outcome that occurs to unit i 
in the control group. We assume that 　  is a 
response variable that follows the binominal 
distribution:
,1Y B pij
C
0+ _ i
where p0 is the probability that 　　　
　　　　　.
Similarly, we deﬁ ne 　  as a binominal vari-
able that follows
,Y B p1ij
T
j+ _ i
where 　　　　　　　　　　. The parame-
ter ij represents the treatment effect that 
may vary among clusters. For simplicity, we 
assume this parameter is distributed as uni-
form:
,U a bj+i ^ h
where a and b are lower and upper bound-
aries. The mean of the uniform distribution 
a b
2
1 ＋^ h approaches the average treatment 
eﬀ ect i in the limit.
With this data generating process, we now 
implement Monte Carlo simulations and de-
scribe the sampling distributions of the esti-
mators xt and xlt . We assume that there are 
ﬁ ve clusters （j＝1,…, 5）, p0＝0.03 for the prob-
ability of occurrence without any intervention, 
i＝0.05 for the parametric value of the treat-
ment effect, and N＝500 for the size of the 
population. We vary the values of a and b, 
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which represents the variation in the treat-
ment effect among clusters. For each set of 
parametric values, we run 10,000 simulations.
Table 1 shows the results from Monte Carlo 
simulations under the assumption that the sizes 
of the clusters are all equal （Ni＝100 for all i）. 
The table reports the first two moments of 
the sampling distributions: means and stan-
dard errors. As the equations in the previous 
section imply, the moments of the sampling 
distributions are identical between the estima-
tors xt and xlt . The estimators are almost unbi-
ased. Within this range of the parametric val-
ues of the uniform distribution, the standard 
errors do not vary with the difference be-
tween a and b.
but less eﬃ  cient; the standard errors rises by 
about a quarter from Table 1. Table 3 shows 
the results from simulations with n＝［460, 10, 
10, 10, 10］. Again, the sampling distributions 
of the estimator xt remains unchanged from 
Table 1 while the estimator xlt  are unbiased 
but less eﬃ  cient. These two tables also imply 
that the more preferred the unweighted esti-
mator xt is, the more dispersed clusters are in 
size but not in eﬀ ect.
3.2  A Data Generating Process when a 
Dependent Variable follows the normal 
distribution
We now assume that 　  and 　  are vari-
able that follows the normal distribution:
,Y pN 1ij
C
0+ _ i
and
, 1Y N pij
C
j0＋+ i_ i
Throughout the simulations below, we as-
sume that there are ﬁ ve clusters （j＝1,…, 5）, 
p0＝0 and i＝0.05 for the parametric values of 
the treatment eﬀ ect.,
Table 4 shows the results from Monte Carlo 
simulations under the assumption that the sizes 
of the clusters are all equal （Ni＝100 for all i）. 
The estimators are almost unbiased. Within 
this range of the parametric values of the uni-
form distribution, the standard errors do not 
vary with the diﬀ erence between a and b.
Tables 5 and 6 reports the moments of the 
sampling distributions when the clusters dif-
fer in size. Table 5 reports the results from 
Y ij
C Y ij
T
Tables 2 and 3 reports the moments of the 
sampling distributions when the clusters dif-
fer in size. Table 2 reports the results from 
simulations with n＝［250, 150, 75, 50, 25］, 
where n is vector of Nj . The sampling distri-
butions of the estimator xt remains unchanged 
from Table 1. The estimator xlt  are unbiased 
a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.050 0.049 0.049 0.049 0.049
standard error 0.020 0.020 0.020 0.021 0.022
xlt
mean 0.050 0.049 0.049 0.049 0.049
standard error 0.020 0.020 0.020 0.021 0.022
Table 1: Results from Monte Carlo simula-
tions when the clusters are all equal 
in size
a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.050 0.049 0.049 0.049 0.049
standard error 0.019 0.019 0.020 0.021 0.023
xlt
mean 0.049 0.049 0.048 0.049 0.049
standard error 0.026 0.025 0.026 0.026 0.028
Table 2: Results from Monte Carlo simula-
tions with n＝［250, 150, 75, 50, 25］
a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.05 0.05 0.049 0.049 0.049
standard error 0.02 0.02 0.022 0.025 0.029
xlt
mean 0.051 0.051 0.051 0.049 0.048
standard error 0.057 0.058 0.058 0.057 0.058
Table 3: Results from Monte Carlo simula-
tions with n＝［460, 10, 10, 10, 10］
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simulations with n＝［250, 150, 75, 50, 25］, 
where n is vector of Nj . The sampling distri-
butions of the estimator xt remains unchanged 
from Table 4. The estimator xlt  are unbiased 
but less eﬃ  cient than xt. Table 6 shows the re-
sults from simulations with n＝［460, 10, 10, 10, 
10］. xlt  are unbiased but less eﬃ  cient. The pa-
rameters of the uniform distribution do not 
influence the sampling distributions, which 
implies that the more preferred the unweight-
ed estimator xt is, the more dispersed clusters 
are in size but not in eﬀ ect.
4. Concluding Remarks
In a ﬁ eld experiment, it is often more cost-
eﬀ ective to estimate the weighted average, or 
the average from the average treatment ef-
fects within clusters, such as school classes 
and regional areas, than the unweighted aver-
age. How much is the gain from saving cost 
by using the weighted rather than unweight-
ed average? Under what conditions, should 
this estimator be chosen?
This paper has run Monte Carlo simulations 
under different parametric values and ana-
lyzed the statistical properties of the un-
weighted and weighted averages when clus-
ters diﬀ er in size and eﬀ ect. The results from 
the simulations indicate that the more dis-
persed clusters are in size （not in eﬀ ect）, the 
less preferred the weighted estimator is.
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a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.049 0.050 0.049 0.049 0.049
standard error 0.089 0.088 0.089 0.089 0.090
xlt
mean 0.049 0.050 0.049 0.049 0.049
standard error 0.089 0.088 0.089 0.089 0.090
Table 4: Results from Monte Carlo simula-
tions when the clusters are all equal 
in size
a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.049 0.051 0.048 0.049 0.049
standard error 0.064 0.063 0.064 0.064 0.085
xlt
mean 0.049 0.051 0.048 0.049 0.047
standard error 0.064 0.063 0.064 0.064 0.114
Table 5: Results from Monte Carlo simula-
tions with n＝［250, 150, 75, 50, 25］
a 0.050 0.040 0.030 0.020 0.010
b 0.050 0.060 0.070 0.080 0.090
xt mean 0.050 0.047 0.051 0.049 0.049
standard error 0.089 0.088 0.090 0.089 0.091
xlt
mean 0.048 0.047 0.048 0.047 0.052
standard error 0.254 0.255 0.256 0.235 0.252
Table 6: Results from Monte Carlo simula-
tions with n＝［460, 10, 10, 10, 10］
