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The free-free opacity in dense systems is a property that both tests our fundamental understanding
of correlated many-body systems, and is needed to understand the radiative properties of high
energy-density plasmas. Despite its importance, predictive calculations of the free-free opacity
remain challenging even in the condensed matter phase for simple metals. Here we show how the free-
free opacity can be modelled at finite-temperatures via time-dependent density functional theory,
and illustrate the importance of including local field corrections, core polarization and self-energy
corrections. Our calculations for ground-state Al are shown to agree well with experimental opacity
measurements performed on the Artemis laser facility across a wide range of x-ray to ultraviolet
wavelengths. We extend our calculations across the melt to the warm-dense matter regime, and find
good agreement with advanced plasma models based on inverse bremsstrahlung at temperatures
above 10 eV.
The mechanisms by which free electrons in a plasma
absorb and emit radiation are of key importance to a
range of applications, from investigations of laser-plasma
interactions to astrophysics and inertial confinement fu-
sion research. The free-free opacity in classical plasmas is
generally described using the inverse bremsstrahlung (IB)
formalism, initially treated classically by Kramers [1],
and later modified to include a range of additional cor-
rections to the absorption cross section including quan-
tum effects [2], multi-photon contributions [3], relativistic
corrections [4], electron degeneracy [5] and collective phe-
nomena [6–8]. These models contain Coulomb logarithm
terms to describe electron interactions and are typically
limited in applicability to plasmas where small-angle col-
lisions dominate energy transfer in the electron subsys-
tem, i.e., plasmas at high temperatures and low densities.
Dense plasmas, in turn, have proven far more challeng-
ing both to model and to investigate experimentally [9–
14]. Perhaps surprisingly, similar difficulties are encoun-
tered in condensed matter systems such as ground-state
and liquid metals. Here, the absorption process is gen-
erally treated using linear response theory via calcula-
tions of the dielectric function or the complex conduc-
tivity [15, 16]. Because the dielectric function provides a
full description of the system’s response, opacity investi-
gations can be used to validate ab-initio models more gen-
erally, and provide stringent constraints on the approx-
imations deployed to study correlated many-body sys-
tems [17–21]. In particular, simple metals irradiated at
photon energies below their bound-state ionization edges
are ideal candidates to investigate the fundamental mech-
anisms of free-free opacity, and therefore of the dielectric
response. Such systems are essentially ground-state plas-
mas, both simple to manipulate and investigate experi-
mentally, and are present in well-defined conditions of
temperature, density and ionization.
Despite this, both the theoretical and the experimental
free-free absorption cross sections in Al, a simple metal,
remain poorly understood. While calculations based on
the random phase approximation (RPA) are seen to be
in good agreement with bound-state opacity measure-
ments, the RPA performs poorly in the free-free regime
even for ground-state Al [18]. Furthermore, there is a sig-
nificant discrepancy in the experimental free-free opac-
ity in the XUV photon energy range between the Al
plasma frequency at 15 eV and the Al L-edge at 73 eV.
The widely-used Centre for X-Ray Optics online database
(CXRO) [22] uses the experimental data of Gullikson et
al. [23] for this energy range, results which disagree by as
much as a factor of two with measurements by Henke et
al. [24] and Keenan et al. [25]. Given that thin Al foils are
commonly used as filters in the XUV, such discrepancies
can have a large effect on calculated spectral brightnesses
of XUV sources created via high harmonic generation
(HHG) or other techniques.
Here we present experimental measurements of the
ground-state Al free-free opacity, which are seen to be in
excellent agreement with theoretical calculations based
on finite-temperature time-dependent density functional
theory (DFT). We show that it is necessary to go be-
yond the Kubo-Greenwood approximation in DFT to
model the free-free opacity, and illustrate the contribu-
tions of both local field corrections (LFC) and G0W0
quasi-particle corrections. We extend our calculations to
finite-temperature equilibrated warm-dense matter up to
temperatures of 15 eV, and find our calculations approach
IB-based plasma models at higher temperatures.
The experiment was conducted at the HHG Artemis
facility [26] of the Rutherford Appleton Laboratory, UK,
capable of delivering XUV pulses in the XUV spectral
range between 15-60 eV. The setup is shown schemat-
ically in Fig. 1. Here, a 1 kHz Ti:sapphire CPA laser
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FIG. 1. (Color online). Experimental setup for the opacity
measurement on the Artemis facility.
system provided short (30 fs FWHM) infrared pulses at
a wavelength of 780 nm. These pulses were focused onto
an Ar or Ne gas jet within a differentially pumped gas
cell at intensities around 1014 W/cm2 to produce high
harmonics over a relatively broad spectrum, with an en-
ergy efficiency of order 10−6. Individual harmonics are
picked out from the HHG spectrum via a time-preserving
XUV monochromator with a resolving power λ/∆λ ≈100
and peak transmissivity of 20% [26], and are steered onto
an Al target using a gold mirror. The transmitted beam
through the target hits a microchannel plate detector and
is imaged with a standard optical system and camera.
The background signal and spatial profile of the HHG
pulses was determined by imaging the beam in the ab-
sence of the sample. The linearity of the system with
respect to the HHG signal was validated experimentally.
The target sample is a free-standing five-step foil with
the different thicknesses of Al deposited in a single pro-
cess to ensure there are no layers of spurious materials
between the individual steps. The target size is about
3 mm by 4 mm, and is fully illuminated by the diverg-
ing HHG beam from the source (Fig. 1). Thicknesses of
the various steps vary slightly with position, but are on
average 100 nm, 315 nm, 560 nm, 810 nm and 1165 nm,
measured via profilometry to an accuracy better than
2 nm. Using a single Al sample with a range of thick-
nesses is crucial because surface contaminants and oxide
layers can have a large effect on the absorption, given the
vastly different attenuation lengths in the XUV regime.
By looking at the differential absorption across the steps
we can overcome the well-known difficulties related to
surface oxide layers and other contaminants commonly
present on thin foils. The absorption of XUV light in the
low-intensity limit follows the Beer-Lambert law:
T (x, y) = exp(−κ(ω)d(x, y)− α(ω)). (1)
Here, T is the experimentally measured transmission
through a specific point of the target denominated by
(x, y). The thickness of the absorbing Al target at that
point is d(x, y), κ(ω) is the frequency-dependent ab-
sorption coefficient of Al, and α(ω) is the frequency-
dependent absorption term (including thickness) corre-
sponding to any additional contribution, primarily dom-
inated by aluminum oxide. We implicitly assume that
there is no variation in oxide thickness across the target.
By scanning across different values of d of the target at
a fixed photon energy (~ω) we obtain a range of values
for the transmission T and can fit the measurement to
determine both κ(ω) and α(ω) independently. To obtain
the correct absorption coefficient, it is therefore only nec-
essary to know the difference in thicknesses of the various
steps, while their absolute values, or the absorption by
potential oxide layers, are inconsequential.
We plot our experimental results alongside previous
measurements, and our DFT-based calculations further
described below, in Fig. 2a. We note good agreement be-
tween our measurements and those of Henke et al. [24],
and Birken et al. [27], but a clear disagreement with the
recently reported measurement of Kettle et al. [12], and
with the data by Gullikson et al. [23] (CXRO) at pho-
ton energies below ∼30-40 eV. Our results also appear
consistent with the recently reported cold opacity mea-
surements by Williams et al. [14] (κ = 2.5 × 106 m−1),
though as the latter measurement was not frequency re-
solved a more complete comparison is not possible. If
we assume that the dominant contribution to the offset
coefficient α(ω) is a layer of Al2O3 of known opacity, for
example taken from the CXRO database [22], then we
can use the experimental data to also deduce the oxide
thickness. Following this approach we find the thickness
of the total oxide layer to be (15±6) nm.
Our experimental measurements are compared with
detailed ab-initio calculations based on DFT. DFT pro-
vides an in-principle exact means of solving the quan-
tum mechanical, many-body Coulomb system. However,
calculated quantities are limited by the range of valid-
ity of available exchange-correlation functionals. This is
particularly relevant when dealing with dynamic proper-
ties of systems at finite-temperatures [21, 28], which re-
quire explicitly time [29–31] and temperature dependent
functionals [32–36]. An alternative approach is to tackle
Hedin’s equations [37, 38] for the interacting Green’s
functions within the GW approximation for the single-
particle self energy operator, either iterated to consis-
tency or as a ‘one shot’ G0W0 correction to inputted, for
example Kohn-Sham, wavefunctions. Both are standard
approaches to the band gap problem in the ground state
limit, but here we apply them at finite-temperatures [39]
allowing us to investigate warm dense matter systems
within the DFT formalism. GW and other approxima-
tions for the self energy have, however, previously been
applied to plasma physics independently of DFT [40–47].
Our calculations consist of three steps. First, a multi-
centred Kohn-Sham DFT [48–50] simulation is performed
using Projector Augmented Wave (PAW) [51, 52] pseu-
dopotentials with 1s electrons frozen in the core. Up
to 1500 bands are calculated in 32 atom unit cells with
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FIG. 2. (Color online). (a) Calculated opacity for room tem-
perature Al along with our own measurements and those of
previous studies. (b) LFC increases absorption between the
plasma frequency and the L-edge, whilst the primary effect
of the G0W0 correction is to shift the energy of the L-shell
reducing the opacity.
a 2 × 2 × 2 k-point grid Brillouin zone sampling and
a planewave cutoff of 400 eV. An ensemble of ion posi-
tions is obtained by evolving the system in time for 3 ps
in the Born-Oppenheimer approximation whilst coupled
to a Nose´-Hoover thermostat. Second, we use Time-
Dependent DFT (TD-DFT) [36, 53] for the first order
density response function within the RPA, and calcu-
late the dielectric function of the system [54] for select
ion spatial configurations from the last 1 ps of evolution.
Finally, we use the the calculated dielectric function to
compute the first order, finite-temperature G0W0 cor-
rections to the Kohn-Sham energy levels for bound L-
shell states and low lying continuum states, thereby ad-
dressing the infamous band gap problem [55]. Here, this
step corrects the position of the L-edge. The G0W0 cor-
rected quasi-particle energies and states are then used to
compute the final dielectric function. Whilst GW is fre-
quently used in the ground state to correct band gaps to
sub-eV accuracy, a detailed study of finite-temperature
many-body effects on the structure within the continuum
is beyond the scope of this paper. Our calculations for
room-temperature Al are shown in Fig. 2a alongside sev-
eral experimental measurements [23–25, 27]. The full cal-
culation including LFC and G0W0 agrees well with our
measured free-free opacity and the experimental position
of the L-edge. Our calculations appear to underestimate
the opacity immediately above the L-edge, but show clear
signs of approaching the CXRO database values at higher
photon energies.
The inclusion of LFC stems from the definition of the
macroscopic dielectric function M (ω) from which we ob-
tain the opacity κ = 2ωc Im
√
M (ω). In a periodic system
we can write the dielectric function as GG′(q, ω), where
G and G′ are reciprocal lattice vectors, and q lies within
the first Brillouin zone. One has:
M (ω) =
1
[(q → 0, ω)−1]00 6= (q → 0, ω)00. (2)
Here the inequality is a result of the off-diagonal elements
0G and G0. The right-hand side of the inequality is the
dielectric function in the long wavelength limit without
LFC, as would be obtained using the Kubo-Greenwood
expression for the dynamic conductivity, commonly used
in conjunction with ab-initio DFT calculations [28, 56–
58]. Only in the case of a homogenous system do the
LFC vanish. The contribution of the LFC and of G0W0
on the room-temperature opacity calculations is shown in
Fig. 2b. The LFC overall raises the opacity between the
plasma frequency and the L-edge, while the effect of the
G0W0 correction is to shift the L-edge to the correct L-
shell binding energy, and to slightly decrease the opacity.
We have used the code Abinit [59, 60] to perform our
DFT calculations and to compute the dielectric func-
tion [61, 62]. The long wavelength limit intraband contri-
butions to the pole at (q → 0, ω → 0)00 were computed
by fitting the dielectric function at finite wavevector us-
ing the single plasmon-pole approximation:
−1(q, ω) = 1 +
(ω0p)
2
ω(ω + iνq)− (ωqp)2 , (3)
where the plasma frequency ωqp and broadening ν
q are
q-dependent. We found the dielectric response at low
frequencies to be well fitted by this functional form for
all conditions studied. The q → 0 plasma frequency, and
thus the pole at ω = 0, was then obtained by fitting for
ω0p as well as by extrapolating our calculated Bohm-Gross
relation for ωqp to q = 0. The same values were obtained
by both methods.
The primary computational hurdle is the calculation of
the correlation energy ΣC(ω), with which we can define
the self-energy Σ = ΣX + ΣC , where ΣX is the finite-
temperature exchange term. This then features in the
effective Schrodinger equation for quasi-particle states
ψQP :[−~2
2me
∇2 + vH
]
ψQPn +
∫
dr’ Σ(r, r’, n)ψ
QP
n (r’) = nψ
QP
n .
(4)
In calculating our single shot G0W0 corrections to the
Kohn-Sham states we only require the diagonal elements
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FIG. 3. (Color online). Calculated opacity for equilibrated
warm dense Al up to T = 15 eV along with the single data
point of Kettle et al. (Te ≈ 1 eV).
of the self energy. In the Matusbara formalism we can
express ΣC(z) for points z = iνn′ = (2n
′ + 1)pii along
the imaginary axis in terms of the dielectric function at
frequencies iωn = 2npii:
ΣCnnk(iνn′) =
iT
2pi
∑
GG′,m,iωn
[MmnG (k)]
∗MmnG′ (k)W
C
GG′(ωn)
iνn′ + iωn − KSm (k)
,
(5)
where the Kohn-Sham matrix elements are MmnG =〈
ψKSm (k)
∣∣eiGr∣∣ψKSn (k)〉, the screened Coulomb interac-
tion is given by WCGG′(ω) = (
−1
GG′(ω)−1)V CGG′ , and where
we have set the chemical potential µ = 0 for convenience.
The retarded self energy Σ(ω + i0+) is then obtained by
analytical continuation from the upper-half plane to the
real axis. In our calculation we achieve this numerically
by fitting to a Pade´ approximant. In condensed matter
systems this method of numerical analytic continuation
is normally considered to be a less accurate, but quicker,
alternative to the contour deformation method [63]. We
find it to be sufficient for its primary purpose here of
correcting the position of the L-edge.
We show in Fig. 3 our calculations extended into the
warm dense matter regime and plot the predicted opacity
for equilibrium, solid density Al at T = 1, 5, 10 and 15 eV.
In moving from room temperature to T = 1 eV the free-
free opacity increases considerably. This is in contrast
to previous average-atom [13] and IB calculations [10], as
well as being in disagreement with the recent measure-
ment of Kettle et al. [12]. We note, however, that the
cold opacity result from the same authors is also in dis-
agreement with several experimental datasets, and with
our theoretical predictions.
Calculations performed using room temperature ion
configurations, but with the electrons heated to 1 eV, sug-
gest a breakdown of the regular crystalline lattice to be
responsible for the sudden increase in free-free absorp-
tion at T = 1 eV. This may explain why such an increase
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FIG. 4. (Color online). Comparison of our calculated opacity
with the Inverse Bremsstrahlung model of reference [10] at
high temperatures. Our results appear to approach the IB
model both in slope and absolute value.
was not predicted by the previous IB theory (in which
the role of ion-ion correlations was only estimated) or
average-atom calculations. A key difference between the
latter and our calculations is the use here of periodic su-
percells, well suited to representing the periodic Al FCC
crystal structure in the cold limit, and capable of dealing
with non-spherically symmetric ion distributions. The
discrepancies between these three models suggest the ion
distribution, boundary conditions and symmetries of the
system may have significant impact on the absorption in
warm dense matter at low temperatures.
This observation of significant changes to the free-free
opacity induced by melting is consistent with the recent
measurements of Williams et al. [14], who also attribute
their observation to the breakdown of the crystal struc-
ture. However, here we predict larger opacity increases
than those reported by Williams et al., by about a fac-
tor of 2. We note that our calculated opacities are also
larger than those previously published by Vinko et al. [9]
for both cold and warm systems.
For ~ω < 25 eV the temperature dependence of the
opacity is consistent with plasmon broadening due to
increased electron-ion collisions [28],. For 35 < ~ω <
60 eV only a relatively weak temperature dependence
is predicted with the exception of the 2s-2p resonance
(~ω ≈ 42 eV) owing to thermal ionisation of the L-shell
at the highest temperatures. We identify this weak de-
pendence as partly a consequence of LFC effects enhanc-
ing the opacity at T = 1 eV. The strong impact of LFC
at T = 1 eV further suggests the importance of ion-ion
correlations at this temperature. Close to the L-edge,
significant pre-edge features are predicted to develop as
low lying continuum states are thermally depopulated.
This should be distinguished from changes in the con-
tinuum lowering which remains relatively constant, only
changing by ≈ 4 eV for the highest temperature of 15 eV.
5Large scale DFT, and in particular G0W0, calculations
are expensive at higher temperatures. As such, there is a
clear incentive to establish under what conditions simpler
models, such as IB calculations, may be sufficiently accu-
rate. In Fig. 4 we plot our finite-temperature calculations
for 1 and 10 eV along with the IB model of [10]. The
latter uses a frozen core pseudopotential and therefore
cannot be expected to replicate the 2s-2p bound-bound
transition or L-edge features present in our work here.
Nonetheless, the IB calculations closely agree with our
results for ~ω < 25 eV at a temperature of 1 eV where
the opacity is dominated by the plasmon feature, and
at higher temperatures our calculations do appear to be
approaching the IB opacity model both in slope and ab-
solute values.
In conclusion, we have presented measurements and
calculations of the free-free opacity in Al between the
plasma frequency and the L-shell absorption edge. Our
experimental data shows good agreement with previous
measurements by Henke et al. [24] and Birken et al. [27],
and disagrees with the measurements by Kettle et al. [12],
and with Gullikson et al. [23] at lower photon energies.
We find excellent agreement between our measurements
and full time-dependent DFT calculations of the free-free
opacity. We have extended our simulations up to tem-
peratures of 15 eV, demonstrating and quantifying the in-
fluence of finite-temperature G0W0 corrections in warm
dense matter conditions. IB-based plasma models show
good agreement with TD-DFT methods at temperatures
above around 10 eV. This result is particularly encour-
aging given the substantial difficulties in conducting full
GW-TD-DFT-MD simulations at higher temperatures,
and provides confidence in more approximate but faster
plasma models for radiative properties of warm dense
matter. Finally, our results demonstrate the importance
of finite-temperature quasi-particle and local field correc-
tions in DFT-based modelling, with important implica-
tions for the evaluation of the ab-initio dielectric response
more generally, including calculations of dynamic struc-
ture factors and stopping powers.
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