Abstract In this paper a novel Tensor-Based Image Segmentation Algorithm (TBISA) is presented, which is dedicated for segmentation of colour images. A purpose of TBISA is to distinguish specific objects based on their characteristics, i.e. shape, colour, texture, or a mixture of these features. All of those information are available in colour channel data. Nonetheless, performing image analysis on the pixel level using RGB values, does not allow to access information on texture which is hidden in relation between neighbouring pixels. Therefore, to take full advantage of all available information, we propose to incorporate the Structural Tensors as a feature extraction method. It forms enriched feature set which, apart from colour and intensity, conveys also information of texture. This set is next processed by different classification algorithms for image segmentation. Quality of TBISA is evaluated in a series of experiments carried on benchmark images. Obtained results prove that the proposed method allows accurate and fast image segmentation.
Introduction
Image segmentation belongs to the one of the most important problems of Computer Vision (CV). Its purpose is to split an image into regions which correspond to specific areas or objects observed in a scene. Naturally, these objects need to be defined by their characteristic appearance in shape, colour, texture, or a mixture of these features. Many methods for image segmentation have been proposed for the recent years [14, 25] . These can be divided into specific groups, based on a chosen approach or mathematical tools used for this purpose. The simplest approaches rely on a global or adaptive image thresholding with parameters usually determined from the intensity histograms. In the case of colour images, histograms constructed in the HSI or perceptual colour spaces frequently show better performance than the segmentation based on bare RGB channels [8] . Following this idea, an example of colour image segmentation for road signs detection was proposed in the paper by Cyganek [7] . In this method fuzzy rules were defined on colour channels in the HSI colour space.
The other approach is based on detection of discontinuities. This group includes line and edge detection-based methods, in which regions are naturally defined as image areas constraint by such discontinuities. Although very appealing, the method is difficult in practice due to edge detection and linking problems. Conceptually similar approach is applied in the method of active contours snakes originally proposed by Kass and Witkin [18] .
On the other hand, the region growing methods attempt to group pixels into subregions based on some criteria, usually starting from some ''seed'' points [15] . The regions grow as far as the included pixels are similar to these ''seeds''. A version of this approach relies on region splitting and merging. In this approach, an image is initially divided into a number of regions which are then merged based on some similarity criteria. An example is a method based on quadtree construction [20] .
Segmentation by morphological watershed also found broad interest among segmentation methods [4] . The basic idea consists in representing an image as a 3D topographical structure spanned by the spatial coordinates x-y versus the signal intensity values. Then, the segmentation problem is defined analogously to water flow in such a space. To avoid problems with noise, the method is usually augmented with so called markers which are connected components which belong to the segmented image. Then, watershed is applied with the assumption of the markers being the only allowable regional minima [26] .
The other broad group of methods is based on classifier construction. In this approach, given seed points or models, a single classifier, or an ensemble of classifiers is trained to recognise regions which are similar to the seed models. There are many methods that fall into this group. In this paper we also follow this approach, and propose a method of 2D colour image segmentation by different types of classifiers trained with features obtained with the extended and compact versions of the structural tensor (ST). These two tensors were originally proposed by LuisGarca et al. also to the task of image segmentation [11] . These methods relied on energy functional operating in the Riemannian manifold space which allows for tensor processing. However, such approach requires a numerical iterative solution which requires significant computations. In this paper we show that type of low level feature detection, connected with specific classifiers, also leads to accurate colour image segmentation but with much faster response compared to the energy-based approaches. The success of the presented approach relies on many factors from which the most important are discriminative tensor features, conveying information on products of colour signals and their first derivatives, but also modern classifiers with good generalisation properties, as will be discussed.
In this paper we present novel Tensor-Based Image Segmentation Algorithm (TBISA). The main motivation for designing TBISA was taking full advantage from all the information conveyed in the image, i.e. colour and texture. Therefore we decided to implement our segmentation algorithm in two stages, where the first one consists of feature extraction based on structural tensor. Additional objectives were: (a.) to compare usefulness of different representation of the tensors (i.e. extended, and compacted) for segmentation, and (b.) to study impact of several factors such as feature normalisation, selection, and reduction techniques; classification methods, and other parameters onto segmentation accuracy.
The paper is organised as follows. In the next section we provide details on structural tensors extraction methods from RGB images as they are basis for object detection applied in TBISA. Section 3 consists of presentation of TBISA classification framework, some details of implementation and discussion of parameters which affect the algorithm performance. Experimental evaluation of the algorithm is presented in Sect. 4 along with extensive discussion on the results, factors which affect accuracy and peculiarities of the algorithm. The last Sect. 5 consists of final conclusions and proposition of further works.
Extended and compact structural tensors for feature extraction
In this section the Structural Tensor, as well as its variants-the Extended and Compact Structural Tensors-are presented. In our framework, these are used for low-level feature extraction.
Structural tensor for low features detection
Given a 2D image I, a structural tensor T can be computed at a point p 0 and considering its compact nearest neighbourhood R(p 0 ), as follows [3] :
where G R p 0 ð Þ is an averaging operator in a region R, centred at a point p 0 , and D denotes an image gradient vector at each point p of R, i.e. p 2 R(p 0 ). The gradient D, computed at a certain point p of I, is defined as follows:
where I x (p) and I y (p) are discrete spatial derivatives of I at a point p, in the x and y directions, respectively. In the simplest approach G R p 0 ð Þ is a discrete binomial or Gaussian filter [9, 19] . However, for more precise computations G R p 0 ð Þ is realized with an anisotropic filter, as will be discussed.
Based on the above, it is easy to observe that T(p 0 ) is a symmetric positive 2D matrix which elements describe averaged values of the gradient components in a certain neighbourhood defined around a point p 0 . Thus, the structural tensor T conveys information on signal changes not only at a single point p 0 , but also in its nearest neighbourhood. It can be also interpreted as a measure of a concordance of orientations of local gradients in R [19] . Let us also observe, that if T is computed at each point p of I, then each T(p) convey information on overlapping regions around each p. Therefore it contains information on image texture and local curvature. Therefore, the ST is similar to the Harris measure for corner detection [16] . However, to simultaneously convey information on image colour, ST needs further to be augmented with colour components, as will be described. It is interesting to note, that T can be computed. Inserting (2) into (1), the following is obtained:
where for simplification, the point p was omitted since averaging by the filter G R is over a set of points in R, as previously described.
Extended structural tensor
As already mentioned, ST provides valuable information on structure of local regions in a 2D image. Nevertheless, in many applications it is desirable to use intensity or colour and structural tensor together. For instance, properly weighted components of ST and image intensity were proposed by Cyganek for stereo matching [8] . An extension, which in a uniform way joins components of ST and intensity/colour values, was proposed by Luis-García et al. and then used for image segmentation based on energy optimisation method [11] . In this method, a two-dimensional gradient vector D is simply extended to a threedimensional vector E, as follows
Inserting (4) into (1) with E substituted for D, the nonlinear extended structural tensor (EST) is obtained, as follows 
Let us observe that EST contains averaged components of the gradient, alongside average squared intensity signal, as well as mixed products of the gradient components and intensity. As will be shown, these define well discriminative features for image segmentation and other tasks, such as matching or tracking. In the case of colour images, each pixel has three component, that is:
T . In this case (4) can be extended to account for the colour components, as follows:
andÎ x (p) andÎ y (p) are discrete spatial derivatives ofÎ at a point p, in the x and y directions, respectively. Subsequently, inserting (6) into (1) the EST for colour images is obtained. Again, it is a positive definite symmetrical matrix, which contains 15 independent components. In general, for a vector with n components, there is 1 2 n n þ 1 ð Þ independent components in the outer product matrix.
Compact structural tensor
Although EST built with the vector in (6) provides ample information on local structures, in the case of colour images the number of independent components, which is 15, can be prohibitive for some applications. For this reason Luis-García et al. propose first to apply the PCA transformation of F in (6) , and then to use only the two most important components to construct the EST based on (1). More precisely, for each vector F its PCA subspace projected versionF is computed, as follows
where A is the PCA transformation matrix, F is the mean of all vectors F, andF 1 andF 2 are the first two principal components of F.
In consequence, the nonlinear Compact Structural Tensor T C (CST) is obtained which contains only three independent components, that is, the same as the ST in (3). CST is computed inserting (4) into (1) withF substituted for D, as follows:
However, an effect of PCA is reduction of the number of independent components from 15 to only 3. Such compression in some image regions sometimes can lead to high loss of important information. One solution to this is to check the eigenvalues in the PCA and set a threshold on percentage of the total variance. This way the adaptive compact structure tensor can be obtained [11] . Nevertheless, as is shown by our experiments, PCA not only adds compression to the EST but also allows extraction of the inherent information free of noise. The latter property is appears very desirable to the proposed segmentation method and leads to higher generalisation properties of the classifiers.
Anisotropic filtering for tensor computations
In computation of the ST, EST, and CST, very important is the choice of a proper averaging operator G R . As already mentioned, if speed is an issue, then a simple binomial or Gaussian filters of proper scale can be used. However, they are isotropic filters which do not account for local properties of the filtered regions. Therefore, a nonlinear anisotropic approach was proposed [5] . In our computational framework we also use a nonlinear anisotropic filter, originally proposed by Perona and Malik [21] . To filter an image I, the following nonlinear heat equation is used
where D t p ð Þ denotes image gradient (2) at the point p and time stamp t, and c is a nonlinear control function which as its argument accepts a module of D t p ð Þ. For large gradient argument its role is to stop smoothing in this direction to avoid the smearing effect at the edge boundaries. Many variants of the function c were proposed in the literature. In our experiments we use the Tukey bi-weight function, given as follows [23] :
; jxj r 0 otherwise:
It exhibits superiority in leaving untouched strong signals.
For r in the above, the following robust scale is computed as suggested in [23] 
where med(.) denotes the median function. The drawback of the above anisotropic signal filtering is an iterative procedure in which does not lead to an easy parallel implementation either. In our serial software framework a number of 10-30 iterations was always sufficient, however. Figure 1 depicts an exemplary colour image (a) and the three components of its CST (b)-(d). A number of iterations of the anisotropic filtering was 15 in this case.
For visualisation, channels of the EST and CST in Fig. 1 , respectively, were normalised to the range 0.255 for each component plane independently. However, when selecting features for classification, each feature vector is normalised to its unit norm. This led to the best results in our experiments, as will be discussed. 
TBISA classification framework
The main purpose of proposed TBISA algorithm is to locate image regions or objects that belongs to given class against background.
As alluded to previously, because regions or objects for detection are known in advance, it is reasonable to focus on a range of algorithms trained in a supervised manner. In other words, an expert is assumed, who provides exemplary objects or pixels which belonging to a given object class [2] . In classical approach to pattern recognition, a procedure consists of three main phases:
1. Data acquisition, 2. Data preprocessing, 3. Classification.
We assume that the input images are already recorded in a common colour representation. Therefore, in the following sections we focus data preprocessing and different methods of feature representation implemented in TBISA.
Data preprocessing
According to commonly used nomenclature the preprocessing phase can be called feature extraction. This term refers to any actions which aim at extraction of features (attributes) which are the most valuable for the subsequent classification step.
Regardless of image internal representation (a picture format), the most natural information is conveyed by three colour values per pixel (red, green, and blue). However, at a single pixel position, despite three colour values, their discriminative power (i.e. usefulness for classification) is usually poor. This happens because of limited dynamic value, as well as noise and distortions. Nonetheless, as already mentioned, information gathered in local neighbourhoods (small regions) around each pixel dramatically improves conveyed content of information. For this purpose in Sect. 2, it was shown that exploitation information represented by the structural tensors can significantly improve performance of many image processing algorithms. This is due to availability of additional information on textures of objects presented in a picture due to connection of the colour signal, as well as their first derivatives in local pixel neighbourhoods. Thus, the main procedure in preprocessing phase of TBISA is extraction of the extended structural tensor from original pictures.
Apart from computation of the EST, we propose to use two additional procedures which aim at reduction of the tensor size. However, its purpose is not only compression of data, but also because feature reduction can significantly increase performance. This is due to eliminating noised or irrelevant data and focusing on the components with the highest energy content (variation). In this respect, we decided to implement and test two procedures:
1. Principle Component Analysis (PCA) algorithm [17] , 2. Feature Selection (FS) algorithm [10] .
PCA-based reduction
PCA reduces size of original extended structural tensors by combination of their constituents and obtaining set of five principal components. This number of components is a parameter of the algorithm and was set to five based on experiments. However, other values of the principal components can be also used.
Feature selection
Feature selection procedure browses extended tensor constituents looking for their best subset, i.e. these components which allow to obtain the highest accuracy. We decided to test two techniques:
-exhaustive search-an algorithm which guarantees selecting optimal subset of features but it is time consuming, and -feature selection based on genetic algorithm-very effective heuristic method which allows to significantly reduce processing time.
Comparison of all aforementioned feature extracting methods would be interesting because they exhibit different characteristics. PCA uses all constituents to calculate principle components. On the one hand, resulting feature set consists of all available information, although, importance of original features are controlled by weights assigned to them. On the second hand, irrelevant or noised constituents, even when reduced, still can negatively spoil new attributes. Contrary to PCA, feature selection methods should eliminate such irrelevant attributes and select only the most valuable ones. Because it is hard to firmly recommend one of those techniques, we suggest to select them based on experimental evaluation, as will be discussed.
Feature normalisation
Regardless of the chosen method for feature extraction, it is suggested to standardise values of attributes which form feature vector describing each local neighbourhood. It is because of structural tensor constituents vary in ranges, which are even hard to estimate. Mixing constituents with In the first option, each matrix which represents particular tensor constituents for entire image, are treated separately.
It is scaled to fit in a range between 0 and 1. Next, all normalised matrixes are stacked together and feature vector, which represent given pixel, is extracted by crosscutting all the matrixes and selecting vector of values which corresponds to given pixel. In the second approach, feature vector is formed in advanced from original (not normalised) constituents matrixes and then each such local vector is normalised to norm one.
Classification/segmentation
Extracted in the first phase features are subsequently passed to segmentation algorithm. It aims at pixel labelling, i.e. assigning pixels to regions which belongs to classes identified in advance by expert.
Depending on a purpose for which segmentation is performed, number of classes can vary. For instance, in face recognition tasks the objective is to extract position of a face against all other objects regardless their number and meanings. Therefore, in this case one class can be firmly defined (i.e. a face) and one-class classifiers such as Support Vector Machine [6] can be successfully used. Alternatively, classical multiple-class classifiers can be applied with two classes defined, i.e. a face and a background. Of course the second class will present higher diversity because it represent variety of objects visible on the picture. It is hard to convincingly predict how background diversity affects system performance and whether a background decomposition onto two or more different object types helps or not. On the one hand, such a decomposition allows to define more homogenous objects which can be more easily memorised and identified by classification algorithms. On the other hand, it is not quarantined, that background decomposition brings any advantage to separation main object from background classes. Situation can become even worse when additional detection error appear between background classes. Similar issues can be encountered when we need to identify more than one type of object against the background.
It is natural, that in all discussed cases set of classes has to be extended what makes application of single one-class classifiers impossible.
In our solution we decided to use multiple-class classifiers to perform pixel-based segmentation. Not having got any intuition on which classifiers would be the most suitable for that purpose, we decided to implement several classical algorithms trained in a supervised manner. All of them represents different approaches. More details on selected classifiers are provided in Sect. 4.
Training procedure
As it was stated in Sect. 3.2, we decided to use classifier trained following a supervised technique. It means, that a learning set, which is used for classifiers training, should consist of a pair of variables which represent feature vector and corresponding real class label [13] . In our case, a feature vector consists of tensor information on a pixel and its neighbourhood. A class label indicates an object (or objects) or a background.
The question regarding a learning set size is open. On the one hand, it seems to be clear, that the larger the size, the more representative the set and the higher the classification accuracy. On the other hand, all samples in the set have to be labelled by expert. Labelling is time consuming procedure which involves computer-human interaction. Therefore, a smaller size is recommended as a trade-off between the method accuracy and the time consumed for labelling the samples.
The other question is which pixels shall be selected to gather the most representative samples in learning set. There are two possible procedures.
1. Uniform distributed pixels are selected from the picture and subsequently expert is requested to label them. This can be successfully applied when the object size is large enough to collect representative object samples and form relatively balanced learning set, i.e. such where fraction of samples related to classes are almost equal. Naturally, this is also procedure recommended for algorithm testing on benchmark pictures, and we will use this procedure in our experiments. 2. Expert selects samples (markers) arbitrarily. Defiantly, this procedure is recommended for real situation as an expert can assess a picture complexity, objects and background homogeneity and size. Considering all those information expert makes the most suitable selection.
For our purposes we decided to implement the first option as we use for tests benchmark datasets with predefined classes. Collected training set is next used for classifier training in a classical manner, i.e. it is presented (usually repeatedly) to a classifier until a respective stopping criterion is meet.
Pixel-based segmentation
Segmentation with TBISA is based on pixel analysis. It means, that entire picture is processed pixel by pixel and a label returned by a classification algorithm is assigned to each of pixel separately. Any relationships between neighbouring pixels are considered by calculating structural tensors, therefore, there is no additional analysis on relation between neighbouring pixels.
Experiments
In this section, we present an assessment of the quality of the proposed TBISA algorithm. There are many parameters and factors which affect performance of the algorithms. All of them were presented and discussed in previous sections (Sects. 2-3). In many cases, we emphasised, that it was difficult or impossible to form any reliable recommendation for choosing the parameter values which guarantee gaining the highest performance. Therefore, we decided to evaluate them in series of experiments carried on benchmark pictures. The following objectives were defined for experiments:
1. to examine a usefulness and effectiveness of different types of classification algorithms when applied image segmentation in TBISA framework; 2. to estimate the relationship between number of objects types (classes) and detection accuracy; 3. to examine impact of normalisation methods onto detection accuracy; 4. to assess importance of learning set size; 5. to assess a value of information represented by structural tensor comparing to colour and intensity carried on by RGB channels, i.e. to assess the quality of TBISA concept and its performance; 6. to compare alternative feature reduction methods while applied for reducing size of extended tensor in TBISA.
Experimental framework
Experimental framework consists of two main modules, namely, data preprocessing module named DeRecLib, and image segmentation module. DeRecLib system is a framework developed originally by author in C?? and compiled using Microsoft Visual Studio 2013. It is used to perform all preprocessing tasks described in Sect. 3.1 in particular structural tensors extraction. Image segmentation module was designed using KNIME (an open source data mining framework [24] available at 1 ). WEKA 2 classifiers embedded in KNIME were used for performing pixelbased classification. Both modules of the system were connected using file import and export procedures.
Benchmark images For an evaluation purposes we used benchmark images which were published on The Berkley Computer Vision Group website.
3 Table 1 presents all of them along with masks for two and three class detection problems. The masks were defined by authors based on original segmentation contour images published on the source page. All pictures have the same size (481Â321) and are stored in JPG format.
Training and testing procedure Learning set was extracted from original picture using random drawing of a number of pixels, as already described in Sect. 3.3. Real labels were read from mask images presented in Table 1 . Accuracy was estimated over entire images, i.e. all of the pixels were classified and compared with their original labels. It means, that the pixels which belongs to the learning set were also used for testing. Nonetheless, considering large size of the picture (15,4401 pixels) we assumed that sharing less than 100 samples in learning and testing sets cannot significantly spoil results. To reduce variation of results caused by randomness of pixel selection and some classifiers (such as neural network), all tests were repeated five times. All results presented in subsequent sections consists of average accuracy calculated on those five repetitions.
Experiment 1: classification algorithms
Five classical classification algorithms were tested in order to evaluate their usefulness in application to image segmentation (objective #1). Their selection was made for the sake of creating diversified (in terms of decision-making model, and training procedure) pool of classifiers which have different characteristic. Their parameters were set according to authors experience and preliminary tests made on selected images.
-k-Near Neighbours (k-NN) [1] , a minimal distance classifier with 3 neighbours. The number of neighbour was found in preliminary tests on selected images. -Multiple layer perceptron (NN) [2] , a classical multilayer perceptron trained with standard back-propagation algorithm with number of neurons in layers calculated as follow. In the input layer it was equal to number of features, in output layer equal to number of classes, and in a hidden layers calculated according to the following formula (#attributes? number of classes)/ 2. Learning rate and momentum parameters were set to 0.3 and 0.2, respectively. -Naive Bayes classifier (NB) [13] , a classical model which assumes feature independence and normal density distribution of feature set constituents. -Random Tree (RT), algorithm which creates a tree with K randomly selected attributes at each node. There was no post-pruning and no tree size limit. K was set according to log 2 ð#attributes)?1). -Support Vector Machine (SVM) [22] , trained with sequential minimal optimisation procedure using polynomial kernel. Multi-class problems were solved using pairwise classification.
Observations and discussion Tables 2, 3 , and 4 present accuracy of five classifiers using three different attributes, i.e. colour and intensity extracted from RGB channels, compact structural tensor calculated using PCA (PCA-CST), and extended structural tensor (EST), respectively. The highest accuracy was highlighted with bold numbers. Analysis of results is difficult due to the following several reasons. Because of these problems, we decided to calculate Friedman [12] rank position for the classifiers in the three tests separately. The average ranks are shown at the bottom lines of the Tables 2, 3 , and 4. The highest accuracy in a row is in bold. Analysis of the ranks allows to draw following conclusions. In two cases (i.e. for RGB, and ETS) NN got the highest rank (1.86 and 1.71, respectively) . For PCA-CST k-NN was slightly better. Those observations help us only in limited degree. Still, we cannot point out one best classifiers which can be convincingly recommended to be used in our system. Nonetheless, for sake of simplifying analysis of further tests, we decide to select NN and focus on its performance.
Experiment 2: number of classes
The second objective for experiments was to assess how number of classes affects accuracy of segmentation. As it was discussed in Sect. 3.2, it cannot be simply deducted whether decomposition of background into two or more separated classes brings any advantage. Therefore we decided to carried on tests on selected images by defining for them 2 or 3 classes. The first class was always reserved for main object type, while the second and optionally the third one for background. See masks defined for pictures 66053, 134052, and 161062 presented in Table 1 .
Observations and discussion Table 5 shows accuracy of segmentation obtained by NN which uses three different representation methods for 2 and 3-class detection problems. The following observation and conclusion can be made.
1. The first observation is that in almost all cases accuracy of segmentation is higher for tasks with two classes. In seems to prove classical rule that says that a complexity of recognition problem increases along with a number of classes. Nonetheless, it is worthy to focus on results obtained for different pictures to understand them more profoundly. 2. The highest difference can be noticed for 66053 image represented by RGB. For this picture, we defined two background classes, one for a fence and second for a ground (see Table 1 ). Both of them have similar colour and intensity. Therefore, it is quite difficult to distinguish between those two classes what leads in turn to reducing accuracy from 90.7 to 62.8 %. Additionally, a border between two background classes are blurred, which leads in turn to vanishing any texture details. Therefore, structural tensor-based classifiers also have a problem with proper detection, although, the differences between 2 and 3 class tasks are much smaller. 3. Almost the same observation can be made for image 134052, and 161062. As in previous case. The colour of two background classes are quite similar and a border between the two is blurred. Therefore, results obtained are also similar, although the differences between 2 and 3 class tasks are a little bit smaller. 4. In case of image 161062 one surprising observation can be made. Accuracy of NN for RGB was elevated by more than 13 % points after background decomposition into two separate classes. In this case it is difficult to find a convincing explanation, however.
Final conclusion is as follows: increasing number of classes affects detection accuracy in the same way regardless of the attribute representation. i.e. accuracy decreases counter-proportional to the number of classes. Therefore in subsequent experiments we will focus on a two-class decision problem only.
Experiment 3: normalisation methods
According to discussion provided in Sect. 3.1 we implemented two procedures for feature Vector Normalisation (objective #3.):
-Layer Normalisation (LN)-scaling values of layer (i.e. RGB channels or tensor constituents) to the range between 0 and 1, -Feature Vector Normalisation (VN)-normalisation of the length of feature vector to standard value 1.
Observations and discussion Segmentation accuracy of NN for three types of attribute representation and two different methods of their normalisation are presented in Table 6 . Authors did not make any assumption regarding prospective quality of both methods, In next tests we will presents results for VN techniques only.
Experiment 4: learning set size
In order to evaluate impact of learning set size onto accuracy (objective #4), we decided to perform test on selected pictures three different learning set lengths: 10, 50, 90. The first option is the most desired for real-world application where human expert is requested to label selected samples. 50 samples make this procedure longer but still practical. 90 samples is a limit where human expert contribution became problematic because of time required. In this test we put two other questions:
-Is there any optimal set size, i.e. such, which allows to get ''acceptable'' segmentation accuracy and its further increasing brings very small improvement, not acceptable due to labelling costs? -Does the set size affect segmentation accuracy in the same way regardless of feature vector content? In other words, do we need the same number of samples for effective training classifier based on EST, PCA-CST, and RGB?
Observations and discussion Table 7 presents segmentation accuracy obtained by NN for each image based on different attribute representation for different learning set size. Conclusion are as follows:
1. In almost all cases accuracy increases along with increasing learning set size. There are only few exceptions (i.e. image 35058 classified on PCA-CST and EST tensors, images 66053, 161062, and 134052 classified on PCA-CST, and image 69040 classified on RGB) where the best accuracy was gained with learning set consisting of 50 samples. 2. This is not surprising as the larger learning set is more representative what in turn leads to elevating possibility of creating more accurate classifiers featuring higher generalisation ability. 3. The difference between learning set which consists of 10 and 50 samples are much higher than between 50 and 90. As it was discussed, it is desired to limit number of samples to absolute minimum because sample labelling is costly. Therefore we decide to form learning set with 50 samples only. 4. Authors would like to underline here, that they do not want to suggest that this is the optimal size for all the tasks and picture. It depends on image size, content and complexity of predefined classes. Therefore the size has to be always adjusted in preliminary tests for a new images or at least for a set of images featuring similar content. 5. Observed and discussed tendency is the same for all attribute representations. It means, that there is no significant differences between them regardless of differences in number of attributes.
Experiment 5: feature vector representation, and feature reduction methods
The most important novelty of the proposed TBISA algorithm is exploitation of the structural tensor. As it was discussed in Sect. 2, in image segmentation tasks, structural tensor conveys information not only on colour and intensity, but also on object texture. The effectiveness of system based on structural tensor (objective #5) shall be estimated in a comparative test. We decided to test three representations of feature set.
1. colour and intensity representation based on RGB, 2. extended structural tensor (EST), 3. compact structural tensor based on PCA reduction (PCA-CST).
Extended structural tensor consists of 15 constituents. In Sect. 3.1, we discussed the possibility to apply an alternative to PCA feature reduction methods. Therefore we decided to implement two of them.
-feature selection from extended structural tensor using genetic algorithms (GA-FS-EST), -feature selection from extended structural tensor exhaustive search (ES-FS-EST).
Observations and discussion
Results of NN classifier for different attribute representation and feature reduction methods are presented in Table 8 .
1. The first and the most important fact is that NN which utilises colour and intensity representation stored in RGB channels achieved the weakest accuracy. It never outperformed system which uses any kind of structural tensor. The difference is significant as application of EST allows to increase accuracy by almost 7 % points on average (over all tested pictures), and application of PCA-CST increases this difference to more than 11 % points on average. While RGB-based classification allows to detect properly about 86 % of pixels on average, the same detection based on extended and compact tensors gives 93 and 98 %, respectively. 2. Above observations allows to draw the following conclusion. Structural tensors consists of information on colour, intensity, and (contrary to RGB) also information on texture. In real situations, objects on images vary not only in terms of colour but texture too. Glance of eye on tested images allows to confirm this Task with two classes, VN used for feature normalisation and 50 samples in learning set characteristic. Therefore, utilising this information for object detection improved performance. 3. It has to be also noticed, that in average PCA-CST outperform EST in all cases, and average difference between them is almost 5 % point. 4 . PCA reduction methods applied in compact tensor combine extended tensor constituents extracting the first five principal components. Therefore, it can be considered as a kind of filter which reduces an importance of less important constituents. It is commonly known, that most of classification algorithms are not resistant to such noised, redundant and irrelevant attributes. Their presence in attribute sets leads to decreasing classification accuracy. 5. As it can be seen, PCA reduction effectively counteracted against this problem. Although this method does not eliminate irrelevant constituents completely, we shall compare it with two other feature selection methods. 6. Results obtained by GA-FS-EST, and ES-FS-EST are absolutely the same. Naturally, we implemented genetic-based selection due to practical reasons as the exhaustive search cannot be used for large attribute sets because its high computational complexity. Nonetheless, 15 constituents is small enough to perform both tests. Results justify utilisation of genetic-based version in further works. 7. Both feature selection methods obtained almost the same results comparing to PCA-CST. It can be seen, that the first position is shared between them in 50-50 ratio. Therefore we decided to calculate Fridman average ranks of the methods which are presented in the bottom line. 8. According to ranks there is a tie, the first place take GA-FS-EST, and ES-FS-EST. That confirm, that it is more effective to completely remove any irrelevant attributes, as it took place in feature selection methods.
Conclusions
In the paper we presented novel Tensor-Based Image Segmentation Algorithm (TBISA). Its main novelty relies on utilising not only information on colour and intensity of pixels but also about their texture in local pixel neighbourhoods. This information is conveyed by different versions of the structural tensor, which is extracted from RGB channels in the first phase of the algorithm. Details of tensor extracting methods and classification framework were also presented. Special focus was put onto factors which can affect system performance. A quality of the system was evaluated in series of extensive experiments.
The researched results proved that structural tensor-based detection system can outperform classical detection method based on colour and intensity attributes only. Last but not least, the method is very fast and allows for realtime operation.
