The study of traveling waves in a lattice differential equation (LDE) leads naturally to a forward-backward-delay equation. Structures which are present in the LDE typically are inherited by the traveling wave equation. In this article we are interested in a situation, where the traveling wave equation is reversible and possesses a symmetric (not necessarily small) homoclinic solution. Moreover, we consider the case that the asymptotic steady state possesses exactly two purely imaginary eigenvalues ±iω, ω = 0. As a consequence, a family of small periodic solutions exists near the steady state.
Introduction
We are interested in one-dimensional lattice differential equations of the form
where F : R (2M +1)N → R N is a smooth map. Hence, the dynamic of the i-th particle only depends on its M nearest neighbors. Looking for traveling wave solutions u i (t) = ψ(i − ct), c = 0, leads to the traveling wave equation
where we have set ξ = i − ct. The right hand side of (2) defines a map from C 0 ([−M, M], R N ) to R N ; hence equation (2) is a nontrivial functional differential equation of mixed type. General properties of these type of equations have first been investigated in [26] and afterward studied by many others [19, 20, 21, 27, 6, 7, 8, 9] . A special feature of these equations is the fact that they do not generate a flow. This is in sharp contrast to delay differential equations, where the existence of a semiflow is well known, see [18] . The task of finding homoclinic or heteroclinic solutions of (2) , which then corresponds to the existence of pulses or fronts in the original equation (1) , is therefore a difficult task. However, there has been some recent progress. Let us mention the important work of Friesecke and Wattis [5] , where the existence of solitary waves of one-dimensional lattices with Hamiltonian structure has been proved using variational methods. Mallet-Paret investigated the existence of traveling waves in a quite general class of lattice differential equations [22] . Iooss et al. restricted their attention to the Fermi-Pasta-Ulam lattice and the Klein-Gordon equation (3) , see [11, 12] . They could prove the existence of small localized solutions using a center manifold reduction. In particular, they could analyse the essential dynamics of the traveling wave equation (2) near a steady state. An essential feature of many traveling wave equations (2) associated to a certain lattice differential equations (1) is a time-reversibility, which leads to a special property of the traveling equation. More precisely, this means that whenever ψ(ξ) is a solution of (2) also Rψ(−ξ) is a solution. Here, R ∈ L(R N ) is a bounded linear map with the property R 2 = id. However, since the initial value problem with respect to equation (2) is not well-posed, we usually prefer to define reversibility differently (see (12) and (14)). As we show in section 3, the traveling wave equation associated to the Fermi-Pasta-Ulam lattice has this property. There are other important examples, i.e. the traveling wave equation of the Klein-Gordon equation, [1, 11] ,
also has this property, see section 3. So far, a lot of local bifurcations near steady states have been analysed in lattice differential equations, see [11, 12] . But what can be said about more general bifurcation scenarios, which are not restricted to a small neighborhood of a steady state and therefore cannot be investigated by a center manifold reduction? And how can we faithfully exploit the underlying reversibility of the traveling wave equation (2)? A first step has been performed in [8] , where a bifurcation of a not necessarily small homoclinic orbit to a nonhyperbolic equilibrium in a general functional differential equation has been investigated. However, no symmetry considerations have been taken into account there. The aim of the present work is to show that the approach of casting equation (2) in a specific abstract setting, which has been initiated in [7, 8, 9, 27] , is strong enough to analyse homoclinic bifurcations in reversible systems similar to the ODE-case. Moreover, we are interested in the case of a reversible forward-backward delay equation (2) (the term "reversible" in this context will be specified below), which does not necessarily possess any additional structure. However, since a lot of well-known lattice differential equations, like the Klein-Gordon lattice, do have a Hamil-tonian structure, we will also point out some consequences which are imposed by such a structure. In order to motivate our results, let us first restrict our attention to an ordinary differential equationẋ = F (x), x ∈ R 2N , and recall why homoclinic orbits are so typical in reversible systems. We assume that the homoclinic solution h under consideration satisfies lim |ξ|→∞ h(ξ) = 0, where zero is a hyperbolic steady state and (6) is satisfied for a linear operator R with R 2 = id. Of particular importance is now the case of a symmetric homoclinic orbit, i.e. the orbit intersects the fixed point space Fix(R) = {x ∈ R 2N : Rx = x}. Let us restrict to the situation that dim(Fix(R)) = N, which will be similar to our assumptions concerning the more general equation (2) . The question of persistence of a symmetric homoclinic orbit under variation of a parameter in a reversible setting now reduces to a question regarding the relative position of Fix(R) and the stable manifold W s,+ (0) of the steady state zero. More precisely, if
then the homoclinic orbit will persist upon slight variation of a parameter. Indeed, the stable manifold will still intersect Fix(R) and induce a homoclinic orbit via reversibility. Let us note that (4) is possible, since dimW s,+ (0) = N and Fix(R) = N; hence, (4) is equivalent to the trivial intersection of the two spaces. These arguments show that the persistence of (symmetric) homoclinic orbits is related to the dimension of the sum of stable manifold and Fix(R). Coming back to the case of general forward-backward-delay equations, we may ask whether such a scenario has an analogon in this more general framework. Of course, the setting is now infinite dimensional and due to the non-existence of flows, concepts such as Poincaré-maps do not exist. However, it has been shown in a series of recent papers [6, 7, 8, 9] that locally invariant manifolds near the homoclinic orbit do exist. Here, we additionally want to exploit the underlying reversibility and show that bifurcations near the homoclinic orbit could be analysed similar to the corresponding ODE scenario.
The main scenario in the ODE-case
For the sake of illustration let us first explain the main scenario in the framework of an ordinary differential equatioṅ
where the vector field satisfies
for a linear map R ∈ L(R N ) such that dim(Fix(R)) = N + 1. We are interested in a situation where the asymptotic steady state is non-hyperbolic and consider the case that that the linearization of F at zero possesses two simple eigenvalues ±iω, ω = 0, on the imaginary axis. The Lyapunov center theorem (see [3] ) then implies that the center manifold M λ consists entirely of periodic orbits for all λ ∼ 0. We remind that the center manifold is given as a graph over the generalized center eigenspace and contains all global solutions of (5) which stay in a sufficiently small neighborhood of zero. Let us additionally assume the existence of a symmetric homoclinic orbit h of (5) for λ = 0, which approaches the trivial steady state and
Due to the existence of periodic orbits near the steady state, h has to approach the steady state along the strong stable manifold as t → ∞. In particular, h(t) approaches zero in forward time with exponential rate. By reversibility, h also converges to zero in backward time with exponential rate. We will consider the generic case that the center stable manifold W cs,+ (0) and the strong unstable manifold W u,− (0) intersect only along the homoclinic orbit for λ = 0. Hence
In order to ensure genericity of the parameter, we assume that
This last assumption assures the existence of homoclinic orbits to the steady state to be a codimension-one-phenomenon. Moreover, counting dimensions we see that the center stable manifold W cs,+ λ (0) intersects the space Fix(R) transversely at h(0). Let us focus on the generic case that
and we refer to [14] for the scenario in case of a two-dimensional intersection. We now discuss the resulting bifurcation scenario. More precisely, we are interested in the existence of solutions to the center manifold. At least in the ODE-case this has already been achieved in [14, 15] . In particular, one has to distinguish the cases
Case a) is the generic case, which implies that center stable and center unstable manifold intersect transversely along h. In this case the bifurcation scenario is easy to analyse. Indeed, on account of hypothesis (9), we expect the existence of a symmetric homoclinic solution h λ to the steady state for λ lying on a suitable continuous curve in the two-dimensional parameter plane through the origin. Taking into account (10) there exists a one-parameter family of symmetric homoclinic solutionsh sym,κ for all λ ≈ 0, which are parametrized over κ ∼ 0 and which approach a periodic orbit in forward and backward time. In particular, for each fixed κ the solutionh sym,κ selects a unique periodic orbit, that is approached in forward and backward time. The solutionsh sym,κ account for the intersection of the center stable manifold and the space Fix(R). Finally, we have to consider additional intersections of W cs,+ (0) and W cu,− (0), which may induce unsymmetric global solutions. But these do not exist, if the intersection of their tangent spaces satisfies a). However, if the ordinary differential equation also possesses a Hamiltonian structure, case a) cannot occur (see also section 7). More interesting is therefore case b), which is compatible with a Hamiltonian structure. We then additionally conclude the existence of two one-parameter families of unsymmetric homoclinic solutions to the center manifolds, where one family is induced by the other via reversibility.
The main result
We can now state our main result, which addresses this bifurcation scenario in the more general reversible equation (2) , see also theorem 6 and 7 for a statement of the results that lists all relevant hypotheses explicitly. Let us point out again that we mainly want to understand how a reversible structure of the forward-backward alias traveling wave equation (2) facilitates the bifurcation analysis analogous to the ODE-scenario. The case that the lattice equation (1) possesses an additional Hamiltonian structure will be addressed in section 7. For the statement of the main result we introduce the following notation. Differentiating (2) at 0 and λ = 0 we can write for any
are matrices for any j ∈ {−M, . . . , M}. The next theorem is the main result of this work and we refer to [14, 15] for a statement in terms of ordinary differential equations.
Theorem 1
Let us consider equation (2) , where
where 
Remark
Let us note that this result covers all scenarios which may arise in the case of a reversible equation if the generic assumptions (8) and (10) are satisfied, since assumption (9) only states that we consider a generic parameter. The hypotheses listed above do not make sense for the more general equation (2) in the moment, but will later be formulated in a way that they make sense in the general setting, see theorem 7. So we can give a complete picture of the resulting bifurcation scenario of (2), as long as only homoclinic solutions to the center manifold are addressed; see [14, 10] for the existence of two-homoclinic solutions and more complicated behavior in the framework of ordinary differential equations.
As we will argue in section 7, we expect only case ii) in the statement of the above theorem to occur if the original lattice differential equation (1) has a Hamiltonian structure. Indeed, we will show that in the case of the KleinGordon lattice, for example, this additional structure induces a first integral for the traveling wave equation (2) . This fact then typically prevents a transverse intersection of center stable and center unstable manifold in the traveling wave equation (2) and excludes possibility i) in theorem 1; see section 7 for details.
Let us comment on some difficulties which have to be addressed in the sequel. In the course of proving theorem 1 we will derive a bifurcation function, whose zeros correspond to homoclinic solutions to the center manifold. This function measures the distance between initial values in the center stable and center unstable manifold in an appropriate complement of T H(0) W cs,+ (0)+T H(0) W cu,− (0) within a Poincaré section. This method is known as Lin's method, see [28, 17] . We are therefore introducing this concept to forward-backward-delay equations (even in the case of nonhyperbolic steady states) as long as we are only interested in one-homoclinics. In particular, the notion of codimension of homoclinic orbits in equation (2) becomes rigorous.
By adapting Lin's method to our situation we in particular have to deal with the construction of appropriate (R-invariant) complements of
Once we can construct suitable complements and determine its dimensions the situation becomes analogous to the ODE-case. Of course we are now working in an infinite dimensional setting, where the construction of closed R-invariant complements and the counting of dimensions are nontrivial tasks. This is even getting more complicated as the center stable and center unstable manifold are constructed as submanifolds of a Banach space which is not an Hilbert space, see [8, 9] and section 4. However, the approach taken in this work is strong enough to reproduce the global picture of the bifurcation scenario analogous to the ODE-case. In particular, we could now aim at analysing quite general bifurcation scenarios of traveling waves in timereversible lattices (1) in the future. We proceed as follows. After introducing some notation in the next section we discuss the set up in section 3. There we also will make precise the notion of reversibility (see section 3.1) and study properties of the linear system, which arises after linearizing (2) along the homoclinic solution. The existence of invariant manifolds as well as the local dynamics near the steady state is addressed in section 4. In 5 we finally prove our main theorem by adapting Lin's method to the case of forward-backward-delay equations. The work is concluded by a discussion section (see section 7) where we want to discuss the relevance of our results for the Klein-Gordon and Fermi-Pasta-Ulam lattice differential equation.
Notation and Definitions
Throughout this paper we will denote by BC η (J, E) for some interval J ⊂ R and some Banach space E and some η ∈ R the space of all continuous functions w : J → E, which are bounded with respect to the norm
Moreover, the following spaces will be used throughout this paper:
As a convention, if subspaces are furnished with an additional˜, they are regarded as subspaces ofX with the induced norm. If they are furnished with an additionalˆ, they are viewed as subspaces of X.
In the following we will use the notation
This function is defined by x t (θ) := x(t + θ) for any t ∈ R.
The setting
Instead of studying the traveling wave equation (2) directly, we prefer to work with the abstract equatioṅ
where F ∈ BC 2 (R N (2M +1) × R; R N ) and F (0, λ) = 0 for all λ. This approach has first been used in [11, 12] although with a slightly different choice of state spaces X, Y . Let us now define what a strong solution of (13) is.
Definition 1
We call a continuous function (13) is satisfied on (−∞, t 2 ).
The next lemma clarifies the connection between solutions of (13) and our original equation (2) . The proof can be found in [6, 7, 8] .
Lemma 1 Let

U(t) = ξ(t) ϕ(t)(·)
be a solution of (13) (2) on the interval (t 1 , t 2 ).
Reversibility
We introduce the notion of reversibility of our abstract equation (13) in this section. More precisely, we want to assume that
for any U = (ξ, φ) ∈ X, where the linear map R : Y → Y is defined by
. Moreover, we only consider R ∈ L(R N ) that can be represented in the form
where the reflection P i , 1 i N, is defined by
The next to examples provide two well-known lattice differential equations, where the corresponding abstract equation satisfies (14) .
Examples a) Let us consider the Klein-Gordon equation (3) . A travelling wave ansatz leads to the abstract equation
which has the upper form (14) . b) Another important example is given by the Fermi-Pasta-Ulam model, which has the form
Making a travelling wave ansatz and casting the equation in abstract form then leads to the equation
with (x, ξ, φ) ∈ X, where X is defined as in example a) and where c = 0 denotes the travelling wave speed. Again, this equation is reversible with respect to R as given in (16) .
Coming back to equation (2), we want to assume the existence of a symmetric homoclinic orbit.
Hypothesis 1 Equation (2) possesses a homoclinic solution h for λ = 0, which satisfies h(t) = Rh(−t) for all t 0 and |h(t)| Me
−αt
for some M, α > 0 and t 0.
Note that h induces a homoclinic solution H for the abstract equation via
More generally, we call a solution U of (13) symmetric if its orbit intersects Fix(R) in a point different from a steady state.
Solution operators for the non-autonomous linear equation
In this chapter we want to review some known facts about linear functional differential equations of mixed type which we will use in the sequel, see also [20, 27] . We investigate the linear equatioṅ
where we recall that y t (θ) : (18) is satisfied for almost every t ∈ [0, τ).
Note that in any case L(t)φ for fixed t and φ
for some
Let us now state a hypothesis which implies that two solutionsỹ, y ∈ H 1 (R, R N ) of (18) are identical provided they coincide on some interval of length 2M, see [6, 27] .
Hypothesis 2 det(A −M (·)) and det(A M (·)) do not vanish identically on any nontrivial interval of R.
As in the nonlinear case we can relate equation (18) to the abstract equation
where the linear operator
Then it is known that the spectrum of the densely defined operator A + : X ⊂ Y → Y only consists of eigenvalues of finite multiplicity. Moreover, an element λ * ∈ C is in spec(A + ), if the characteristic function vanishes at λ * , that is, if
. Furthermore, the algebraic multiplicity of λ * as an eigenvalue of A + (which is the dimension of its generalized eigenspace) coincides with the order of λ * as a zero of det (·); we refer to [6, 7, 27] for proofs of these statements. The following result implies that on suitable subspaces the abstract equation (20) can be solved in forward-and backward time, respectively. The proof can again be found in [6, 7, 27] . 
• There exists a continuous function
In the special case
Definition
We often call the existence of such a projection P (t) and such solution operators a center dichotomy on R + . The difference to an exponential dichotomy is the fact that the norm of the solution operator Φ cs + (t, t 0 ) does not decay exponentially in the difference |t − t 0 |.
Let us stress the fact that for any point U in the center stable subspace Rg(P (t 0 )) there exists a function Φ cs (t, t 0 )U = (x(t), x t ), such that x(t) is a solution of our original equation (18) for t > t 0 . Thus, we need not exclusively focus on initial values U ∈ X (although these induce classical solutions of the abstract equation (20)), since we are actually interested in solving the equationẋ(t) = L(t)x t . Alternatively, there exist continuous solution operators Φ s + (t, t 0 ), Φ cu + (t, t 0 ) for t t 0 0 and t 0 t 0, respectively, which define strong solutions for initial values U ∈ X and satisfy the estimates
Finally, we can also prove the existence of a center dichotomy on R − . Let us now consider the case that the equationẋ(t) = L(t)x t possesses a center dichotomy on R + with associated solution operators Φ cs
The next lemma states that the projections Φ cs (t 0 , t 0 ) approach the projection π cs associated to the center stable eigenspace of the autonomous linear equatioṅ
Lemma 2 Consider the equationẋ(t)
= L + x t +L(t)x t , whereL(t) := L(t) − L + ,L(·) ∈ BC 0 (R, L(C 0 , R N )) and |L(t)| L(C 0 ,R N ) Me −γ|t| for t → ∞. In case thatẋ(t) = L + x t is hyperbolic (not hyperbolic) the projection Φ s + (t, t) (Φ cs (t, t)) approaches π s (π cs ) for t → ∞ with respect to the L(Y, Y )-norm, the L(X,X)-norm or the L(X, X)-norm.
Proof
We can assume without loss of generality thatẋ(t) = L(t)x t is hyperbolic as t → ±∞. Otherwise we consider the translated equatioṅ
for small σ > 0, which is asymptotically hyperbolic for t → ∞. Note that any solution x(t) on R + of the original equationẋ(t) = L(t)x t induces a solution y(t) of the translated equation via y(t) = e −σt x(t). Hence, let us consider the abstract equation
We denote the solution operators associated to the exponential dichotomy of the equationU = A + U by e [29] for example) we can see that the operator Φ s + (t, s) associated to an exponential dichotomy of (22) on R + solves the equation
for t s 0 and W * ∈ X. Here, the equation can be considered in Y and all integrals can be regarded as Riemann integrals. Note that the integrands are in fact well-defined: Since for W * ∈ X it turns out that Φ
Note that for the estimate of the second integral appearing on the right hand side of (24) we actually make use of the the assumption that |B(τ )| L(Y,Y ) converges to zero as τ → ∞ with exponential rate. Let us now discuss the situation in the case of the space X next. Now, W * ∈ X and we have to consider the integrals in (24) as weak * integrals (as explained in the appendix). Still, the value of the sum of the two integrals appearing in equation (24) is in X for each t 0 > 0 large enough, see the appendices of [7, 8, 9] . Moreover, one can still estimate the second integral in (24) with respect to the X-norm and show that it converges to zero, see again the appendix of [8] for details.
Invariant manifolds
Since we want to study bifurcating homoclinic solutions of the abstract equation
near H, the existence of parameter dependent invariant manifolds of the steady state becomes important. In this section we review and state existence results of center manifolds, center (un-)stable and strong (un-)stable manifolds of the equilibrium, which have been proved in [8, 9] . Let us start with the center manifold, which helps us to clarify the set of bounded solutions near zero.
Local dynamics near the steady state
Let us make the following assumption, which states that the steady state zero possesses exactly two simple purely imaginary eigenvalues. We remind that the characteristic equation det (·) has been defined in (21) .
Hypothesis 3 det (·) possesses exactly two simple, purely imaginary zeros ±iω, ω = 0. Hence, all other zeros of the characteristic equation have real part bigger than zero.
The last hypothesis implies that the center eigenspace E c , defined as the generalized eigenspace corresponding to all purely imaginary eigenvalues of the operator A + : Y → Y is two-dimensional and consists of the linear span of the corresponding two eigenvectors associated to ±iω. Note that E c can be defined as the range of the spectral projection
and γ denotes a positively oriented closed curve enclosing ±iω, that stays sufficiently close to the imaginary axis; see [6, 7, 13] . Let us setẼ h := Rg(id − P c ) X , equipped with theX-topology. The following theorem has been proved in [6] . 
Proof
The proof of this claim follows by the Lyapunov-Center theorem. Let us indicate the proof. First of all note that the eigenspace corresponding to ±iω is given by the linear span of e 1 = (1, cos(ωθ)) and e 2 = (0, sin(ωθ)). Moreover, e 1 ∈ Fix(R) and e 2 ∈ Fix(−R). If we consider the reduced dynamic on the center eigenspace, the linear flow is just given by a rotation. In particular, every solution of the linear flow is periodic and hits the e 1 -axis transversely. Hence, by reversibility, the flow of the nonlinear flow also consists of periodic orbits, since near zero the nonlinear flow is just a small perturbation of the linear flow. This picture remains true for small λ = 0.
Invariant manifolds near the homoclinic orbit
In this section we state a result, which assures the existence of a center stable manifold of zero near any point on the homoclinic orbit. For the precise statement of the theorem we need to introduce some notation.
Notation
Since the linear equation (20) 
for t s 0, some α, M > 0, and 
Sketch of the proof
Let us make some comments concerning the proof of this theorem and refer to [8, 9] for a complete proof. The first step is to parametrize solutions U(t) near H(t) via U(t) = V (t) + H(t). Making this ansatz one can show that V (t) solves an equation of the forṁ
where A(t) denotes, as before, the linearization of (13) along the homoclinic orbit H, see (20) . Moreover, G is given by
. We therefore try to find the function V as a fixed point of the integral equation [8, 9] . One can now show that there exists a unique solution V ∈ BC δ of the integral equation (28), see [8, 9] . Finally, let us make a remark concerning the smoothness of W cs,+ (0) as a submanifold ofX. Here, we make use of the fact that solutions starting near H(0) in W cs,+ (0) approach an orbit on the center manifold for t → ∞, as has been proved in [9] . Hence, solutions starting near H(0) stay uniformly close to H for all times. Under these assumptions smoothness of W cs,+ (0) has been proved in [9] .
We also need the existence of an strong unstable manifold W u,− (0) near H(0).
Theorem 5 (The strong unstable manifold)
Equation (13) 
c) If there is a solution W (t) of the abstract equation (13), such that W (t) → 0 ∈X with exponential rate κ for t → −∞ and if W (0) is close enough to H(0) with respect to theX-norm, then
W (0) ∈ W u,− λ (0). d) W
Properties of reversible equations
Before we state the main hypotheses we will collect some basic properties of reversible forward-backward delay equations. We start with the following lemma.
Lemma 3
If U(t) = (ξ(t), ξ t ) ∈ X is a solution of (13) 
is a solution of (13) on (−∞, 0), where η : (−∞, M] → R N is defined by η(t) := Rξ(−t).
Proof
Let us first remark that instead of viewing F as a function from R (2M +1)N to R N we can also regard F as map from
Now note that η(t) is well defined on t 0, since ξ(t) is defined on t 0. By definition of R and reversibility we have f (R[Sφ
This shows that η(t) is a solution on R − . Moreover, we have ∂ t η t = ∂ θ η t on (−∞, 0) which proves the claim.
The next lemma implies that the tangent spaces of stable and unstable manifold are related to each other via the involution R.
Lemma 4 R T H(0)
W s,+ 0 (0) = T H(0) W u,− 0 (0). Proof Let us show that R[W s,+ 0 (0)] = W u,− 0 (0) and consider a point U = (ξ, ψ) ∈ W s,+ 0 (0);
then there exists a solution U(t) = V (t) + H(t) = (ξ(t), ξ t ), where V (t) solves the integral equation
for some appropriate V s 0 ∈Ẽ s + (0). If V (t) takes values in X for all t 0 then the proof is trivial. Indeed, considering U(t) = H(t) + V (t) and using lemma 3 we get a (classical) solution W (t) = H(t) +Ṽ (t) on R − , whereṼ (t) solves the integral equation corresponding to W u,− (0). Since the claim is therefore true on a dense set and both manifolds are C 2 , the proof is completed.
The main scenario
In this section we finally want to analyse the bifurcation scenario, which we explained in the introduction by means of an ordinary differential equation. We start by making some reasonable assumptions which we state in the next two sections.
Relative Positions
The relative position of center stable and strong unstable manifold
First of all we want to assume that center stable and strong unstable manifold intersect only along the homoclinic orbit H, which is the generic case.
Hypothesis 4 T H(0)
. On account of theorem 2 the linearization of (13) along H(t) for λ = 0 is of the form (20) and possesses a center-dichotomy on R + with solution operators Φ cs
Moreover, the linearization of (13) 
Remark
Let us point out that in the case of a center-dichotomy on R + only the space E cs + (0) is uniquely defined. We are therefore free to choose a closed complement E of E cs + (0) in Y , which then plays the role of the space E u + (0) = Rg(Φ u + (0, 0)); we refer to [29] for a proof of this fact. In particular, on account of hypothesis 4 we can make the choice [29] . Similar considerations apply to a center dichotomy on R − .
The relative position of center stable manifold and center unstable manifold
Let us now make some general observations concerning the intersection of W cs,+ (0) and W cu,− (0). By assumption, the codimension of
is two (see the proof of lemma 5 below), we conclude that
In fact, this intersection cannot be higher dimensional since otherwise the intersection of the tangent spaces of W s,+ (0) and W cu,− (0) would at least contain a two-dimensional linear subspace. Let us now focus on the more interesting case that center stable and center unstable manifold intersect non transversely along H; in particular we only address case ii) of theorem 1 (or equivalently, case b) of theorem 7). So let us assume
Hypothesis 5
The manifolds W cs,+ (0) and
We remind the reader that this case is of particular interest, since the travelling wave equations (2) of the most important lattice differential equations (like the Klein-Gordon lattice) prevent a two-dimensional intersection of T H(0) W cu,− (0) and T H(0) W cs,+ (0), see the discussion in section 7.1.
The relative position of center stable manifold and Fix(R)
Since RW cs,
We make the following assumption.
Hypothesis 6
This is the generic case in the framework of ordinary differential equations.
Indeed, if the space is (2N + 2)-dimensional we conclude dim((Fix)R) = N + 1 and dim(T H(0)
W cs,+ (0)) = N + 2, which generically leads to a one-dimensional intersection of these two spaces.
Counting codimensions
Looking for homoclinic solutions to the steady state, we have to analyse how stable and unstable manifold split when varying the parameter λ. It is therefore important to determine the co-dimension of the sum of the corresponding tangent spaces of stable and unstable manifold inX, since we want to measure the distance of points in these manifolds within this complement. It is the aim of this chapter to determine this codimension, which we expect to be three by comparing the situation to an ordinary differential equation. However, we work in the Banach spaceX where we cannot count dimensions as in the ODE-case. Let us now show that there exists a three-dimensional subspaceK ofX which satisfies
Note that the dimension ofK in a finite dimensional setting (in the case of an ODE) is indeed three: We assumed that the linearization of F in 0 possesses exactly two eigenvalues on the imaginary axis; hence, stable and unstable eigenspaces possess a two-dimensional complement. Now note that along the homoclinic orbit H(t) stable and unstable manifold intersect which increases the dimension of the complement by one, hence dim(K) = 3.
Lemma 5
The spaceΞ
has codimension 3 in the spaceX.
Proof
In order to prove the claim we will construct a particular complementK of Ξ inX and determine its codimension. Let us remind that for every U ∈ E cs
where δ > 0 can be chosen small enough and η(t) solves the equationη(t) = D 1 f (h t , 0)η t on R + . Moreover, the space E cs + (0) is maximal with this property; that is, every solution η(t) on R + which satisfies (31) also satisfies (η(0), η 0 ) ∈ E cs + (0), see [7, 27] . Instead of constructing a center-dichotomy on R + with solution operators Φ 
for t 0 and V (0) = V . By defining W (t) = V (t − t 0 ) for t t 0 , we observe that V = W (t 0 ) ∈ E cs + (t 0 ), which shows that Rg(Φ (and hence in a complement of Rg(ι t 0 )) defines a solution of the adjoint equatioṅ
where U(t) = (ξ(t), φ(t, ·)) and the adjoint operator has to be understood with respect to the Y -scalar product. This shows that the adjoint equation (33) possesses three linear independent solutions on R, which may grow asymptotically with algebraic rate (since all purely imaginary eigenvalues of the linearization at zero are simple, the solutions are actually bounded on R as has been shown in [6] . However, we won't make use of this fact). Therefore, equation (33) also possesses three linear independent solutions on R for t 0 = 0 by translation. Now any solution W (t) of (33) for t 0 = 0 admits the representation Let us now collect more informations regarding a suitable complementK ofΞ. In particular, we want to assure that we can choose an R-invariant subspacẽ K. The next lemma is a step toward this direction.
Lemma 6 There exists a two-dimensional subspaceỸ
c ⊂ (T H(0) W cs,+ 0 (0)∩T H(0) W cu,− 0 (0)), which has the propertyỸ c ∩ span F (H(0), 0) = {0} and dim(Ỹ c ∩ Fix(R)) = 1, dim(Ỹ c ∩ Fix(−R)) = 1.
Proof
Observe that the intersection of the tangent spaces is R-invariant: Any vector
(0) and vice versa. On the other hand, the intersection can only contain a one-dimensional subspace of Fix(R) by hypothesis 6. Taking into account hypothesis 5 we can therefore find a two-dimensional subspaceỸ c with the desired properties.
We now make the generic assumption that Fix(R) is transverse to
Hypothesis 7
There exists a vector b 0 ∈ Fix(R), such that
. Note that such a complement exists on account of hypothesis 7. We can therefore define a complementK ofΞ in the form
In particular, there exist basis vectors b 0 , b 1 in Fix(R) and b 2 in Fix(−R) which span the complementK ofΞ. This is a generic assumption, since we expect that neither Fix(R) nor Fix(−R) is completely contained inΞ. But why can't we simply choose all vectors b 0 , b 1 , b 2 in Fix(R) then with the same reasoning? This is not possible if we restrict our attention to the ODE case, however. Indeed, let us consider the case of an ODE in R 2N +2 ; then dimFix(R) = dim(Fix)(−R) = N + 1 and moreover dimT
Taking into account thatΞ is R-invariant a straightforward computation leads to the fact that only a N-dimensional subspace of Fix(−R) and a (N − 1)-dimensional subspace of Fix(R) can be contained iñ Ξ. Hence, at least one basis vector b i has to be chosen in Fix(−R), if we want to obtain an R-invariant complement.
One-homoclinic orbits to the steady state
In this section we want to obtain the existence of (symmetric) homoclinic solutions to the steady state (which are contained in the intersection of strong stable and strong unstable manifold). Later on, we are also interested in the existence of homoclinic orbits to the center manifold which approach a periodic orbit in forward and backward time. These solutions lie in the intersection of center stable and center unstable manifold. However, in order to be able to distinguish these solutions from homoclinic orbits to the steady state we will start by studying the intersection of the strong stable manifold W s,+ (0) and the strong unstable manifold W u,− (0) of zero. We begin by defining a Poincaré section at H(0) which will be helpful in the subsequent analysis. The following lemma will be needed for that purpose.
Lemma 7
There exist complementsẼ 
Remark
The last proof uses the fact that we have shown the existence of the solution operator Φ s + in the Hilbert space Y : We defined the desired complements as closures of appropriate X-subspaces in theX-norm. The relation X ⊂X ⊂ Y allowed us to control these closures, making use of the fact that X, Y are Hilbert spaces. This procedure reminds at the sun-star theory for pure delay differential equations [18] , where one always uses advantages of the "bigger" and "smaller" space (here Y andX) to end up with a powerful machinery.
Using this last lemma we can therefore define bỹ
a closed, R-invariant Poincaré section to the homoclinic orbit at H(0). The proof thatΣ is closed follows from the proof of lemma 6.2 in [8] . 
Choices
In the next section we want to construct Lin-solutions and derive a bifurcation function. It will be very helpful during the analysis to make a special choice for the subspaces E cu + (0), E cs − (0) ⊂ Y with respect to a center dichotomy on R + and R − , respectively. Note that we already pointed out in the remark after hypothesis 4 that these subspaces can be chosen; at least as long as they provide closed complements of E s + (0) and E u − (0), respectively. We now make the specific choice
where
Construction of Lin-solutions
Let us now construct Lin solutions (γ
is the unique solution of the fixed point equation with respect to W s,+ (0) corresponding to V s ∈Ẽ s + (0). G has been defined in (27) . Similarly, for any 
due to our special choice for the spaces E cu
On account of b) in definition 3 we want to have
for all λ ∼ 0. (37) can be solved by the implicit function theorem: Consider 
Let us summarize our results in the next lemma.
Lemma 8
For each sufficiently small |λ| there is a unique Lin orbit (γ + , γ − ) tending to the equilibrium zero.
Proof
We define
and have already verified that (γ + , γ − ) satisfies all assumptions of definition 3.
Existence of symmetric homoclinic solutions
Let us now define the bifurcation equation by
whose zeros correspond to homoclinic orbits to the steady state zero. κ(λ) can be considered as a map from R ∩ B ε (0) toK. 
, where U(t) is a solution of (13) for t 0. Hence RH(t) = H(−t) and RU(t) = U(−t, RU(0)), where U(t, RU(0)) denotes the solution of (13) on R − subject to the initial value RU(0) (which in particular exists!). Moreover, the following lemma holds.
Lemma 9 Rκ(λ) = −κ(λ). Hence, κ(λ) ∈ Fix(−R).
Proof
Let us first note that on account of (39) and the representation (36) we conclude
Hence, also the implicitly defined maps 
Hypothesis 8
We summarize our results in the following theorem.
Theorem 6
Assume that the hypotheses Hyp We can consider new parameters, such that Hom = {(0, λ 2 ) : |λ 2 | ε}. Indeed, let us define new parameters (λ, λ 2 ) via (λ 1 , λ 2 ) = (Hom(λ 2 ) +λ, λ 2 ). We work with these parameters from now on but refrain from introducing new notation.
Homoclinic solutions to the center manifold
In this section we finally want to detect all homoclinic orbits to the center manifold. These solutions are induced by intersections of the center stable and center unstable manifold. We now want to construct Lin-solutions (γ (13) on R + , R − , respectively, whose orbits are close to the orbit of the homoclinic solution H. 
Discussion
In this section we discuss various generalizations and the relevance of the above results for the Fermi-Pasta-Ulam and Klein-Gordon lattice.
Lattice-differential equations with Hamiltonian structure
Although we dealt with general reversible forward-backward delay equations (2) in this work, we now want to address the relevance of our results for lattice differential equations with an additional Hamiltonian structure, such as the Klein-Gordon lattice (3) or the Fermi-Pasta-Ulam lattice. This additional structure imposes restrictions on the resulting bifurcation scenario in the travelling wave equation (2) . In the case of an ordinary differential equation, for example, an additional Hamiltonian structure typically prevents the transverse intersection of center stable and center unstable manifold along a homoclinic solution, see [14, 2] . Hence, case a) in (11) is ruled out and we expect case b) to occur. Let us now explain why we expect the same thing to happen here.
The Klein-Gordon lattice
Let us first consider the Klein-Gordon latticë
V (0) = 0 and V (0) = 0, which induces a reversible forward-backward delay equation (2) via a travelling wave ansatz. Equation (41) is Hamiltonian with (formal) Hamiltonian given by
As already observed before, the travelling wave equation reads
where c = 0 denotes the travelling wave speed. This equation possesses a first integral I, given for φ,
In fact, it is easy to verify that ∂ ξ I(U(ξ + ·), W (ξ + ·)) = 0 along any solution (U(ξ), W (ξ)) of (42). The function I now induces a first integralĨ :X → R of the travelling wave equation in abstract form (17) . We expect the existence of this first integralĨ to prevent a transverse intersection of center stable and center unstable manifold along a homoclinic solution H. Let us give a formal argument why this is true and let us consider the dynamic on the center manifold M first. There, the existence of a family of periodic orbits
Making a travelling wave ansatz we derive the equation
where c denotes the travelling wave speed. Again, there exists a first integral J given by
Hence, if there exists a homoclinic solution we expect that center stable and center unstable manifold don't intersect transversely at any point of the homoclinic orbit. As we have seen above, however, our argumentation depends strongly on the dynamic on the center manifold. What is promising about the Fermi-Pasta-Ulam lattice is the fact that the existence of solitary waves is known by analytical means, see [5] . In the case of the Fermi-Pasta-Ulam lattice zero is always a double, non semisimple eigenvalue of the linearization at zero for all parameter values c 2 > 0. Moreover, as c 2 1 there is a pair of real eigenvalues ±µ which approaches the imaginary axis and becomes purely imaginary as c 2 is increased through one, see lemma 1 in [12] . Therefore, the resulting bifurcation scenario does not fit exactly into the framework of this work. However, it should be possible to analyse the resulting bifurcation with the methods and techniques introduced in this work.
A double eigenvalue zero − The borderline case
We now consider a reversible forward-backward delay equation (2) , where the critical eigenvalues ±iω of the linearization of at the steady state coalesce at zero and induce a double eigenvalue zero for λ = 0 (hence, hypothesis 3 is violated). More precisely, we assume that the characteristic equation possesses exactly one zero on the imaginary axis, namely zero, which is of second order. For the unfolding of the resulting bifurcation on the two-dimensional center manifold we need only one real parameter. Let us assume that it is controlled by the first component λ 1 of the two-dimensional parameter-vector λ = (λ 1 , λ 2 ). The second component λ 2 now accounts for a homoclinic solution h sym to the steady state at the critical value λ = 0. We are now interested in the situation, where the critical eigenvalues at zero are purely imaginary for λ 1 < 0 and become real for λ 1 > 0. This kind of bifurcation in the case of ordinary differential equations has been studied by Champneys et al. [2] . The interesting fact in this case is the observation that the homoclinic orbit h sym becomes structurally stable as λ 1 is increased through 0.
Let us recall the scenario in the case of an ordinary differential equation and make the additional assumption that center stable and center unstable manifold intersect transversely along the symmetric homoclinic orbit h sym (we refer to [2] for more details). The first step in analysing this bifurcation is to understand the reduced dynamic on the center manifold, which in normal form iṡ
where higher order terms have been truncated. In these coordinates, x denotes the variable which accounts for the Fix(R)-part acting on the center eigenspace. The origin is a center for λ 1 < 0 and a saddle for λ 1 > 0. Hence, we expect the existence of a small symmetric homoclinic orbit for λ 1 = 0, which approaches the origin for λ 1 > 0 and a distinguished steady state for λ 1 < 0. In the latter case the origin is enclosed by the homoclinic orbit. With the understanding of the reduced dynamics on the center manifold one can now show that generically the following scenario occurs:
Theorem [Champneys et If the ordinary differential equation additionally possesses an Hamiltonian structure, we have to abandon the assumption concerning a transverse intersection of center stable and unstable manifold (as explained in the first section of this chapter). However, as has been proved in [2] , the theorem above remains true in this case as far as only symmetric homoclinic solutions are concerned (note that there may be more solutions which do not intersect Fix(R)). We expect that the above bifurcation scenario can be analysed in the more general case (2) completely analogous to the ODE-case by using the methods and results introduced in this work. As a technical point, let us stress the fact that the steady state is not stable with respect to the center dynamic in this case -a fact, which is relevant for the proof of the smoothness of the center stable and unstable manifold. However, it should be possible to overcome this technical problem, see the appendix II of [16] .
Continuous delay
Our results are not limited to equations (2) with discrete delays. In fact, we can consider a general reversible forward-backward delay equatioṅ
Equations of the more general form (47) also appear frequently as travelling wave equations of equations in elasticity [6, 9, 24, 25] or phase transitions [23] . The corresponding calculations in this case translate verbatim to this more general case. 
Consider ∂ t ξ(t) ∂ t φ(t, ·) = A(t) ξ(t) φ(t, ·) = L(t)φ(t, ·) ∂ θ φ(t, ·)
. 
for every (η, ψ) ∈Ỹ ; see the appendix of [18] .
