This paper presents theory and algorithms for covariance analysis and stochastic realization without any minimality condition imposed. Also without any minimality conditions, we show that several properties of covariance factorization and positive realness hold. The results are significant for validation in system identification of state-space models from finite input-output sequences. Using the Riccati equation, we have designed a procedure to provide a reducedorder stochastic model that is minimal with respect to system order as well as the number of stochastic inputs.
Introduction
System identification deals with the problem of fitting mathematical models to time series of inputoutput data (141. Important subproblems are the extraction both of a 'deterministic' subsystemi.e., computation of an input-output model-and a 'stochastic' subsystem which is usually modeled as a linear time-invariant system with white-noise inputs and outputs which represent the misfit between model and data. Evaluation of model misfit is often determined as an innovations sequence of a Kalman filter model which, in turn, also permits covariancematrix factorization [26] . The related problem of stochastic realization has been approached by Ho and Kalman [13] , Faurre [7] , [8] , Akaike [l] , Desai and Pal [5] , Larimore [17], Lindquist and Picci [18] , [19] . Reasons for' elaboration on stochastic models of the misfit are at least two-fold: Firstly, the stochastic model is needed to compute an appropriate Kalman filter which, in turn, is useful to compute state estimates. Secondly, residual analysis is used for statistical model validation [ 141.
An important observation pointed out in I251 is that state-space identification algorithms based on stochastic realization algorithm often fail to 
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realization problem with properties of the spectrum A condition for A(z) to be spectral density is that A+(z) be positive real on the unit circle-i.e., for z E {C : IzI = 1)-and if this condition is not fulfilled, the stochastic realization algorithm will fail [8] , [ 19) . Rank-deficient output covariance might be found in cases of redundant measurement-e.g., in sensor-array measurement. Hence, the rankdeficiency property among stochastic inputs or outputs is a generic case that requires theoretical attention. The purpose of this paper to provide the link between stochastic realization and statistical validation methodology for the framework of state-space model identification. The main results deal with the problem of rank-deficient covariance matrix factorization. The novel approach taken is to show that stochastic realization needs to address not only the state-space order determination but also that of the number of stochastic inputs. which has no interpretation as a covariance matrix.
&(A,
BJ o = inf K k-m lim Jk(K), Jk(K) = tr(Sk) ( 6 ) s k = E { ( X ? k -x k ) ( z k -x k ) T } , s= limsk (7) ?k+l = Ajccb + B u ) -k K(yk -czk -DUk) ( 8 )
Residual Model Structures
When R is rank-deficient, however, then no K can be determined from the solution to the Riccati equation with left inverse 6 ' to 6 and K 6 = P 6 t + K i ( I p -6 6 t ) , q s p (14) for some arbitrary K i preserving stability of the error 
Lemma 1 (Positive Real Lyapunov Equation)
The equation of positive realness
is equivalent to the Lyapunov equation
where Q = Q1I2QTI2 and 
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and as the recursive equation 5?k+l = A5?kAT + Q.
Residual variance properties
By Theorem 1, the mismatch of residuals {i&} as compared to { v k } depends on the variance properties of the non-standard Kalman filter embodied in the residual reconstruction.
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Variance properties can be summarized in the following Riccati-equation reformulation: 
Theorem 2 (Kalman filter for rank-def. input) Consider for given matrices A, B, C, D and zeromean independent identically distributed stochastic processes
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Positive Realness and Factorization
We make the following constructive proof of positive realness to hold for the relaxed conditions. Let Thus, the positive realness condition is fulfilled also for the rank-deficient case for which a modified Riccati equation is to be solved. 
Continuous-time

Discussion
Several properties of positivity and factorization remain valid for stable nonminimal realizations. As state-space model identification provides controllable state dynamics as well as uncontrollable stochastic dynamics, minimality tests may be replaced by some test of the property
Correlation test can be made by direct application of statistical validation methods [14, Sec. 9.41. Although the reconstructed innovations sequence will exhibit no autocorrelation, the resulting prediction error sequence may still exhibit autocorrelation.
Conclusions
The problem of stochastic residual realization to accompany estimated input-output models in the case of state-space model identification such as multiinput multi-output state-space model identification is solved and its relationship to positive realness is shown. The case considered includes the problem of rank-deficient residual covariance matrices, a case which is encountered in applications with mixed stochastic-deterministic input-output properties as well as for cases where outputs are linearly dependent, thus extending previous results of partial realization [8] , [lo] . Also without any minimality conditions, we show that several properties of covariance factorization and positive realness hold. In addition, we provide a constructive method to solve the Riccati equation of covariance analysis by means of a reduction to a Lyapunov equation. The case considered includes the problem of rank-deficient residual covariance matrices, a case which is encountered in applications with mixed stochastic-deterministic input-output properties as well as for cases where outputs are linearly dependent. Our approach has been the formulation of a rank-deficient innovations model and inverse innovations model in the form of a state-space inverse model and a left transfer function inverse applicable to the rank-deficient model output. This extension is related to a rank-deficient Riccati equation and is accompanied by a reformulation of the Riccati equation and nonminimal positive realness conditions.
