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Abstract—The emergence of high-dimensional data in various areas has brought new challenges to the ensemble clustering
research. To deal with the curse of dimensionality, considerable efforts in ensemble clustering have been made by incorporating
various subspace-based techniques. Besides the emphasis on subspaces, rather limited attention has been paid to the potential
diversity in similarity/dissimilarity metrics. It remains a surprisingly open problem in ensemble clustering how to create and aggregate a
large number of diversified metrics, and furthermore, how to jointly exploit the multi-level diversity in the large number of metrics,
subspaces, and clusters, in a unified framework. To tackle this problem, this paper proposes a novel multi-diversified ensemble
clustering approach. In particular, we create a large number of diversified metrics by randomizing a scaled exponential similarity kernel,
which are then coupled with random subspaces to form a large set of metric-subspace pairs. Based on the similarity matrices derived
from these metric-subspace pairs, an ensemble of diversified base clusterings can thereby be constructed. Further, an entropy-based
criterion is adopted to explore the cluster-wise diversity in ensembles, based on which the consensus function is therefore presented.
Experimental results on twenty high-dimensional datasets have confirmed the superiority of our approach over the state-of-the-art.
Index Terms—Data clustering, ensemble clustering, consensus clustering, high-dimensional data, jointly randomized ensemble
generation, consensus function.
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1 INTRODUCTION
THE last decade has witnessed significant progress in thedevelopment of the ensemble clustering technique [1],
[2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], which
is typically featured by its ability of combining multiple
base clusterings into a probably better and more robust
consensus clustering, and has recently shown promising ad-
vantages in discovering clusters of arbitrary shapes, dealing
with noisy data, coping with data from multiple sources,
and producing robust clustering results [6].
In recent years, with high-dimensional data widely ap-
pearing in various areas, new challenges have been brought
to the conventional ensemble clustering algorithms, which,
however, often lack the ability to well address the high-
dimensional issues. As is termed the curse of dimensional-
ity, it is highly desired but very difficult to find the inherent
cluster structure hidden in the huge dimensions, especially
when it is frequently coupled with very low sample size.
Recently some efforts have been devoted to ensemble clus-
tering of high-dimensional data, which typically exploit
different subspace-based (or feature-based) techniques, such
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as random subspace sampling [9], [15], [16], [17], stratified
subspace sampling [7], and subspace projection [18], to ex-
plore the diversity in high-dimensionality. Inherently, these
subspace-based techniques select or linearly combine data
features into different subsets (i.e., subspaces) by a variety
of strategies to seek more perspectives for finding cluster
structures.
Besides the issue of subspaces (or features), the choice
of similarity/dissimilarity metrics is another crucial factor
in dealing with high-dimensional data [19], [20]. The exist-
ing ensemble clustering methods typically adopt one or a
few preselected metrics, which are often selected implicitly
based on the expert’s knowledge or some prior assump-
tions. However, few, if not none, of them have considered
the potentially huge benefits and issues hidden in ran-
domized metric spaces. In one hand, it is very difficult to
select or learn an optimal metric for a given dataset with-
out human supervision or implicit assumptions. In another
hand, with different metrics capable of reflecting different
perspectives on data, the joint use of a large number of ran-
domized/diversified metrics may reveal huge opportunities
hidden in high-dimensionality. However, it is surprisingly
still an open problem in ensemble clustering how to produce
and aggregate a large number of diversified metrics to
enhance the consensus performance. Furthermore, starting
from the metric diversification problem, another crucial
challenge arises as to how to jointly exploit multiple levels
of diversity in the large number of metrics, subspaces, and
clusters, in a unified ensemble clustering framework.
To tackle the above-mentioned problem, we propose
a novel ensemble clustering approach termed multi-
diversified ensemble clustering (MDEC) by jointly reconcil-
ing large populations of diversified metrics, random sub-
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2spaces, and weighted clusters. Specifically, we exploit a
scaled exponential similarity kernel as the seed kernel,
which has advantages in parameter flexibility and neigh-
borhood adaptivity and is randomized to breed a large
set of diversified metrics. The set of diversified metrics are
coupled with random subspaces to form a large number of
metric-subspace pairs, which then contribute to the jointly
randomized ensemble generation process where the set of
diversified base clusterings are produced with the help
of the spectral clustering algorithm. With the clustering
ensemble generated, to exploit the cluster-wise diversity
in the multiple base clusterings, an entropy-based cluster
validity strategy is adopted to evaluate and weight each
base cluster by considering the distribution of clusters in
the entire ensemble, based on which a new multi-diversified
consensus function is therefore proposed (see Section 3 and
Fig. 1 for more details). In this paper, we conducted experi-
ments on 20 high-dimensional datasets, including 15 cancer
gene expression datasets and 5 image datasets. Extensive
experimental results have shown the superiority of our
approach against the state-of-the-art ensemble clustering
approaches for clustering high-dimensional data.
For clarity, the main contributions of this work are sum-
marized as follows:
1) This paper for the first time, to the best of our
knowledge, shows that the joint use of a large
population of randomly diversified metrics can sig-
nificantly benefit the ensemble clustering of high-
dimensional data in an unsupervised manner.
2) A new metric diversification strategy is proposed
by randomizing the scaled exponential similarity
kernel with both parameter flexibility and neighbor-
hood adaptivity considered, which is further cou-
pled with random subspace sampling for the jointly
randomized generation of base clusterings.
3) A new ensemble clustering approach termed MDEC
is presented, which has the ability of simultaneously
exploiting a large population of diversified metrics,
random subspaces, and weighted clusters in a uni-
fied framework.
4) Extensive experiments have been conducted on a
variety of high-dimensional datasets, which demon-
strate the significant advantages of our approach
over the state-of-the-art ensemble clustering ap-
proaches.
The remainder of the paper is organized as follows.
The related work is reviewed in Section 2. The proposed
ensemble clustering approach is described in Section 3. The
experimental results are reported in Section 4. Finally, the
paper is concluded in Section 5.
2 RELATED WORK
Due to its ability of combining multiple base clusterings into
a probably better and more robust consensus clustering,
the ensemble clustering technique has been receiving in-
creasing attention in recent years. Many ensemble clustering
algorithms have been developed from different technical
perspectives [1], [2], [3], [4], [5], [6], [8], [10], [11], [12], [13],
[14], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31],
[32], [33], which can be classified into three main categories,
namely, the pair-wise co-occurrence based methods, the
graph partitioning based methods, and the median partition
based methods.
The pair-wise co-occurrence based methods [21], [28],
[29] typically construct a co-association matrix by consid-
ering the frequency that two data samples occur in the
same cluster among the multiple base clusterings. The co-
association matrix is then used as the similarity matrix for
the data samples, upon which some clustering algorithms
can thereby be performed to obtain the final clustering re-
sult. Fred and Jain [21] first introduced the concept of the co-
association matrix and proposed the evidence accumulation
clustering (EAC) method, which applied a hierarchical ag-
glomerative clustering algorithm [34] on the co-association
matrix to build the consensus clustering. To extend the
EAC method, Wang et al. [28] took the cluster sizes into
consideration and proposed the probability accumulation
method. Yi et al. [29] dealt with the uncertain entries in the
co-association matrix by first labeling them as unobserved,
and then recovering the unobserved entries by the matrix
completion technique. Liu et al. [13] proved that the spectral
clustering of the co-association matrix is equivalent to a
weighted version of K-means, and proposed the spectral
ensemble clustering (SEC) method to effectively and effi-
ciently obtain the consensus result.
The graph partitioning based methods [8], [30], [31]
generally construct a graph model for the ensemble of
multiple base clusterings, and then partition the graph
into several disjoint subsets to obtain the final clustering
result. Strehl and Ghosh [30] solved the ensemble cluster-
ing problem by using three graph partitioning based algo-
rithms, namely, cluster-based similarity partitioning algo-
rithm (CSPA), hypergraph partitioning algorithm (HGPA),
and meta-clustering algorithm (MCLA). Fern and Brodley
[31] formulated a bipartite graph model by treating both
clusters and data samples as nodes, and partitioned the
graph by the METIS algorithm [35] to obtain the consensus
result. Huang et al. [8] dealt with the ensemble clustering
problem by sparse graph representation and random walk
trajectory analysis, and presented the probability trajectory
based graph partitioning (PTGP) method.
The median partition based methods [10], [32], [33]
typically formulate the ensemble clustering problem into
an optimization problem which aims to find the median
partition such that the similarity between the base partitions
(i.e., base clusterings) and the median partition is maxi-
mized. The median partition problem is NP-hard [32]. To
find an approximate solution, Topchy et al. [32] cast the me-
dian partition problem into a maximum likelihood problem
and solved it by the EM algorithm. Franek and Jiang [33]
reduced the ensemble clustering problem to an Euclidean
median problem and solved it by the Weiszfeld algorithm
[36]. Huang et al. [10] formulated the ensemble clustering
problem into a binary linear programming problem and
obtained an approximate solution based on the factor graph
model and the max-product belief propagation [37].
Although in recent years significant advances have
been made in the research of ensemble clustering [1], [2],
[3], [4], [5], [6], [8], [10], [11], [12], [13], [14], [21], [22],
[23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33],
3yet the existing methods are mostly devised for general-
purpose scenarios and lack the desirable ability to appropri-
ately address the clustering problem of high-dimensional
data. More recently, some efforts have been made to deal
with the curse of dimensionality, where subspace-based
(or feature-based) techniques are often exploited. Jing et
al. [7] adopted stratified feature sampling to generate a
set of subspaces, which are further incorporated into sev-
eral ensemble clustering algorithms to build the consensus
clustering for high-dimensional data. Yu et al. [9] pro-
posed a novel subspace-based ensemble clustering frame-
work termed AP2CE, which integrates random subspaces,
affinity propagation, normalized cut, and five candidate
distance metrics. Further, Yu et al. [16] proposed a semi-
supervised subspace-based ensemble clustering framework
by incorporating random subspaces, constraint propagation,
incremental ensemble selection, and normalized cut into
the framework. Fern and Brodley [18] exploited random
subspace projection to build a set of subspaces, which
in fact are obtained by (randomly) linear combination of
features (or feature sets). These methods [7], [9], [16], [18]
typically exploit the diversity in high-dimensionality by var-
ious subspace-based techniques, but few of them have fully
considered the potentially huge diversity in metric spaces.
The existing methods [7], [9], [16], [18] generally use one or
a few preselected similarity/disimilarity metrics, which are
selected implicitly based on the expert’s knowledge or some
prior assumptions. Although the method in [9] proposed to
randomly select a metric out of the five candidate metrics
at each time, yet it still failed to go beyond a few metrics to
explore the huge potential hidden in a large number of di-
versified metrics, which may play a crucial role in clustering
high-dimensional data. The key challenge here lies in how
to create such a large number of highly diversified metrics,
and further how to jointly exploit the diversity in the large
number of metrics, together with subspace-wise diversity
and cluster-wise diversity, to achieve a unified ensemble
clustering framework for high-dimensional data.
3 PROPOSED FRAMEWORK
This section describes the overall algorithm of the proposed
ensemble clustering approach. A brief overview is provided
in Section 3.1. The metric diversification process is presented
in Section 3.2. The jointly randomized ensemble generation
is introduced in Section 3.3. Finally the consensus function
is given in Section 3.4.
3.1 Brief Overview
In this paper, we propose a novel multi-diversified ensemble
clustering (MDEC) approach (see Fig. 1). First, we create a
large number of diversified metrics by randomizing a scaled
exponential similarity kernel, and combine the diversified
metrics with the random subspaces to form a large set of
random metric-subspace pairs. Second, with each random
metric-subspace pair, we construct a similarity matrix for
the data samples. The spectral clustering algorithm is then
performed on these similarity matrices derived from metric-
subspace pairs to obtain an ensemble of base clusterings.
Third, to exploit the cluster-wise diversity in the ensemble
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Fig. 1. Flow diagram of the proposed MDEC approach.
of multiple base clusterings, we adopt an entropy based
criterion to evaluate and weight the clusters by considering
the distribution of cluster labels in the entire ensemble. With
the weighted clusters, the locally weighted co-association
matrix is further constructed to serve as a summary of
the ensemble. Finally, the spectral clustering algorithm is
performed on the locally weighted co-association matrix to
obtain the consensus clustering result. It is noteworthy that
our approach simultaneously incorporates three levels of
diversity, i.e., metric-wise diversity, subspace-wise diversity,
and cluster-wise diversity, in a unified framework, which
have shown significant advantages in dealing with high-
dimensional data when compared to the state-of-the-art en-
semble clustering approaches. In the following sections, we
will further introduce each step of the proposed approach
in detail.
3.2 Diversification of Metrics
The choice of similarity/dissimilarity metrics plays a very
crucial role in the field of machine learning and pattern
recognition [38], [39], [40], [41], [42]. In particular, unlike the
supervised or semi-supervised learning, where the metric
learning techniques can be performed to learn the metrics
with the help of human supervision or prior assumptions
[38], [39], [40], [41], [42], in unsupervised learning it is
generally very difficult to choose a proper metric given a
task without prior knowledge.
Instead of relying on one or a few manually-selected
(or learned) metric, this paper proposes to jointly use a
large number of randomly diversified metrics in a unified
4ensemble clustering framework. Toward this end, we first
need to tackle two sub-problems here, i.e., how to create a
large number of diversified metrics, and how to collectively
exploit them in ensemble clustering.
To create the diversified metrics, we take advantage
of the kernel trick with randomization incorporated. The
kernel similarity metrics have been proved to be a pow-
erful tool for clustering complex data [38], [42], which,
however, suffer from the difficulties in selecting proper
kernel parameters. The kernel parameters can be learned by
some metric learning techniques [38], [42] with supervision
or semi-supervision. But without human supervision, it is
often extremely difficult to decide proper kernel parameters.
This is a critical disadvantage of kernel methods for con-
ventional (unsupervised) applications, which, nevertheless,
just becomes an important advantage in our situation where
what is highly desired is not the selection of a good kernel
similarity metric, but the flexibility to create a large number
of diversified ones.
Specifically, in this paper, we adopt the scaled exponen-
tial similarity (SES) kernel [43] as the seed kernel, which
will then be randomized to breed a large population of
diversified metrics. Given a set of N data samples X =
{x1, · · · , xN}, where xi ∈ RD is the i-th sample and D is
the number of features. The SES kernel function for samples
xi and xj is defined as:
ϕX (xi, xj) = exp
(
−d(xi, xj)
µεij
)
, (1)
where µ is a hyperparameter, εij is a scaling term, and
d(xi, xj) is the Euclidean distance between xi and xj . Let
Nk(xi) denote the set of the k nearest neighbors of xi. The
average distance between xi and its k nearest neighbors can
be computed as
ρk(xi) =
1
k
·
∑
xp∈Nk(xi)
d (xi, xp) . (2)
Then, as suggested in [43], to simultaneously take into
consideration the neighborhood of xi, the neighborhood of
xj , and their distance, the scaling term εij is defined as the
average of ρk(xi), ρk(xj), and d(xi, xj). That is
εij =
ρk(xi) + ρk(xj) + d(xi, xj)
3
. (3)
The SES kernel is a variant of the Gaussian kernel. It
has two free parameters, i.e., the hyperparameter µ and the
number of nearest neighbors k. The motivation to adopt the
SES kernel as the seed kernel in our approach is two-fold.
First, with the influence of the scaling term where the k-
nearest-neighbors’ information is incorporated, the SES ker-
nel has the adaptivity to the neighborhood structure among
data samples. Moreover, with each k value corresponding to
a specific neighborhood size, by randomizing the parameter
k, multi-scale neighborhood information can be explored to
enhance the diversity. Second, the two free parameters k and
µ in the SES kernel provide high flexibility for adjusting
the influence of the kernel and can contribute to the high
diversity of the generated metrics by randomly perturbing
the two parameters.
Specifically, we propose to randomly select the two
parameters µ ∈ [µmin, µmax] and k ∈ [kmin, kmax], respec-
tively, as follows:
µ = µmin + σ1(µmax − µmin), (4)
k = kmin + bσ2(kmax − kmin)c, (5)
where σ1 ∈ [0, 1] and σ2 ∈ [0, 1] are two uniform random
variables, and bc outputs the floor of a real number.
Note that our objective is not to find a good pair of
parameters µ and k, but to randomize them to yield a large
population of diversified metrics. The parameters µ and k
are suggested to be randomly selected in a wide range to
enhance the diversity. By performing the random selection
M times, a set of M pairs of µ and k are obtained, which
correspond to M randomized kernel similarity metrics for
the dataset X , denoted as
ϕXµ1,k1(·, ·), ϕXµ2,k2(·, ·), · · · , ϕXµM ,kM (·, ·), (6)
where µi and ki are the i-th pair of randomized parameters.
3.3 Ensemble Generation by Joint Randomization
In this section, with the set of M diversified metrics gener-
ated, we proceed to couple diversified metrics with random
subspaces for jointly randomized ensemble generation.
Let F = {f1, · · · , fD} be the set of features in the dataset
X , where fi denotes the i-th feature. A random subspace
is a set of a certain number of features that are randomly
sampled from the original feature set. The cluster structure
of high-dimensional data may be hidden in differen feature
subspaces as well as in different metric spaces. In this
paper, we propose to jointly exploit large populations of
diversified metrics and random subspaces. Specifically, we
perform random subspace sampling M times to obtain M
random subspaces, denoted as F1, · · · ,FM , which lead to
M component datasets, denoted as X1, · · · ,XM . Note that
each component dataset Xi has the same number of data
samples as the original dataset X , but its feature set Fi only
consists of d ≤ D attributes that are randomly sampled from
F with a sampling ratio τ ∈ (0, 1]. Obviously, if τ = 1,
then it means every subspace is in fact the original feature
space, i.e., no sub-sampling actually happens. Here, with
the random subspaces generated, we can couple each of
them with a randomly diversified metric (as describe in
Section 3.2), and thus obtain M random metric-subspace
pairs, denoted as
ϕX1µ1,k1(·, ·), ϕX2µ2,k2(·, ·), · · · , ϕXMµM ,kM (·, ·). (7)
In terms of the m-th metric-subspace pair ϕXmµm,km(·, ·),
the similarity between samples xi and xj is computed by
first mapping xi and xj onto the subspace associated with
the component dataset Xm and then computing their SES
kernel similarity with the randomly selected parameters µm
and km. Thus, we can obtain M similarity matrices in terms
of the M metric-subspace pairs as follows:
S = {S(1), S(2), · · · , S(M)}, (8)
where them-th similarity matrix (i.e., S(m)) is constructed in
terms of them-th metric-subspace pair ϕXmµm,km(·, ·), denoted
as
S(m) = {S(m)ij }N×N , (9)
5where
S
(m)
ij = ϕ
Xm
µm,km
(xi, xj). (10)
is the (i, j)-th entry in S(m). Obviously, according to the
definition of the SES kernel, it holds that S(m)ij ∈ (0, 1]
for any xi, xj ∈ X . If samples xi and xj have the same
feature values in the subspace associated with Xm, then
their similarity S(m)ij reaches its maximum 1.
Having constructed M similarity matrices with diver-
sified metric-subspace pairs, we then exploit the spectral
clustering algorithm [44] to construct the ensemble of base
clusterings. Spectral clustering is a widely used graph parti-
tioning algorithm, which is capable of capturing the global
structure in a graph [44].
Specifically, for the m-th similarity matrix S(m), we treat
each data sample as a graph node and build a similarity
graph as follows:
G(m) = (V,E(m)), (11)
where V = X is the node set, and E(m) is the edge set.
The edge weights are decided by the similarity matrix S(m),
i.e., for any xi, xj ∈ X , we have E(m)ij = S(m)ij . Let Km
denote the number of clusters in the m-base clustering.
The objective of spectral clustering is to partition the graph
G(m) into Km disjoint subsets. To this end, we construct the
normalized graph Laplacian Lm as follows:
Lm = I −D−1/2m S(m)D−1/2m , (12)
where the degree matrix Dm ∈ RN×N is a diagonal matrix
with its (i, i)-th entry defined as the sum of the i-th row
of S(m). The eigenvectors corresponding to the first Km
eigenvalues of Lm are computed and then stacked to form a
new matrix Um ∈ RN×Km , where the i-th column of Um is
the eigenvector corresponding to the i-th eigenvalue of Lm.
Thereafter, the matrix Tm ∈ RN×Km can be obtained from
Um by normalizing the rows to norm 1.
By treating each row of Tm as a data point in RKm ,
we can cluster the rows into Km clusters by K-means
and thereby obtain the m-th base clustering based on the
similarity matrix S(m). Formally, the m-th base clustering is
denoted as
pim = {Cm1 , Cm2 , · · · , CmKm}, (13)
where Cmi is the i-th cluster in pi
m. It is obvious that the Km
clusters in a base clustering cover the entire dataset, i.e.,⋃Km
i=1 C
m
i = X , and two clusters in the same base clustering
will not overlap with each other, i.e., ∀i 6= j, Cmi
⋂
Cmj = ∅.
Finally, based on the M diversified similarity matrices
in S , we can construct an ensemble of M base clusterings,
denoted as
Π = {pi1, pi2, · · · , piM}, (14)
where pim is the m-th base clustering in the ensemble Π.
3.4 Consensus Function
With the ensemble Π generated, the objective of the consen-
sus function is to combine the set of base clusterings into a
probably better and more robust final clustering.
As each base clustering consists of a certain number of
clusters, the entire ensemble can also be viewed as a large
set of clusters from different base clusterings. To exploit the
different reliability of different clusters and incorporate the
cluster-wise diversity in the consensus function, here we
adopt a local weighting strategy [11] to evaluate and weight
the base clusters by jointly considering the distribution
of cluster labels in the entire ensemble using an entropic
criterion. Formally, we denote the ensemble of clusters as
C = {C1, C2, · · · , CNc}, (15)
where Ci is the i-th cluster and Nc is the total number of
clusters in the ensemble Π. Note that Nc =
∑M
m=1Km.
Each cluster is a set of data samples. To estimate the
uncertainty of different clusters, the concept of entropy is
utilized here [11]. Given a cluster Ci ∈ C and a base
clustering pim ∈ Π, the uncertainty (or entropy) of Ci w.r.t.
pim can be computed as
Hpi
m
(Ci) = −
Km∑
j=1
p(Ci, C
m
j ) log2 p(Ci, C
m
j ), (16)
where
p(Ci, C
m
j ) =
|Ci
⋂
Cmj |
|Ci| , (17)
is the proportion of data samples in Ci that also appear in
Cmj . It is obvious that p(Ci, C
m
j ) ∈ [0, 1], which leads to
Hpi
m
(Ci) ∈ [0,+∞). If and only if all data samples in Ci
also occur in the same cluster in pim, the uncertainty of Ci
w.r.t. pim reaches its minimum 0.
With the uncertainty of a cluster Ci w.r.t. a base cluster-
ing pim given in Eq. (16) and the general assumption that
the set of base clusterings are independent of each other, we
can obtain the uncertainty (or entropy) of Ci w.r.t. the entire
ensemble Π as follows
HΠ(Ci) =
M∑
m=1
Hpi
m
(Ci). (18)
Intuitively, higher uncertainty indicates lower reliability
for a cluster, which implies that the ensemble of base clus-
terings tend to disagree with the cluster and accordingly a
smaller weight can be associated with it [11]. In particular,
we proceed to compute a reliability index from the above-
mentioned uncertainty measure, and exploit it as a cluster
weighting term in our consensus function. The experimental
analysis about the efficacy of the cluster weighting term will
also be provided in Section 4.6. Specifically, the ensemble-
driven cluster index (ECI) is computed as an indication
for the reliability of each cluster in the ensemble, which is
defined as follows:
ECI(Ci) = exp
(
−H
Π(Ci)
M
)
. (19)
Obviously, for any pim ∈ Π, it holds that Hpim(Ci) ∈
[0,+∞), then we have HΠ(Ci) ∈ [0,+∞) and thereby
ECI(Ci) ∈ (0, 1]. Note that a larger value of ECI is as-
sociated with a cluster of lower uncertainty (i.e., higher
reliability). If and only if the data samples in Ci appear in
the same cluster in all of the M base clusterings (i.e., all base
clusterings agree that the data samples in Ci should belong
6to the same cluster), the uncertainty of Ci w.r.t. Π reaches its
minimum 0 and the ECI of Ci reaches its maximum 1.
The ECI measure serves as a reliability index for different
clusters in the ensemble Π. By using ECI as a cluster-
weighting term, the locally weighted co-association matrix
can be obtained as follow:
A = {aij}N×N , (20)
with
aij =
1
M
·
M∑
m=1
wmi · δmij , (21)
wmi =ECI (Cls
m(xi)) , (22)
δmij =
{
1, if Clsm(xi) = Clsm(xj),
0, otherwise,
(23)
whereClsm(xi) denotes the cluster in pim that xi belongs to.
Note that wmi is the cluster weighting term which weights
each cluster according to its ECI value, while δmij is the pair-
wise co-occurrence term that indicates whether two samples
occur in the same cluster in a base clustering pim.
Then, with the data samples treated as graph nodes
and the locally weighted co-association matrix used as the
similarity matrix, the similarity graph for the consensus
function can be constructed as follows:
G = (V,E), (24)
where V = X is the node set, and E is the edge set
with the weight Eij = aij for any samples xi and xj .
Thereafter, graph G is partitioned into K disjoint subsets
by performing the spectral clustering algorithm [44]. By
treating each subset of graph nodes as a final cluster, the
consensus clustering result can thus be obtained.
For clarity, the overall algorithm of the proposed ensem-
ble clustering approach is summarized in Algorithm 1.
Algorithm 1 (Multi-Diversified Ensemble Clustering)
Input: X , τ , M , K.
1: Generate M random subspaces with sampling ratio τ :
F1, · · · ,FM .
2: Obtain the component datasets associated with the M ran-
dom subspaces: X1, · · · ,XM .
3: Randomize the SES kernel to yield diversified metrics, and
form the metric-subspace pairs: ϕX1µ1,k1(), · · · , ϕ
XM
µM ,kM
().
4: Construct the similarity matrices based on the metric-
subspace pairs: S = {S(1), · · · , S(M)}.
5: Perform spectral clustering on each similarity matrix in S,
and build an ensemble of M base clusterings:
Π = {pi1, · · · , piM}
6: Compute the uncertainty of each cluster in Π, and obtain
their ECI measures.
7: Construct locally weighted co-association matrix A.
8: Perform spectral clustering on A, and obtain the final con-
sensus clustering with K clusters
Output: The consensus clustering pi∗.
4 EXPERIMENTS
In this section, we conduct experiments on a variety of real-
world high-dimensional datasets to compare the proposed
MDEC approach against several state-of-the-art ensemble
clustering approaches.
TABLE 1
Description of the fifteen cancer gene expression datasets.
Dataset Abbr. #Sample Dimension #Class
Bhattacharjee-2001 GD-1 203 1,543 5
Chowdary-2006 GD-2 104 182 2
Dyrskjot-2003 GD-3 40 1,203 3
Golub-1999-v1 GD-4 72 1,877 2
Golub-1999-v2 GD-5 72 1,877 3
Gordon-2002 GD-6 181 1,626 2
Nutt-2003-v1 GD-7 50 1,377 4
Pomeroy-2002-v2 GD-8 42 1,379 5
Su-2001 GD-9 174 1,571 10
Tomlins-2006-v2 GD-10 92 1,288 4
Alizadeh-2000-v2 GD-11 62 2,093 3
Armstrong-2002-v2 GD-12 72 2,194 3
Lapointe-2004-v1 GD-13 69 1,625 3
Lapointe-2004-v2 GD-14 110 2,496 4
Ramaswamy-2001 GD-15 190 1,363 14
TABLE 2
Description of the five image datasets.
Dataset Abbr. #Sample Dimension #Class
UMist ID-1 575 10,304 20
Multiple Features ID-2 2,000 649 10
Flowers-17 ID-3 1,360 30,000 17
COIL-20 ID-4 1,440 1,024 20
Binary Alphadigits ID-5 1,404 320 36
4.1 Datasets and Experimental Setting
We use twenty high-dimensional datasets in the experi-
ments, including fifteen cancer gene expression datasets
and five image datasets (see Tables 1 and 2). The fifteen
cancer gene expression datasets are from [45], while the five
image datasets (i.e., UMist, Multiple Features, Flowers-17,
COIL-20, and Binary Alphadigits) are from [46], [47], [48],
[49], and [50], respectively. For clarity, in the following, the
fifteen cancer gene expression datasets will be respectively
abbreviated as GD-1 to GD-15, while the five image datasets
will be respectively abbreviated as ID-1 to ID-5 (as shown in
Tables 1 and 2).
To produce a large set of diversified metrics, the two
kernel parameters in the SES kernel are suggested to be ran-
domized in a wide range. Specifically, in the experiments,
the two kernel parameters µ and k are randomly selected
in the ranges of [0.2, 0.8] and [
√
N, 5
√
N ], respectively. To
generate the ensemble of base clusterings, the ensemble size
M = 100 and the sampling ratio τ = 0.5 are used. The num-
ber of clusters in each base clustering is randomly selected
in the range of [2,
√
N ]. In Sections 4.5 and Section 4.6, we
will further evaluate the ensemble clustering performance of
our approach with different ensemble sizes M and different
sampling ratios τ .
4.2 Evaluation Measures
To evaluate the quality of the clustering result, two widely
used evaluation measures are adopted, namely, normalized
mutual information (NMI) [30] and adjusted Rand index
(ARI) [51]. Note that greater values of NMI and ARI indicate
better clusterings.
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Fig. 2. Average performances (over 100 runs) of the proposed approach against the base clusterings for the 20 benchmark datasets.
The NMI serves as a sound indication of the shared in-
formation between two clusterings. Given the test clustering
pi′ and the ground-truth clustering piG, the NMI between pi′
and piG is defined as follows [30]:
NMI(pi′, piG) =
∑n′
i=1
∑nG
j=1 nij log
nijn
n′in
G
j√∑n′
i=1 n
′
i log
n′i
n
∑nG
j=1 n
G
j log
nGj
n
, (25)
where n′ and nG denote the number of clusters in pi′ and
piG, respectively, n′i denotes the number of samples in the
i-th cluster of pi′, nGj denotes the number of samples in the
j-th cluster of piG, and nij denotes the number of common
samples between cluster i in pi′ and cluster j in piG.
The ARI is computed by considering the number of
pairs of samples on which two clusterings agree or disagree.
Given two clusterings pi′ and piG, the ARI between them is
defined as follows [51]:
ARI(pi′, piG) =
2(N00N11 −N01N10)
(N00 +N01)(N01 +N11) + (N00 +N10)(N10 +N11)
,
(26)
where N11 is the number of sample pairs that occur in the
same cluster in both pi′ and piG,N00 is the number of sample
pairs that occur in different clusters in both pi′ and piG, N10
is the number of sample pairs that occur in the same cluster
in pi′ but in different clusters in piG, and N01 is the number
of sample pairs that occur in different clusters in pi′ but in
the same cluster in piG.
4.3 Comparison Against Base Clusterings
In ensemble clustering, it is generally expected that in
the ensemble generation phase the base clusterings can be
produced with high diversity, while in the consensus phase
8TABLE 3
Average performances (w.r.t. NMI) over 100 runs by different ensemble clustering methods (The best score in each row is highlighted in bold).
Dataset SSCSPA SSHGPA SSMCLA KCC PTA PTGP LWEA LWGP SEC ECC MDEC
GD-1 0.206±0.021 0.191±0.022 0.267±0.029 0.269±0.069 0.389±0.031 0.399±0.016 0.388±0.018 0.421±0.048 0.276±0.030 0.359±0.012 0.496±0.018
GD-2 0.603±0.045 0.736±0.049 0.480±0.174 0.601±0.033 0.249±0.235 0.081±0.000 0.081±0.000 0.081±0.000 0.503±0.114 0.612±0.013 0.843±0.024
GD-3 0.490±0.049 0.437±0.051 0.560±0.101 0.456±0.055 0.403±0.095 0.484±0.065 0.475±0.065 0.426±0.030 0.469±0.052 0.528±0.041 0.638±0.063
GD-4 0.424±0.058 0.469±0.066 0.625±0.093 0.556±0.037 0.245±0.224 0.571±0.067 0.515±0.035 0.564±0.027 0.494±0.061 0.535±0.021 0.737±0.040
GD-5 0.483±0.036 0.517±0.070 0.423±0.152 0.537±0.084 0.520±0.129 0.673±0.053 0.613±0.045 0.660±0.039 0.593±0.067 0.675±0.042 0.739±0.040
GD-6 0.182±0.018 0.179±0.014 0.176±0.009 0.127±0.016 0.375±0.201 0.117±0.007 0.094±0.004 0.125±0.014 0.293±0.137 0.117±0.003 0.451±0.053
GD-7 0.406±0.035 0.372±0.060 0.367±0.039 0.463±0.035 0.469±0.038 0.484±0.010 0.449±0.000 0.448±0.006 0.465±0.027 0.432±0.016 0.489±0.040
GD-8 0.503±0.042 0.563±0.053 0.408±0.121 0.576±0.053 0.587±0.020 0.587±0.027 0.599±0.028 0.555±0.028 0.529±0.080 0.566±0.031 0.693±0.031
GD-9 0.520±0.014 0.527±0.035 0.447±0.101 0.572±0.028 0.580±0.030 0.570±0.032 0.546±0.026 0.531±0.023 0.569±0.045 0.569±0.028 0.677±0.010
GD-10 0.238±0.018 0.258±0.029 0.253±0.023 0.223±0.025 0.246±0.031 0.257±0.024 0.253±0.032 0.276±0.023 0.256±0.023 0.255±0.022 0.323±0.032
GD-11 0.571±0.010 0.489±0.034 0.567±0.023 0.654±0.181 0.973±0.100 0.976±0.079 0.625±0.083 0.719±0.039 0.595±0.135 0.703±0.205 0.913±0.000
GD-12 0.668±0.022 0.491±0.068 0.667±0.031 0.503±0.054 0.607±0.115 0.750±0.050 0.654±0.063 0.580±0.097 0.418±0.071 0.721±0.053 0.742±0.022
GD-13 0.135±0.022 0.113±0.028 0.150±0.072 0.092±0.046 0.084±0.060 0.160±0.064 0.186±0.027 0.208±0.013 0.061±0.022 0.121±0.061 0.247±0.010
GD-14 0.128±0.057 0.084±0.048 0.123±0.043 0.146±0.057 0.105±0.062 0.076±0.050 0.143±0.026 0.134±0.018 0.127±0.068 0.075±0.033 0.209±0.023
GD-15 0.504±0.016 0.542±0.017 0.187±0.049 0.451±0.028 0.425±0.023 0.384±0.022 0.292±0.014 0.292±0.009 0.380±0.054 0.436±0.048 0.639±0.019
ID-1 0.579±0.012 0.655±0.025 0.587±0.036 0.609±0.017 0.630±0.009 0.627±0.011 0.637±0.009 0.625±0.015 0.605±0.014 0.614±0.012 0.697±0.011
ID-2 0.813±0.031 0.699±0.031 0.863±0.021 0.731±0.040 0.812±0.026 0.835±0.021 0.846±0.018 0.870±0.016 0.641±0.061 0.752±0.016 0.895±0.010
ID-3 0.218±0.008 0.187±0.012 0.237±0.006 0.242±0.005 0.251±0.005 0.250±0.004 0.227±0.007 0.216±0.008 0.242±0.005 0.242±0.004 0.261±0.005
ID-4 0.784±0.012 0.768±0.022 0.754±0.050 0.723±0.020 0.664±0.024 0.670±0.027 0.756±0.013 0.802±0.011 0.721±0.030 0.743±0.014 0.828±0.012
ID-5 0.553±0.010 0.470±0.014 0.544±0.014 0.542±0.007 0.559±0.005 0.551±0.006 0.521±0.010 0.517±0.009 0.564±0.006 0.548±0.006 0.584±0.007
Average
score 0.450 0.437 0.434 0.454 0.459 0.475 0.445 0.453 0.440 0.480 0.605
Average
rank 7.05 7.60 7.40 6.55 6.05 4.85 6.20 6.10 7.00 6.05 1.15
TABLE 4
Average performances (w.r.t. ARI) over 100 runs by different ensemble clustering methods (The best score in each row is highlighted in bold).
Dataset SSCSPA SSHGPA SSMCLA KCC PTA PTGP LWEA LWGP SEC ECC MDEC
GD-1 0.083±0.017 0.070±0.017 0.123±0.033 0.137±0.074 0.228±0.045 0.240±0.016 0.223±0.026 0.308±0.104 0.123±0.033 0.221±0.013 0.441±0.028
GD-2 0.652±0.031 0.810±0.034 0.525±0.201 0.694±0.040 0.253±0.296 0.066±0.000 0.066±0.000 0.066±0.000 0.587±0.134 0.711±0.014 0.912±0.017
GD-3 0.432±0.041 0.353±0.085 0.610±0.108 0.501±0.068 0.314±0.152 0.528±0.060 0.524±0.054 0.479±0.026 0.495±0.073 0.557±0.027 0.645±0.086
GD-4 0.447±0.043 0.452±0.106 0.738±0.082 0.640±0.043 0.199±0.324 0.655±0.067 0.596±0.035 0.650±0.029 0.574±0.059 0.617±0.025 0.836±0.032
GD-5 0.461±0.033 0.496±0.101 0.398±0.186 0.519±0.145 0.460±0.188 0.683±0.065 0.632±0.062 0.651±0.037 0.600±0.091 0.726±0.056 0.790±0.043
GD-6 0.106±0.007 0.081±0.043 0.067±0.021 0.055±0.028 0.493±0.285 0.064±0.012 0.101±0.006 0.055±0.016 0.401±0.230 0.064±0.005 0.601±0.078
GD-7 0.245±0.026 0.232±0.051 0.205±0.055 0.342±0.042 0.333±0.059 0.364±0.018 0.356±0.000 0.356±0.006 0.350±0.035 0.262±0.026 0.395±0.040
GD-8 0.361±0.062 0.450±0.076 0.246±0.133 0.474±0.067 0.466±0.037 0.473±0.046 0.495±0.036 0.456±0.039 0.422±0.106 0.462±0.047 0.627±0.036
GD-9 0.362±0.019 0.354±0.042 0.283±0.119 0.426±0.037 0.402±0.054 0.414±0.044 0.385±0.031 0.386±0.028 0.420±0.059 0.401±0.041 0.529±0.015
GD-10 0.173±0.020 0.204±0.028 0.170±0.038 0.145±0.020 0.141±0.031 0.137±0.021 0.153±0.030 0.172±0.025 0.162±0.025 0.177±0.024 0.208±0.021
GD-11 0.430±0.007 0.393±0.025 0.434±0.020 0.554±0.235 0.964±0.145 0.977±0.094 0.578±0.190 0.769±0.090 0.480±0.173 0.619±0.269 0.947±0.000
GD-12 0.685±0.025 0.487±0.070 0.651±0.038 0.460±0.067 0.583±0.146 0.768±0.067 0.632±0.089 0.565±0.106 0.348±0.087 0.725±0.073 0.769±0.028
GD-13 0.116±0.024 0.073±0.026 0.144±0.071 0.068±0.046 0.045±0.070 0.134±0.065 0.159±0.024 0.180±0.013 0.061±0.026 0.111±0.053 0.218±0.006
GD-14 0.110±0.061 0.036±0.043 0.102±0.050 0.137±0.061 0.076±0.056 0.048±0.047 0.109±0.030 0.089±0.017 0.114±0.076 0.055±0.041 0.174±0.017
GD-15 0.290±0.017 0.360±0.019 0.074±0.037 0.177±0.047 0.127±0.019 0.062±0.015 0.032±0.006 0.031±0.004 0.105±0.045 0.169±0.072 0.490±0.034
ID-1 0.280±0.013 0.358±0.038 0.276±0.041 0.308±0.021 0.315±0.012 0.312±0.011 0.341±0.009 0.335±0.017 0.299±0.019 0.312±0.015 0.392±0.018
ID-2 0.789±0.046 0.616±0.044 0.848±0.034 0.627±0.070 0.757±0.047 0.796±0.044 0.818±0.033 0.857±0.029 0.485±0.086 0.652±0.025 0.890±0.021
ID-3 0.080±0.004 0.069±0.008 0.090±0.005 0.094±0.003 0.093±0.003 0.093±0.002 0.098±0.006 0.097±0.005 0.092±0.004 0.097±0.004 0.095±0.003
ID-4 0.642±0.018 0.591±0.039 0.565±0.090 0.525±0.036 0.371±0.044 0.378±0.048 0.558±0.021 0.643±0.020 0.519±0.054 0.544±0.023 0.693±0.020
ID-5 0.251±0.012 0.156±0.012 0.248±0.019 0.250±0.012 0.277±0.005 0.270±0.005 0.259±0.009 0.249±0.009 0.272±0.008 0.255±0.010 0.289±0.009
Average
score 0.350 0.332 0.340 0.357 0.345 0.373 0.356 0.370 0.345 0.387 0.547
Average
rank 7.10 7.75 7.30 6.45 6.90 5.50 5.35 5.70 7.10 5.60 1.25
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Fig. 3. The average performances (w.r.t. NMI) over 20 runs by different methods with varying ensemble size M .
the consensus clustering can be constructed with improved
stability and quality by fusing the base clusterings.
In this section, we evaluate the performances of the
generated base clusterings and the final consensus clus-
terings of the proposed MDEC approach. As illustrated in
Fig. 2, in one aspect, the ensemble of base clusterings show
high diversity (typically, with high standard deviations w.r.t.
both NMI and ARI) for the benchmark datasets. In another
aspect, the consensus clustering results consistently outper-
form the base clusterings in terms of both overall stability
and quality (see Fig. 2). Especially, for the GD-2, GD-4, and
GD-6 datasets, the average NMI and ARI scores (over 100
runs) of the consensus clusterings of our approach are even
over twice as high as that of the base clusterings.
4.4 Comparison Against Other Ensemble Clustering
Methods
In this section, we compare the proposed MDEC approach
with ten state-of-the-art ensemble clustering approaches,
namely, stratified sampling based cluster-based similar-
ity partitioning algorithm (SSCSPA) [7], stratified sam-
pling based hypergraph partitioning algorithm (SSHGPA)
[7], stratified sampling based meta-clustering algorithm
(SSMCLA) [7], K-means based consensus clustering (KCC)
[6], probability trajectory accumulation (PTA) [8], proba-
bility trajectory based graph partitioning (PTGP) [8], lo-
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Fig. 4. The average performances (w.r.t. ARI) over 20 runs by different methods with varying ensemble size M .
cally weighted evidence accumulation (LWEA) [11], locally
weighted graph partitioning (LWGP) [11], spectral ensemble
clustering (SEC) [13], and entropy based consensus cluster-
ing (ECC) [14]. To compare the performances of different
ensemble clustering approaches, we use the number of
classes as the cluster number for each test approach, which
is a commonly adopted experimental protocol in ensemble
clustering [13], [14]. For each benchmark dataset, we run
every test approach 100 times and report their average
performances and standard deviations in Tables 3 and 4.
As shown in Table 3, in terms of NMI, the proposed
MDEC approach exhibits the best performance in eighteen
out of the totally twenty datasets. Although the PTGP
approach outperforms our approach in the GD-11 and GD-
12 datasets, yet in all of the other eighteen datasets our
approach shows significant advantages in the consensus
performance (w.r.t. NMI) over the baseline approaches. Sim-
ilarly, as shown in Table 4, in terms of ARI, the proposed
approach also achieves the best performance in eighteen out
of the totally twenty benchmark datasets, and shows a clear
advantage over the baseline approaches.
To provide a summary view across the twenty bench-
mark datasets, we further show the average score and average
rank of different approaches in the last two rows in Tables 3
and 4, respectively. Note that the average score (across
twenty datasets) is computed by taking the average on the
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Fig. 5. Average performances (over 20 runs, across 20 datasets) of
different ensemble clustering methods with varying ensemble size M .
NMI (or ARI) scores, while the average rank is obtained
by taking the average on the ranking positions, for each
approach across all the datasets.
As can be seen in Table 3, the proposed approach
achieves an average NMI score of 0.605 across twenty
datasets, which is significantly higher than the second best
approach (i.e., ECC) whose average NMI score is 0.480.
In terms of the ranking positions in Table 3, the proposed
approach obtains an average rank of 1.15, while the second
best approach (i.e., PTGP) only obtains an average rank of
4.85. Similar advantages can also be seen in Table 4. The
average ARI score and the average rank of the proposed ap-
proach are 0.547 and 1.25, respectively, which significantly
outperform the ten baseline ensemble clustering approaches
(see Table 4).
4.5 Robustness to Ensemble Sizes
In this section, we evaluate the performances of different en-
semble clustering approaches with varying ensemble sizes.
Specifically, we perform the proposed MDEC approach as
well as the baseline approaches on the benchmark datasets
with the ensemble size varying from 50 to 300, and report
their average performances over 20 runs in Figures 3 and 4.
As can be seen in Fig. 3, in terms of NMI, the proposed
approach yields stably high performance across the twenty
benchmark datasets with varying ensemble sizes. Although
the PTGP and PTA approaches outperform our approach
in the GD-11 dataset, yet in most of the other datasets our
approach achieves the best or nearly the best performance
when compared to the baseline approaches. Especially, on
the GD-1, GD-2, GD-3, GD-4, GD-6, GD-8, GD-9, GD-10,
GD-13, GD-14, GD-15, ID-1, ID-2, ID-3, ID-4, and ID-5
datasets, our approach shows a significant advantage over
the baseline approaches with varying ensemble sizes M .
Similarly, in terms of ARI, our approach also exhibits the
best or nearly best performance on most of the benchmark
datasets with varying ensemble sizes (as shown in Fig. 4).
To provide a summary view, Fig. 5 further illustrates
the average NMI and ARI scores (across twenty datasets)
by different approaches with varying ensemble sizes M . In
fact, Fig. 5(a) is obtained by taking the average of the twenty
sub-figures in Fig. 3, ranging from Fig. 3(a) to Fig. 3(t), while
Fig. 5(b) is obtained by taking the average of the twenty sub-
figures in Fig. 4, ranging from Fig. 4(a) to Fig. 4(t). As can
be seen in Fig. 5, the proposed MDEC approach achieves
NMI ARI
0.1
0.2
0.3
0.4
0.5
0.6
Diversified metrics
Cosine
Correlation
Spearman
Fig. 6. Average performance (across 20 datasets) of our approach using
diversified metrics against using other similarity metrics.
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Fig. 7. Average performance (across 20 datasets) of our approach with
varying sampling ratio τ .
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I
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Fig. 8. Average performance (across 20 datasets) of our approach with
and without weighted clusters (with varying ensemble size).
significantly better performance (w.r.t. both NMI and ARI)
than the baseline ensemble clustering approaches across the
twenty benchmark datasets. Even when compared to the
second and the third best approaches (i.e., ECC and PTGP,
respectively), a clear advantage of the proposed MDEC
approach can still be observed (see Fig. 5).
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TABLE 5
The execution times (in seconds) of different ensemble clustering methods (with both ensemble generation and consensus function included).
Dataset SSCSPA SSHGPA SSMCLA KCC PTA PTGP LWEA LWGP SEC ECC MDEC
GD-1 1.11 1.80 1.57 0.86 0.86 1.32 1.18 1.63 0.75 1.01 1.02
GD-2 0.73 0.92 0.96 0.22 0.28 0.49 0.54 0.74 0.18 0.25 0.54
GD-3 0.76 0.97 0.99 0.21 0.25 0.34 0.48 0.57 0.19 0.25 0.46
GD-4 0.86 1.08 1.11 0.35 0.41 0.57 0.66 0.82 0.32 0.37 0.57
GD-5 0.85 1.19 1.11 0.35 0.38 0.54 0.62 0.76 0.31 0.40 0.58
GD-6 1.07 1.34 1.48 0.72 0.78 1.17 1.10 1.46 0.65 0.80 0.94
GD-7 0.79 1.05 1.04 0.25 0.28 0.41 0.51 0.63 0.21 0.29 0.48
GD-8 0.79 1.00 0.97 0.25 0.27 0.38 0.48 0.57 0.21 0.29 0.44
GD-9 1.08 1.81 1.47 0.70 0.64 0.98 0.93 1.25 0.55 0.88 0.87
GD-10 0.87 1.26 1.09 0.35 0.37 0.57 0.62 0.79 0.28 0.40 0.57
GD-11 0.86 1.20 1.07 0.29 0.32 0.46 0.55 0.66 0.26 0.33 0.51
GD-12 0.92 1.25 1.17 0.37 0.41 0.57 0.65 0.80 0.33 0.41 0.60
GD-13 0.87 1.18 1.08 0.29 0.32 0.47 0.54 0.68 0.24 0.32 0.53
GD-14 1.04 1.39 1.33 0.54 0.57 0.81 0.82 1.04 0.48 0.62 0.76
GD-15 1.02 1.68 1.30 0.85 0.75 2.05 1.21 2.50 0.65 1.12 0.86
ID-1 8.71 10.21 9.06 18.27 17.90 19.28 18.29 19.64 17.77 19.29 8.66
ID-2 8.24 8.31 6.53 9.73 9.66 17.01 8.49 15.68 6.97 13.06 32.70
ID-3 73.97 77.29 73.78 206.94 206.78 211.39 206.00 210.43 205.08 209.67 62.80
ID-4 5.92 6.82 5.20 7.50 6.10 10.32 6.76 11.40 5.70 9.66 17.92
ID-5 5.04 82.01 5.62 5.07 4.46 9.17 3.65 8.07 2.89 8.26 17.96
4.6 Influence of Metrics, Subspaces, and Clusters
This paper proposes to jointly exploit large populations
of diversified metrics, random subspaces, and weighted
clusters in a unified ensemble clustering framework. In
this section, we evaluate the influence of the three factors
(i.e., diversified metrics, random subspaces, and weighted
clusters) in our approach.
First, we compare the diversified metrics with several
widely used similarity metrics, i.e., cosine similarity, cor-
relation coefficient, and Spearman correlation coefficient.
Besides the proposed MDEC approach, we generate three
sub-approaches by replacing the diversified metrics by one
of the three conventional similarity metrics. As can been
seen in Fig. 6, in terms of NMI, the proposed approach
with diversified metrics obtains an average score 0.605,
whereas the three sub-approaches (with the three conven-
tional similarity metrics) obtain average scores of 0.509,
0.447, and 0.463, respectively. In terms of ARI, the proposed
approach with diversified metrics obtains an average score
of 0.547, which also significantly outperforms the three sub-
approaches whose average ARI scores are 0.436, 0.366, and
0.378, respectively. As shown in Fig. 6, the use of diversified
metrics in the proposed approach is able to significantly
improve the consensus clustering performance.
Second, we evaluate the performance of MDEC with
different subspace sampling ratio τ , which varies from 0.1 to
1 (see Fig. 7). As illustrated in Fig. 7, moderate values of τ
generally lead to better consensus clustering performance.
When the sampling ratio τ goes from 0.8 to 1, the per-
formance declines, which suggests that the use of random
subspaces exhibits a positive influence when compared to
using the full feature sets (by setting τ = 1). At the other
extreme, when setting τ to very small values, e.g., in the
range of [0.1, 0.3], the performance also declines, due to the
fact that the subspaces generated by a very small sampling
ratio may not well represent the underlying distribution of
the dataset. Empirically, it is suggested that the sampling
ratio τ be set in the range of [0.4, 0.8], which strikes a balance
between diversity and quality.
Third, we evaluate the performance of our approach
with and without the weighted clusters. Note that the
performance of our approach without weighted clusters is
obtained by setting all cluster weights equal to one. As
shown in Fig. 8, in terms of both NMI and ARI, the proposed
approach with weighted clusters exhibits consistently bet-
ter average performance (across twenty datasets) than that
without weighted clusters.
As shown in Figures 6 to 8, we have two main ob-
servations: 1) the performance of our approach benefits
from the use of diversified metrics, random subspaces, and
weighted clusters; 2) out of the three beneficial factors,
the diversified metrics play the most important role in the
consensus clustering performance, with consideration to the
approximately 20% of improvement (w.r.t. both NMI and
ARI) that they lead to.
4.7 Execution Time
In this section, we evaluate the efficiency of different en-
semble clustering approaches and report their execution
times on the benchmark datasets in Table 5. In general,
larger dimensions and larger sample sizes lead to greater
computational costs for the ensemble clustering approaches.
As can be seen in Table 5, the proposed MDEC approach
consumes less than 1 second of time on fourteen out of
the totally fifteen cancer gene expression datasets. On the
five image datasets, the time efficiency of the proposed
MDEC approach is also comparable to the other ensemble
clustering approaches.
In summary, as can be seen in Tables 3 to 5 and Figures 3
to 5, the proposed MDEC approach has shown significant
advantages in clustering accuracy while exhibiting competi-
tive time efficiency when compared against the state-of-the-
art ensemble clustering approaches.
All of the experiments are conducted in MATLAB
R2016a 64-bit on a workstation (Windows 10 Enterprise 64-
bit, 12 Intel 2.40 GHz processors, 128 GB of RAM).
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5 CONCLUSION
In this paper, we propose a new ensemble clustering ap-
proach termed MDEC, which is capable of jointly exploiting
large populations of diversified metrics, random subspaces,
and weighted clusters in a unified ensemble clustering
framework. Specifically, a large number of diversified met-
rics are generated by randomizing a scaled exponential
similarity kernel. The diversified metrics are then coupled
with the random subspaces to form a large set of metric-
subspace pairs. Upon the similarity matrices derived from
the metric-subspace pairs, the spectral clustering algorithm
is performed to construct an ensemble of diversified base
clusterings. With the base clusterings generated, an entropy-
based cluster validity strategy is utilized to evaluate and
weight the clusters with consideration to the distribution
of the cluster labels in the entire ensemble. Based on the
weighted clusters, the locally weighted co-association ma-
trix is built and then partitioned to obtain the consensus
clustering. We have conducted extensive experiments on 20
high-dimensional datasets (including 15 cancer gene expres-
sion datasets and 5 image datasets), which demonstrate the
clear advantages of our approach over the state-of-the-art
ensemble clustering approaches.
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