i. INTRODUCTION
In the planning of long-term hydroelectric power production, a kind of stochastic optimization where some particular assumptions on the boundary conditions are implicitely present, are widely used in Norway ("The water value method", based on the incremental cost principle).
Usually the calculation is also based on the assumption of no timecorrelation in the stochastic part of the run-off, i.e. the white noise assumption.
To get an idea of the effect of such a simplification, it is of great interest to investigate the importance of coloured noise in the run-off, i.e. the effect of dynamical states in the system which governs the run-off to the primary controlled hydroelectric water reservoirs to be controlled.
The first stage in such a project is the hydrological model-building.
Such a model may have several purposes, as:
a. An aid in the simulation and better understanding of the dynamics of hydrological systems.
The main part of this work was done while the authors were with the Division of Automatic Control at The Norwegian Institute of Technology.
b. River flow prediction.
c. Simulations for sub-optimal hydroelectric power systems planning and production.
d.
In the computation of stochastic optimal control laws of power production.
In the case a it is obviously preferable to have a model which is physically based, while this is not necessary for instance in the case d.
In the latter case, a simple abstract model which posesses the main dynamics is appropriate, partly because of unavoidable uncertainty in the long range all the same, and partly because of the difficulties encountered when applying too complex models in optimization. It is difficult to make a reasonably simple and general model of such a distributed-parameter system like a hydrological basin.
A widely used approach in flow systems, for instance in chemical engineering, is to apply physical lumping of the system. Hence, we subdivide the basin into partial basins where the water storage parts of the model are considered as stirred tanks. In this way, the subbasins can more easily be adapted to general, physically based, mathematical models. It is assumed that the lumping is done such that an acceptable accuracy in the description is obtained for the application in question.
A typical partial basin is shown in figure 2 This forms the basis of the physical lumping in the model-building.
The idea is of course not new in hydrological model building; physical approximation and representation of underground reservoirs by tank have been used with success E2~. models
The crust of frozen earth and the snow during the winter season complicate a Nordic model, since the temperature and its history (the temperature is in fact a state variable in a possibly enlarged model of nature in this respect) is of importance for the discharge from the basin.
Another problem is how the infiltration progresses, because infiltration is not measured systematically by the hydrologists.
Considering the time aspect, we are interested in a model encompassing the most important long-term properties, since its potential use is for economical dispatch of hydroelectric power at long sight.
However, it ought to have a certain degree of accuracy with respect to estimated run-off, such that prediction errors important to the economical dispatch are reasonably well minimized. Expressions like this, and'Hegree of accuracy" will be given special attention elsewhere [5~.
It is seen that the nature may be considered to function like a multilevel system. The complete structure is illustrated in figure 3 . In this paper the ist level will be represented by a dynamical water balance system, which is assumed to be nonlinear and lumped.
Its simplified mathematical representation in continuous form is the
and
Here v3 is the mean evaporation during the spring and the summer, v2
is precipitation, ~(in) is the inflow vector and p1(k), P2 are parameter vectors steered from the higher levels of the model. ~i is piecewise constant in time, and is changed discretely in time with fixed intervals. ~ is the unknown parameter vector (to be determined), and finally, ~ is the state vector, comprising the volumes of water in the tanks of the model. ~(out) is the outflow vector, being a direct function of the parameters, inflow and states, and [ is the measurement vector.
The second level consists of a system governing state-dependent parameters P2,
On the third level, the "seasons" are used as "states", and these are governed by the temperature (vl) history, the latter being an input to the model. On this level, certain temperature-dependent parameters ~i are directly given by the season vector ~0,
whereas the transitions of [0 are given by a Huffman table, which formally may be written as
The components of £i and ~2 are of "on-off" type (zero and one).
A diagram illustrating the possible transitions of "seasons" is glven in figure 4 . The Huffman On the third level (Level 3A), possible transition of the "season" is done every TMEAN days. We found that the representation of eq. (6) by a Huffman table was more convenient for the problem at hand than a cumbersome formulation with discrete-time equations containing logical expressions. The motivation for this level of the model, is the inertia in the temperature-dependent "parameters" Rapid temperature variations affect the hydrological system very little:
The specific heat, melting and evaporation heat of water are large, and snow is a good insulator, too. This also means that the value and the duration of a positive temperature gradient must be larger to get the system switch from "winter" to "spring", than those required for a switch from "autumn" to winter". In addition, it is to be noted that we have assumed that all the parameters on the 3rd level can be fairly well rated, and that the unknown "reference value" HI (which is that part of the groundwater reservoir assumed not to influence the discharge from it, see figure 5) can be rated a priori.
The conclusion is that the model has to be simplified in order to get a model of a complexity which matches the amount of information got in this basin.
It may also be observed that model IA is simpler than the now well-
For this version, the levels 2B and 3B are the same as 2A and 3A
respectively.
The ist level, level IB, is shown in figure 6 , and is a simplified version of level IA. The parameters and states of this model can however to a less extent than for model A be given a physical interpretation, apart from the fact that x still contains the "available"
water resource in the basin. In particular, it is to be noted that the infiltration is not described by a differential equation in model B. G5 (= 1 -G6) encomprises in one constant the specific hydraulic conductivity, surface roughness and hydraulic inclination. Assume new that xl can be estimated from measurements of v2, or by a measurement y4 using snow pillows. Assume also that as many of the parameters as possible are rated a priori with good accuracy, this includes all parameters on level 2-3. It then turns out that the following states and parameters must be estimated:
x2, x3, K4 (or K5), G3 (= 1 -G4), G5 (= 1 -G6) and GS. Under the same conditions as put on model B, this model is observable.
2.6. Ada~tion of the parameters.
In order to get some feeling of the problems encountered in this first investigation, a simple batch estimation of the parameters and states was tried.
Although it is obvious that some of the parameters depend on the climatic conditions in a much more subtle way than in the models here, it is of interest to get an idea of how well such lumped models could be fitted to the measurement data. Since model A is not observable, the unknown parameters and states of the models B and C were adapted to measurements from a part of the IHD-representative basin "Sagelva". This part of the basin, which is illustrated in figure 7 , is a small basin, but unfortunately not very homogeneous.
The well-known principle of many parameter estimation schemes is shown in figure 8 , where ~ represents the four unknown parameters (of model B) to be estimated. As adjustment strategy a simple hill-climbing method has been applied ("one-at-a-time") over a data interval of 2 years with very changing climatic conditions. (In a later work ~], a SIMPLEX search method included in a batch estimation program for the UNIVAC 1108 ~ was used, being considerably more efficient.) The loss functional to be minimized for optimal parameter values was taken as ~2(lYlm(t) Yl(t) i + 8 lY2m(t) -Y2(t) l)dt tl (7) Results from a "ballistic" simulation forcing the model B with the input data over 1 year, are shown in figure 9 . T is the mean temperature during 15 days, and vl is precipitation per day.
xi, i = 1,2,3, are simulated water storages in the basin, respectively land-surface water storage, groundwater storage and reservoir storage, yl is simulated groundwater level, while y2 is simulated reservoir water storage level, ym i, i = 1,2, are the corresponding measured levels.
With the parameters obtained from the estimation, so-called recession ("dry weather"-) curves were simulated. These are shown in figure i0.
Here qs is surface discharge from the groundwater storage. They are both simulated according to the temperature history shown. In addition parts of recession curves being characteristic of each season are plotted: qss denotes pure summer surface discharge, qsa pure autumn surface discharge, and qsw correspondingly for the winter season.
Similarly, estimation and simulations were performed for model C, but the results were less reliable than for model B under unnormal winter conditions.
The conclusion is that for a Nordic hydrological model it seems necessary with some kind of sequential control of temperature-dependent parameters, which also in an approximate way takes care of the dynamics of melting and freezing under different conditions. It seems worth while to make further investigations on the basis of a model having a structure like model B.
STOCHASTIC OPTIMIZATION OF HYDROELECTRIC POWER DISPATCH
3.1. System description.
In the long term planning for the economical dispatch of hydroelectric power, the optimization interval over which the given performance functional is to be minimized (or maximized), usually is in the range of a few months to about one year. Because of uncertainty in the future run-off into the reservoirs, a reasonable goal is to minimize the expected value of the functional. In addition, there are given data for the power demand, which possibly also may be decomposed like the precipitation, in a mean value function plus a stochastic term.
In Norway it is usual to divide the optimization interval into subintervals of one week, and use the so-called "water value method" based on the incremental cost principle.
(A description of the basic principle may be found in [9] .) An analysis of this approach will show that the run-off is considered as pure stochastic (white noise) around a deterministic function of time.
Considering for instance figure 10, it is observed -especially during the winter season -that such an approximation is less accurate relative to the fineness of the time discretization the smaller this discretization interval is. There is considerable dynamics in the run-off, which may be expressed by the autocorrelation function (in the linear case), or more generally, by a set of ist order differential equations.
The dynamics will show up in the evolution of the probability distribution, as sketched in figure 12 , which shows the "stationary" probability distribution of Ar as a function of time.
In the linear, Gaussian case, the evolution of the probability density is uniquely given by the differential equation for the covariance E{ArZ(t)}.
To be more specific, the complete system may be formulated as !I (t) = fl (Xl (t), r(_x 2 (t)) , u(t) , t)
_~2(t) = f2(x2(t), v(t), t) (8)
x(t) ¢ X (xiCt) e Xi) , uCt) ¢ U.
3.2.
Discussion of the run-off model.
For long-term optimization problems of the kind discussed here it is obvious that uncertainty is very pronounced, as observed from figure 12.
There seems to be no practical reason -at least for reasonably homogeneous or small basins -to work with higher order run-off models. 
where v(t) = v0(t) + Av(t)
We may then assume a linear relationship between the environmental state x 2 of eq. (i0) and the run-off r, r(t) = k-xz(t) = r0 (t) + Ar(t) (ii)
Substituting into eq. (i0), we have r(t) = -a(t)r(t) + k(v0(t) + &v(t))
The recession function is given by the unforced solution of eq. (12), t
By letting a(t) be a function of time, it is possible to take into account the expected main seasonal changes in the climatic conditions.
A sensible approximation is to apply three different values for a, these values respectively referring to the winter season, the snowmelting period and the period without snow, snow-melting and frost.
1 is dependent on the basin, and is typically between The time constant I0 and 90 days, having its largest value during the winter.
During the snowmelting period, the water from the melted snow will usually be a dominating part of the run-off.
A main part of this flow will be discharged into the reservoirs from the surface.
In this work, no attempt is done to make use of an optimal adaption of a(t) to the behaviour of the basin in question.
It is quite obvious that inertia in the run-off dynamics is of greater and greater importance the smaller the ratio between reservoir volume and integrated run-off to the reservoir through one year is. For instance, if a reservoir can accumulate on an average the run-off through 2-3 years (without discharge from the reservoir), it is obvious that a dynamical run-off model, characterized by a time-constant of about a month, will have almost no effect on the economical dispatch of such a system.
The optimization problem.
A dynamical description of the stochastic part of the run-off implies two essential distinctions for the economical dispatch problem, compared to a run-off which is not correlated in time.
a. Instead of using the "stationary" distribution of the run-off and possibly consider it as white noise, the dynamical evolution of the run-off and its probability density from a given initial condition, is taken care of (possibly with a given uncertainty in the initial condition).
~.
Since we work with the expected evolution of the environmental states, these functions and their associated density functions are per definition given for the whole optimization interval.
As is well known, this will in a control problem result in a realizable "feedforward"
coupling from the environmental states to the control vector. Further, there will be a coupling from the reservoir volumes to the control vector, which is the "feedback part" of the control law.
(Of course, in a nonlinear problem, these parts cannot be separated, but the principle is still there.) See figure 13.
To apply solution by Stochastic Dynamic Programming (S.D.P.), the system equations are used in their time-discrete form.
With a discretization interval T, we have for a single reservoir,
and for the environmental model
(k+l) T -a ((k+l) T-T] X2((k+l)T) = e -aT xz(kT) + [ e (Vo(T)+~V(T)) (15) kT If v(t) is considered constant within the interval (kT, (k+l)T], and
Av is taken as a discrete-time white noise sequence, the latter equation simplifies to i,.
-aT, x 2 ((k+l)T) = e-aTx2 (kT) + ~t±-e ) (v 0 (kT) + Av(kT))
To simplify the notation, we will in the sequel use xi(k) for xi(kT) etc.
The objective function for the optimal control of the system is as follows. In Norway it is commonly assumed that the marginal incomes/ expenditures dependent on the dispatch are a given function PF(Up(k) -u(k)), where PF is price per energy unit (ore/kWh). up(k) is power as ordered by contract from customers within the optimization interval, and u(k) is the actual power production. (GWh/month.) This function is often given as a staircase function like the one in figure 14 .
There is however uncertainty in the future power prices, so it might have been sensible to take this uncertainty into consideration.
In S.D.P. this can be done without any difficulties, but with an increase in computation time.
In the example here, however, the smooth curve as shown on figure 14 has been used without undertainty on it.
The expenditure within an interval Ek, k+l~ is
The optimal criterion is to minimize the expected expenditures during the optimization interval (0,N) ,
As data, the functions Up(.) and Vo(.) and the probability density distribution p(~v) of ~v are given.
Since the main purpose here is to obtain a feeling of the importance of A more direct, and in fact an equivalent approach, is to include a weighting on the final state in J, with such a weighting that the expected final state has a reasonable value. Hence, we use as an optimal criterion
where J is given by eq. (17) - (18).
Results.
It is interesting to find the variation in the optimal power production Uopt ( and also indicates that it should not be necessary to use larger optimization intervals than, say, half a year, in order to compute the optimal control for the first month.
An interesting comparison is to compute the optimum control if Ar is pure stochastic (white) with approximately the same probability density as that one which can be estimated from the run-off observation~ It is not surprising that the computed value in this case, Uop t = 4 GWh/month, at x1(0) = 100% corresponds to a value (see figure 15) which is close to the mean in the run-off for that month.
Of course, the numerical values obtained here should not be used in a general discussion of the goodness of approximation by using a nondynamic run-off description in the computation of the economical dispatch for any hydroelectric power system. However, the example clearly shows that the problem should be given attention.
CONCLUSIONS
Results on simple batch parameter estimation of a hydrological system have been presented in the first part.
The number and kind of measurements justify the synthesis of a rather crude model only. This conclusion has been drawn on the basis of observability analysis.
Hence, it is not surprising that the goodness of fit will vary somewhat dependent on the season, and that the simple model has deficiencies like inaccurate reservoir level during the winter and the spring, and too low groundwater level during the late autumn. However, it should be kept in mind that the~errors in the fitting will distribute on each variable according to the weighting factors in the loss functional [5~.
In the last section, with respect to the application of a hydrological model in the stochastic optimization of a hydrological power system, it has been demonstrated that the use of a dynamical run-off model may be necessary in the computation of the optimal control.
Although it is open for discussion how complex such a model should be, it is likely that significant improvements in the control policy can be attained by representing the most important dynamics of the environmental system in a simple first-order, stochastic model with time-varying parameters.
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