Abstract. Rough set approximations of Pawlak [15] are sometimes generalized by using similarities between objects rather than elementary sets. In practical applications, both knowledge about properties of objects and knowledge of similarity between objects can be incomplete and inconsistent. The aim of this paper is to define set approximations when all sets, and their approximations, as well as similarity relations are four-valued. A set is four-valued in the sense that its membership function can have one of the four logical values: unknown (u), false (f), inconsistent (i), or true (t). To this end, a new implication operator and set-theoretical operations on four-valued sets, such as set containment, are introduced. Several properties of lower and upper approximations of four-valued sets are also presented.
Introduction
Rough sets [15] are constructed by means of approximations obtained by using elementary sets which partition a universe. The assumption as to partitioning of the universe has been relaxed by many authors (see, e.g., [1, 6, 9, [17] [18] [19] ), however the Pawlak's idea of approximations has remained the same. Namely, an object o belongs to the lower approximation of a given set A whenever all objects indiscernible from o belong to A and o belongs to the upper approximation, when there are objects indiscernible from o belonging to A. Indiscernibility is modeled by similarity relations reflecting limited perceptual capabilities as well as incomplete and imprecise knowledge. Such approximations naturally lead to three-and four-valued logics (see, e.g., [3, 8, 10, 14] ). The goal of the current paper is to ground Pawlak's ideas in a four-valued framework. To this end, we define a four-valued set theory in the sense that the membership function, set containment as well as union, intersection and complement of sets are four-valued. We may then have that either an element belongs to a given set, or it does not belong to the set, or its membership in the set may be unknown or inconsistent, perhaps, due to contradictory evidence. Notice that we assume that all sets and relations are four-valued, in particular the underlying similarity relation. To our knowledge, this is a fundamental difference between the work we present and the work discussed by other authors in the rough-set field. Therefore, we take into account the fact that in practical applications our knowledge about similarity between objects of the universe can also be incomplete and inconsistent. This novel aspect of our work has led us to re-think and extend the usual notions of upper and lower approximations. Since we consider similarity relations as four-valued sets, there are cases, when we cannot establish with certainty whether the neighborhood of an element is a subset of (or whether is disjoint with) a given set. To tackle this problem, we propose upper and lower approximations that are also fourvalued sets. It is important to note that in cases, when only the standard truth values t and f are used, all notions we define reduce to the standard operations on rough sets. The work presented in [11] also captures the same type of knowledge uncertainty, as described above. However, uncertainty in the properties of objects is captured by fuzzy sets and (two-valued) equivalence relations are used to capture similarity between objects of the universe. Upper and lower approximation of a fuzzy set are defined in [11] . Unlike [11] , in our framework, similarity between objects is captured by four-valued relations and all properties correspond to four-valued sets. When considering similarities as well as approximations to be four-valued, as we do in the current paper, it appears that the truth ordering proposed in [14] makes definitions of set containment and approximations problematic. Therefore, we propose to slightly modify the truth ordering (by changing the relationship between f and u only). The paper is structured as follows. First, in Section 2, we formalize the notion of fourvalued set. Section 3 is devoted to four-valued approximations. In Section 4, we provide an example illustrating the approach. Finally, Section 5 concludes the paper.
The Framework
In this section, we first define four-valued sets together with the notions of four-valued set containment and four-valued set intersection and union. To formalize four-valued set containment, we introduce a new implication connective.
Four-valued Sets
Let B = {t, f, i, u} be the set of truth values, where t stands for true, f stands for false, i stands for inconsistent and u stands for unknown. Any of these logical values can be negated: ¬t = f, ¬i = i, ¬u = u, and ¬f = t. Let us now formalize the notion of four-valued sets. Given a universe U , we introduce a new set, disjoint with U , denoted by ¬U and defined by ¬U def = {¬x | x ∈ U }, where ¬x denotes elements in ¬U . Intuitively, x ∈ A represents the fact that there is an evidence that x is in A and (¬x) ∈ A represents the fact that there is an evidence that x is not in A. A four-valued set A on U is any subset of U ∪ ¬U . In our framework, set membership is four-valued and it extends the usual two-valued membership. We assume that ¬(¬x) is equivalent to x. Definition 1. Set membership, denoted as : U × 2 U ∪¬U → B, is defined by:
The complement ¬A of a four-valued set A, is defined by ¬A
Let P be a four-valued set on a universe U . To simplify the notation, P (x) stands for x P . For instance, let U = {a, b, c} and Red= {a, ¬a, b}, In this case, Red(b) = t and Red(a) = i, since both a ∈ Red and ¬a ∈ Red. Moreover, ¬Red= {a, ¬a, ¬b}.
Four-valued Calculus
In our work, we use two orderings of the logical values: truth ordering and knowledge ordering. Truth ordering is used for calculations within a single information source while knowledge ordering is used for gathering knowledge from different sources. This approach has been considered by in [4] and in the framework of bilattices, in [13, 12] . The truth ordering ≤ t and the knowledge ordering ≤ k on B are defined as the smallest reflexive and transitive relations satisfying
The disjunctions ∨ t and ∨ k (conjunctions ∧ t and ∧ k ) are defined to be the least upper bounds (greatest lower bounds) of their arguments w.r.t. ≤ t and ≤ k , respectively. Let us relate the orderings above with Belnap's truth and knowledge ordering [4] . The knowledge ordering we defined above coincides with Belnap's knowledge ordering. However, our truth ordering is different from the Belnap's truth ordering. This change is motivated by the fact that Belnap's truth ordering can give counterintuitive results when used for reasoning, as shown in [14] .
We also need to extend the notion of set containment and set intersection to four-valued sets. We discuss next these two ideas. Given two four-valued sets A 1 and A 2 over a universe U , A 1 A 2 stands for A 1 being contained in A 2 . Notice that our notion of set containment is also four-valued. Thus, A 1 A 2 can be evaluated to one of the four logical values in B. If A and B are twovalued sets, then set containment is defined as
. This definition relies on the notion of universal quantification and logical implication →. We follow a similar idea. Therefore, we first extend the notion of universal and existential quantification. We then propose a new implication connective, →, for our four-valued logic. Since ∀ (∃) is a generalized conjunction (a generalized disjunction), we define
where the superscript t indicates that the greatest lower bound (GLB) and least upper bound (LUB) are computed w.r.t. truth ordering. We define now the semantics of a new implication operator →. To define this operator, we must have in mind that it should be suitable for determining set containment, in the case of four-valued sets. Obviously, → should also be an extension of the usual logical implication →. We present below a table defining → and then, we provide the motivation.
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Let X and Y be two four-valued sets and assume we want to verify whether X Y . If we know that an element x does not belong to X (i.e., 
Thus, we define u → i to be i since that is a possible value for the contribution of element x in the future, when more knowledge is gathered, but it still conveys a degree of uncertainty. Moreover, we have then that i → u should also be defined as i. Other implication connectives have been proposed by other authors (see, e.g., [2] ). Let us make a brief comparison. Obviously, the proposed implication → extends the usual two-valued logical implication, i.e. when we only consider the logical values t and f. It also extends the implication of the Kleene three-valued logic [5, 16] in the sense that when we restrict truth values to {t, f, u} (or {t, f, i}), we obtain Kleene's implication. On the other hand, our implication differs from the material implication → proposed in [2] , on the following two cases: u → i = t while u → i = i and i → u = t while i → u = i. The material implication → can be defined by means of negation and disjunction. The same property turns out to be true for our implication connective, i.e.
. In contrast to the internal implication ⊃ proposed in [2] , our implication does not satisfy the Modus Ponens, if we assume that {t, i} is the set of designated values. For instance, i → f = i. Observe that given two four-valued sets X and Y over a universe U , we can define a new four-valued set P , such that (x P ) has the same truth value as (x X → x Y ), for every object x ∈ U . We can now formally define set containment, for four-valued sets.
Definition 2.
Assume that X and Y are four-valued sets on a universe U . Then,
The following proposition can be proved. Proposition 1. Let X and Y be four-valued sets on a universe U . Then, (X Y ) = (¬Y ¬X).
Let us now define the notion of four-valued set intersection and union .
Definition 3. Let X and Y be four-valued sets on a universe U . Then,
Note that and reduce to the standard two-valued set intersection and union when only values t and f are present.
Four-valued Set Approximations
In the usual rough-set framework, given a set and a similarity relation, lower and upper approximations of the set can be obtained. We extend these ideas to four-valued sets. In contrast to previous work, we deal with four-valued sets on a given universe and fourvalued similarity relations. Moreover, upper and lower approximations of four-valued sets are themselves four-valued sets.
Definition 4. By a four-valued similarity relation σ we mean any four-valued binary relation on a universe U , satisfying the reflexivity condition, i.e., for any element x of the universe (x, x) σ = t. By the neighborhood of element x ∈ U w.r.t. σ, we understand the four-valued set σ(x) such that y σ(x) def = (x, y) σ.
We proceed now with the definitions of four-valued approximations. The definitions above naturally extend the usual definitions of lower and upper approximations presented in the rough set literature. We determine the membership of an element x in the lower approximation by verifying (set) containment of its neighborhood, σ(x), in set A. We determine the membership of an element x in the upper approximation by computing the largest membership value that an element of the universe can have in the intersection of σ(x) and A, w.r.t. to ≤ t . The next theorems summarize some important properties of lower and upper approximations of four-valued sets.
Theorem 1. Let A be a four-valued set on a universe U , σ be a four-valued similarity relation. Then,
The above theorem lead us to the conclusion that it is never the case that A + σ A ⊕ σ and it is formalized below. From an intuitive point of view, this conclusion is the counterpart of a known property of rough-set approximations: the lower approximation is always contained in the upper approximation, when usual (two-valued) sets are used.
Theorem 2. Let A be a four-valued set on a universe U , σ be a four-valued similarity relation. Then, (A
An Example
In this section, we present an example that illustrates the discussed ideas. Perception can be modelled by similarity relations in the sense that objects indiscernible due to the perceptive limitations are considered similar to each other (see, e.g., [7] , where incomplete knowledge about similarities has been taken into account in the context of perception). However, in our framework, in addition to incompleteness, the knowledge of similarity between objects can also be inconsistent. For instance, two different sensors, may give contradictory evidence about the similarity of two objects. The universe U = {a, b, c, d} consists of objects classified as being dangerous. The four-valued set Danger represents this property. Note that this classification may be incomplete in some cases and uncertain in others. For instance, for object d there is no information about its danger, while for for object c there is contradictory evidence about whether it is dangerous (i.e. c Danger = i). Suppose that we have four information sources, denoted by I i (i ∈ {1, 2, 3, 4}), about the objects similarity, modelled by the similarity relations σ i , respectively. The set Danger and the similarities of a to other elements of the universe, σ i (a), are given below.
Membership of a in the lower approximation of Danger for information source I 1 , is obtained by computing ∀y ∈ U [y σ 1 (a) → y Danger].
a Danger
Membership of a in the upper approximation of Danger for information source I 1 , is obtained by computing
Membership of a in the lower approximation of Danger for the other information sources, I 2 , I 3 , and, I 4 , is shown below.
For any of the information sources above, a Danger ⊕ σ i = t, with i ∈ {2, 3, 4}. We may compare the conclusions obtained with different information sources about the level of danger of object a. For instance, with the information from I 2 , we are more certain that object a is dangerous than with the information provided by I 1 or I 4 , since a Danger The discussion in the previous paragraph brings us to the problem of collecting and combining knowledge from different sources (agents), which is a relevant point from the practical point of view. Note that this aspect is work in progress and it is not formalized in the paper. However, we use this example to illustrate our point and the relevance of knowledge ordering, ≤ k , in this context. For example, according to sources I 2 and I 4 , we can conclude that a is surely dangerous, since
On the other hand, sources I 2 and I 3 provide a contradictory information about membership of a in the lower approximation of Danger and accordingly,
Similarly, fusing information from all sources or from sources including I 1 result in common knowledge being i.
Conclusions
We introduced a notion of four-valued set to model situations where both knowledge about properties of objects and knowledge of similarity between objects can be incomplete or inconsistent. For modelling inclusion of four-valued sets, we proposed a new implication operator. We have shown how the similarity-based notions of lower-and upper approximation used in the usual rough-set framework can be extended in a natural way to our four-valued setting.
As future work, we plan to develop and to implement a language that allows users to define and reason about vague relations. Vague relations will be represented as fourvalued sets and underlying similarity relations will be used to build relation (set) approximations, as we discuss in the paper. A knowledge base of such relations can then be queried by applications.
