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a b s t r a c t
The two 1-error correcting perfect binary codes, C and C ′ are said to be equivalent if there
exists a permutation pi of the set of the n coordinate positions and a word d¯ such that
C ′ = pi(d¯ + C). Hessler defined C and C ′ to be linearly equivalent if there exists a non-
singular linear map ϕ such that C ′ = ϕ(C). Two perfect codes C and C ′ of length n will be
defined to be extended equivalent if there exists a non-singular linear map ϕ and a word d¯
such that
C ′ = ϕ(d¯+ C).
Heden and Hessler, associated with each linear equivalence class an invariant LC and
this invariant was shown to be a subspace of the kernel of some perfect code. It is shown
here that, in the case of extended equivalence, the corresponding invariant will be the
extension of the code LC .
This fact will be used to give, in some particular cases, a complete enumeration of all
extended equivalence classes of perfect codes.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A perfect 1-error correcting binary code of length n is a subset C of a direct product of the finite field Z2
C ⊆ Zn2 = Z2 × Z2 × Z2 × · · · × Z2
such that for any word x¯ ∈ Zn2 there is a unique word c¯ ∈ C at a distance of at most one from x¯where the distance between
the two words x¯ and c¯ is defined as the number of positions in which the words c¯ and x¯ differ. We shall refer to such codes
as perfect codes. It is well known and most easy to prove that the length n of a perfect code always satisfies n = 2m − 1 for
some integerm.
The rank of a perfect code C is simply the dimension of the subspace 〈C〉 of Zn2 spanned by the words of C . The kernel
ker(C) of a perfect code C is the set of periods of C:
ker(C) = {p¯ ∈ Zn2 | p¯+ C = C}.
The kernel of any code is a subspace of Zn2 . We shall always assume that the all zero word belongs to the perfect codes that
we consider and, as a consequence, the kernel of any perfect code C considered here will be a subset of C .
As in [14], we shall say that two subsets L and K of Zn2 are isomorphic if there is a permutation pi of the set of coordinate
positions such that pi(L) = K . In this case, L and K are said to be isomorphic equivalent, and we can consider isomorphism
equivalence classes.
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Traditional equivalence of codes (in which two codes C and C ′ are equivalent if there exists a word d¯ and a permutation
pi of the set of coordinate positions such that
C ′ = pi(d¯+ C), )
produces a very large number of equivalence classes. For example, by considering a certain construction of perfect codes,
Krotov [10] gave a lower bound for the number of distinct perfect codes of length n. For example, for the length n = 31, his
bound says that the number of distinct equivalence classes of perfect codes is at least
22040 · 3128.
On the other hand,Hessler [9], introduced the concept of linear equivalence. Twoperfect codesC andC ′ are linearly equivalent
if there is a non singular automorphism ϕ of the vector space Zn2 that maps the words of C onto the set of words of C
′:
ϕ(C) = C ′.
For this type of equivalence, and inmost cases, the number of equivalence classeswill be relatively low. One typical example
is for perfect codes of length 31, rank 27 and kernel of dimension 24, the number of linear equivalence classes is one, while
the number of equivalence classes is 197; see [8,9].
Onemotivation for defining linear equivalence, and the related concept of extended equivalence defined below, is to bring
some structure and order to the very large set of perfect codes of length greater than or equal to 31.1 Perfect codes not related
to each other by ordinary equivalence may be obtained from each other by some non singular map of the vector space Zn2 ,
and may therefor still share some structural properties. For example, as is easily verified, if C and C ′ are linearly equivalent,
then rank(C) = rank(C ′) and dim(ker(C)) = dim(ker(C ′)). So if C is any representative of some linear equivalence class CC
of perfect codes, then any other perfect code C ′ in this equivalence class CC can be obtained from C simply by multiplying
the words of C by some non singular n× n-matrix.
Now we come to our main definition. We say that two codes C and C ′, both of length n, are extended equivalent if
C ′ = ϕ(d¯+ C),
for some automorphism ϕ of Zn2 and some word d¯. Observe that if C and C
′ are equivalent, or if they are linear equivalent,
then they are also extended equivalent.
In [6], linear equivalence classes were characterized by subspaces of kernels of perfect codes. To every perfect code C of
length n and with a kernel of dimension kwas associated a linear code LC of length n′ = 2n−log(n+1)−k − 1. (This linear code
LC will also be described in Section 2 below.) It was shown in [6] that
(I) For every perfect code C , the space LC is the subspace of the kernel of some perfect code of length n′,
(II) For every subspace L of the kernel of any perfect code of length n′, there is a perfect code C of some length n such that L = LC .
We prove in Section 4 that
(III) Two perfect codes C and C ′ of the same length n are linearly equivalent if and only if LC = pi(LC ′) for some permutation pi
of the set of n′ coordinate positions.
Let C be any code of length n. Let C? denote the following set of words:
C? = {(c1, c2, . . . , cn, c1 + c2 + · · · + cn) | (c1, c2, . . . , cn) ∈ C}. (1)
The code C? is called the extended code of C , or sometimes the extension of C .
In Section 4, we also show that
(IV) Two perfect codes C and C ′ of the same length n are extended equivalent if and only if L?C = pi(L?C ′) for some permutation pi
of the set of n′ + 1 coordinate positions.
As a consequence of this result, we will be able to describe some extended equivalence classes. For a perfect code C of
length n, let r = rank(C) and k = dim(ker(C)). In Section 5, we enumerate the extended equivalence classes of perfect
codes in the following cases:
(i) (n, r, k) ∈ {(2m − 1, n−m+ 1, n−m− δ) | δ = 2, 3, 4, 5,m = 4, 5, 6, . . .}
(ii) (n, r, k) ∈ {(2m − 1, n−m+ ρ, n−m− 3) | ρ = 1, 2, 3, 4,m = 4, 5, 6, . . .}.
1 There is only one equivalence class of perfect codes of length 7, and those of length 15 have just recently been classified, see [11].
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1.1. Some remarks on the history of perfect codes
The first perfect code was constructed by Hamming [2] in the 40’s. His nice and ingenious construction is well known.
Let H be any binary matrix of sizem× (2m − 1), which has, as columns, all possible non-zero words of lengthm. The set
C = {c¯ ∈ Zn2 | Hc¯T = 0¯T}
will then be a perfect code, a so-called Hamming code. This code is a linear code, i.e., a subspace of Zn2 . All linear perfect codes
of the same length are equivalent. The first non-linear perfect code was found by Vasil’ev in 1962 [15]. Now there are more
than 20 distinct constructions of non-linear perfect codes, see, e.g., [14] or [5].
All possible triples of parameters (n, r, k) for which there exists a perfect code of length n, of rank r and with a kernel of
dimension k, have been determined.
The dimension k of the kernel of a perfect code C of length n and of rank r must satisfy the inequality
k ≥
{
2n−r if n− log2(n+ 1)+ 2 ≤ r ≤ n
(n− 1)/2 if r = n− log2(n+ 1)+ 1, (2)
see [12]. Furthermore, the rank of any perfect code C must satisfy,
r ≤ k+ 2n−log2(n+1)−k − 1, (3)
see [12]. The series of papers [1,12,4], showed that for any (n, r, k) satisfying the Eqs. (2) and (3), with only a very few
exceptions, there is a perfect code of length n, rank r and with a kernel of dimension k. (The exceptions are
(n, r, k) ∈ {(15, 15, 8), (15, 15, 7), (15, 15, 6), (31, 31, 22)}.)
Only a few complete enumerations of perfect codes have been presented.
For ordinary equivalence, Hergert [7] enumerated all equivalence classes of Vasil’ev codes of length n = 15. They all
have rank equal to 12. Hessler [9] enumerated those of length n = 31, rank 27 and with a kernel of dimension 24. In [3] the
perfect codes of length n = 15, rank r = 14 and with kernels of dimension k = 8, and those of length n = 31, rank r = 30
and with a kernel of dimension k = 23, were enumerated.
Further classifications of perfect codes of length 15 and extended perfect codes of length 16 have been performed, using
computers, by Zinoviev and Zinoviev [16–18]. Finally, a complete enumeration of all perfect codes of length 15, also using
computers, was given by Östergård and Pottonen [11].
1.2. Some further terminology
A code of length n is just a subset Q of Zn2 . A code Q is said to be aperiodic if Q has no non-trivial periods p¯ 6= 0¯.2
The weight w(x¯) of a word x¯ is the number of non-zero coordinates of x¯.
As we consider subspaces of a vector space Zn2 over the finite field Z2 we can define their dual spaces. Let the dot-product
of two vectors u¯ = (u1, . . . , un) and v¯ = (v1, . . . , vn) be defined by
u¯ · v¯ = u1v1 + · · · + unvn.
Then the dual space Q⊥ of the subspace Q of Zn2 is defned as the set of words
Q⊥ = {x¯ ∈ Zn2 | x¯ · u¯ = 0 for all u¯ ∈ Q }.
The general linear group over the finite vector space Zn2 is denoted by GL(n, 2).
2. Linear equivalence, side class structure and equivalence
As already mentioned in the introduction, two perfect codes C and C ′, both of length n, are said to be linearly equivalent
if there exists a non-singular linear map ϕ from Zn2 to Z
n
2 that maps the set of words of the code C to the set of words C
′. It
will be useful to consider the representation of ϕ by a non singular matrix A, i.e., if ϕ(x¯) = y¯ then
y¯T =

y1
y2
...
yn
 = A

x1
x2
...
xn
 , x¯ = (x1, x2, . . . , xn) ∈ Zn2 .
2 It must perhaps be remarked that every perfect code has at least one non-trivial period, see, eg, [14] for more references on this point.
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Thus, if we let C and C′ denote the matrices whose columns are the words of C , respectively, C ′, then C and C ′ are linearly
equivalent if and only if there exists a non-singular matrix A and a permutation matrix P (a matrix that changes only the
order of the columns), of appropriate sizes, such that
C′ = ACP.
Hessler, in [8], showed that, to decide whether or not two perfect codes are linearly equivalent, it is sufficient to consider
their side class structures. To define that concept, we use the following property of a perfect code.
Clearly C is the union of pairwise disjoint cosets of the kernel of C:
C =
t⋃
i=1
(c¯i + ker(C)). (4)
Let {g¯1, . . . , g¯r} be a basis of 〈C〉, and {g¯1, . . . , g¯k} be a basis of its subspace ker(C).
Any one of the coset representatives c¯i, i = 1, 2, . . . , t , belongs to C , and may thus be expressed as a linear combination
of the above set of basis vectors:
c¯i = λ(i)1 g¯1 + λ(i)2 g¯2 + · · · + λ(i)k g¯k + λ(i)k+1g¯k+1 + · · · + λ(i)r g¯r , i = 1, 2, . . . , t.
The side class structure of the perfect code C is the set of words
Q =


λ
(1)
k+1
λ
(1)
k+2
...
λ(1)r
 ,

λ
(2)
k+1
λ
(2)
k+2
...
λ(2)r
 , . . . ,

λ
(t)
k+1
λ
(t)
k+2
...
λ(t)r

 , (5)
where
t = |C ||ker(C)| = 2
n−log2(n+1)−dim(ker(C)).
Observe that different choices of base vectors for the linear span 〈C〉will give different side class structures of the same
perfect code C . However, Hessler [8] proved the following theorem.
Theorem 1. Two perfect codes C and C ′ of the same length, with side class structures Q respectively Q ′, are linearly equivalent if
and only if there exists an automorphism ϕ of Z r−k2 that maps the set Q onto the set Q ′, i.e., ϕ(Q ) = Q ′.
It was proved in [6] that, if the non zero columns of any side class structure Q of a perfect code C are placed as columns in
a matrix Q, then the row space of this matrix will be the dual space of some subspace LC of the kernel of some perfect code
of length t − 1. We also recall from [6] that
rank(C) = n− log2(n+ 1)+ ρ H⇒ dim(LC ) = t − 1− log2(t)− ρ.
The next theorem was also proved in [6].
Theorem 2. If the rows of the matrix M span the dual space of a subspace LC of the kernel of some perfect code, and if the set of
columns of M plus the zero column constitutes an aperiodic set, then this set of columns together with the zero column constitute
the side class structure of some perfect code C.
For any permutation pi of the set of coordinate positions {1, 2, . . . , n}, we define
pi((c1, c2, . . . , cn)) = (cpi−1(1), cpi−1(2), . . . , cpi−1(n)),
and for any code C ,
pi(C) = {pi(c¯) | c¯ ∈ C}.
We note that for any such permutation pi , there is a permutation matrix P such that
c¯ ′ ∈ pi(C)⇔ c¯ ′ = Pc¯ where c¯ ∈ C,
where the words of the code C are considered as column vectors.
Hence, trivially, for any permutation pi of the set of coordinate positions {1, 2, 3, . . . , n} and any perfect code of length n,
the perfect codes C andpi(C) are linearly equivalent. Observe that equivalent perfect codesmight not be linearly equivalent;
in fact, it might happen that for only some words c¯ of C the codes c¯ + C and C are linearly equivalent. We illustrate this fact
with an example.
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Example. Consider the following set of columns:
Q =

000
0
 ,
001
1
 ,
010
0
 ,
011
0
 ,
100
0
 ,
101
0
 ,
110
0
 ,
111
0

 .
If we place the seven non-zero columns above as the columns in a 4 × 7-matrix, then we note that the row space will be
the dual space of a subspace of a Hamming code of length n = 7. Furthermore, the set Q above is aperiodic. Hence, from the
results of [6], it follows that the set of columns above is the side class structure of some perfect code C .
Now let c¯ be a word of C in the coset of the kernel of C that corresponds to the column (0 0 1 1)T. Explicitly, this means
that there is a set of basis vectors g¯1, g¯2, . . . , g¯r of the linear span 〈C〉 of C such that g¯1, g¯2, . . . , g¯r−4 is a set of basis vectors
for the kernel of C , and such that the word c¯ = g¯r−1+ g¯r belongs to C . If we add c¯ to all the words of C we get a perfect code
c¯ + C with the side class structure
Q ′ =

001
1
 ,
000
0
 ,
011
1
 ,
010
1
 ,
101
1
 ,
100
1
 ,
111
1
 ,
110
1

 .
It is easy to verify that there is no nonsingular linear map that maps Q onto the set Q ′. Hence, the codes C and c¯ + C are not
linearly equivalent.
3. Extended side class structure
Consider the side class structure Q of a perfect code C , as defined in Eq. (5). To get the extended side class structure, we
just add a top row, consisting only of the element 1, above the matrix consisting of the columns of the side class structure.
Explicitly, if C has the side class structure Q as described in (5), then the extended side class structure Q ? of C is
Q ? =


1
λ
(1)
k+1
λ
(1)
k+2
...
λ(1)r
 ,

1
λ
(2)
k+1
λ
(2)
k+2
...
λ(2)r
 , . . . ,

1
λ
(t)
k+1
λ
(t)
k+2
...
λ(t)r


.
As for perfect codes, wewill say that two subsets C and C ′ of Zn2 are linearly equivalent if there exists a non singular linear
map ϕ of the vector space Zn2 such that
C ′ = {ϕ(c) | c ∈ C}.
Lemma 1. For any perfect code C and any word c¯ of C, the extended side class structures of C and c¯ + C are linearly equivalent.
Proof. Consider the partition (4) of C into cosets the kernel of C . For any word c¯ of C , the corresponding partition of c¯ + C
into cosets of its kernel, is
c¯ + C =
t⋃
i=1
(c¯ + c¯i + ker(c¯ + C)). (6)
We note that 〈c¯ + C〉 = 〈C〉 and ker(C) = ker(c¯ + C). Let g¯1, g¯2, . . . , g¯r be the basis vectors of 〈C〉 that were used in the
definition of the side class structure Q . As c¯ belongs to one of the cosets of the kernel of the perfect code C , we deduce that
c¯ = γ1g¯1 + γ2g¯2 + · · · + γkg¯k + λ(i)k+1g¯k+1 + λ(i)k+2g¯k+2 + · · · + λ(i)r g¯r ,
where (λ(i)k+1, λ
(i)
k+2, . . . , λ
(i)
r )
T ∈ Q , and (γ1, γ2, . . . , γk) ∈ Zk2 .
From (6), it now follows that the extended side class structure of c¯ + C is

1
λ
(1)
k+1
λ
(1)
k+2
...
λ(1)r
+

0
λ
(i)
k+1
λ
(i)
k+2
...
λ(i)r
 ,

1
λ
(2)
k+1
λ
(2)
k+2
...
λ(2)r
+

0
λ
(i)
k+1
λ
(i)
k+2
...
λ(i)r
 , . . . ,

1
λ
(t)
k+1
λ
(t)
k+2
...
λ(t)r
+

0
λ
(i)
k+1
λ
(i)
k+2
...
λ(i)r


.
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Note that the automorphism ϕ of Z r−k+12 , that can be described by multiplication with the non singular matrix
1 0 0 0 · · · 0
λ
(i)
k+1 1 0 0 · · · 0
λ
(i)
k+2 0 1 0 · · · 0
λ
(i)
k+3 0 0 1 · · · 0
...
...
...
...
...
...
λ(i)r 0 0 0 · · · 1

maps Q ? to the extended side class structure of the code c¯ + C . 
As two codes C and C ′ of length n are extended equivalent (see the introduction) if there is an automorphism ϕ of Zn2 and
a word d¯ such that C ′ = ϕ(d¯+ C), the following proposition follows immediately from the previous lemma.
Proposition 1. Two perfect codes C and C ′ are extended equivalent if and only if their extended side class structures are linearly
equivalent.
As already mentioned, it was shown in [6] that if the non-zero columns of any side class structure Q are placed as
columns in a matrix Q then the row space of Q is the dual space of a subspace of the kernel of some perfect code. There
is a corresponding result for extended side class structures.
To prove this correspondence, we will use the following lemma.
Lemma 2. For any code C there is an injective linear map ϕ : Zn2 → Zn+12 , such that ϕ(C) equals the extended code C?.
Proof. The lemma follows immediately from the definition of the extension of a code in (1). 
Lemma 3. If the set of columns of the matrix Q? constitutes an extended side class structure of some perfect code, then the dual
space L? of the row space of this matrix Q? is a subspace of the kernel of some extended perfect code.
Proof. Delete the first row and the zero column of the matrix Q?. By a rather technical construction, it can be shown that
the row space of the matrix Q constitutes the dual space of some subspace L of the kernel of some perfect code C , see [6].
Without loss of generality, we can assume that the zero column is the last column in the matrix Q?.
We observe that if we let C?, ker(C)? and L? denote the extensions of the codes C , ker(C) and L (see Eq. (1)), then L? is a
subspace of ker(C)?, and the kernel of C? is ker(C)?. Furthermore, we get from Lemma 2 that
dim(L?) = dim(L). (7)
All words of L? have even weights, and hence the word 111...1 consisting of all 1’s belongs to the dual space of L?.
Consequently, by using the Eq. (7) given above, the fact that
rank(Q?) = rank(Q)+ 1
and that all the rows in Q?, apart from the row of all ones, have a zero in the last position, we may conclude that L? is the
dual space of the row space of the matrix Q?. 
4. More on the dual space of an extended side class structure
Given any perfect code C with side class structure Q , let LC denote the dual space of the row space of a matrix Q, which
has as columns the non-zero columns of Q . Note that LC depends on the choice of both Q and the ordering of the columns
of Q.
Theorem 3. For any perfect code C containing the zero word, and for any ϕ ∈ GL(n, 2), there is a permutation pi of the set of
coordinate positions such that
Lϕ(C) = pi(LC ).
Proof. For any two perfect codes C and C ′, that are linearly equivalent, there exist, by Theorem 1, a non singular matrix A
and a permutation matrix P such that
AQ = Q′P, (8)
where Q and Q′ are the matrices obtained in the usual way from the side class structures of the perfect codes C and C ′. We
note that
LC = {d¯ | Qd¯T = 0} and LC ′ = {d¯ | Q′d¯T = 0}. (9)
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As A is nonsingular, it follows from the above two relations (8) and (9) that
d¯ ∈ LC ⇔ Qd¯T = 0¯ ⇔ A−1Q′Pd¯T = 0¯ ⇔ Q′Pd¯T = 0¯ ⇔ d¯PT ∈ LC ′ . 
Theorem 4. For any perfect code C of length n, any word c¯ ∈ C and any linear automorphism ϕ of Zn2 , there is a permutation pi
of the set of coordinate positions such that
L?ϕ(c¯+C) = pi(L?C ).
Recall that for any perfect code C , where the set of columns in the matrix Q is the extended side class structure of C , L?C
denotes the dual space of the row space of Q?.
Proof. By Lemma 1, the extended perfect codes C and C + c have linearly equivalent extended side classes; hence, the
theorem follows by the same proof as in Theorem 3. 
The conclusion to be drawn from the above proof and from [6]must be that, for the purpose of enumerating perfect codes,
it will be especially useful to find the isomorphism equivalence classes of subspaces of the kernels of extended perfect codes.
5. Some examples
5.1. Extended equivalence of shortened extended perfect codes
It is well known that, if you remove any coordinate positions from an extended perfect code C? of length n = 2m, you
get a perfect code of length n = 2m − 1. Depending on which coordinate position you remove, you may get non-equivalent
perfect codes. However, as we will prove below, they are linearly equivalent.
We use the following notation. If C? is an extended perfect code of length n, let C(i)? denote the perfect code of length
n− 1 that we obtain by deleting the position i:
C(i)? = {(c1, c2, . . . , ci−1, ci+1, . . . , cn) ∈ Zn−12 | (c1, c2, . . . , ci−1, ci, ci+1, . . . , cn) ∈ C?}.
Proposition 2. For any extended perfect code C? and any i, j ∈ {1, 2, . . . , n}, the two perfect codes C(i)? and C(j)? are linearly
equivalent.
Proof. Note that for any i = 1, 2, . . . , n,
C? =
{(
c1, . . . , ci−1,
∑
ν 6=i
cν, ci+1, . . . , cn
)∣∣∣∣∣ (c1, . . . , ci−1, ci+1, . . . , cn) ∈ C(i)?
}
.
From Lemma 2, we deduce that there are bijective linear maps ϕi and ϕj from Zn2 onto the space of words of even weight of
Zn+12 such that
ϕi(C(i)?) = C? and ϕj(C(j)?) = C?.
The map ϕ−1i ◦ ϕj will thereby be a non-singular linear map ψ of Zn2 , and
ψ(C(j)?) = ϕ−1i ◦ ϕj(C(j)?) = ϕ−1i (C?) = C(i)?,
which proves the lemma. 
It is important to remark that V.A. Zinoviev and D.V. Zinoviev in [17] gave a necessary and sufficient condition for the
perfect codes C(i)? and C(j)? to be equivalent.
5.2. Notation and a general result
Next, we shall enumerate the extended equivalence classes of perfect codes of length n with a kernel of dimension
n − log2(n + 1) − 3, and the extended equivalence classes of perfect codes of length n and rank n − log2(n + 1) + 1,
for some specific values of the dimension of the kernel of C .
We first need to define some notation: for any subspace L of an extended Hamming code of length m = 2δ , let Q(L)
denote a matrix whose rows consist of a base of generators for the dual space of L, and whose first row is the word of all
1’s. Let Q (L) denote the set of columns you get by deleting the first row of the matrix Q(L). We illustrate the notation by an
example that will also be used later.
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Example. Let C be the extended Hamming code
C = 〈11110000, 11001100, 10101010, 11111111〉.
The parity check matrix of this code is the matrix
H =
1 1 1 1 1 1 1 10 0 0 0 1 1 1 10 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
 .
If we define the space L?C5 to be equal to
L?C5 = 〈11111111, 11110000, 11001100〉,
then the matrix Q(L?C5) is
Q(L?C5) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
 ,
and the set Q (L?C5) is
Q (L?C5) =

000
0
 ,
001
0
 ,
010
0
 ,
011
0
 ,
100
0
 ,
101
0
 ,
110
1
 ,
111
1

 .
Proposition 3. The number of extended equivalence classes of perfect codes of length n, of rank n − log2(n + 1) + ρ , where
ρ = 1 or 2, and with a kernel of dimension n − log2(n + 1) − δ, is equal to the number of isomorphism equivalence classes of
subspaces L? of dimension m− log2(m+ 1)− ρ of extended Hamming codes of length m+ 1 = 2δ with aperiodic set Q (L?).
Note that the set Q (L?C ) in the example above is not aperiodic. The word (0 0 1 0)
T is a period. Thus, the space
L?C5 does not contribute to the set of extended equivalence classes of perfect codes of length n with kernels of dimension
n− log2(n+ 1)− 3 and of rank n− log2(n+ 1)+ 1.
(Let us remark that the proposition above only will be used below in the case ρ = 1.)
Proof. Consider the (ρ+δ+1)×2δ-matrixQ? obtained from the extended side class structure of a perfect code. By Lemma3,
the dual space of the row space of Q? is a subspace L? of the kernel of some extended perfect code C? of lengthm+ 1 = 2δ .
As the rows of the matrix Q? are linear independent, we get that
dim(L?) = 2δ − ρ − δ − 1.
By Lemma 2, the subspace L? of C? is isomorphic to a subspace L of a perfect code C = C(i)?, for any i. The length of C
is m = 2δ − 1 and the dimension L is m − log2(m + 1) − ρ, where ρ equals 1 or 2. This implies (see, e.g., [6]), that C is a
Hamming code. Thus L? must be a subspace of an extended Hamming code. By Theorem 4, the proposition follows. 
5.3. Enumeration where the kernel has dimension n− log2(n+ 1)− 3
Proposition 4. The number of extended equivalence classes of perfect codes C of length n = 2m−1 andwith a kernel of dimension
n − log2(n + 1) − 3 will be equal to 1 in case the rank of C equals n − log2(n + 1) + 4 or n − log2(n + 1) + 1. In the case
the rank equals n− log2(n+ 1)+ 2 or n− log2(n+ 1)+ 3 the number of extended equivalence classes of perfect codes will be
equal to 2.
We should remark here that it follows from (3) that in case the kernel of a perfect code C of length n has dimension equals
n− log2(n+ 1)− 3, then the rank of C cannot be greater than n− log2(n+ 1)+ 4.
Proof. The number of extended equivalence classes of perfect codes C , with kernels of dimension 3 is equal, by a
combination of Lemma 3 and Theorem 4, to the number of isomorphism equivalence classes of subspaces of kernels of
extended perfect codes of length 8 and of dimension ρ, where
ρ = n− log2(n+ 1)+ 4− rank(C).
In the case where the rank of C equals n − log2(n + 1) + 4, then there is only one extended equivalence class, as any
linear code has exactly one subspace of dimension zero.
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For the remaining cases, we may, without loss of generality, assume that C equals the following linear span:
C = 〈11111111, 11110000, 11001100, 10101010〉.
By examining the words of the code C , we see that there are two isomorphism equivalence classes of subspaces of
dimension 1. The subspaces L?C1 and L
?
C2
below are representatives of these two equivalence classes:
L?C1 = 〈11111111〉,
L?C2 = 〈11110000〉.
The row spaces of the matrices Q(L?C1) and Q(L
?
C2
) below are the dual spaces of these subspaces:
Q(L?C1) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 1
0 0 0 1 0 0 0 1

resp. Q(L?C2) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 1

.
As can be easily checked, both of the sets Q (L?C1) and Q (L
?
C2
) are aperiodic sets. Thus the number of extended equivalence
classes in this case is equal to two.
The number of isomorphism equivalence classes of subspaces of dimension two is also equal to 2. It is not very difficult
to check that any such subspace is isomorphic to either L?C3 or L
?
C4
below:
L?C3 = 〈11111111, 00001111〉,
L?C4 = 〈11110000, 11001100〉.
These subspaces are not isomorphic, as there is trivially no permutation pi such that pi(11111111) ∈ L?C4 .
In this case, we get the matrices
Q(L?C3) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 1
 resp. Q(L?C4) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1
 .
As in the previous case, we thus get two extended equivalence classes.
Similarly, in the case of subspaces of dimension three, there are just two isomorphism equivalence classes of subspaces
of dimension three of a Hamming code of length 8: the linear span L?C5 discussed in the above example, and the span L
?
C6
below:
L?C6 = 〈11110000, 11001100, 10101010〉.
The corresponding matrix is
Q(L?C6) =

1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 1
 .
The set of columns Q (L?C6) is aperiodic. As the set of columns Q (L
?
C5
) is not aperiodic (see the above example), we conclude
that there is only one extended equivalence class of perfect codes in this case. 
5.4. Enumeration in case of rank n− log2(n+ 1)+ 1
Wewill use a computer search for the calculation of the number of extended equivalence classes of perfect codes of length
n, of rank n− log2(n+1)+1 andwith kernels of dimension n− log2(n+1)−4 and n− log2(n+1)−5, respectively. In this
search, we shall apply Proposition 3, so we have to calculate the number of isomorphism equivalence classes of subspaces L
of dimensionm− log2(m+ 1)− 1, of extended Hamming codes of lengthm+ 1 = 2δ , where n− log2(n+ 1)− δ equals the
dimension of the kernel of perfect codes that we are to enumerate. In the computer search, we will thus consider extended
Hamming codes of lengths 16 and 32.
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Recall that here the two subspaces L and L′ of Zm+12 are isomorphic if there is a permutationpi of the set ofm+1 coordinate
positions such that pi(L) = L′. We will thus enumerate all isomorphism equivalence classes of vector spaces L satisfying
(D) L is a subspace of dimension m− log2(m+ 1)− 1 of some extended Hamming code H of length m+ 1,where m+ 1 = 16
and 32, respectively,
(A) The set of columns Q (L) constitutes an aperiodic set.
Since given any two Hamming codes H and H ′ of the same lengthm+1, there is a permutation pi of the set of coordinate
positions such that pi(H) = H ′, we immediately get the following lemma:
Lemma 4. The number of isomorphism equivalence classes of spaces L satisfying the conditions (D) and (A) above equals the
number of isomorphism equivalence classes of subspaces of dimension m − log2(m + 1) − 1 of some particular Hamming code
H of length m+ 1 satisfying the condition (A).
We start our investigations by observing that any subspace of dimensionm− log2(m+ 1)− 1 of an extended Hamming
code of lengthm+ 1 must be isomorphic to the dual space of the row space of a (log2(m+ 1)+ 2)× (m+ 1)-matrix
Q(L) =

1 1 1 1 1 1 1 1 1 · · · 1 1 1 1
1 1 1 1 1 1 1 1 1 · · · 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
1 1 1 1 1 1 1 1 0 · · · 0 0 0 0
1 1 1 1 0 0 0 0 1 · · · 0 0 0 0
1 1 0 0 1 1 0 0 1 · · · 1 1 0 0
1 0 1 0 1 0 1 0 1 · · · 1 0 1 0
x1 x2 x3 x4 x5 x6 x7 x8 x9 · · · xm−2 xm−1 xm xm+1

, (10)
for some non zero word x¯ = (x1, x2, x3, x4, . . . , xm+1) ∈ Zm+12 . Note that the dual space of L is the union of the dual space
H⊥ of the Hamming code H and a coset x¯+ H⊥. Now consider the possibilities for the coset representative x¯ of H⊥ in Zm+12 .
Let H denote the extended Hamming code of lengthm+1, which is the dual space of the space H⊥ generated by the first
log2(m+ 1)+ 1 rows of the matrix Q(L) above. Let e¯m+1 and e¯{m,m+1} denote the words
e¯m+1 = 000 . . . 001 respectively e¯{m,m+1} = 000 . . . 0011,
and likewise for the words e¯i and e¯{j,m+1} for i = 1, 2, 3, . . . ,m and j = 1, 2, 3, . . . ,m− 1.
Lemma 5. Any subspace L of dimension m − log2(m + 1) − 1 of an extended Hamming code of length m + 1 is isomorphic to
a subspace that has as dual space the space generated by the rows in the matrix Q(L) above, where the word x¯ belongs to one of
the sets H \ H⊥, H + e¯m+1 or H + e¯{m,m+1}.
Proof. As H is an extended perfect code, we know that
Zm+12 = H ∪ (H + e¯1) ∪ · · · ∪ (H + e¯m+1) ∪ (H + e¯{1,m+1}) ∪ (H + e¯{2,m+1}) ∪ . . . ∪ (H + e¯{m,m+1}).
For any extended Hamming code H and any i1, i2 there is a permutation pi of the set of coordinate positions such that
pi(H) = H , pi(i1) = m and pi(i2) = m+ 1. Now, if x¯ ∈ H + e¯{i1,i2} then x¯ = h¯+ e¯{i1,i2} for some word h¯ of H. As in general,
pi(a¯+ b¯) = pi(a¯)+ pi(b¯), we get that
pi(x¯) = pi(h¯)+ e¯{m,m+1},
where pi(h¯) ∈ H .
Similarly, we note that for any x¯ ∈ H + e¯i, there is a permutation pi such that pi(H) = H and pi(x¯) ∈ H + e¯m+1. 
Next we show that if the space L satisfies the conditions (D) and (A) then L cannot be a subspace of two distinct Hamming
codes H1 and H2.
Lemma 6. If L is a subspace of dimension m− log2(m+1)−1 of two extended Hamming codes H1 and H2 of length m+1, then
H1 6= H2 H⇒ Q(L) is not aperiodic.
Proof. Assume that H1 6= H2. Since L is the intersection of H1 and H2 and
dim(L) = dim(H1)− 1 = dim(H2)− 1,
we may conclude that
dim(H⊥1 ∩ H⊥2 ) = dim(H⊥1 )− 1 = dim(H⊥2 )− 1.
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Without loss of generality, we may assume that the first log2(m+ 1) rows of the matrix Q(L) in (10) belong to both H⊥1 and
H⊥2 , the last row x¯ belongs to H
⊥
2 , and the second to last row belongs to H
⊥
1 .
As H2 is a Hamming code, the relation below must hold for the word x¯:
x2k ≡ x2k−1 + 1(mod 2), for k = 1, 2, . . . , (m+ 1)/2.
As a similar condition holds for the entries in row number log2(m+ 1)+ 1, it is easy to see that the column(
0 0 . . . 0 0 0 1 1
)T
must be a period of the set of columns. 
In our algorithm to determine the number of equivalence classes, we make a list L of all subspaces of dimension
m − log2(m + 1) − 1 of a particular Hamming code H of length m + 1 and satisfying the condition (A) above. We then
consider the group G of permutations pi that map subspaces of H of dimensionm− log2(m+ 1)− 1 to other subspaces of H
of the same dimension. According to Lemma 4, the number of orbits inL underGwill be equal to the number of equivalence
classes that we are looking for.
To determine the group G, we use the following lemma.
Lemma 7. If L is any subspace of dimension m − log2(m + 1) − 1 of an extended Hamming code H of length m + 1 such that
the set Q (L) is aperiodic, then for any permutation pi of the set of coordinate positions,
pi(L) ⊆ H H⇒ pi(H) = H.
Proof. For any Hamming code H and any permutation pi of the set of coordinate positions, the set pi(H) is a Hamming code.
The space pi(L) is a subspace of the Hamming codes H and pi(H). Since the set Q (L) is aperiodic, it follows from Lemma 6
that H = pi(H). 
The description of the set of permutations pi such that for a given extended Hamming code H , pi(H) = H , is well known
and elementary, and is given by the use of the general linear group GL(log2(m+ 1), 2), see [13].
As we now know the group G, we can describe, by the use of a computer search, the set of orbits inL under this group.
The computer search produced the following result.
Proposition 5. The number of extended equivalence classes of perfect codes of rank n − log2(n + 1) + 1 and with a kernel of
dimension n− log2(n+ 1)− δ is equal to 5 for δ = 4, and equal to 40 for δ = 5.
Let us remark that the result above can also be rather easily be checked by hand in the case δ = 4.
In the Appendix, we explicitly describe all extended equivalence classes of perfect codes of length n, rank n − log2(n +
1)+ 1, and with kernels of dimension n− log2(n+ 1)− 4 and n− log2(n+ 1)− 5, respectively. They are described by their
coset representatives x¯, as in Lemma 5.
Appendix
This appendix contains two tables concerning subsets L of dimensionm− log(m+ 1)− 1 of extended Hamming codes
of length m + 1, for m + 1 equal to 16 and 32. The results were given by a computer search. The algorithm used for the
computer search of the tables is described below:
L0 = {L ∈ L | L = (x¯+ H⊥) where x¯ ∈ H \ H⊥}
L1 = {L ∈ L | L = (x¯+ H⊥) where x¯ ∈ H + e¯m+1}
L2 = {L ∈ L | L = (x¯+ H⊥) where x¯ ∈ H + e¯{m,m+1}}
G = the set of permutations we get from GL(log2(m+ 1), 2)
whileL0 6= ∅ do
L ∈ L0
fixed = 0
for each pi ∈ G do
L0 \ pi(L)
if pi(L)⊥ = L⊥ then
fixed = fixed+ 1
end
end
end
and similarly forL1 andL2.
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Table 1
Extended equivalence classes, length 16.
Type Class Weight Representation |Fixed|
x¯ ∈ H \ H⊥ 1 6 0000001101010110 11520
2 1 0000000000000001 20160
x¯ ∈ e¯16 + H 3 3 0000000000001110 576
4 5 0000110001011000 720
x¯ ∈ e¯{15,16} + H 5 4 0000000001010110 384
Table 2
Extended equivalence classes, length 32.
Type Class Weight Representation |Fixed|
1 6 00000000000000000000001101010110 11520
2 8 00000000000000110000001101010101 1152
x¯ ∈ H \ H⊥ 3 10 00000000000000110000010101101111 768
4 10 00000000000000110101010101010110 4032
5 12 00000000000011110011001101010101 6144
6 12 00000000000101110001101101010110 1920
7 1 00000000000000000000000000000001 9999360
8 3 00000000000000000000000000001110 64512
9 5 00000000000000000000000011110001 9216
10 5 00000000000000000000001110101000 1920
11 7 00000000000000000000000011111110 64512
12 7 00000000000000000000001100111110 768
13 7 00000000000000000000001101010111 1152
14 7 00000011010101100000000000000001 720
15 7 00000000000000110000001101010100 144
x¯ ∈ e¯32 + H 16 9 00000011001111110000000000000001 768
17 9 00000000000000110000001110101011 48
18 9 00000000000000110000010101101110 48
19 9 00000000110011110101000000001000 64
20 9 01010101010101100000000000000010 1008
21 9 00000000000011000101010101011000 144
22 11 00001001101011110011000000000001 192
23 11 00110011001111000000000000001110 11520
24 11 00000000000011110011001101010100 192
25 11 01010101010000100100111000000010 60
26 4 00000000000000000000000001010110 9216
27 6 00000000000000000000001101010101 768
28 6 00000000000001010001000100011000 720
29 8 00000000000000000000010101101111 1024
30 8 00000000000000000101010101010110 5376
31 8 00000000000000110000001101010110 192
32 8 00000000000001010000010101010110 96
x¯ ∈ e¯{31,32} + H 33 8 00000000000001010001000100010111 72
34 10 00000000000000110000010101011111 256
35 10 00000000000000110101010101011010 768
36 10 00000000000001010001000101111110 48
37 10 00000000000001010011001100110101 576
38 10 00000000000001010011010101100110 32
39 10 01010101010000100100100001100000 120
40 12 00000000000011110011001101010110 1536
The different extended equivalence classes are given in the Tables 1 and 2. Every equivalence class is described by aword
x¯, as in (10), such that L⊥ = H⊥ ∪ (x¯+H⊥). The minimumweight of the non zero words in the class is also given. By |Fixed|,
we mean the number of permutations pi in the algorithm in Section 5.4 that fix L.
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