We consider in this article the Two-Machine Cross-Docking Flow Shop problem, which is a special case of scheduling with typed tasks, where we have two types of tasks and one machine per type. Precedence constraints exist between tasks, but only from a task of the first type to a task of the second type. The precedence relation is thus a directed bipartite graph. Minimizing the makespan is strongly NP-hard even with unit processing times, but any greedy method yields a 2-approximation solution. In this paper, we are interested in establishing new approximability results for this problem. More specifically, we investigate three directions: list scheduling algorithms based on the relaxation of the resources, the decomposition of the problem according to the connected components of the precedence graph, and finally the search of induced balanced subgraph with a bounded degree.
Introduction and problem motivation
In this paper, we study a scheduling problem arising in logistics which was recently presented by [1] for the first time, under the name Two-Machine Cross-Docking Flow Shop Problem. It can be expressed as follows: We have two sets of typed tasks, X and Y , to schedule on two machines M X and M Y . Each task of X has to be performed on machine M X and each task of Y must be processed on machine M Y . In addition there are precedence constraints between tasks of X and tasks of Y ; we hence have an oriented bipartite graph G = (X ∪ Y, →) where precedence relation → is included in X × Y . We are looking for a schedule minimizing the makespan, defined as C max = max i C i , where C i is the completion time of task i. For an instance I, we denote by OP T (I) the minimum value of the makespan over all the feasible schedules. Reference to I will be omitted whenever it can be drawn from the context. Using the standard scheduling classification ( [2] ), this problem is denoted by F 2|CD|C max . Figure 1 gives an example of an instance together with the Gantt chart of an optimal schedule. In the rest of the paper the processing time of a task u is denoted by p (u) . If all the processing times are unitary, the instance is said to be UET. We extend as usual p to any subset S of tasks by letting p(S) = ∑ s∈S p(s). The set of predecessors of a task y ∈ Y will be denoted by S(y) = {x ∈ X | x → y}.
Chen and Lee [1] motivate this problem by the management of a cross-docking facility, where outbound carriers (set Y ) must wait for all their products to be unloaded from inbound carriers (set X) to start their loading operations. Machines M X and M Y correspond to a single receiving and shipping door cross-docking plateform, see for instance [3] for details on cross-docking scheduling problems.
Problem F 2|CD|C max has been proven N P−hard by [1] , even if all the processing times are unitary. In this article we are interested in designing new approximation algorithms for problem F 2|CD|C max . Recall that an algorithm is said to have a performance guarantee of λ (or to be a λ-approximation) if for any instance it delivers a schedule of duration within a factor λ of the optimum makespan. The maximum degree of nodes of X and Y will play an important role. As noticed by [1] problem F 2|CD|C max is symetric in the sense that we can reverse all the precedence relations and thus interchange sets X and Y . Thus we can assume without loss of generality that the maximum in-degree on Y , denoted in the sequel by ∆, is lower or equal to the maximum out-degree on X. Observe that the case ∆ = 1 corresponds to the problem F 2||C max , which can be solved in polynomial time using Johnson's algorithm ( [4] ). In [1] , an algorithm with a performance guarantee of (2− 1 ∆ ) is proposed, the ratio being tight even in the UET case as we demonstrate in next section. It is thus a challenging question to know if there exists an algorithm for F 2|CD|C max with an approximation ratio strictly lower than 2.
The paper is organized as follows: Section 2 gives a brief litterature review on scheduling problems with typed tasks and recalls the principle of the approximation algorithm proposed by [1] . In section 3 we introduce a generic list scheduling algorithm and we propose two specific priority lists, based respectively on the relaxation of the problem on an infinite number of machines for set Y , and on the partially ordered knapsack problem. These two list scheduling algorithms perform well on some classes of instances, but do not have a performance guarantee better than 2 in general. Section 4 is devoted to the role played by connected components of the precedence graph. We prove that decomposing the problem by connected components is not dominant, but may lead to good approximation algorithms. We introduce the neighborhood-scheduling algorithms and show that in the UET case they slightly improve the guarantee of (2 − 1/∆). In particular when ∆ ≤ 2, we prove that the problem can be solved optimally in linear time. Finally, in section 5, we use the notion of induced balanced subgraphs to derive new approximation algorithms for F 2|CD|C max . Section 6 concludes the paper by giving a summary of our results.
Litterature review
Scheduling problems with processing set restrictions have been quite intensively studied in recent years (see [5] for a survey). In this model each task i has a prespecified set of machines M i on which it can be executed. Classical assumptions on the structure of sets M i 's are the nested case (any two sets M i and M j are either disjoints or one is included in the other) and the inclusive case (for any two sets we have the inclusion of one in the other). In [6] , Lee et al. recently analyzed algorithms for general processing set restrictions both in the off-line and the on-line environments. Notice that typed tasks are a special case where any two sets M i and M j are either disjoints or identical. More specifically we have |M i | = 1 for each task i in our problem. However most of the results on processing set restrictions apply to independent tasks, i.e. without precedence constraint. A generalization of our problem, with arbitrary precedence constraints between tasks (i.e. from M X to M Y and from M Y to M X ), has been studied by [7] . He proved its N P−hardness even in the UET case, where all the tasks have unitary processing time. Restricting precedence graph to outforests ( [8] ) or even to disjoint chains ( [9] ) does not alter the complexity hardness of the problem. However, for interval order precedence constraints and equal processing times, the problem becomes polynomial ( [10] ). We observe that Jansen [9] established that deciding the existence of a schedule of length at most 3 for a forest of out-trees is an N P-complete problem, which implies an inapproximability bound of 4/3. Nevertheless his proof constructs an instance with a large number of processors and can not be applied to our case.
Problem motivation
As already mentioned, problem F 2|CD|C max has been introduced by [1] . The authors established its N P−harness and propose an algorithm with a performance guarantee of (2 − 1 ∆ ). Recall that ∆ is defined as the maximum in-degree on Y , i.e. ∆ = max y∈Y |S(y)|. Their approximation is (implicitly) based on the relaxation of the precedence constraints to an out-forest. For completness we detail here their approach. Consider that we cut each task y ∈ Y in |S(y)| equal pieces, see Figure 2 . If each piece has the same set of predecessors as y, the optimal value is not modified since preemption is clearly of no help for our problem. If now one keeps only a matching between the predecessors of y and its pieces, the precedence relation is relaxed to a forest. Merging all the successors of a task x together, the relaxed problem is equivalent to a flowshop F 2||C max which can be solved optimaly by Johnson's algorithm. The approximation algorithm schedules the tasks of X following the sequence of Johnson, and schedules in a greedy manner tasks of Y . We refer to this approximation as the out-forest algorithm inside this paper. On graph G(N, q), the relaxed problem has only unitary tasks. Thus any permutation delivers an optimal schedule and can be generated by Johnson's algorithm. In particular consider the schedule starting on machine M X with (q − 1) out of q tasks for each connected component. It induces an idle time of N (q − 1) + 1 on machine M Y before the first task of Y can be processed. The makespan of this schedule is C
List scheduling algorithms
List scheduling algorithms, introduced by Graham ([11] ), plays an important role in scheduling theory. Recall that their principles lie in a greedy allocation of the tasks to the machine to avoid idle time: Each time a machine becomes idle, the task that can start the earliest is allocated to it. Ties between tasks are broken using a priority list. For problem F 2|CD|C max , we can immediately make the following remark: Remark 1. Given a sequence σ on set X, the optimal schedule with respect to σ can be found in linear time.
Proof. The problem of scheduling tasks of Y is equivalent to 1|r i |C max , where the release time of a task y ∈ Y is given by the latest completion time of its predecessors in X. Any greedy allocation provides the minimum makespan.
It is quite natural to define the following generic list scheduling algorithms for our problem: ; on the contrary, the optimal makespan consists in scheduling first the last matching, leading to a makespan of m 2 + o(m 2 ). Notice that the algorithm of Chen and Lee [1] presented in the previous section is the list scheduling List(X, σ F orest ) with σ F orest the sequence of Johnson in the out-forest relaxation. We present next two other list algorithms on X, based respectively on the relaxation of the number of machines and on the partially ordered knapsack problem.
Relaxing the number of machines
One natural relaxation is to consider an unbounded number of machines to process tasks of Y . We denote by L ∞ the corresponding optimal makespan. Clearly L ∞ is a lower bound of OP T . To compute this lower bound, we consider an auxiliary scheduling problem on one machine. For an instance I of problem F 2|CD|C max , we construct a new instance I ∞ as follows: I ∞ contains the same set X ∪ Y of tasks as I, each one associated with a processing time p ′ and a queue q defined by
Clearly L ∞ is equal to the optimal value for problem 1|prec|L max on instance I ∞ with the maximal lateness max i (C i + q i ) as criterion. This value can be computed in time O(n 2 ) using Lawler's algorithm ( [12] ). We can easily derive an approximation algorithm from our relaxation by scheduling tasks of X according to the sequence σ Lawler of Lawler's algorithm for I ∞ and tasks of Y in a greedy manner. This is the list scheduling List(X, σ Lawler ), we call Lawler's list algorithm. Before analyzing its performance, we consider for a moment a slightly more general problem: we allow the existence of chain precedences between tasks of Y . These precedences may reflect priorities assigned to the outbound carriers in the cross-docking application. For a chain C of tasks of Y , we denote by p(C) the sum of the processing times. Quantity p CP max is defined as the longest (in term of processing time) chain of Y . We redefine the queue q(y) of a task y as the longest chain starting with y. Notice that this definition is consistent with the previous one when no precedence exists on Y . We claim the following result:
max task y 1 is available to be processed, and so will be y 2 at time t 2 = t 1 + p 1 , . . . . The greedy allocation of tasks of Y implies that at least the amount p
This algorithm is quite effective when a very large task is present in the instance. However there is no reason for this to happen, and in practice it certainly will not be the case in the cross-docking application. But we can imagine that, if not a very large, at least some big tasks are present. More precisely, let us fix a number l and consider the subset L of the l largest tasks of Y . We show how we can improve the previous list scheduling algorithm guarantee using set L instead of the largest task alone. For this consider an optimal schedule. In this schedule tasks of L are processed sequentially on the second machine: Say that u 1 completes first, then u 2 and so on till u l . Clearly we can add the chain precedence C : u 1 → u 2 → . . . → u l without modifying the optimal solution. If we solve this over-constrained instance I(C) using Lawler's list algorithm, we obtain a schedule of length at most
As OP T (I(C)) = OP T (I), we have a performance ratio bounded by 2 − p(L )/p(X). Of course we do not know the sequencing of L in an optimal solution. However we can consider the l! possible chains and return the best schedule found. We can generalize to the following lemma:
Lemma 2. For any subset T ⊆ Y , we can compute in time O(|T |!n
2 ) a schedule of makespan at most
As problem F 2|CD|C max is symetric in the sense that Y can play the role of X by reversing all the precedences, Lemma 2 is also applied to subset S of X. However list scheduling List(X, σ Lawler ) does not break the 2−approximation barrier as it performs poorly in the UET case. We deeply study and propose new results on a class including UET instances in section 5. In the following section, we show that approximation algorithms with constant performance ratio strictly lower than 2 exist for F 2|CD|C max if the Partially Ordered Knapsack problem is in APX, and derive a 3/2-approximation for a particular class of instances.
Relation with the Partially Ordered Knapsack
The Partially Ordered Knapsack (POK) problem is a generalization of the well-known Knapsack problem with precedences between the objects: An object can be selected only if all its predecessors are yet in the knapsack. Formally we are given a set N of objects with value v i and weight w i , together with a partial order ≺ P on N . The aim is to find a subset N ′ ⊂ N of maximum value such that its weight does not exceed the knapsack capacity W and N ′ is a valid prefix of ≺ P . POK has been recently studied by Kolliopoulos and Steiner [13] . It is also known as the Precedence Constrained Knapsack Problem (see [14, 15] and references within). Red-Blue bipartite POK instances are a class of instances for which the partially ordered set (poset) is bipartite, i.e. the comparability graph is a bipartite graph G = (X, Y ; E), Y being the set of maximal elements. In addition each object x of X has a null value (x is said to be red) and each object y of Y has a null weight (y is said to be blue).
Now for an instance of F 2|CD|C max , consider the following optimization problem Q t : Given a time t, find a subset U ∈ Y of maximum processing time such that the set of its predecessors S(U ) can be completed by time t: Proof. Assume that we have a λ-approximation algorithm A for Red-Blue Bipartite POK. We prove that Algorithm 1 is then a 2 − 1/(λ + 1) approximation. Let U * be the optimal solution of Q t and let U be the subset returned by A . By definition p(U ) ≥ p(U * )/λ. For simplicity we consider the schedule starting on M Y first with the tasks of U at time p(U ), and then the rest of the tasks at time p(X). This schedule is clearly feasible and has a makespan larger than the one returned by the list scheduling algorithm. If p(U ) ≥ p(X)−t, then at most t idle times appear in the schedule. Hence
, and the result holds. Otherwise, we have p(U ) < p(X) − t = t/λ, which implies that p(U * ) < t. Clearly in any schedule, at most a quantity p(U * ) has been processed on the second machine at time t. It results that in the optimal an idle time of at least t − p(U * ) appears on M Y . We get:
In [13] the authors proved that POK problem is polynomial for some special graph structures. We hence directly derive the following result:
Kolliopoulos and Steiner [13] also proved that the two-dimensional partial order case admits an FPTAS, and hence there exists a 2− 1 2−ε approximation for our problem running in time O(n 4 /ε) when the precedence graph is the comparability graph of a two-dimensional poset. However the approximability status of general POK instances is an open question. Moreover in [13] the authors establish a gap preserving reduction from POK to Red-Blue Bipartite POK, i.e. those particular instances are as hard to approximate than general POK problem.
In section 2, the worst case analysis of the out-forest algorithm proposed in [1] shows the importance of the connected components of the precedence graph. It is then natural to try to take into account this structure, as we propose in the next section.
Scheduling by Connected Components
Many graphs problems can be split with regards to their connected components, the global optimum being the union (or a simple composition) of each connected component optimum. In section 4.1 we study the cc-schedules and their performance guarantee for problem F 2|CD|C max . We then focus on the UET case in section 4.2 and show that the so-called neighborhood-scheduling algorithm improves slightly the guarantee of (2 − 1/∆).
Guarantee of connected-component-schedules
We may wonder if cc-schedules are dominant. The answer, maybe not intuitive, is no. The example given in Figures 4 to 5 proves that there is at least a 3 2 ratio between the optimum schedule and the best cc-schedule. In this example we have 2 connected components. The optimum schedule has a duration of 2m + 2, with only 1 idle time on each machine. A cc-schedule:
• either starts by component (x 3 , y 3 ) as in Figure 5 . Its makespan is then at least 3m + 1,
• or starts by component (x 1 , x 2 , y 1 , y 2 ). Then at time 2m + 1, task y 3 is still to be scheduled, resulting in a makespan of at least 3m + 1. We prove in Corollary 1 that the previous example is actually the worst case, i.e. the best cc-schedule has a duration of at most 3 2 the optimal makespan. To achieve this, we propose a simple procedure, based on Johnson's algorithm for F 2||C max , to merge the schedules obtained for each connected component individually.
First we give some notations, illustrated in Figure 6 . Let us denote by a i and b i the sum of processing times of connected component i, respectively on machines M X and M Y . We assume that we are given a schedule π i (not necessarily optimal) for each connected component i. We denote by C To build a cc-schedule, we follow π i 's schedules on each connected component i; the sequence of the connected components is determined using an auxiliary flowshop scheduling problem on two machines, where each connected component i is associated with a job J i of processing time α i on the first machine, and β i on the second one. We then schedule the connected components in the order of the jobs defined by Johnson's algorithm for problem F 2||C max . Algorithm 2 gives a pseudo-code of the merge procedure. We prove in next lemma that if we have an algorithm A for connected graph with a guarantee λ, the resulting cc-schedule obtained using the merge algorithm has a guarantee (1 + λ/2): 
Now observe that max{
min is a trivial lower bound of the optimum, where p min is the smallest processing time of the instance. Thus we have the inequality:
This relation is true whatever the schedules we use for each connected component. Assume that each schedule π i is within a factor λ of the optimal makespan of connected component i. In particular we have C r max ≤ λOP T . In addition the definition of α and β implies that C r max = a r +β r ≥ α r +β r ≥ 2 min{α r , β r }.
. The value λ = 2 is a fixed point, which is logical since any semi-active schedule leads to a 2-approximation. For the case λ = 1, we hence have a 3 2 −approximation, which is a tight bound as we have provided an example where each connected component is solved optimally and any cc-schedule is at least 3 2 of the optimum. We underline this fact in Corollary 1. Finally we notice that the merge algorithm can be implemented to run in linear time. This is due to the fact that in proof of Lemma 4 we do not need to solve the auxiliary problem to optimality. We simply require all the components with α i ≤ β i to be processed before any component with α i > β i . In addition such a merge sequence can be defined independently of the particular schedules of the components, since α i ≤ β i if and only if a i ≤ b i . The simple rule of the merge algorithms thus consists in starting by the components with less work to process on M X than on M Y .
Corollary 1. The best cc-schedule has a duration of at most

The case of Unitary Execution Times (UET)
In this section, we focus on the UET case, where all tasks have unitary execution time. Note that problem F 2|CD|C max remains N P-hard in the strong sense. Moreover, as noticed in section 1, guarantee (2 − 1/∆) of the algorithm proposed by Chen and Lee [1] is asymptotically tight on UET instances. We will consider a special class of scheduling strategies, that we call neighborhood-scheduling algorithm:
Definition 3. A neighborhood-scheduling algorithm selects at each step a task y ∈ Y such that at least one of its predecessors has already been scheduled. If no such task exists, y is chosen arbitrarily.
Clearly neighborhood-scheduling algorithm constructs cc-schedules. In fact a neighborhood-schedule corresponds to a search algorithm in the graph
, where two nodes of Y are in relation if and only if they have a common predecessor. We can define a priority list for neighborhood-scheduling algorithms to choose at each step among different candidates. In the following we simply require that the first selected node of a connected component has a minimum in-degree. We prove that scheduling each connected component using such a neighborhood-scheduling algorithm and then applying the merge algorithm (Algorithm 2) of the previous section leads to a guarantee of 2 − 1/(∆ − 1) for UET graphs. We first demonstrate this result in the case ∆ = 2, establishing that when any task of Y has at most two predecessors the problem can be solved in linear time. We need a preliminary result. Recall that in the UET setting, a i and b i designate the number of tasks of component i in X and Y , respectively. We denote by δ i the minimal degree of a node of Y in component i:
Property 1. For any connected component i, we have a
i ≤ b i + 1. In addition if δ i = 1 then a i ≤ b i .
Proof.
In 
We first find a neighborhood-schedule for each connected component and then use the merge algorithm to build a cc-schedule. According to equation (2) we obtain a schedule such that:
Consider connected component i: As each task of Y has at most 2 predecessors, in a neighborhoodschedule no idle time occurs after the first task of Y has been scheduled. Thus we have α i = δ i ∈ {1, 2}, the minimum degree of a node Y of the component. We call a 1-component a connected component where the minimal degree is 1 (hence α i = 1) and a 2-component if the minimal degree is 2 (hence α i = 2). The only non-trivial case happens when we have 2 = α r ≤ β r . In this case r ∈ A, and two idle times appear on M Y : One necessarily at the first time slot, and another just before the start of r by definition of a block. Let a = ∑ i<r a i and b = ∑ i<r b i . It results from the previous discussion that a + α r = b + 2, and thus a = b (we have exactly the same amount of work to process before component r on both machines). In the merge algorithm, we simply require that components with α i > β i are scheduled last, in any order. We can impose the supplementary condition to schedule first among these components the ones with β i ≥ 2. Notice that such a sequence can be determined in linear time. Hence any component scheduled before r is either a 1-component, or a 2-component with β i ≥ 2. Using Property 1, it results that we have a i ≤ b i for all these components; as a = b, we actually have a i = b i for all the components scheduled before r, and in particular for all 1−components. Now consider an optimal schedule. For the sake of contradiction assume that only one idle time occurs, necessarily at the first time slot. Consider the first time, say t, that a task y ∈ Y of a 2−component is scheduled. Let U be the tasks scheduled before time t on M 2 and S(U ) their predecessors. Without loss of generality we can assume that any node z / ∈ U has at least one predecessor not in S(U ) (otherwise we can schedule z at time t without creating an idle time). On one hand, to be able to schedule y at time t, we must have p(S(U )) ≤ t − 2. On the other hand, as only one idle time occurs at slot 1, we have p(U ) = t − 1. Thus the inegality p(S(U )) < p(U ) holds. Notice that all these tasks belong by definition to 1−components. We claim that it contradicts a i = b i for all 1−components. For short let us denote S(U ) by W , and let U be the nodes of 1-components not in U , and W = S(U )\W their unscheduled predecessors. Clearly (W, U ) ∪ (W , U ) is a partition of the 1-components, which implies from the previous discussion that
To conclude, notice that the subgraph H induced by (W , U ) only contains 1-components. Indeed a connected component C of H is either a connected component of G (and thus is by construction a 1-component), or contains a node z with one predecessor in W (and thus z is of degree 1 in H). Property 1 implies that p(W ) ≤ p(U ), and thus p(W ) + p(W ) < p(U ) + p(U ), which is a contradiction.
Generalizing Theorem 2 to any maximal in-degree ∆, we prove that we can approximate the UET case within a factor 2 − Proof. The case ∆ = 2 has already been treated, so we suppose here that ∆ ≥ 3. Once again for each connected component we find a neighborhood-schedule and then we use the merge algorithm. The resulting schedule (see equation (2)) has a makespan C cc max satisfying:
In addition we claim that for each connected component i, a neighborhood-schedule starting with a node of minimal in-degree δ i verifies:
Indeed the first node of Y i starts by construction at time δ i . Then, there is at most (∆ − 1) time slots between two consecutive node executions on machine M Y , since we are exploring a connected component and there is always an unscheduled task y ∈ Y i with at most (∆ − 1) unscheduled predecessors in X i . It follows that at time a i , at least (a i − δ i )/(∆ − 1) nodes have been executed on M Y . Since α i is defined as the total idle time on machine M Y , we obtain the desired inequality. We use this relation to bound α r , considering two different cases:
is a lower bound of the optimum on component r, we have
• Otherwise b r ≤ a r −1, we then have β r = α r +b r −a r ≤ α r −1. As (a r +1) is a lower bound of OP T , it results that It results that min{α r , β r } is always bounded by (1 − 1/(∆ − 1))OP T , which concludes the proof.
In this section, we prove that working individually on each connected component may not lead to the optimal but may be sufficient to obtain an approximation ratio strictly lower than 2. We also slightly improve the approximation ratio of problem F 2|CD|C max in the UET case, considering a neighborhoodschedule on each connected component. In particular we obtain an optimal algorithm for ∆ = 2 and a 3/2-approximation for ∆ = 3, both running in linear time. In next section, we use the notion balanced subgraph to improve our guarantee while considering a larger class of instances than UET.
Maximum Balanced Forest
This section is motivated by finding a 3/2-approximation when ∆ = 3, relaxing the UET condition. In section 5.1 we propose a new approximation algorithm for what we call ε-bounded instances, and we improve in section 5.2 our results for the UET case when ∆ ≥ 4. Our approach is based on finding an induced balanced subgraph, as detailed in next section, and runs in linear time. Finally in section 5.3 we show how to extend our results to any instance of F 2|CD|C max , combining our approach with the list scheduling algorithm List(X, σ Lawler ) introduced in section 3.
The case of ε−bounded instances
An instance is said to be ε-bounded if the processing time of any task of X is bounded by εp(X) for some given constant ε > 0. Notice that ε-bounded instances generalize the class of UET instances, which correspond to 1 n -bounded instances, n being the total number of tasks. To design an approximation algorithm for ε-bounded instances, we introduce the notion of balanced weighted forest:
Definition 4. An a−balanced weighted forest is an induced out-forest H = G[S ∪ T ], with S ⊆ X and T ⊆ Y , such that p(S) ≥ ap(X) and p(T ) ≥ ap(Y ).
The Maximum Induced Balanced Bipartite Weighted Forest (MaxIBBWF) problem consists in finding a forest maximizing a, called the balanced ratio. Note that due to our definition, the balanced ratio lies in interval [0, 1] . An example is given in Figures 7 and 8 . Very few results are known on balanced subgraphs. The problem of looking for independent sets, instead of an out-forest, is equivalent to the Balanced Complete Bipartite Subgraph, which is N P-Hard ( [16] , problem [GT 24]). Its approximability has been recently studied in [17] . Suppose that we are given an a−balanced weighted forest H = G [S∪T ] . LetS = X\S be the complement set of S. We can then construct the following schedule: First sequence the tasks ofS on M X ; at this point we schedule the tasks of T on M Y . Since these tasks have at most one unscheduled predecessor, we can schedule them optimally using Johnson's algorithm for F 2||C max . In fact we do not need an optimal schedule for T : we simply schedule first the tasks whose remaining predecessor has a duration smaller than their duration. If some tasks remain after this step, we schedule them using any list algorithm. Algorithm 3 gives a possible version of this algorithm. We have the following lemma: • First suppose that p(w) ≤ p(z). For each task y ∈ T scheduled before z, its only predecessor x in S has a duration smaller than its: p(x) ≤ p(y). It involves that machine M Y has more work to do than machine M X . It can be easily verified that the total amount of idle time on
• Otherwise we are in the situation where p(w) > p(z). In this case, it is easy to check that the amount of work of T performed after time p(X) is at most p(z), which is bounded by p(w).
In any case we have established that W ≥ a min{p(X), p(Y )} − εp(X), and the result follows.
If we are able to find a large enough a−balanced forest, we hence have an approximation ratio strictly lower than 2. We start to show that for ∆ = 3, we can find in linear time an almost 1/2-balanced forest. We then generalize our approach to any maximal in-degree ∆. Our algorithm is in fact quite unclever: we will choose an arbitrary partition on X such that any set has almost the same size.
Assume that we have ∆ ≤ 3. For a subset S ⊆ X, we define set Y f [S] as the nodes of Y having at most one predecessor inside S:
. We can immediately notice that for any partition A ∪ B of X, at least one of the two sets has a gain at least p(Y )/2. This is immediate since any vertex y ∈ Y is of degree at most 3. add (arbitrarily) at most one remaining tasks per bin. Each bin has a height at least H − εp(X) since it is closed, and at most H + εp(X) since at most one additionnal task is added at the end. Lemma 5 achieves the proof.
This result generalizes and improves the performance guarantee of neighborhood-schedule for the UET case (the term 2ε = 2/n is negligible), except for ∆ ≤ 3, for which either we already gave an optimal neighborhood-schedule (∆ = 2) or a 3 2 −approximation (∆ = 3). However in the UET case we can search for a larger class of balanced subgraphs, as it is proposed in next section.
Improving the bounds in the UET case
We generalize our approach by looking for an induced subgraph of larger degree. We call Max-k-Indegree Induced Balanced Bipartite Subgraph (Max-k-IIBBS) the problem of finding an induced subgraph G[S ∪ T ], such that the in-degree of each node of T is at most k, maximizing the minimum between p(S)/p(X) and p(T )/p(Y ). The Max-1-IIBBS corresponds to the MaxIBBF problem of the previous section. All our results for balanced forests extends to Max-2-IIBBS in the UET case due to the following lemma: 
Proof. Theorem 2 of section 4 shows that the UET case with ∆ = 2 can be solved optimally. However we need a stronger result for the schedule of H, namely that the amount of work W performed on the second machine before time p(S) is sufficiently large. Using equation (1) 
OP T + 2
Proof. Finding a 2-IIBBS can be performed in linear time using any partition of X in equal sizes (differing by at most 1 tasks). If we set the number of pieces to k ′ = 1 + ⌊∆/3⌋, we obtain a 2-IIBBS of balanced ratio at least (1/k ′ − 1/n). Lemma 7 completes the proof.
Approximation for general instances
We show in this part how the result on ε-bounded instances can be used to deal with general instances. Let us fix a value ε > 0 and consider an instance I that is not ε-bounded. We denote by L the set of tasks whose processing time is larger than εp(X). If p(L ) is sufficiently large, say represents at least a fraction µ of p(X) for a parameter µ we will specify later, our idea is to use Lawler's list algorithm (see Lemma 2) on the l = ⌈µ/ε⌉ largest tasks of the instance. We obtain a schedule of makespan C max ≤ (2 − µ)OP T . Notice that for ε constant, l is also a constant and thus the algorithm runs in time O(n 2 ). On the contrary if p(L ) is relatively small, i.e. lower than µp(X), we use a straightforward approach. We get rid of L by scheduling its tasks first, and then we apply our balanced forest approximation on the remaining instance, which is ε-bounded. Due to Theorem 4, we can assert that at least a quantity min{p(X\L ), p(Y )}/k(∆) − 2εp(X) of work is performed before time p(X), with k(∆) = 1 + ⌊∆/2⌋. Hence we can construct in linear time a schedule of length C max ≤ (2 + 2ε + (µ − 1)/k(∆))OP T . Forgetting about the term 2ε, the best compromise is to set µ = 1/(k(∆) + 1). We have the following theorem: For ε a constant, the algorithm complexity is thus quadratic, in O(n 2 ). In practise the multiplicative constant ⌈2/(∆ε)⌉! may be prohibitive. Notice however that the number of tasks to permute in Lawler's list algorithm is bounded by ⌈1/(ε(k(∆) + 1))⌉, which turns out to be a small constant as k(∆) becomes large.
Conclusion
In this paper, we have proposed new approximation algorithms for the Two-Machine Cross-Docking Flow Shop Problem, F 2|CD|C max . We have shown that it is possible to break the 2−approximation barrier if Red-Blue Bipartite POK is in APX, and derive as a by-product approximation algorithms with constant guarantee strictly less than 2 for some special precedence graphs. We have also established that it is sufficient to find an approximation ratio stricly lower than two for the restriction to an unique connected component in order to obtain a ratio strictly lower than 2 on the general problem, but that scheduling by connected components can not lead to a guarantee better than 3/2. Finally we improve the approximation ratio proposed in [1] using the specificities of ε-bounded and UET instances and the notion of balanced subgraphs, in combinaison with a list schedule based on resource relaxation. A summary of these results is presented for some values of the maximum degree ∆ on Y in Table 1 . Table 1 : Approximation ratios versus the maximum degree ∆; Column Before corresponds to the approximation ratio 2 − 1/∆ obtained in [1] . The other three columns are the results presented in this paper.
Despite our efforts, we did not propose an algorithm with a constant guarantee strictly lower than two in this paper. It is still an open question to know if such an algorithm exists or if this problem is hard to approximate whithin a factor (2 − α) for every constant α > 0.
