Abstract. Strategies for choosing an e ective solver for a large sparse matrix equation are governed by the particular application. In this article, the context is the numerical solution of unsteady incompressible Navier-Stokes ow. When thousands of matrix equations di ering only in their right-hand sides must be solved, a multi-level one-way dissection scheme is an attractive choice. This method has the property that large parts of the matrix factors are not stored; they are (implicitly) regenerated as needed during the solution process. The resulting storage requirement is competitive with those of preconditionediterative methods. In addition, the e ciency at the solution stage is much superior to the iterative competitors.
1. Introduction. In solving the unsteady incompressible Navier-Stokes equations (INSE), the projection method and its numerous variants are very e ective nite di erence methods (see, e.g., 2, 19, 20, 22] ). With this method, the most timeconsuming task is the solution of a discretized Poisson equation for each time step. For a complex region , a curvilinear grid is required; in this work, a half-staggered curvilinear grid 2, 14] is used. The purpose of the present study is to develop and validate an e ective Poisson solver for unsteady viscous incompressible ow with irregular geometry.
Let the discretized Poisson equation on a half-staggered curvilinear grid be Ax = f; (1.1) where the discretized Poisson operator uses a nine-point stencil. For our 2-D ow problems, the matrix size is between 40; 000 and 330; 000, where the corresponding grid is from 200 200 to 550 600. The right-hand sides are unrelated in time, and A is symmetric and semide nite. In particular, A is singular and the zero eigenvalue has two independent eigenvectors, which implies that the right-hand side must meet two constraints 1 (see 8, 10] ). Since (1.1) is to be solved at every time step for the unsteady INSE, an e ective solver is crucial.
There are many methods which can be used for solving this problem. In general, those methods fall into two classes: iterative methods (preconditioner based, or multilevel based) and direct methods (factorization based). The choice is usually governed by a combination of two requirements: storage and computation.
This work was supported by the Natural Sciences and Engineering Research Council of Canada. y Department of Computer Science, University of Waterloo, Waterloo, Ontario, Canada N2L 3G1, (jageorge@sparse1.uwaterloo.ca, wptang@bryce1.uaterloo.ca, y4wu@elora.uwaterloo.ca ). 1 For 3-D ow problems, the resulting Poisson operator is a 27-point stencil. There are many more independent eigenvectors which are associated with the zero eigenvalue which causes extra di culties for many other iterative techniques. Our technique and analysis in this paper can be extended to many three dimensional problems. See 11] . 1 Multilevel-type methods are often particularly e ective for Poisson operators. However, for 2-D Navier-Stokes ow problems, since the Poisson operator derived on a half-staggered grid has two independent eigenvectors associated with a zero eigenvalue, there are two constraints which are imposed on the right-hand side f. These constraints are di cult to satisfy on the coarse meshes. Consequently, the potential of the multilevel methods cannot be fully realized for this type of problems. In 13, 15] a comparison between a fast solver and a multigrid method on a nonuniform rectangular half-staggered grid showed that the former is about 6 times faster than the multigrid method. The solver presented in this study is an improvement over the fast solver of 13] (in the solution stage).
For three dimensional problems, the situation is even more challenging; there are many more independent eigenvectors associated with the zero eigenvalue 11]. Moreover, the eigenvectors are di cult to compute.
For preconditioner-based iterative methods, the storage requirement is modest, but a relatively large number of iterations is required because the problem is di cult and a ne grid is required in order to obtain an acceptable resolution. As we will see in Section 4, for a medium size grid (250 250), PCG-ILU(2) 6] needs 238 iterations to reduce the residual norm by a factor of 10 ?5 .
Direct methods, on the other hand, are more e ective in terms of computation requirement in the solution stage, but the storage required for the matrix factors is prohibitively large. For a 250 250 grid, direct methods using the natural ordering can require up to 10 times the storage of methods proposed in this paper; even the optimal nested dissection ordering requires twice the storage of this method (see Table  3 .1).
For a 2-D INSE, any e ective Poisson solver for this particular application on a topologically rectangular p by q grid should meet the following requirement:
Storage requirement O(p q ); ' 1; = 1. Solution cost for each time step O(p q ); ' 1; = 1.
That means the storage and solution cost are proportionally close to the number of unknowns or the ratios only rise slightly with the number of unknowns. Since thousands of systems di ering only in the right-hand side are to be solved, the cost for the factorization or the construction of the preconditioner is not crucial because it can be amortized over the large number of solution steps. This fact suggests that the use of a one-way dissection (1WD) 9, 18] method as a solver may be attractive.
The multi-level 1WD methods are direct methods that share with iterative methods the property of being economical with memory. Only part of the factor is saved during the factorization; the majority of the ll-ins in the o -diagonal blocks are \thrown away", and (e ectively) recomputed as required during each solution process. That is the key to achieving good balance between storage requirement and solution time. It is a direct method, since only a nite number of operations are required for the solution. It also has the avor of a domain decomposition iterative method, since solutions on subdomains are repeatedly computed in one solution process. For the details of using domain decomposition and preconditioners for solving compressible Navier-Stokes problems, see 1].
In 12, 18], the one-level and two-level 1WD schemes are studied. For a rectangular p by q grid problem, the storage requirement and the computational requirements for factorization and solution are given in Table 1.1. In this paper, 1WD methods using levels greater than two are analyzed. Their utility and e ciency is demonstrated by their use in solving some di cult ow prob- lems using very large grids. For clarity, we consider a ve-point stencil equation in the analysis. The generalization of our results to the nine-point stencil is straightforward.
In the next section, a brief description of the numerical method used for INSE is presented. In particular, the characteristic of the Poisson operator derived from this method is discussed. Section 3 describes the multi-level 1WD ordering method. Its analysis is presented in Section 4, with the detailed proofs provided in the appendices. A comparison with PCG-ILU(2) and PCG-ILU(4) methods 6] is also presented to demonstrate the new solver's e ciency. Numerical results are listed in Section 5. The boundary condition on @ satis es the consistency condition I @ w n ds = 0:
As noted earlier, for a region with complex geometry, a curvilinear grid is often required. We use a curvilinear half-staggered grid where the velocity is de ned at the nodes, and the pressure is de ned at the center of the cell of discretization 15], as depicted in Fig. 2.1(a) . In the curvilinear coordinate system ( ; ), the momentum equation (2.1) and continuity equation (2.2) can be obtained by a smooth coordinate transformation:
x = x( ; ); y = y( ; ): After the coordinate transformation, the computational region, which may be a union of rectangles, is covered by a square mesh = = 1.
In the computational region ( ; ), the partial derivatives of the transformation functions are approximated by central di erencing. Thus for each node point (i; j) where H(w n ; w n+1 ; t) is a consistent and smooth approximation of F(w; t). The solution procedure per time step is:
(c) Skewed ve-point stencil. 1. Solve forw n+1 from (2.7). 2. Solve for from (2.10).
3. Update w n+1 .
Obviously, the matrix resulting from the operator DG is symmetric and nonpositive. For the interior nodes on the computational region, DG is the nine-point stencil operator as listed in In general, no pressure boundary condition is given; if the velocity boundary condition is a Dirichlet condition, we only use this velocity boundary condition to form equation (2.10). Thus, we get a Neumann condition for in (2.10). In 13], we have shown that the resulting Poisson operator has two independent eigenvectors corresponding to zero eigenvalues. One is a constant vector and the other has a checker board pattern. The singular system imposes extra constraints on the right-hand side. When the multigrid method is used, the extra constraints are di cult to satisfy on the coarse grid, which causes the method to converge very slowly.
3. Multi-level one-way dissection ordering methods. The basic idea of one-level 1WD ordering on a p by q topologically rectangular mesh 2 is to choose k vertical grid lines, i.e., separators, (k is an integer satisfying (1 < k < q)), dissecting the grid into k + 1 roughly equal independent subdomains, each subdomain being approximately a p by q?k k+1 rectangular subgrid. The nodes in the subdomains are numbered row by row, followed by those in the separators, as depicted in Fig. 3.1(a) . After reordering the matrix A by one-level 1WD, the nonzero structure of A is as shown in Fig. 3.1(b) . The equation (1.1) can be written as
where D 11 and D 22 are symmetric diagonal blocks corresponding to the subdomains and separators respectively. In particular, D 11 is a block diagonal matrix where each of its diagonal blocks is a banded matrix with a very small bandwidth. This allows for e ective storage scheme of the factorization. The matrix C 1 is a very sparse matrix corresponding to the coupling terms between the subdomains and separators.
Applying block asymmetric LU factorization to A 12, Chapter 6] yields
where the Schur complement S 1 = D 22 ? C 1 D ?1 11 C T 1 is a symmetric matrix. Due to the ordering, S 1 is a block tri-diagonal matrix (see Fig. 3.1(c) ). When the number of the separators is large, S 1 is a very sparse matrix.
The solution process of the block 2 2 system involves the following: by the extra computation in step 4. An`-level (`> 1) 1WD is obtained by recursively applying the one-level 1WD on the original grid`times, as depicted in Fig. 3.2 and 3 .3. These diagrams illustrate the two-level and three-level 1WD applied to a rectangular computational region, the matrix structures induced by the 1WD ordering method and the nonzero structure of the lower triangular factors. (c) The matrix structure of the lower triangular factor. The gray areas indicate the ll-ins in the o -diagonalblocks, which are thrown away. Only elements in the black areas are kept. (c) The matrix structure of the lower triangular factor. The gray areas indicate the ll-ins in the o -diagonal blocks, which are thrown away. Only elements in the black areas are kept. We compared the number of nonzeros in the lower triangular factor for two and three level 1WD with the natural ordering and the nested dissection method. The results for 150 150 and 250 250 grids are listed in Table 3 .1. Note, in particular, that the nested dissection ordering method needs twice as much storage as the threelevel 1WD method. We normalized the storage for two-level 1WD to one. Obviously, the saving of 1WD in storage is signi cant compared with other direct methods. In Table 4 .1, we can also see that the storage requirement of two-level 1WD is close to that of the ILU (2) (b) The matrix structure induced by the three-level 1WD ordering of Fig. 3.3(a) .
(c) The matrix structure of the lower triangular factor. The gray areas indicate the ll-ins in the o -diagonal blocks, which are thrown away. Only elements in the black areas are kept. 4. Storage requirement, operation counts analysis. We present the analysis of storage requirement and operation counts for the solution stage and the factorization stage in this section. First, consider the storage requirement for the`-level 1WD method. Our computational scheme requires that only the diagonal blocks of the factor (i.e., L d and L s for one-level) and o -diagonal blocks of A (i.e., C 1 for one-level) to be stored. Since each diagonal block of the factor is dense near the diagonal (see Fig. 3.3(c) ), we can use the envelope storage scheme described in 12]; i.e., for each row in the matrix, all the entries from the rst nonzero in each row to the diagonal are stored. These row portions are stored in contiguous locations in a one dimensional array. An auxiliary index vector is used to point to the start of each row portion. This storage scheme requires less overhead storage compared with other sparse matrix storage formats. In particular, the elimination of the indexing for each individual nonzero reduces signi cant looping overhead in the solution stage. The odiagonal blocks of A are very sparse, and their nonzeros are stored in a compressed sparse row format. The analysis of the storage requirement can be achieved in two steps. First, we show the optimal storage needed for one-level 1WD. Then the general case is a simple recursive result. The results are stated below, where the lower order terms are omitted ; the detailed proofs are presented in appendices. Fig. 4 .1. For all of these grids, when the level goes up, the storage requirement goes down. Also, when the grid size increases, the saving of storage in using higher levels is more signi cant. Hence our interest in the use of higher levels for very large problems. Fig. 4.2 shows the solution operation counts versus level for the corresponding grids. When the level goes up, the operation count increases sharply if the grid is small, but it increases more slowly if the grid is large. Thus, we can trade o storage requirements against computation time by choosing a suitable level for a particular grid. We compare the performance of the two-level 1WD with a preconditioned conjugate gradient method (PCG) which uses ILU(2) or ILU (4) Comparison among two-level 1WD, PCG-ILU(2) and PCG-ILU(4) on average storage requirement for each grid node, iteration number, solution time required to reduce the residual norm by a factor of 10 ?5 at each time step for PCG-ILU(2) and ILU(4), and factor time. The results are the average value over 10 time steps. (Using SUN360 computer and Fortran 77 compiler).
results from the simulation of driven polar cavity ows (Re=100) are listed in Table 4.1. For a 250 250 grid, the two-level 1WD is 91 times faster than PCG-ILU(2), and 67 times faster than PCG-ILU(4). The largest grid used in our ow computations is 550 600, and for the larger grids the speed-up over iterative methods is even greater. If the convergence criterion is less than 10 ?5 , we will also anticipate even greater advantage over iterative methods. The average storage requirement for each grid node for the two-level 1WD is 7 percent more than that of PCG-ILU(2). It is noteworthy that the multi-level 1WD method is even faster than the fast solver for nonuniform grids reported on in 13]. In addition, the latter cannot be applied in the curvilinear grid case.
The last column of Table 4 .1 contains times for the factorization for both methods. The times for our method are large; however, the factorization is done only once, so this cost can be amortized over all the time steps. Since typically more than 1000 time steps are required, this cost is not a critical factor with respect to e ciency. In practice, the number of the separators must be an integer. Assuming it is k min + (0 < < 1 ) on the top level ( rst level), then the approximate minimum storage requirement S (`) (p; q) and its bound S 1 5. Numerical results. Numerical tests for the unsteady ows around a cylinder and an aerofoil are described in the following.
5.1. Unsteady ow over a circular cylinder. The fundamental uid dynamics problem of a circular cylinder in uniform ow has been examined extensively in both computational and experimental studies and is considered a stringent test for ow solvers. The resulting ow eld strongly depends on the Reynolds number.
Case I (Low Reynolds numbers): For unsteady ow at Re = 100, the grid is nonorthogonal and 400 400. At a Reynolds number higher than 40, any perturbation excites an unsteady ow and eventually a periodic vortex shedding is established generating the well-known Von K arm an vortex street forced by vortices which are shed alternately with a distinct frequency from the top and bottom of the cylinder. This phenomenon has been addressed in several previous numerical and experimental works 4, 21] . In the present study, the formation of the vortex street is depicted clearly in span-wise vorticity contours (Fig. 5.1 ). Case II (High Reynolds numbers): The initial development of an impulsively started ow at Re=3000 and 9500 is simulated. At these Reynolds numbers, the ow exhibits a rich vortex structure which makes the computation di cult. In the following results, a 400 400 grid for Re=3000 and 550 600 grid for Re=9500 are (b) Re=9500, T=1.00. 6. Conclusion . In this paper, an e ective multi-level one-way dissection ordering method is presented to solve a Poisson equation which results from the discrete unsteady incompressible Navier-Stokes equations on a two-dimensional half-staggered curvilinear grid. This discrete Poisson equation is di cult to solve iteratively, and no fast FFT-based direct methods are available 13]. The multi-level 1WD ordering method provides a good balance between storage requirement and solution time. Storage and operation counts have been derived, and the saving in storage is signi cant compared with other direct methods. The storage requirement of the 1WD is close to that of PCG-ILU(2) and the solution time is 1-2 orders of magnitude less than that of competitive methods. Although the factorization time is high, it can be amortized over the large number of solution steps, yielding a signi cant overall saving. Some di cult ows involving very large grids have been simulated, providing numerical results that are in good agreement with experimental and previous numerical results.
Appendix A. Storage requirement.
Proof of Theorem 4.1:
First, we consider one-level 1WD method with k 1 separators on a p by q grid. The separators dissect the grid into k 1 + 1 roughly equal independent subdomains, each subdomain being approximately a p by q?k1 k1+1 rectangular subgrid. After reordering A by the one-level 1WD, we partition A as in (3.1) and factor A as in (3.2) which is just (4.1) when`= 1. Assuming the storage requirement for`-level (` 1) 1WD satis es the formula (4.1), we will show that the storage requirement of (`+ 1)-level 1WD also satis es (4.1).
For (`+ 1)-level 1WD, let the number of separators in the top level ( rst level) be k`+ 1 . They dissect the p by q grid into k`+ 1 + 1 roughly equal independent subdomains. Each subdomain is a p`by q`rectangular subgrid, where p`= q?k`+1 k`+1+1 ; q`= p. These subgrids are ordered by`-level 1WD. Assuming that (4.2) is valid for`-level 1WD, we will show that it is also valid for (`+ 1)-level 1WD.
For (`+1)-level 1WD, we regard it as applying one-level 1WD with k`+ 1 separators on a p by q grid and then applying`-level 1WD on the (k`+ 1 + 1) subgrids (each subgrid is a p`by q`rectangular grid, where p`= q?k`+1 k`+1+1 ; q`= p For (`+ 1)-level (` 1) 1WD, we regard it as applying one-level 1WD with k`+ 1 separators on p by q grid and applying`-level 1WD on the (k`+ 1 + 1) subgrids ( each subgrid is a p`by q`rectangular grid, in which p`= q?k`+1 k`+1+1 ; q`= p). When the storage requirement is minimum, the operation count for factoring matrix D 11 is approximately (k`+ 1 + 1) (`) f (p`; q`): D 11 is a block diagonal matrix having k`+ 1 + 1 blocks, each block is a p`by q`grid problem which is ordered by`-level 1WD. C 1 is also a block matrix having 2k`+ 1 blocks, each block is a p(q?k`+1) k`+1+1 by p matrix 3 Adding the operation count for factoring S 1 , the total operation count for factorization is approximately f (p; q; k`+ 1 ; p`; q`) = (k`+ 1 + 1) (`) f (p`; q`) + 2k`+ 1 p (`) s (p`; q`) +4k`+ 1 p 2 + 7k`+1p Then, f (p; q; k`+ 1 ; p`; q`) = (`+1) f (p; q) 2
