A general framework for intelligent optimization was proposed in this paper, which was based on the guiding principles and specific methods of benchmarking.
INTRODUCTION
According to the principle of optimization and the general characteristic, the existing intelligent optimization algorithms (IOAs) can be divided into four categories. 1) Evolutionary Computation: Although the specific search techniques are different, the same optimization idea is to imitate the evolutionary process of biology, and generate candidate solutions by selecting, crossover and mutation. Genetic Algorithm is the typical representative. 2) Swarm Intelligence: They are mainly inspired by the behavior of social insects or animals. The most well-known are Particle Swarm Optimization and Ant Colony Optimization. 3) Phenomenon Algorithms: They are mainly inspired by the internal rules behind the various physical phenomena. The physical phenomena are varied. It can be predicted that this kind of IOAs will usher in a wave of a high tide of prosperity. 4) Other Meta heuristic Approach: In addition to the above three categories, there is another one. They should not be categorized as the optimization algorithm. In essence, they should be considered as unique search strategies and search ideas, like Simulated Annealing Algorithm, Taboo Search, Variable Neighborhood Algorithm, and Predatory Search.
Regarding the designing of IOAs, the existing work can be divided into three levels. The primary level is to improve the existing algorithms. For example, according to the characteristics of the problem domain, to extract certain specific rule, and design certain new operator, and so forth. So many original IOAs have appeared some improved versions. The intermediate level is to put forward new search ideas. For example, like GA, the multiple original IOAs proposed by the scholars all have their own unique search patterns. The high level is to break through traditional idea of intelligent computing. Using a variety of encoding schemes in IOAs is essentially equivalent to mapping the problem to be solved from the current space-time to another. Using the population and individuals to search the optimal solution, is essentially equivalent to using the enumeration method to get the answer. But the use of probability rules makes the emergence of enumeration answers have a certain tendency, that is, the so-called "intelligence" of search behavior. Therefore, it can be said that the GA firstly created the idea of using coded individuals to get the optimal solution via "intelligent enumeration". Comparing with the traditional optimization methods based on strict mathematical logic, this is a kind of brand-new intelligent computation thought. At present, almost all the existing IOAs, including the algorithm framework proposed in this paper, are all failed to escape from this mode of thinking.
ALGORITHM FRAMEWORK BASED BENCHMARKING PHILOSOPHY
Benchmarking algorithm (BA), whose general framework is like this: within the whole ecosystem (i.e., the solution space), some niche populations (i.e., initial solutions) are generated (randomly, or by some rules). These niche populations are equivalent to all kinds of enterprises in the global market. Those individuals within the niche populations are equal to the business sectors or employees. First, based on the evaluation function, setting the benchmark according to the purpose of optimization. The best individual in each niche population (i.e., the local best individual, i.e., the local optimal solution), and the best individual in the whole ecosystem (i.e., the global best individual, i.e., the global optimal solution) is determined respectively. This is equivalent to establishing the local benchmark and the global benchmark. The previous result is recorded. Second, the individuals within each niche population emulate their own benchmark in accordance with the guiding principles of benchmarking, which will be elaborated later. Each strives for close to or even beyond its object through learning and emulating. After this round of benchmarking, reevaluate the situation and reset the local benchmark and the global benchmark, and update the record. And then, start a new round of benchmarking, so back and forth, until iteration to meet the stop condition. At this time, the global best individual is just the global optimal solution after decoding. And the local best individual is just the local optimal solution after decoding. It can be seen that this idea of learning includes both competition learning mechanism and learning competition mechanism. The basic algorithm flowchart can be shown as follow. 
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The Framework of Benchmarking Algorithm FACTORS IN THE DESIGN OF BA
In the design of specific BA, the following factors have significant impacts, which need to focus on consideration.
a) Probability Rules of The Operators in BA: Traditionally, the "intelligence" of IOAs is mainly reflected in the probability rules, which determined the probability of operators in IOAs. Therefore, there are always some probability equations in IOAs. However, the "intelligence" of BA depends on the organizing tactics rather than the probability rules. Since the probabilities of operators in BA, including global benchmarking, local benchmarking, self-learning and tentative learning, have no need to set initial values and are all set as random values during the running process. That is, the BA proposed here, does not need any so-called "adaptive", "intelligent" probability rules. BA's operators just need to be organized according to the guiding principles mentioned later, it will be sufficiently "intelligent".
b) The Criteria for Setting a Benchmark: The best individual within the whole ecosystem (whose fitness value takes the maximum or minimum according to the optimization purpose) will be established as the global benchmark. That is, the global optimal individual will be fixed as the global benchmark. However, for the global optimal individual, there are two different cases. The first is that the individual is the best individual of the ecosystem which evolved to the present generation, i.e., the global optimal individual to the current generation. The second is that the individual is the best individual of the ecosystem in the current generation; i.e., the global optimal individual in the current generation. Similarly, the best individual in each niche population will be set as the local benchmark. That is, the local best individual will be established as the local benchmark. Moreover, for the local optimal individual, there are two different cases as well. The first is that the local benchmark is served by the local optimal individual to the current generation. The second is that the local benchmark is served by the local optimal individual in the current generation.
c) The position of tentative learning: Tentative learning refers to that the tentative strategy is used in the process of benchmarking. That is, after benchmarking, the individual will automatically return to the state before benchmarking if its fitness value has not been improved accordingly. This can be achieved by gene resetting. The tentative learning strategy plays a role in protecting good genes from damage, which should be embedded in the three operators of global benchmarking, local benchmarking and self-learning. Whether the tentative learning is necessary or not, and where it is placed, depends on the specific circumstances.
d) The step size of benchmarking under the float encoding scheme. In the after-mentioned basic operators, for the sake of simplicity, the factor of step size was set to a random value between 0 and 1. Many experiments showed that if the step size was adaptively adjusted according to the fitness value of the individual, the search result is better.
THE SIMPLE BENCHMARKING ALGORITHM
The simple benchmarking algorithm (SBA), mainly refers to such a set of configurations. The global benchmark is served by the global optimal individual to the current generation. The local benchmark is served by the local optimal individual in the current generation. The tentative learning strategy is nested in the global benchmarking and the local benchmarking. The probability of global benchmarking, local benchmarking and self-learning are completely set as a random value between 0 and 1. The pseudo code of SBA is shown as follows.
Step1: Initialize the number of niche populations in the ecosystem and the number of individuals in each niche population. Initialize the stop condition, etc.
Step2: Evaluate the fitness value of each individual, and set the global benchmark and the local benchmark according to the guiding principles of benchmarking.
Step3: Each individual executes global benchmarking; if not improved, it will implement local benchmarking; if not yet improved, it will carry out self-learning.
Step4: If the iteration stop condition is not satisfied, turn to Step2, otherwise output the benchmark(s) and decode it (them), and you will get the required global and/or local extreme value.
OTHER VERSIONS OF BENCHMARKING ALGORITHM
The global benchmark and the local benchmark, respectively, have two different ways for the establishment. Some other factors, for example, whether the tentative learning is adopted or not, and where it is placed; the condition for exchanging local benchmarks; the step size of benchmarking; the probability rules of the core operator, etc., there are a variety of ways. In addition to the SBA, any combination of the above factors can constitute a different version of BA.
Guiding Principles and Specific Methods of Benchmarking
The general idea of the intelligent optimization theory based on benchmarking philosophy is studying and emulating the good example. However, its core idea is the guiding principles of benchmarking and the specific methods of studying and emulating. The former is the guiding ideology of designing specific algorithms for specific problems.
THE GUIDING PRINCIPLES OF BENCHMARKING a) Benchmark record is updated in real time. While the algorithm is running, both the best individual in each niche population and the best individual in the whole ecosystem generated in each round iteration, are recorded with a record-keeping. That is, the local benchmark and the global benchmark generated in each round iteration are recorded, and constantly updated in real time.
b) Studying and emulating chosen on demand. Benchmarking includes three behaviors, which consists of emulating the global benchmark, emulating the local benchmark, and self-learning. Based on different practical problems and different selection criteria, we can design different optimization algorithms according to whether to implement certain emulating behavior. For example, the three emulating behaviors do not need to be executed in sequence. After emulating the global benchmark, if the individual did not get improvement, then it will emulate the local benchmark. Otherwise, it will quit from the current round of iteration. c) Learning object is flexibly changed. After each iteration, the best individual in each niche population, i.e., the local best individual, will be set as the benchmark in its own niche population, i.e., the local benchmark. Moreover, the best individual in the whole ecosystem will be established as the global benchmark. Theoretically, the local benchmarks in each round of iteration will continue to change. The global benchmark is selected from those local benchmarks, so it is bound to change as well. Unless the global optimal solution has been found, then the global benchmark will no longer change. Alternatively, a local extreme value is figured out by some niche population, then the local benchmark within it will remain unchanged. The most particular case is that in the implementation of distributed search, each niche population has found out a local extreme point after certain round of iteration. Moreover, after that, all the local benchmarks, of course, including the global benchmark, will remain unchanged. However, the global extreme point within the solution space has still not searched out this moment. This is the most peculiar situation. In theory, the occurrence probability of this extreme situation is negligible, but to be absolutely safe, the additional rule can be adopted to avoid this extreme situation. For example, we can stipulate that if the global benchmark has not been improved after several rounds of iteration, it is mandatory to exchange the local benchmark from each niche population in a random way. This is like the rotation system for officials in enterprise management. In this way, theoretically, the learning objects could continue to change in the process of benchmarking. According to the different characteristics and rules of the problem domain, we can design some different search algorithms, and ensure that the global extreme point(s) in the ecosystem can be found out.
THE SPECIFIC METHODS OF BENCHMARKING a) Emulating Method based on 0/1 Encoding Scheme. There are three common 0/1 encoding modes, binary code, gray code and one-hot code. If 0/1 encoding modes were adopted, the degree of difference between two individuals is measured by the Hamming Distance. The studying and emulating method is just to reduce the Hamming Distance between itself and the benchmark object. b) Emulating method based on float encoding scheme. If the float encoding scheme was adopted, the degree of differences between two individuals could be characterized by the concept of distance, and the degree of similarity between two individuals can be represented by the correlation coefficient. For the concept of distance, the Minkowski Distance [1] is perfect. In practical applications, based on the data structure and the features of the problem to be solved, it is better to convert Minkowski Distance to Manhattan Distance [2] , Euclidean Distance, or Chebyshev Distance [3] by selecting appropriate parameters. For the correlation coefficient, based on the data structure and actual demand, it is also possible to choose appropriate calculation methods, for example, Pearson Correlation Coefficient [4] , Cosine Similarity, Tanimoto Coefficient [5] , Spearman Correlation Coefficient [4] , or Kendall Correlation Coefficient [6] , etc. When float encoding mode is used in the IOAs, the studying and emulating method is to reduce the Minkowski Distance between one itself and the benchmark object, or (and) increase the correlation coefficient between one itself and the benchmark object. c) Emulating Method based on Character(s) or Boolean Encoding Scheme. Many of the problems in science, engineering, and management, especially in the field of data science, the model must use symbolic functions to build. For example, the usual commodity evaluation and recommendation problems in E-commerce, it involved human-computer interaction. In this case, it often required character or string encoding scheme, or Boolean encoding scheme. When a character(s) or Boolean coding mode is used in the IOAs, the degree of differences and similarity between two individuals can be represented by Levenshtein Distance, Jaro-Winkler Distance, Jaccard Coefficient, etc. The studying and emulating method is just to reduce the degree of differences between one with itself and the benchmark object, and (or) to increase the degree of similarity between one of itself and the benchmark object by gene editing.
THE OPERATORS IN BENCHMARKING ALGORITHM
Here, it is important to note that, in general, the operators and their probability rules are extremely important for an intelligent algorithm, because the performance is entirely determined by the probability rules of the operators when the algorithm is running. However, for BA proposed here, its performance is not determined by the probability rules of the operators but depends entirely on the organizing tactics of the operators. The operators are just a kind of concrete implementation of benchmarking philosophy aiming at the different encoding schemes. Compared with the existing IOAs, There is nothing special about these operators. So, there is no need to say more nonsense here.
CONCLUSIONS
Similar to other IOAs, this theory proposed here is easy to achieve through programming. And the actual effect is not bad as well. However, comparing with the operations research methods, there are still two issues needing further study. Firstly, it lacks rigorous and comprehensive mathematical basis. For some problems, it is still necessary for more scientific research based on mathematical analysis. Like the density of the individual, the optimization probability, and convergence of the algorithm, the complexity, and precision of the algorithm, etc. Second, it is proposed mainly for the single objective optimization problems with weak constraints. For multi-objective problems with complex and harsh constraints in the field of science, engineering, and management, how to coordinate these conflicting targets and deal with those complex and harsh constraints, there is no discussion. It is also the focus of the next stage of the study.
