1. Introduction. In a recent paper [1] , H. L. Gray and T. A. Atchison have considered a class of nonlinear transformations which can be used in the evaluation of improper integrals. In addition, Gray [2] has introduced some limiting forms associated with these transformations and Gray and Schucany [3] and [4] have studied their application as well as introduced some additional transformations.
All of the transformations discussed in the papers mentioned above are essentially of the same nature. In fact, each one is actually obtainable from the same ideas that produced the initial transformation, i.e., the G-transform. The purpose of this paper is to establish the ideas involved in defining the G-transform and to show how they can be used in such a manner as to establish a general class of transformations. Moreover, it is shown that the G-transform can be derived from this class. In addition, a new transformation termed the "P-transform" is established which is found to be useful on those integrals for which the G-transform is not well suited.
2. The Generalized G-Transform. The motivation for the transform which we wish to consider and which we will refer to as the generalized G-transform is as follows :
Consider any two improper integrals of the first kind defined by lim¡^x F(t) and lim^oo H(t), where (2.1) Fit) = f fix)dx and Hit) = f h(x)dx, J a Ja and (2.2) limF(<) = limP(i) = S.
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Then we can define a third integral which also converges to S ; namely,
Then we see that (2.5) can be satisfied if, fix) (2.6) R = lim X-»00 h(x) provided this limit is not one or zero.
Thus we have
Finally, we note that if we are to have a method which is equally applicable to strictly numerical data, then (2.7) may not suffice, since (2.6) may not be known.
To escape this problem we approximate R in (2.7) by f(x)/h(x). This leads us to the following transformation :
where P(í) = fit)/hit) ^ 1.
Since (2.8) is not yet in the form we wish to consider, we will refrain for the present from giving a formal definition. The problem of using (2.8) is that it requires two integrals which converge to the same limit. To remove this difficulty, we proceed as follows. Let git) £ C(U on (-<», a>) such that lim.-,,, git) = w and g~lia) exists, where g~l denotes the inverse of g. Then /g(D ft fix)dx = Urn J fix)dx .
i-»oo a t-»co a Moreover, if in the integral on the left we let x = giz), then we have (2.10) lim /_1 figiz))g'iz)dz = lim / fix)dx = S .
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We note now that (2.10) gives two improper integrals of the first kind which converge to the same limit and differ only by the lower limits, which are finite. Therefore,
as t -r co. Thus, from the reasoning above, the second integral in (2.11) will converge more rapidly if R is selected appropriately. In order to approximate R in the most natural way, it is necessary to alter (2.11), in the same manner as we altered (2.3). This, in light of (2.9), leads to the following formal definition. and / (2.14) Fit) = / f(x)dx-^S ^ ± « as <-» °o .
a We assume in (2.13) that either f(g(t))g'(t) * 0, or, if f(g(t))g'(t) = 0 at t = i0, then
exists and we define P(¿o) to be that limit. The following two definitions will be necessary for clarity in the remaining portion of this paper. Proof. By definition, The effectiveness of a transformation may be determined, in the limit, using the concept of more rapid convergence ; however, for numerical purposes, the concept of uniformly better convergence is more useful. The following corollary to Theorem 1 is then of interest. Corollary 1. If limt^ R(t) = Rg 9e 1 or 0, then there exists a T > a such that G[F; g; t] converges uniformly better than F(t) or F(g(t)) on (T, =o).
Theorem 3. Let R(t) ^ 1 on (a, ß). G[F; g; t] converges uniformly better than F(t) on (a, ß) if, and only if -< r^ö EMUm < '
on (a, ß), where E(t) = S -F(t).
Proof. Since
for t G (a, 0), and the sufficiency is established. A reversal of the steps proves the necessity.
As was mentioned earlier, the generalized G-transform can be used to derive some more specific transformations.
In particular, suppose we consider the simple G-transform of [1] . In connection with this transformation, we have the following theorem.
Theorem 4. A necessary and sufficient condition that G[F; g; t] be exact for all t 2: to > a when (2.25) fit) = Ci exp [-dt], C2 > 0 and t ^ t0, is that git) = t -K\, where Ki ^ 0.
Further, when git) = t -K\, the generalized G-transform reduces to the "simple" G-transform.
Proof. That git) = t -Ki leads to the G-transform is obvious. The fact that it can be derived by imposing the condition that the "generalized-G" be exact on a particular type of function can be shown as follows.
In general, when t > a, and ¿Zp=i M/(ko"~1)p converges for a > 1, fc0 > 1. But then 23p=i «p converges, which is contradictory, and the theorem follows. An interesting class of functions for which B[F, t; k] will be useful is considered in the following theorem. For these functions, one would expect B[F, t; k] to be of more value than G[F; t -k; t + k], which is the simple G-transform of [1] . This is true, since the R(t) associated with G[F; t -k; t + k] has the limit 1, but that limit is neither 1 nor 0 in B[F, t; k]. Proof. This follows from Theorem 1.
In general, the problem of determining g is very difficult. Fortunately, however, the transformation which yields the integral exactly for a certain class of functions may work very well on the integral of functions which differ markedly from the exact class. This is well demonstrated in [1] . A theorem which may be of some use in determining g is the following.
Theorem 9. A necessary and sufficient condition that G[F; g; t] be exact when t S: ¿o > a is that R(t) is constant when t ^ to.
Proof. From (2.26) it is necessary and sufficient that (2.47) f° f(x)dx= ,{f* /" mdx, t^to,
Thus, it is necessary that
where C is a constant. Thus we must have (2.50) This implies that
Hence, R(t) must be constant when t St t0. Substitution shows the condition to be sufficient and the theorem follows.
3. A Limit Transformation. As in [1] , if the limit of (2.33), R(k) can be computed, then a "limit" transformation corresponding to B[F, t; k] may be defined.
Definition 5. For R(k) ¿¿ 1, k > 1, let
The following theorems are then easily proved. dx .
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