Abstract. A result on finite abelian groups is first proved and then used to solve problems in finite fields. Particularly, all finite fields that have normal bases generated by general Gauss periods are characterized and it is shown how to find normal bases of low complexity.
Gauss periods can be defined in any finite Galois extension of an arbitrary field (see Pohst and Zassenhaus [20, pp. 171-173] and van der Waerden [22, pp. 169]), we only consider them in finite fields. Definition 1.2 (Feisel et al 1999) . Let q be a prime power and r a positive integer with gcd(r, q) = 1. Let Z r denote the ring of integers modulo r, Z × r the multiplicative group of Z r and φ(r) = |Z × r | = nk. Write r as r = r 1 r 2 where r 1 is the squarefree part of r and set g(x) = x r 2 |r 2 1≤i≤v (r 2 )
where runs through all prime divisors of r 2 and v (r 2 ) denotes the largest integer v such that v | r 2 . For any subgroup K of Z × r of order k, a Gauss period of type (n, K) over F q is defined as
where β is a primitive rth root of unity in F q nk .
When r is a prime (or squarefree), r 2 = 1 and g(x) = x. In this case, the above definition agrees with Gauss' original one [13, Article 356] , and since there is only one subgroup K of order k in Z × r , we say a Gauss period of type (n, k) instead of (n, K). To distinguish this case, we sometime call the Gauss periods defined above em general Gauss periods.
A normal basis for F q n over F q is a basis of the form α, α q , . . . , α q n−1
for some α ∈ F q n . Any such α is called a normal element of F q n over F q and the corresponding basis is said to be generated by α. Theorem 1.3 (Feisel et al 1999) . A Gauss period of type (n, K) over F q generates a normal basis for F q n over F q iff < q, K >= Z × r . The problem is to characterize the values of q and n for which there exist an integer r and a subgroup K as above such that a Gauss period of type (n, K) is normal. The experimental results in [7] indicate that such r may not exist for many values of q and n. For example, when q = 2 and n divisible by 8, no such r were found by computers. Our Theorem 1.1 can now be applied to resolve this problem.
m where p is a prime. There exists an integer r such that a Gauss period of type (n, K) is normal for F q n over F q for some subgroup K of Z × r iff gcd(m, n) = 1 and if p = 2 then 8 n.
In the special case, when r is required to be a prime, the above theorem was previously proved by Wassermann (1993) . Theorem 1.4 characterizes exactly which finite fields have normal bases generated by general Gauss periods. For more information on how to perform fast arithmetic under normal bases generated by Gauss periods, see [8, 9, 10, 12, 18] .
In practice, the size of r is extremely important: smaller r results in smaller complexity for the normal bases. We present computational results on the size of r. We shall see from the proof of Theorem 1.4 that whenever the required r exist, one can find squarefree r. Hence, for simplicity, we only consider squarefree r. Note that there are some theoretical bounds on prime r in [1, 5] , however, the bounds are quite bad compared to the experimental results presented in the tables below.
Suppose that r is given squarefree and nk = φ(r). The question is how to efficiently decide whether there is any subgroup
for some subgroups K of order k in Z × r while < q, K > = Z × r for other subgroups K of the same cardinality. In general, if r = nk + 1 is not a prime then Z × r may have many subgroups of order k. For instance, if k = 2 and r has t distinct odd prime factors then Z × r has at least 2 t subgroups of order 2. Searching through all subgroups of order k is time consuming. We solve this problem by the next result. Theorem 1.5. Suppose that r is squarefree, n|φ(r) and there is a subgroup K ⊆ Z × r of order k = φ(r)/n with < q, K >= Z × r . Then n and k factor as
such that (i) n 1 , n 2 , . . . , n t are pairwise relatively prime;
(ii) for each 1 ≤ i ≤ t, (n i , k i ) is a prime Gauss pair for q, and r = t i=1 r i where r i = n i k i + 1, 1 ≤ i ≤ t, are distinct. Conversely, if (i) and (ii) are satisfied then there is a Gauss period of type (n, H) that generates a normal basis for F q n over F q of complexity at most
Here and hereafter (n, k) is called a prime Gauss pair if r = nk + 1 is a prime and a Gauss period of type (n, k) is normal. The proof of Theorem 1.5 also shows how to find a subgroup H of order k such that a Gauss period of type (k, H) generates a normal basis of the required complexity in the theorem.
The remainder of the paper is organized as follows. Theorem 1.1 is first proved in Section 2. Theorems 1.4 and 1.5 are proved in Sections 3 and 4, respectively. In Section 5, we discuss how to efficiently search for low complexity normal bases generated by Gauss periods for any given n and q. We give a table of percentages of n ≤ 3000 for which F q n has a normal basis from Gauss periods with small complexity for q ∈ {2, 3, 5, 7, 11, 13, 17, 19, 23}. Our computation shows general Gauss periods do yield many new normal bases of low complexity.
Proof of Theorem 1.1
The properties we use on Abelian groups can be found in any standard textbook on modern algebra, see for example [14] .
Without loss of generality, we may assume that S is a subgroup of G. We first reduce the proof to the case where the order of G is a prime power. Let n be the order of G. For a prime divisor p of n, let
where p runs through all distinct prime divisors of n. Also, G (p) has order a power of p and
Then H satisfies the requirement of Theorem 1.1, since
So we may assume that G is a p-group, i.e., G has order a power of p. In this case, it suffices to prove the theorem when all the subgroups G i are cyclic, since we can always decompose G i into a direct product of cyclic groups and combine subgroups of the components to get the required
Henceforth, we assume that G is a p-group and G i =< α i > generated by α i , 1 ≤ i ≤ t. The number t is called the rank of G and α 1 , α 2 , . . . , α t form a basis for G. We prove by induction on the rank t of G. When t = 1, the theorem holds trivially. Suppose that the theorem is true for any p-group of rank at most t − 1. We prove it for G of rank t.
If K = G, the theorem holds trivially. So assume that K = G. Denote the elements of G/K by a, a ∈ G. For convenience, we switch to the additive notation for the group operation of G. Then
As G is finite, there is an element of largest order in G. Let a be any such element with order p e . Then p e > 1, as G is not the identity group. There are unique integers a 1 , a 2 , . . . , a t such that
The order of a is equal to the least common multiple of the orders of
Since all the orders are powers of p, there is an i such that a i α i has order p e . Without loss of generality, we assume that i = t. Note that p a t , since otherwise α t ∈ G would have order at least p e+1 , contradicting to the choice of a whose order p e is the largest. Suppose that G t has order p r . Then the coefficient of α t is computed modulo p r . As p a t , an appropriate multiple of a will make the coefficient of α t into 1. So we may assume that a is of the form
where a and α t have the same order p e . DenoteG = G 1 ⊗ · · · ⊗ G t−1 . For any element g ∈ G represented under the basis α 1 , . . . , α t , we define the projection of g via a intoG to be the element g − ua where u is the coefficient of α t in g. LetK be the set of elements of K projected intoG via a. ThenK is a subgroup ofG ⊂ G. As a ∈ S, we still have
We shall show later that
LetS be the subgroup consisting of all elements of S with t-th component zero. Since G t =< α t > is a component in the direct product of G, (1) and (2) imply thatG =<S,K >. NowG/K has rank at most t − 1, by induction hypothesis, there is a subgroupH ofG of the form
Since p e is the order of α t in G/K, p e α t ∈ K and the order
as −β ∈G and −β + a = α t . So the theorem follows by induction. It remains to prove (3). Since a ∈ G is of maximum order, < a > is a direct summant of G. Hence
But < a > ∼ =< K, a > /K. By the third isomorphism theorem of groups,
Note that the elements ofK are linear combinations of a and elements of K. We have < K, a >=<K, a >=K+ < a > where the sum is direct asK has no common elements with < a >. Since G =G+ < a > is also a direct sum, we have
It follows from (4) and (5) that
as α t and a have the same order in G. Hence (3) holds, and the proof is complete. 
It remains to show that if p > 2, or p = 2 but 8 n, then there is a positive integer k such that (n, k) is a Gauss pair over F p , thus over F p m when gcd(m, n) = 1. Suppose that n = n 1 n 2 · · · n t where n 1 , n 2 , . . . , n t are prime powers of distinct primes. By Wassermann (1993) for each 1 ≤ i ≤ t there is a positive integer k i such that r i = n i k i + 1 is a prime and < p,
where K i is the unique subgroup of order k i in Z × r i . If some of r 1 , r 2 , . . . , r t are equal, say r 1 = r 2 , then r 1 = n 1 n 2 k 1 + 1 for some integer k 1 , and (n 1 , k 1 ) is a prime Gauss pair where n 1 = n 1 n 2 . So we can drop the pair (n 2 , k 2 ) and r 2 . Now n = n 1 n 3 · · · n t with n 1 , n 3 , . . . , n t pairwise relatively prime. We can repeat this process until all the r's are distinct. Without loss of generality, we may assume that r 1 , r 2 , . . . , r n are already distinct and n 1 , n 2 , . . . , n t are pairwise relatively prime.
Let α i = a∈K i β a i be a Gauss period of type (n i , k i ) over F p where β i is a primitive r i th root of unity in some extension of F p . Then α i is a normal element in F p n i over F p . As n 1 , n 2 , . . . , n t are pairwise relatively prime, by Theorem 4.3 in [16, pp. 72], α = α 1 α 2 · · · α t is a normal element in F p n over F p . It suffices to show that α is a Gauss period. Let r = r 1 r 2 · · · r t . Since r 1 , r 2 , . . . , r n are distinct primes, by the Chinese remainder theorem,
where we identify Z r i with its embedding in Z r (similarly for Z × r i , and K i below) and the sums are internal. Let
Therefore α is a Gauss period of type (n, K).
Proof of Theorem 1.5
Let r = r 1 r 2 · · · r t where r 1 , r 2 , . . . , r t are distinct primes. By the Chinese remainder theorem,
here again we identify Z r i with its embedding in Z r and the sum is internal. By Theorem 1.1 with S = {q}, there exists a subgroup
implies that Z × r /H is cyclic. It follows from (6) that n 1 , n 2 , . . . , n t are pairwise relatively prime. Also,
Finally, for the last claim of the theorem, taking the subgroup
, let α = α 1 α 2 · · · α t where α i is a Gauss period of type (n i , k i ) over F q , 1 ≤ i ≤ t. Then α is a Gauss period of type (n, H) by the proof of Theorem 1.4. Since α i is normal in F q n i over F q and the n i 's are pairwise relatively prime, α is normal in F q n over F q By Exercise 4.2 in [16, pp. 73] , the complexity of the normal basis generated by α is equal to the product of those generated by α i for F q n i , 1 ≤ i ≤ t. The claim follows.
Normal bases of low complexity
Let n be a positive integer and q = p m where p is a prime and m is a positive integer. We want to construct a normal basis of low complexity for F q n over F q . Theorem 1.4 says that if gcd(m, n) = 1 then a normal basis for F q n over F q can always be constructed from Gauss periods except for p = 2 and 8|n. Since any basis for F p n over F p is still a basis for F q n over F q when gcd(m, n) = 1, we will concentrate only on the fields F p n over F p . To the author's knowledge, there is currently no known construction of normal bases of low complexity for F 2 n over F 2 when 8|n, and little is known for F q n over F q when gcd(m, n) > 1; see Blake et al. [6] for a construction of normal bases with complexity 3n − 2 for F q n over F q when n|(q − 1) or n = p.
Recall that (n, k) is a prime Gauss pair if r = nk + 1 is a prime and < q, K >= Z × r where K is the unique subgroup of Z × r of order k. We call (n, k) a Gauss pair over F q if nk = φ(r) for some squarefree integer r with gcd(r, q) = 1 and if there is a subgroup K in Z × r of order k such that < q, K >= Z × r . Define κ q (n) = min{k : (n, k) is a prime Gauss pair over F q }, if k exists, ∞, if no such k exists; and κ q (n) = min{k : (n, k) is a Gauss pair over F q }, if such k exists, ∞, if no such k exists.
As a prime Gauss pair is always a Gauss pair, κ q (n) ≤ κ q (n). In the prime case, κ q (n) measures the complexity of the corresponding normal basis. In the general case, however, we don't know the precise relationship between κ q (n) and the complexity of the normal basis. We introduce another measure. By Theorem 1.5, if the conditions (i) and (ii) are satisfied then there is a Gauss period that generates a normal basis of complexity at most t i=1 (n iki − 1). When a Gauss period comes from the set { (n 1 , k 1 ) , . . . , (n t , k t )} of pairs, we say that it is of type { (n 1 , k 1 ) , . . . , (n t , k t )}. Define
(n iki − 1)} wherek i is the same as defined in Theorem 1.5 and the minimum is taken over all the collections of pairs {(n 1 , k 1 ), . . . , (n t , k t )} that satisfy the conditions (i) and (ii) in Theorem 1.5. G q (n) is approximately the same as κ p (n) but G q (n) measures more accurately the complexity of normal bases. For example, when n = 15 and p = 2, a Gauss period of type (15, 4) yields a normal basis of complexity 15 · 4 − 1 = 59, and a Gauss period of type {(3, 2), (5, 2)} yields a normal basis complexity (3 · 2 − 1)(5 · 2 − 1) = 45; both have the same k but with different complexities. In fact, G 2 (15) = 46/15 ≈ 3.07 but κ 2 (15) = 4. Given a prime p and a positive integer n, we want to compute G p (n). We need to search for an appropriate factorization n = n 1 n 2 · · · n t and positive integers k 1 , k 2 , . . . k t such that (i) and (ii) are satisfied and such that t i=1 (n iki − 1) is minimized. To do this we first factor n as n = P 1 P 2 · · · P where P i are prime powers and is the number of distinct prime factors of n. Then we partition {P 1 , P 2 , . . . , P } to form all possible factorizations n = n 1 n 2 · · · n t , t ≤ , where n 1 , n 2 , . . . , n t are pairwise relatively prime. For each factorization n = n 1 n 2 · · · n t and for each 1 ≤ i ≤ t, find the smallest positive integer
is squarefree then we have a normal basis of complexity at most t i=1 (n iki − 1). Take the smallest complexity among all such factorizations of n. For example, if n = 154 = 2 · 7 · 11 then we can factor n as (2)(7)(11), (2 · 11)(7), (2)(7 · 11), (2 · 7)(11), (2 · 7 · 11).
For p = 2 and for m ∈ {2, 7, 11, 14, 22, 77, 154}, the smallest prime Gauss pairs (m, k) are (2, 1), (7, 4) , (11, 2) , (14, 2) , (22, 3) , (77, 6), (154, 25).
The optimal combination is {(11, 2), (14, 2)}. So there is a Gauss period of type {(11, 2), (14, 2)} that generates a normal basis for F 2 154 of complexity (11 · 2 − 1)(14 · 2 − 1) = 567, and G 2 (154) = 568/154 ≈ 3.69. Note that κ 2 (154) = 25, and the smallest complexity of normal bases from prime Gauss periods is 154·(25+1)−1 = 4003. In this case general Gauss periods yield normal bases with much smaller complexity.
To test if any given pair (n, k) is a prime Gauss pair for p, we check if the following conditions are satisfied, r = nk +1 must be a prime and gcd(e, n) = 1 where e is the index of p modulo r. The latter condition is equivalent to p n/v ≡ 1 (mod r) for each prime factor v of n.
When n and p are given, the smallest prime Gauss pair (n, k) is found by trying k = 1, 2, 3, . . . . Adleman & Lenstra [1] and Bach & Shallit [5] prove under the extended Riemann Hypothesis that κ p (n) ≤ cn 3 log 2 (np) for some absolute constant c. But our computer experiment shows that such k is much smaller. For example, κ 2 (3 i ) < 6i and κ 3 (2 i ) < 6i for all 1 ≤ i ≤ 1000. It would be interesting to have a better theoretical bound for κ p (n).
We still need to generate all the partitions of {P 1 , P 2 , . . . , P }. The number of partitions of a set with distinct elements is called a Bell number, denoted by Bell( ), which is exponential in . All the partitions of a set {1, 2, . . . , } of distinct elements can be generated recursively as follows. Let m = Bell(i − 1). Suppose that
is a list of all partitions of {1, 2, . . . , i − 1} for some i > 1. For each partition S j = s j1 ∪ s j2 ∪ · · · ∪ s jv with v parts, 1 ≤ j ≤ m, form v + 1 partitions of {1, 2, . . . , i}:
where S jw is the partition S j with its wth part s jw replaced by s jw with i added. Then all the partitions of {1, 2, . . . , i} is the union of (7) for 1 ≤ j ≤ m. Since each partition of {1, 2, . . . , i − 1} has at most i − 1 parts, the above algorithm shows that Bell(i) ≤ i Bell(i − 1). So Bell( ) ≤ !. (Of course, the number of partitions is at most the number of permutations.) Note that the ith prime is at least i + 1. We have Bell( ) < n for any positive integer n with distinct prime factors. Therefore one can generate all the partitions of {P 1 , P 2 , . . . , P } in time linear in n.
Using the above algorithm, we computed G p (n) for n ≤ 3000 and p ∈ {2, 3, 5, 7, 11, 13, 17, 19, 23}. In Table 1 , we tabulated the percentages of the values of n with G p (n) ≤ k for various small values of k. Note that for p = 2, the percentage is relatively small for k > 2 comparing to other p's. The reason is that whenever 8|n, F 2 n has no normal bases from Gauss periods. For all p ∈ {3, 5, 7, 11, 13, 17, 19, 23}, G p (n) ≤ 10 for more than 70% of n ≤ 3000, and G p (n) ≤ 20 for more than 95% of n ≤ 3000. To see how much general Gauss periods improve over prime Gauss periods, we list in Tables 2, 3 and 4 the values of n ≤ 2000 for which κ p (n) − G p (n) ≥ 20 for p ∈ {2, 3, 5, 7, 11}, where "Cplex" denotes complexity, "Diff" is the difference of complexities divided by n. General Gauss periods indeed give many new normal bases of low complexity. 
