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ABSTRACT
Drilled shafts have proven to be cost-effective, excellent performing, deep foundation
systems where large loads and lateral resistance are major factors. The available design
methods that are recommended by FHWA (2010) for drilled shafts are mostly empirical
and are developed based on generalized data which sometimes can be conservative for a
particular soil. The main objective of this study is to develop a design methodology for
estimating the side resistance of an axially loaded drilled shaft based on the current and
the unique properties of the soil. The objective was met through using the discrete
element method (DEM) to investigate the behavior of soil at particulate level.
Discrete Element Modeling (DEM) is an explicit numerical model that approximates the
mechanical behavior of an assembly of particles. DEM is a way to simulate the
movement of granular matter through a series of calculations that trace the movement of
individual particles. For the study of macro scale behavior of granular material around a
drilled shaft, a modified DEM program was developed and entitled as ELLIPSE3DSHAFT. For that purpose, several algorithms were developed and implemented in the
modified program. Three new contact detection methods of ellipsoidal particles with a
v

cylindrical wall were developed. The modified DEM program was parallelized with Open
MP implementation to improve the computing time for numerical analysis. The modified
program was used to study the soil-shaft interaction.
The numerical results revealed that the side resistance is dependent on the void ratio of
the soil. A general trend of side resistance and void ratio or relative density of soil was
found with the results obtained from the DEM experiments. The new design method was
evaluated by comparing its performance against the most commonly used design
methods.
Finally, two new drilled shaft side resistance design models were proposed using the
critical state approach of soil. According to critical state soil mechanics, soil with a
mineralogy has two unique properties which are invariant with initial conditions and
other soil properties, critical state friction angle and critical state line (CSL). A
correlation of the side resistance, critical state friction angle, peak friction angle, and
vertical stress of soil was proposed in the first model. A correlation of side resistance and
state parameter was subsequently proposed in the second model.
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Chapter 1
Introduction
1.1. Background and Motivation
The drilled shaft is a very popular, cost-effective, and non-displacement deep foundation
for high load carrying capacities. Different design methods for drilled shafts have been
developed and modified during the last few decades for generalized soils (i.e., granular
soil, clay or gravel). These design methods are largely based on empirical correlations
that were developed based on soil boring data and measured shaft responses of full-scale
load tests. The correlations developed using the database of these tests have been applied
to many different types of soils and construction methods. Hence, the design
methodologies can sometimes be conservative.
Problems may arise when these methods are applied to a soil that does not fall into a
general category, for example, the soils of New Mexico, which tend to be very dense and
stiff. These generalized methods noticeably under-predict the load carrying capacities of
soils, causing engineers to apply compromised drilled shaft designs for New Mexican soil
so that the full potential of the drilled shaft is not fully utilized.
The parameters used to describe these design correlations are based on the current
properties of soils. It is important to relate the unique properties of soil in the design
models as well. At critical state condition, soils exhibit unique properties (critical state
friction angle and critical state line) which do not depend on the initial condition or stress
path. These properties are called invariant properties which are related to the
characteristic of soil. It is important to develop a design method that uses the current and
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the invariant properties of soil. The new method will help to reduce the construction costs
of drilled shafts as well.
1.2. Scope of the Research
The scope of this study is to develop design models for a drilled shaft in granular soil
using the 3D Discrete Element Method (DEM). Evaluating the interaction of soil-surface
systems to the movement of the drilled shaft for different loading condition is an
important step in the development of design method for the drilled shaft. The DEM,
which allows full access to the particle-scale kinetic and kinematic information, is great
numerical tool for investigating the soil-shaft interaction problem. In the last few
decades, researchers have successfully used 2D and 3D DEM with round particles
(circles and spheres) for soil-pile interaction analysis.
For this study, a modified DEM program was developed to simulate the structure of a
hollow cylindrical domain packed with binary-dispersed particles. The open source DEM
program, ELLIPSE3D, was used as a base program. Samples of rectangular cuboids were
used in this program. In order to model the granular soil and a drilled shaft as an axial
symmetric problem, a sample was needed that has the shape of a part of a hollow
cylindrical specimen. This particular shape was implemented into the program and the
modified program was entitled ELLIPSE3D-SHAFT.
The granular soil in this study is represented by ellipsoidal particles because studies show
that it represents granular soil better than spherical particles. New contact detection
methods between ellipsoidal particles and the cylindrical boundaries were developed to
account for the introduction of curvy boundaries. A representative volume element
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(RVE) was selected for the simulation domain based on sensitivity analyses of the radii
and the sector angle of a hollow cylindrical specimen. This modified program was used
to analyze the granular soil behavior and to study the shaft-soil interaction. The results of
this research were applied in developing two new design methods for the drilled shaft.
The main objectives of this research can be broadly classified into the following two
categories:
1. To develop modified DEM program with the development and implementation of
the ellipsoid-cylinder contact detection method.
2. To investigate the soil-surface interactions of the drilled shaft and to propose a
new effective design method for the drilled shaft.
1.3. Outline
This dissertation contains nine chapters. This Chapter presents the motivation and
objective of the current research. Chapter 2 is an overview of earlier research that has
used discrete element modeling to study the response of granular media to the movement
of the drilled shaft. A general introduction of available design methods is given in section
2.2. Section 2.3 provides an overview of the discrete element modeling techniques.
Section 2.4 describes the techniques that are available to improve the performance of
DEM. Section 2.5 provides an overview of the currently available shaft-soil research and
Section 2.6 presents the critical state approach of soil.
Contact detection is well defined for a spherical particle with a cylindrical wall. Contact
detection of an ellipsoidal particle with a cylindrical wall is not as straightforward and a
numerical procedure is often required. Three new contact detection algorithms that are
3

proposed

in

the

modification

of the

ELLIPSE3D-SHAFT

are

presented

and

comparatively assessed in Chapter 3. The projection method is favored for its accuracy
and efficiency and has been implemented in the modified program.
In Chapter 4, all the algorithms that were developed and implemented in the
ELLIPSE3D-SHAFT that were designed to successfully create cylindrical specimen are
described in detail. The contact laws and contact models used for the calculation of the
wall contact force are also presented.
Huge computational cost is a major drawback of DEM. With the improvement of
computer technology over time and the introduction of OpenMP or MPI parallelization in
the software world, there have been drastic improvements in performance. In Chapter 5,
the developed and implemented OpenMP algorithm is described. The performance
improvement analyses are presented as well. By implementing the parallel algorithm, the
performance is improved by five times as compared to previous versions of the program.
Chapter 6 presents the details of the sample preparation procedure for the soil-shaft
interaction analysis. The ELLIPSE3D-SHAFT program is used to prepare the samples.
Section 6.2 presents the sample preparation techniques used for this study. Several
sensitivity analyses including cylindrical radius of specimen, segment angle, and particleboundary friction coefficient, are presented in section 6.3. Section 6.3 also presents
geometric shapes of the DEM particles, the size of the DEM chamber, the boundary
conditions and the material properties used for the specimen.
Chapter 7 presents the drilled shaft side resistance simulation experiments. Section 7.2
presents details of failure mechanisms of a drilled shaft. Section 7.3 presents the side
4

resistance experiment plan using the ELLIPSE3D-SHAFT program. Section 7.4 presents
the results of the DEM simulations. A trend of the drilled shaft side resistance with
density and void ratio is found with the DEM results.
Chapter 8 presents the development of two new side resistance design models for drilled
shafts using the critical state approach of soil. In this chapter, Section 8.2 describes, in
detail, the critical state condition of soils. Section 8.3 represents the development of two
models with two unique soil properties: critical state friction angle and critical state line
(CSL). Section 8.4 presents the field application of the proposed design models. Section
8.5 presents comparisons and evaluations of existing design models with the DEM results
and Section 8.6 presents the comparison of the proposed design models with field data.
Chapter 9 summarizes the main findings of this current research and provides some
recommendations for future research.
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Chapter 2
Literature Review
2.1. Introduction
This research is approached from the perspective of soil mechanics or geotechnical
engineering. It concerns the use of discrete element modeling to analyze the response of
granular materials to the movement of the deep foundation. The deep foundation of
interest for this research is a drilled shaft. The intent of this research is to develop design
methods for drilled shafts using the Discrete Element Method (DEM).
This chapter presents a review of earlier relevant research. An introduction to the general
properties of drilled shafts and the available design techniques for drilled shafts are first
presented in Section 2.2. An overview of the principles of DEM is provided in Section
2.3. The performance improvement of the DEM method which results from using parallel
processing is given in Section 2.4. The contribution of DEM to deep foundation research
and to earlier research about the drilled shaft mechanism is described in Section 2.5 and
Section 2.6 presents the critical state approach of soil.
2.2. Drilled Shaft
Drilled

shafts are deep,

cylindrical,

cast-in-place concrete foundations that are

constructed by placing concrete in a cylindrical structure excavated into the ground. The
diameter of a drilled shaft varies from 2 to 30 feet. Drilled shafts used for transportation
facilities commonly range from 2.5 to as much as 10 feet. A length of shaft that is more
than 260 feet has been reported.

The term “drilled shaft” is synonymous with cast-in-
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drilled-hole piles, bored piles, rotary bored cast-in-situ piles, drilled piers or, simply,
shafts.
The use of drilled shafts as structural supports has recently increased as they can be cost
effective and more constructible relative to other deep foundation types such as driven
piles or auger-cast piles. They can be installed in a variety of soil and rock geologic
profiles.

They are particularly advantageous where large lateral loads govern bridge

foundation design. Additional applications include providing foundations for high mast
lightings, cantilevered signs, and communication towers, foundations where a small
footprint is desirable, or over water to avoid cofferdam construction. In many cases, a
single drilled shaft can replace a pile group. Furthermore, new developments in the
design and construction methods of shafts have provided increased economy with their
use.
2.2.1. Design Resistance of Drilled Shafts
The total axial resistance of a drilled shaft consists of the combination of side resistance
and base resistance, as shown in Figure 2.1. The side resistance is related to the shear
strength of the soil. In sands, friction is developed between the concrete shaft and the
surrounding sands. For typical shaft sidewall irregularities, resistance can also come from
the internal friction developed within the surrounding soil itself. In clayey soil or rock,
side resistance is closely related to the undrained shear strength or unconfined
compressive strength of the geologic medium (soil or rock). The base resistance consists
of the end bearing, which is similar to other deep foundations.
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Figure 2.1. Side resistance and end bearing of a drilled shaft.
Figure 2.2 shows the general relationship between axial resistance and downward
displacement. Three components of resistance are shown: (1) side resistance
(tip) resistance

, (2) base

, and (3) combined (total) resistance. The axial load distribution of a

drilled shaft is a function of depth. The magnitude of the load decreases with depth as the
load is transferred to the surrounding soil or rock. The shaft displaces downward as the
axial load on the shaft increases from zero. The side resistance acts vertically in shear,
mobilized direction to an ultimate point of resistance (Point B), typically at a
displacement that depends on the diameter of the shaft. A further increase in load beyond
Point B is resisted by the base or butt of the shaft, until the combined resistances are
reached (Point C). During this time shear resistance may either remain constant or change
very slowly.
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Figure 2.2. Generalized load transfer behavior of a drilled shaft in compression (FHWA,
2010).
The above figure shows that the peak value of side and base resistances occur at different
displacements. Maximum side resistance occurs with relatively small amounts of
displacement and is independent of shaft diameter. Maximum base resistance occurs with
relatively large displacement amounts and is a function of the shaft‟s diameter and its
geomaterial type. However, base resistance analysis is beyond the scope of the current
study; only the side resistance analysis is considered in this research.
2.2.2. Side Resistance of Drilled Shaft
The frictional resistance that develops over a cylindrical shear surface or soil-shaft
interface is called the nominal side resistance of a drilled shaft. The nominal side
resistance (Q s) can be expressed as the sum of side shear amounts developed in layers of
soil to a given depth containing n layers:
∑

(1)
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Where:

(

)

Figure 2.3. Side resistance of drilled shaft.
The side resistance developed between a shaft and the surrounding granular soil is shown
in Figure 2.3. The side resistance can be estimated using various design methods (Touma
and Reese, 1974; Meyerhof, 1976; Reese and Wright, 1977; Reese and O‟Neill, 1988;
O‟Neill and Reese, 1999; Kulhawy, 1991; Mayne and Harris, 1993; O‟Neill and Hassan,
1994; Chua et al., 2000; Chen and Kulhawy, 2002; Kulhawy and Chen, 2007; FHWA
2010, and others). Some of the important design methods are briefly presented in the
following sections.
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2.2.2.1. The O’Neill and Reese Method (O’Neill and Reese 1999)
The side resistance of a drilled shaft in cohesionless soil is estimated by using the beta
method as:
(2)
Where:
(

In cohesionless soil when SPT

(

)

,

√ )

In cohesionless soil when SPT

(

(3)

,

√ )

(4)

In gravelly sands or gravels when SPT

,
(5)

There is a different category for a specific type of granular soils that is referred to as
cohesionless intermediate geomaterials (IGM). Cohesionless IGMs are defined by
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O‟Neill et al. (1996) as very dense granular geomaterials with SPT N60 values between 50
and 100.

Cohesionless IGMs are grouped under “cohesionless soils”. The concept of

IGM is used to distinguish earth materials with strength properties that are intermediate
between soil and rock. Specific design equations are given for side resistances for this
kind of soil. The side resistance is estimated by:
(6)
And the coefficient of horizontal stress is estimated by:

*

+

(7)

The friction angle ( ) is estimated by:

[

(

)

]

(8)

Where
The Reese and O‟Neill method (1988) is an empirical method that is based on a set of 41
drilled shaft load tests. The trends of

versus depth (z) determined from those field load

tests are used to develop the empirical relationships between

and z. The ultimate unit

side resistance in sand is given by beta, which depends only on depth and is independent
of soil density, although depth is a function of density. O‟Neill and Hassan (1994) refer
to this method as the “depth-dependent

method”. Figure 2.4 shows a wide range of

for different granular soils that the Reese and O‟Neil method cannot estimate or cover.
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Figure 2.4. Variations of β with depth (O‟Neill and Hassan, 1994).
The limitation of this design method is that it cannot provide guidance for design in soils
that are dense (relative density 35% and up), and it under predicts the load carrying
capacities of shafts in soils of relative density of 50% to over 95%.
2.2.2.2. The NHI Method (FHWA 2010)
In a recent FHWA publication (2010), a new design equation was proposed by Brown
and his colleagues. This method is referred as the NHI method. The side resistance of a
drilled shaft is estimated as:
(9)

13

is given as:

* +

(10)

Where:

(

)

(11)

Mayne (2007) identified the preconsolidation pressure (

) as:

(12)
Where:
and

.

The angle of internal friction in Equation 13 is obtained from the corrected standard
penetration resistance

as suggested by Kulhawy and Chen (2007):
(13)

2.2.2.3. The Unified Design Equation (Chua et al. 2000)
Chua et al. (2000) proposed a design equation for predicting the load-carrying capacity of
drilled shafts in both cohesive and cohesionless soil. For a drilled shaft in cohesionless
soils, the soil parameter needed for the design equation is the angle of internal friction as
well as the unit weight of soils. This design equation has shown reasonable accuracy in
predicting the side resistance of granular soils in New Mexico. In the Unified Design
Equation (Chua and Meyers 2002), the  u value is calculated as:
14

[

]

√

(14)

The nominal shaft resistance at z depth is:
(15)
Gibbs and Holtz (1957) presented data that relate SPT blow counts to the relative density
at different depths for sands. Chua et al. (2000) provided a predictive equation for relative
density based on regression analysis. The relative density (DR) is given as:
* +

(16)

Chua et al. (2000) also proposed a general equation between relative density and friction
angle that is based on the data from Duncan et al. (1980). The friction angle ( ) can be
estimated as:
(17)
DM-7 (US Navy 1971) provided a correlation between friction angle, and void ratio
(relative density) for granular soils of different soil classifications. The relationships
between the angle of international friction and
Figure 2.5.
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for cohesionless soil are plotted in

Figure 2.5. Angle of internal friction according to soil classification.
2.2.2.4. Design Method by Mayne and Harris (Mayne and Harris, 2000)
According to Mayne and Harris, the effective or drained side resistance is calculated as:
(18)
The coefficient of horizontal stress is estimated by:
(19)
And the friction angle ( ) can be estimated as:

{[

(

)

]

}

(20)

2.2.2.5. Design Method by Touma and Reese (Touma and Reese, 1974)
Touma and Reese proposed a design equation for the drilled shaft that is based on a
predetermined coefficient of horizontal stress (
The side resistance (

is estimated as:
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) that is dependent on the depth (

).

(21)
Where:
(22)
(23)
(24)
2.2.2.6. Meyerhof Design Method (Meyerhof, 1976)
Meyerhof proposed a design equation which is dependent on the SPT, N-value of soil.
The side resistance (

is calculated as:

(25)

2.2.2.7. Design Method by Reese and Wright (Reese and Wright, 1977)
According to Reese and Wright, side resistance is also dependent on SPT, N-value. They
proposed different design equations that are based on the N-value. The side resistance
(

is calculated as:

(26)

(27)

(28)
2.2.3. Evaluation of Side Resistance Design Methods
To investigate the performance of the design methods that are described in the previous
sections, they are used to estimate the side shear capacity for a drilled shaft in New
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Mexico. Figure 2.6 illustrates the performance graph. The length and diameter of the
shaft are 52 ft and 4.5 ft, respectively. The shaft was constructed in Albuquerque, New
Mexico at the site of the Highway I-40/I-25 interchange (the „Big I‟ interchange). The
soil is classified as Santa Fe formation, which is a very dense, granular soil (SPT, Nvalue

50). The Y- axis in the graph represents the distance from the ground while the

X- axis represents the cumulative shear resistance for various design methods. The graph
depicts the performance of the design methods in dense, granular soil. Figure 2.6 also
demonstrates the huge variations in the side shear capacity relative to the depth for a
given STP boring log in sandy soil. The Unified method predicts the maximum capacity,
by predicting that the cumulative resistance is 460 tons while the maximum side
resistance estimated from the O-cell load test is 864 tons. Although the O‟Neill & Reese
method is recommended by AASHTO, but the performance is average as verified in the
graph.
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Figure 2.6. Comparison of estimated side shear capacities in sandy soil.
It is difficult to choose the best design method for dense granular soil. None of the design
methods can actually capture the behavior of dense granular soil because all
underestimate the side resistance. That is the reason that construction costs are
overestimated which calls for developing a new design method specifically for the dense
granular soil.
To develop a new design method, it is necessary to study soil behavior around a drilled
shaft under different soil conditions. This study can be completed either by field and lab
experiment or by using numerical investigation. The numerical investigation using DEM
method is chosen for this research. From among alternative design methods, three have
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been selected to compare to the numerical study. These are the O‟Neill and Reese method
(Reese and O‟Neill 1988), the Unified Design Equation (Chua and Meyers, 2002) and a
method that was recently presented at the National Highway Institute (NHI), the “Drilled
Shaft: Construction Procedures and LRFD Design Methods” (FHWA, 2010).
2.3. Discrete Element Modeling of Granular Material
Numerical simulation is an indispensable part of current engineering and science
development. It is an effective tool to find approximate solutions for complicated
engineering problems in granular, discontinuous material and continuous material. For
various engineering disciplines, appropriate varied numerical methods have been used. In
soil mechanics, the ﬁnite element method (FEM) and the discrete (distinct) element
method (DEM) are two of the most common approaches. FEM is derived from
continuum theory and is used for the description of deformable continuous bodies. It
requires, as input, a constitutive relation between stress and strain. However, one of the
fundamental drawbacks with these relations is that they involve parameters that either
have a lack of physical meaning that might be very difﬁcult to calibrate with
experimental data. Thus, the constitutive equation cannot be described. On the other
hand, DEM describes particulate materials as an assembly of individual particles. They
are modeled as rigid particles. DEM has been used effectively to investigate the behavior
of soil and to develop constitutive models.
DEM is a practical, direct and powerful way to model granular media. It has been utilized
to study the micromechanics of the granular materials (Cundall et al., 1979; Bathurst at
al., 1988; Bathurst et al., 1989, Thornton, 1997; Ng et al., 1994; Ng, 1999; Ng, 1989) and
to determine the constitutive behavior of granular soils (Thornton and Randall, 1988;
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Bashir et al., 1991; Dobry et al., 1992; Thornton and Antony, 1998; Thornton, 2000). The
micro scale information obtained from DEM simulations gives insights into the behavior
of collective particles.
DEM was first proposed by Cundall in 1971 for application to problems in rock
mechanics, and then it was increasingly applied to simulate the mechanical behavior of
granular materials (Cundall and Strack, 1979; Ting et al., 1989; Rothenburg and Bathurst,
1992). Later during the last two decades, significant research has been conducted using
DEM, and a number of commercial DEM software applications have been developed
such as PFC (2D & 3D), EDEM, ROCKY, SAMADII/DEM, UDEC, 3DEC, MFIX, and
Newton. Some open source DEM software packages that are now available include:
BALL & TRUBAL, ELL3NP3D, YADE, Woo, Pasimodo, SDEC, LIGGGHTS,
LAMMPS. The increasing availability of computing power during the past three decades,
along with refinements and adaptations of the original methods has made DEM
application available to a wide range of industries.
For this research, the DEM program ELLIPSE3D is an open source code has been
modified and used. The ELLIPSE3D program is an extension of the original code
„Trubal‟ (Cundall and Starck, 1979). This program is capable of handling two shapes of
particles, sphere and ellipsoid. ELLIPSE3D is used as the numerical tool for this study as
it is an open source code, and furthermore it is easy to modify according to research
needs.
Sphere based DEM implementation remains the most common for 3D modeling because
it is simple, has fast computability, and allows easy contact detection with other spheres
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as well as with different shaped boundaries (Johnson et al., 2004). For geotechnical
representation, spheres are commonly used to simulate soil behavior (Cundall, 1988;
Rothenburg and Bathurst, 1989; Ng and Dobry, 1991; Ng and Dobry, 1992). However,
spheres have many drawbacks that limit their ability to capture the key behaviors of real
particle systems that contain non-spherical particles. Spheres tend to roll excessively.
They are unable to capture interlocking phenomena exhibited by real granular systems.
They tend to organize into dense ordered packings as the coefficient of friction decreases
when monodisperse samples are used (Grest et al., 2001), which is not representative of
many naturally occurring materials (Vu-Quoc and Zhang, 1999). Besides spheres, other
shaped particles have been used to overcome these limitations. Commonly used particles
are ellipsoids, poly-ellipsoids, super-ellipsoids, super-quadrics and polyhedral (Vu-Quoc
and Zhang, 1999; Hart et al., 1988; Williams and Pentland, 1989; Favier et al., 1999;
Abou-Chakra et al., 2004; Elliott and Windle, 2000; Gan et al., 2004; Ng, 1994).
Ellipsoidal particles are considered to be a good representation of granular media for
geotechnical studies (O‟Sullivan, 2011; Falagush et al., 2015; Hornton, 2000). When
granular soil is approximated by assemblies of ellipses or ellipsoids, simulations showed
a better agreement with the behavior of actual sands than was achieved by simulations
using spheres (Ng, 1994). For this research, ellipsoidal particles are used because they are
relatively easy to handle mathematically, as the contact solutions can be solved
geometrically without requiring any additional assumptions.
The ELLIPSE3D DEM program approximates the mechanical behavior of an assembly
of random shaped particles. It has the capacity to simulate the movement of granular
matter through a series of calculations that trace the motion of individual particles. The
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particles move independently from each other and interact only through contact points.
Each particle obeys Newton‟s laws and the laws of particle motion. The interaction of
particles with each other and with boundary surfaces is controlled by contact algorithms.
Particles are allowed to overlap during contact, a phenomenon that is referred to as a „soft
contact‟ approach. In this study the „soft contact‟ method (Cundall, et al., 1979) is used.
The flow diagram in Figure 2.7 illustrates how a DEM simulation is executed. In a DEM
simulation, the first step is that the particles are generated. The sample is prepared for the
final experiment after the generation phase, which includes consolidation and shrinkage
phases of the sample to a desired density. The DEM calculation cycle after the particle
generation steps consists of two main phases: integration and update. During the
integration phase, the algorithm registers each particle according to its location and
checks it for initial velocity and acceleration. The time integration is performed using an
explicit scheme. To maintain stability using explicit integration, the time increment must
remain less than or equal to the maximum stable time for the given step.

Figure 2.7. Flow diagram of DEM.

23

Once the integration phase is complete, the code enters the update phase. During this
phase, the code searches for collisions and overlaps of particles and boundary walls.
Once the contacts have been identified, the contact model is used to calculate the contact
forces.
In DEM simulations, many different contact models have been applied to compute the
contact forces. The widely-used Hertz model is used in ELLIPSE3D program. Hertz
contact model is applied to determine normal force and the simplified Mindlin and
Deresiewicz contact model is used for tangential force.
According to the Hertz contact model (1982), normal force is:
√

Here,

is the normal contact force,

Poisson‟s ratio and

(29)

is the overlap,

is the shear modulus,

is the

is the radius of curvature of the elastic particles.

The non-linear contact model for tangential force determination is a simplified contact
model by Mindlin and Deresiewicz (1953) which is normal force dependent. The contact
force

is:
(30)

Here

is the stiffness coefficient and

is the incremental vector of relative

displacement at contact point. In this model, the linear normal force dependent stiffness
coefficient expressed as:

(31)
24

Where
and

is the equivalent contact radius,

is the shear moduli,

is the normal force,

is the Poisson‟s ratio. In this model, ellipsoid-to-ellipsoid contact is represented by

two concentrated spheres with their radii being the radii of curvature of ellipsoid at
contact point.
After estimating the contact force, Newton‟s second law of motion is applied to the DEM
method to define the particle acceleration. Finally, the problem is reduced to the
integration of Newton‟s equation of motion for the transitional and rotational degree of
freedom:

, and

(32)

Here, the mass mi of the particle I, ri, is the position. The total force,

∑

is acting

on it due to contacts with other particles or with the boundaries. The accelerations are
due to volume forces, e.g., gravity ( ). The particle‟s moment of inertia , its angular
velocity

, and the total torque,

∑

, where

are torques at contact

other than tangential forces due to rolling and torsion.
This acceleration will provide the starting point for the integration phase of the
subsequent time increment, and the loop that will continue cycling. The process is being
repeated until the simulation is completed for each cycle of the simulation.
2.4. Performance Improvement of DEM using Parallel Processing
The discrete element method (DEM) is a widely used numerical technique to represent
granular materials. The main limitations of the DEM technique, compared to the wellknown continuum methods, are the limited number of particles that can be used and the
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extended simulation time. The huge computational time required to calculate and update
contact forces and displacements is still a major hindering factor in large scale DEM
simulation.

For complex particle geometries, such as three-dimensional ellipsoidal

particles, contact detection subroutines can easily take up 80% of the total analysis time
and models can take weeks or months to run with a meaningful number of particles.
Therefore, the speed-up of DEM calculation is a critical issue. There are four possible
ways found in the literature that can expedite DEM calculations, such as optimization of
hardware and software (Mio el al.,2007d), improvement of DEM algorithm or
simplifying the calculation process (Iwai et al.,1999; Nizami et al., 2004; Fraige et al.,
2004; Mio et al., 2005; Mio et al., 2007d; Mio et al., 2007c), parallel computing (Carrillo
et al., 1999; Cleary et al., 2002; Fleissner et al., 2008) and using a larger time step or
lower spring coefficient (Tsuji et al. 1993; Mikami et al., 1998; Rhodes et al., 2001; Kuo
et al., 2002; Limtrakul et al., 2004).
Use of parallel technique is a convenient way to improve the computational time in terms
of the numerical problem. Parallel computing that involves using message passing
interface (MPI) or Open Multi Processing (OpenMP) is exclusively used for large scale
computing. In recent years, there has been a considerable interest in developing parallel
DEM codes. The design of a parallel DEM algorithm presents a new challenge to
computational scientists. In this research, OpenMP-based shared memory parallel
programming has been implemented in the DEM program to expedite or speed-up the
performance.
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2.5. DEM Simulations of Drilled Shaft in Granular Soil
In geotechnical engineering, slender members such as pile or drilled shafts are widely
used as substructures. An analysis of soil and substructure interaction is very important to
predict the load bearing capacity of the substructure. Soil-pile interaction has been
extensively studied using the finite element method which showed good results only
when a correct constitutive relation of soils is used. DEM can naturally characterize
materials that undergo large deformation or even dis-segregation as it uses discrete
particles. This is accomplished without any additional or special treatments of the
governing equations or controlling algorithms. Additionally, it is very easy to include a
high degree of heterogeneity by simply assigning different material properties to each
particle. The separation between soil and substructure and the simple contact law are two
areas in which continuum based FE modeling techniques falter (Regueiro et al., 2005).
DEM has lately been used by many researchers to evaluate soil-pile interaction (Maeda at
al., 2004; Guerrero et al., 2005; Guerrero et al., 2007; Shamy et al., 2007; Dessalegn et
al., 2011; Regueiro et al., 2014; and Zhang et al., 2015). Huang and Ma (1994) were the
first to apply 2D DEM to the pile penetration study and showed that penetration was
affected by loading history. Guerrero et al., (2007) and Zhang et al., (2015) included
particle breakage in the investigation of how pile tip shape affects the penetration
behavior and end bearing capacities.
Studies that used DEM for drilled shaft research in granular soil are very limited. Some
research involved applying the 2D DEM simulation to the entire pile as shown in Figure
2.8(a). Because the number of particles allowed by a DEM program is limited, larger
particles were used to simulate the soil around the pile foundation. We believe that using
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larger particles does not accurately reflect the behavior of sand around a shaft. Since
DEM limits the number of particles that can be used due to higher computational cost,
researchers often coupled DEM with other continuum models such as coupled DEMFEM software (Shamy et al., 2009; Zhao et al., 2013, Regueiro et al., 2014).
Most recently, Ng and Meyers (2015) used 3D DEM as a numerical tool to simulate the
response of a drilled shaft in granular media using a cylindrical shaped drilled shaft and
rectangular shaped specimen. The arrangement is shown in Figure 2.8(b).

PFC-2D (Guerrero et al. 2007)

ELLIPSE3 (Ng and Meyers, 2015)

(a)

(b)

Figure 2.8. DEM simulation of drilled shaft.
DEM simulations were used to gain insight into the dilatancy effect of granular soils on
the side resistance of a drilled shaft. As shown in Figure 2.9, a vertical displacement is
applied to the inner side of the specimen until the soil fails to model the downward
movement of a drilled shaft. The simulation is stopped when the peak shear stress on the
inside surface is observed. Using different granular soil samples from different depths,
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there emerges a relation between the side resistance coefficient and the density of the
soil.

Figure 2.9. DEM specimen to simulate the side resistance of a drilled shaft.
According to Ng and Meyers (2015), the relationship between  and relative density for
normally consolidated soils is,
(33)

Where c and d are constants. Skempton (1986) suggested the following relationship
between N,

(34)

Where

and

are constants, and

is the effective overburden stress in atm.

Finally, using Equations 33 and 34, it is proposed that

is a function of

and

. The

relationship between  and depth from the numerical observation, and other two design
methods are illustrated in Figure 2.10. The red line in Figure 2.10 is for the
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and depth

for the O‟Neill and Reese method. The dashed curves are for the Unified design equation
for loose ( = 30°), medium dense ( = 36°) and dense ( = 42°) sands. The solid curves
with symbols are the DEM numerical result. Figure 2.10 shows that the curve shifts to the
left as the void ratio increases. The DEM result shows a rapid reduction of  with the
depth above 12 m. According to the results, the linear reduction of  can be approximated
below 12 m.

Figure 2.10. The dependence of ß with depth (Ng and Meyers, 2015).
As shown in Figure 2.10, the Unified design equation does capture some effect in terms
of depth.

Greater similarity is found for loose and medium dense sands between the

Unified design equation and DEM observation. The DEM indicates that the reduction
rate of  with depth is a function of the friction angle (void ratio). Further, they used soil
property at critical state to produce a relationship between the coefficient of side
resistance and critical state void ratio.
30

Ng and Meyers used a rectangular prism specimen while the surface between the drilled
shaft and the soil is a cylindrical curved plane. The ELLIPSE3D program is limited to a
prism shaped specimen. In the first phase of this research, the program was modified by
developing and implementing several new algorithms. The modified program was able to
create a cylindrical shaped specimen. In the second phase, the cylindrical shaped
specimen that represents the soil around a shaft is used for the soil-shaft interaction study.
2.6. Critical State Approach Soil Mechanics
Critical state soil mechanics is the branch of soil mechanics where the conceptual models
that represent the mechanical behavior of remolded soils, is based on the Critical state
concept. The critical state condition of a soil is achieved after shearing a soil to large
displacement, when the effective stress changes are complete after all net void ratio
changes.
Casagrande (1936) first observed that loose and dense sand specimens sheared under
drained conditions achieved a constant porosity that was independent of the initial
condition and introduced critical void ratio. Taylor (1948) defined the corresponding void
ratio as the critical void ratio that the specimen achieved when it is sheared at a constant
shear resistance to a constant volume. That study also showed experimentally that the
dilatancy is stress dependent. Roscoe at al. (1958) extended Casagrande‟s concept of
critical void ratio to the critical void ratio state at which a soil continues to deform
without any change in effective stress and shear resistance in an undrained test with a
constant void ratio. Critical state soil mechanics is first introduced by Schofield and
Worth (1968). Their study brought together stress-dependent strength and dilatancy to
introduce critical state soil mechanics with Cam-clay model.
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In sands, the critical state typically occurs at large strains when the volume, pore water
pressure, and shear and normal stresses remain constant. The critical aspect of soil
behavior is controlled by soil dilatancy at working stress. Rowe (1962) presented two
stress-dilatancy relationships for granular soils based on laboratory investigations on the
Fort Peck sand by Taylor (1948). Bolton (1986) developed an empirical stress-dilatancy
relationship which is focused on the strength parameters of uniform sands.
The critical state condition of a soil is achieved after shearing a soil to large
displacement. During shear application, the tendency of dense compacted granular
material is to dilate and the granular material in a very loose state compacts in volume.
This phenomenon occurs for a dense sample as the grains in a compacted state are in an
interlocking position and, therefore, do not have the freedom to move around one
another. When stressed, they slide against each another and produce an expansion of the
material. In a loose state, when stress is applied, the grains are compacted by reducing the
voids initially. This change of volume in granular material, when it is subjected to shear
deformation, is called dilatancy.
Critical state and dilation is explained by Bolton (1986) by a saw-tooth model. The study
showed that dilation has the effect of increasing the apparent friction angle on the
interface above the true value. The apparent friction angle from the sawblade model:
(35)
Where:
= Peak friction angle
= Friction angle at critical state

32

= dilation angle
The study showed that either the particles crush or overriding must occurs at points of
contact. Bolton showed in Figure 2.11 that if the particles coincide in the ZZ micro-plane,
they will slide upward over the ZZ micro-plane while sheared. It can be assumed that the
angle of shearing developed an inclined micro-plane with angle ( ).
dilation angle. Hence, the total friction angle becomes larger or smaller.

Figure 2.11. Saw-blade dilatancy model of Bolton (1986).
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is defined as the

Bolton relates the dilatancy index with the relative density index and proposed an
equation of peak shear angle for plane strain:
(36)
And, for triaxial strain:
(37)
The study described relative dilatency index as:
(38)
(39)

Where

is the mean effective stress at failure,

ratio at the loosest state, and

is the relative density,

is the void

is the void ratio at the densest state,

Been and Jefferies (1985) proposed a relationship between the critical state void ratio (e)
and the state parameter ( ).
(40)
A critical state void ratio,

is defined at the critical state. It is found that

depends on

mean pressure (Casagrande 1975, Castro 1975, Castro and Poulos 1977, Poulos 1981,
Ishihara 1993, Verdugo and Ishihara 1996).
Critical state method has been proved to be an effective method to evaluate and predict
the behavior of sand. The state parameters, critical friction angle and critical state line are
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unique and invariant with initial conditions for a soil. The critical state approach will be
used to develop the drilled shaft side resistance model.
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Chapter 3
Contact Detection Algorithms for an Ellipsoid and a Cylindrical Surface
3.1. Introduction
In DEM modeling, plane boundaries are the most common type of boundary that is used
in numerical chambers. This is because of the simplicity of the contact detection between
particles with straight planes. Studies show that the boundary plays a major role in the
behavior of a particulate system (O‟Sullivan et al., 2003; Cui et al., 2007; Kotiya et al.,
2013; Prashant et al., 2004). O‟Sullivan et al. (2003) and Cui et al. (2007) have used both
rectangular and cylindrical boundary conditions for soil triaxial test studies where each
model showed a significantly different response. However, different experiments require
differently shaped DEM chambers to represent the actual laboratory setting. For example,
in geotechnical engineering, a cylindrical or column shaped DEM chamber is required to
represent a specimen for the triaxial test, the cone penetration test and the pile or drilled
shaft load bearing capacity test. Researchers commonly use a cylindrical shaped chamber
with spherical particles because the interaction of spheres and cylinder is trivial. On the
other hand, ellipsoidal DEM particles are better at representing the soil as compared to
spherical particles.
The interaction between ellipsoidal particles and a cylinder is scarcely covered in the
literature. There are no published algorithms about the interaction between an ellipsoidal
particle and a cylindrical wall. This study, concerns research that was conducted to
develop a solution to this problem, and also includes the development of three new
contact detection algorithms. This chapter presents the three new contact detection
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algorithms of ellipsoidal particles and cylindrical boundary walls in three dimensions for
DEM.
The 3D contact detection of an ellipsoidal particle with a cylindrical boundary is viewed
as the intersection of a projected ellipse and a circle, or as an ellipsoid with a vertical
plane wall. In the following sections, three algorithms are described in detail to determine
the wall contact and overlapping distance. The algorithms are evaluated to assess their
performance in terms of speed and also their accuracy.
3.2. Contact Detection Algorithms between a Cylinder and Ellipsoids
Contact detection in a DEM program for granular material is usually performed in two
independent stages. In the first stage (reboxw subroutine in ELLIPSE3D-SHAFT), the
program looks for possible particles in contact with the wall by using a rough search. If
the target particles are within a certain influence zone away from the wall, they will be
checked again in the next stage.
The second stage is called the contact detection phase. Particles on the list from the first
stage are examined in detail to identify the contact points and to calculate the contact
forces. In this stage, first the extreme point of a particle is obtained, and following that,
the location of the extreme point is then checked. The extreme point is the farthest or
nearest point (depending on the inner or outer surface) of an ellipsoidal particle from the
center of the cylindrical surface. If the extreme point is outside of the cylindrical chamber
at outer surface or inner surface, it continues to check for the overlapped distance.
Lin and Ng (1993) proposed contact detection methods using a geometric potential and
common normal concept to detect contacts between two ellipsoids. The geometric
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potential concept is based on locating extreme points by minimizing the geometric
potential respect to each ellipsoid. The common normal method is based on locating two
specific points whereby the normal directions of the ellipsoids at these points are parallel
to the line connecting these points. The geometric potential concept can be applied to
resolve the contact between an ellipsoid and a cylindrical boundary, but more simplified
techniques are developed and implemented in this study to reduce the computational cost.
Three new wall contact detection algorithms were developed in this stage. In the first
algorithm, a projection based common normal method is implemented, where the 3D
ellipsoid is converted into a 2D projected ellipse by reducing the z-direction. In the other
two algorithms, an approximate contact detection method is implemented where a 3D
vertical plane is used to determine the extreme point. Contact detection and overlap
measurement algorithms are described in details in the following sections.
3.2.1. Projection Method
In order to reduce the contact detection time, the contact between an ellipsoid and a
cylinder can be simplified by determining the extreme point of a projected ellipse (from
the ellipsoid) and a circle (from the cylindrical surface) on the XY plane. This projection
technique and the common normal method are used in this algorithm. In this way, the
dimension of the resulting equation is reduced. The projection of an ellipsoid on the Z
plane (

is either a circle or an ellipse. Then, the extreme point between a circle and

an ellipse is obtained. The extreme point

of the 2D ellipse is the farthest (nearest

for the inner surface of a hollow cylindrical surface) point on the projected 3D ellipsoid.
Since the

and

coordinates are identical to the extreme point of the ellipsoid, the Z

coordinate can be found from the equation of the original ellipsoid.
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In Figure 3.1(a), the projection of ellipsoid
centers of the ellipsoid

and ellipse

on to the XY plane is the ellipse
are

and

. The

. The cylinder is

centered at the origin and the coordinate of the ellipsoid is positive. In Figure 3.1(b), the
projection of the cylinder in XY plane is circle

. For graphical representation only a

portion of the circle is displayed in Figure 3.1b. The circle is considered to be a
constraint. The circle expands until it touches the extreme point of the ellipse. In this
case, the expanded circle

touches the ellipse by point C. The tangent passing through

the ellipse at point C must be equal to the tangent of the circle
mathematics of determining the extreme point of ellipse

at point C. The

is described here.

The three-dimensional surface of an ellipsoid is expressed in global coordinates by the
quadratic equation,

(41)
Where a, b, c,…..r are constants.
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(a)

(b)

Figure 3.1. Contact detection using the projection method.
The projection of the ellipsoid onto XY plane is
(42)
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Where:

The tangent

of the circle at point

,

(43)

Let the slope of the ellipse at point

,

(44)

As both slopes are equal,

(45)

As point

is on the ellipse,

(46)

Solving Equations (5) and (6), a fourth order polynomial equation with a single variable
will be obtained. The polynomial equation is
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(47)
Where:

And

The extreme point

is solved by the Newton-Raphson method. Once the extreme

point was determined, the overlap distance was estimated by calculating the difference
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between the radius of the circle
coordinates

and

and the radius of cylinder

. The obtained

are substituted into Equation (1) to estimate .

3.2.2. 3D Planes Method
The purpose of the development of the 3D plane method is to reduce the computational
time. The contact detection between the ellipsoid and cylinder by using the projection
method requires the iteration calculation of polynomial roots, which consumes excessive
computation time, especially in large-scale simulations (Höhner et al., 2011).
It has been studied in this research that the use of iteration for the resulting equation can
be eliminated if the cylindrical wall is replaced with 3D plane segments. For this method,
a vertical plane is assumed that passes through the center of the ellipsoid and
perpendicular on the XY plane. The vertical plane is considered as a constraint and is
moved until it touches the ellipsoid.
We studied that if we represented the cylindrical wall with 3D plane segments, we can
eliminate the use of iteration for the resulting equation. For this method, a vertical plane
is assumed that passes through the center of the ellipsoid and perpendicular on the XY
plane. The vertical plane is considered as a constraint and it is moved until it touches the
ellipsoid.
If the vertical plane is perpendicular to the plane that connects the ellipsoid center and
origin, it is called a Type A method. If the plane is parallel with the YZ or XZ plane
depending on the position of the particle, it is called a Type B method. The plane method
represents the circular curved wall as a series of plane segments as shown in Figure 3.2.
In the Type A method, the curve is represented by small angled segments in Figure
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3.2(a), whereas in Type B, it is represented by straight segments as shown in Figure
3.2(b). The accuracy of the 3D plane method is controlled by the maximum deviation
between the nominal (desired) curve and the plane segments. It is controlled by particle
orientation as well. Both methods are described in detail in the following sections.

(a)

(b)

Figure 3.2. Approximation of a curved path by a series of angled and parallel straight
planes.
3.2.2.1. Type A
The Type A method is simpler as compared to the projection method. The contact
determination technique is illustrated in Figure 3.3. In Figure 3.3(a), ellipsoid E is a
particle with the center at point (

). The plane OQEM passes through both the
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origin and the center of the ellipsoid. The plane ABCD is perpendicular to the plane
OQEM. The plane ABCD passes through the center of ellipsoid E as well. The plane
ABCD is moved until it touches the ellipsoid. The plane IJKH is then in the new position
of plane ABCD and it touches the ellipsoid E by point P. The extreme or the farthest point
of ellipsoid E is

) in this case. The equation of plane ABCD is:
(48)

(a)
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(b)

Figure 3.3. Contact detection using the 3D curved plane method.
Three-dimensional surfaces of an ellipsoid can be expressed in global coordinates by the
quadratic equations:

(49)
The maxima of

can be obtained by considering plane

as a constraint. The

maxima is the extreme point of the ellipsoid. Using Lagrange multiplier λ, the
constrained potential function Π becomes,
(50)

(51)

Which leads to:
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This method results in a second order polynomial equation with a single variable. A
closed form solution can be used to solve the equation. Once the extreme point is
determined, the overlap distance can be estimated by calculating the difference between
the radius of the extreme point and the cylinder.
3.2.2.2. Type B
Type B is the simplest method. A plane that is parallel with the axis can be used for less
complicated and rapid contact detection. The purpose of this method is to optimize time
where the precision of overlap distance is irrelevant. Figure 3.4 shows the technique for
this method.
Figure 3.4 represents an ellipsoid with the center at

). FGHI is the parallel

plane with the Y-axis that is passing through the center of the ellipsoid E. The plane
FGHI is assumed as a constrained plane and is moved until it touches the ellipsoid by a
point. ABCD is the new position of plane FGHI, which touches the ellipsoid E at its
farthest point P.
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(a)

(b)

Figure 3.4. Contact detection using the 3D plane parallel to axis method.
Ellipsoid can be expressed by the quadratic equation:

(52)
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And the equation of the parallel plane is,

(53)

(54)

Where

the angle between the reference direction on the chosen plane and the line

from the origin to the projection of the center of the ellipsoid on that plane.
The parallel plane function is optimized to find the extreme point. The first derivatives of
both equations result in a second order polynomial equation with a single variable. Thus,
the farthest point can be obtained by solving the closed form equation.
3.3. Comparison Analysis
Numerical accuracy and efficiency are the two most important concerns in choosing a
contact detection algorithm. Inaccurate contact detection often results in the event of
missing contacts or with having imprecise value of the overlap, which leads to significant
miscalculations of contact forces and moments. On the other hand, an efficient contact
detection algorithm is very important as the DEM program usually takes a long time for
completing

the

sample

preparation

and

significantly reduce the computation time.

experiment.

An efficient algorithm can

To illustrate the accuracy and efficiency of

the three proposed wall contact detection algorithms, a comparison analysis has been
performed, in which 10,000 cases were considered. The ellipsoidal particle center and
dimensions were remained fixed in a fixed radius cylindrical chamber. The orientation of
the ellipsoid was random in each case. Each wall contact was monitored and the contact
detection time and overlap distance were determined. The results are shown in Figure 3.5.
49

Figure 3.5. Comparison of the performance of wall contact detection algorithms.
The time performance for three algorithms was measured in terms of the average CPU
time to detect and calculate contact details of the 10,000 cases. Figure 3.5 shows that the
average run time for all three methods was very close. The projection method yields a
fourth order polynomial equation which is solved by an iteration method. On the other
hand, two plane methods solve only a second order polynomial equation. Considering
both accuracy and runtime, the projection method is selected as the benchmark to
evaluate the accuracy of 3D plane methods, because it is the rigorous solution. Table 1
illustrates the accuracy of the contact point and overlap value of the 3D plane methods.
Ellipsoids with aspect ratio 1.2, 1.5, 1.7 and 1.8 are chosen for this test. Aspect ratio
denotes the ratio of the major to minor axis of an ellipsoid. In Table 1, the average
relative error is defined by the difference between the overlap distances by the projection
and 3D plane methods and then dividing the difference by the overlap distance estimated
50

from projection method of 10,000 contacts. The variation of average relative error for
particle overlap of the Type B method, which depends on the position of the particle, is
less than 1%.
Table 1. A comparison of 3D wall contact detection algorithms.
Average relative error for particle overlap (%)
Aspect Ratio
Type A

Type B

1.2

6.756E-06

3.159E-03

1.5

1.896E-04

2.061E-03

1.7

4.314E-04

1.450E-03

1.8

1.034E-03

3.577E-03

3.4. Sensitivity Analysis
To capture the sensitivity of the contact detection with the three algorithms, the tests were
implemented in separate DEM programs. The programs were used to prepare the
specimens. A portion of a hollow cylinder was considered a specimen which is shown in
Figure 3.6. The inner radius of the specimen is 100 mm, the outer radius is 150 mm and
the height is 50 mm. The boundary in the theta direction is periodic while the other
boundaries are rigid. The sector angle of the specimen in theta direction is 0.3 radian (17
degree).
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150 mm

100 mm

𝜃

Figure 3.6. Dimension of the specimen.
In each specimen, 5000 ellipsoidal particles of two types were generated randomly. The
dimensions of Particle 1 are 1.7:1.5:1.5 mm (Ra:Rb:Rc) and Particle 2 are 2:1.7:1.7 mm
(Ra:Rb:Rc). Ra is the major length and Rb and Rc are the two minor lengths of an ellipsoid.
The weight portion of Particle 1 is 0.55. The properties of these particles are: shear
modulus = 29 GPa, Poisson‟s ratio = 0.3, and the density = 2650 Mg/m3 . The friction
coefficient between the particles is 0.5 where no gravitational force is considered. The
sample was compressed isotropically with a confining pressure of 100 kPa. The final void
ratio of the isotropic specimen is 0.73. The number of wall contacts and simulation spans
has been monitored throughout the simulation. The number of particles that are in contact
with curved walls over time is shown in Figure 3.7. The projection method and 3D plane
Type A method yield a similar number of contacts. In fact, all three methods yield very
similar contact numbers, and the slight deviation may be caused by round off errors in the
computations.
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Figure 3.7. Particle contact with wall over time. It should be noted that in this figure t=0
represents the start of the simulation.
3.5. Summary
Three efficient algorithms for detecting ellipsoid-cylindrical boundary wall contacts are
presented in this chapter. By using these algorithms, a cylindrical shaped specimen can
be created with ellipsoidal particles, which is a more realistic representation of a
cylindrical shaped model of granular material. Therefore, for experiments like a soil-pile
interaction analysis, the shape of a pile in soil can be represented accurately by using a
cylindrical boundary. The performance evaluation also illustrates the comparison of the
three proposed 3D wall contact detection algorithms in terms of their efficiency and
accuracy.
The simulation time comparison of the three wall contact detection algorithms showed
that the 3D plane Type B is the fastest method as the time efficiency is 22% faster as
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compared to the projection method. This method is best for users who desire higher
speeds. In that case, the tradeoff is a measure of accuracy, which depends on the position
of particles. The projection method is the most accurate method but the time performance
is not as efficient as the 3D plane method. The performance of the 3D plane Type A
method is at an intermediate level. For this method, the tradeoff of less than 1% accuracy
is needed in exchange for an up to 16% faster as compared to the projection method. The
computation time for contact detection in fact depends on the details of the numerical
techniques used to solve the optimization problem. From this study, the two 3D plane
method algorithms, which can take advantage of the second-order polynomial, are
efficient. On the other hand, the projection method is a reliable, accurate and
comparatively efficient method. In additional, the most time consuming is contact
detection between particles. Only a fraction of the total time is spent in detecting contacts
with boundaries. Therefore, the projection method is chosen to implement in the new
program, ELLIPSE3D-SHAFT, based on accuracy.
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Chapter 4
ELLIPSE3D- SHAFT: DEM for Cylindrical Specimen
4.1. Introduction
The scope of ELLIPSE3D is limited to square shaped cube or rectangular shaped prism
geometry. Cube or prism shaped specimen is sufficient for analyzing the micro behavior
of soil. But in some cases, such as evaluating pile-soil behavior or triaxial tests, there
arises the need for different geometric shaped specimen. The main purpose of program
modification is to better model the samples of the soil around piles to mimic the behavior
of the soil-pile interaction. From that need, cylindrical specimen development is
necessary to reflect the correct geometry of the surrounded soil of the shaft. The
cylindrical shaped specimen was already used by the researchers before (O‟Sullivan,
2011 and Falagush et al., 2015) but using the spherical shaped particle and was not used
for drilled shaft or pile analysis. An attempt has been made to develop a numerically
packed ellipsoidal particles in cylindrical and hollow cylindrical specimens.
This chapter includes the several algorithms that have been developed and implemented
in the program ELLIPSE3D to simulate packing structure in the proposed specimens. The
modified program can simulate packed spheroidal particles in cylindrical and hollow
cylindrical specimens successfully. This chapter also presents the results of the modified
program as compared to the results of the original program ELLIPSE3D, to show the
response of the sample to the different shaped boundaries.
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4.2. Algorithms for Cylindrical Domain
Detailed descriptions of the development of several algorithms for DEM modeling of
ellipsoidal particles in cylindrical specimens are presented in the following sections. The
algorithms include the cylindrical simulation domain, the cylindrical coordinate system,
the cylindrical strain application, the particle-wall contact and contact point detection and
force determination, and the domain division or rebox. The algorithms are implemented
in the DEM program ELLIPSE3D.
4.2.1. Cylindrical Simulation Domain
The first step in a discrete element simulation is the generation of the geometry of the
system of interest. The system geometry is defined by the boundary conditions as well as
the shape characteristics (including size) and initial coordinates of the particles in the
system.
The cylindrical specimen is defined by the radius, and height. The hollow cylindrical
specimen is defined by the inner radius, outer radius and height. An algorithm was
proposed and implemented for both cylindrical and hallow cylindrical specimens. A
simple geometry is shown in Figure 4.1.
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Simulation Domain

Simulation Domain

Figure 4.1. (a). Hollow cylindrical specimen with cross-section (b) Cylindrical specimen
with cross-section.
Figure 4.2 shows the boundary conditions for the numerical model. For a full cylindrical
model, the outer radius is assumed to be a rigid boundary, and the top and bottom
boundary are also assumed to be rigid boundary. For a hollow cylindrical specimen, both
the outer and inner radii are assumed to be rigid boundary, and both the top and bottom
boundaries are also assumed to be rigid boundary. For both models, the boundaries along
the theta axis (in the cylindrical co-ordinate system) are periodic to eliminate the
boundary effect.
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Periodic
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Figure 4.2. DEM specimen around a typical drilled shaft.
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4.2.2. Particle Generation in Cylindrical Coordinate System
Several methods of specimen generation are currently available. The random generation
approach is used in the program described here. The random generation function is a
FORTRAN function which allows creating particles at a random radius, random angle
and random height. No particle touches any other particle initially nor the wall. The
generated particle location in a cylindrical specimen is shown in Figure 4.3. The particle
generation scheme is described below:
(55)
(56)
(57)
Here:
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Figure 4.3. Particle position in a hollow cylindrical specimen.
A random number generator is used to define a random size and location for each particle
within the problem domain. Different sized particles can be created within the volume of
the user defined radius.
If the particle does not fit, i.e. where overlapping with an existing particle occurs, the
radius is retained but another location is chosen at random. This approach generates
relatively loose specimens.
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The ELLIPSE3D-SHAFT program has defined the global coordinate as a Cartesian
coordinate system. Particle location is defined by x, y and z for this program. All particles
are created initially in a cylindrical coordinate system. In a cylindrical coordinate system,
the particle position is defined as

(radius from the z axis),

angle of the center from the origin of the axis) and

(the angle is defined as the

(the height is the distance of the

center of the particle from the origin to z direction).
The Cartesian coordinates for each particle are saved in the memory and converted to a
cylindrical coordinate as needed. The equations of transformation between Cartesian and
cylindrical coordinates are as follows:
(58)
⁄

(59)
(60)

After the generation phase, during the sample preparation and loading phase, each
particle is examined relative to other particles to determine if it touches any other
particles, and also the wall to see if it touches the wall or not. The particles are then
boxed and named with a box number. If there are any contacts, the contacts are boxed as
well.
4.2.3. Cylindrical Strain Application
A cylindrical strain application technique is introduced to the ELLIPSE3D-SHAFT
program. In the older ELLIPSE3D program, the strain is applied in X, Y and Z
directions. In the modified program, the strains are applied towards the radial, along the z
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axis and towards the theta angle. For simplification, only radial and vertical strains are
applied to the sample for the sample preparation stage.
4.2.4. Periodic Boundary in Cylindrical Specimen
The periodic boundary has been set in the theta direction of the specimen in cylindrical
coordinates. The periodic boundary condition is chosen to approximate a large or infinite
system by only using a small part. The basic technique of identifying a periodic boundary
is that, if a particle passes through one side of the simulation domain, it re-appears on the
opposite side with the same velocity.
An algorithm for the periodic boundaries in the cylindrical simulation domain is
developed and implemented in the program. The idea is that if any particle is one side of
the periodic boundary, a ghost particle is placed on the other side of the periodic
boundary to determine possible contacts between the ghost particle and other particles on
the other side.
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(Ghost particle)
Location-1
A

O

(Ghost particle)

C

Figure 4.4. Periodic boundary.
Figure 4.4 shows simulation domain AOC for illustration of periodic boundary. The AO
and OC boundaries are periodic. The centroid of particle 1 is outside of the simulation
domain in location 1. So a ghost particle will be placed in the opposite periodic boundary
at location 2 and examined for contacts with the neighbor particles at location 2. The
same examination process is performed with particle 2 at boundary location 2. The
centroid is outside of the domain, so that is why it is placed in location 1 to examine it for
contacts.
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4.2.5. Particle-Wall Contact, Contact Point Detection and Force Calculation
The particles are initially generated inside the user defined domain at random positions
during the particle generation phase. The boundary of the specimen has been compressed
during the sample preparation and loading phases to obtain the desired sample with the
desired void ratio. At this stage, the particles begin to contact the circular curved wall.
The wall-particle contact detection has been performed using the following steps.


Neighbor search algorithm: an efﬁcient search for neighbor particles at
each wall.



Contact detection

Contact point(s) determination


Contact force(s) calculation

4.2.6.1. Neighbor search algorithm
The neighbor search phase develops a neighbor list of all potential interacting particles
near the wall. Neighbor search algorithms are usually dependent on the particle shapes
and are not applicable to a wide range of particle geometries. In addition, the geometric
shape of simulation domains is also an important factor. Different geometric shaped
boundary walls need different techniques to conduct neighbor particle searches. An
efﬁcient neighbor particle search method should be able to minimize the size of neighbor
lists by excluding as many particles as possible that are not in contact with the target
wall. The contact detection run time increases with complexity in the particle geometry,
while neighbor search time remains practically unchanged. As a result, for complex
geometries such as polyhedrons, contact detection is computationally much more
demanding than neighbor particle searches.
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The neighbor particle search scheme is developed and implemented in the ELLIPSE3DSHAFT. The boundary wall of interest discretizes into two band areas. The inner and
outer bands are defined with a particular size which is equal to the sum of two radii of the
ellipsoidal particle. If the particle‟s centroid is within the range, the particle is listed as
the neighbor to that specific wall. In Figure 4.5, the band is shown as (
particle is in the inner boundary

. If the

or outer boundary

region, the particle will be listed as the outer wall neighbor.

Figure 4.5. Wall-particle neighbor search.
4.2.6.2. Contact point determination
There are two different approaches that can be used for contact point determination. One
is the projection method and the other is the 3D plane method, which have been described
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in Section 3.2. Both methods can be used to determine the extreme point of the ellipsoid
at the cylindrical boundary.
4.2.6.3. Contact detection
The particles are listed for each wall through a neighbor search algorithm. The listed
particles are then examined for contacts with the wall. If the extreme point is determined
from the contact point determination algorithm to be inside of the circular curve, then no
contact exists between the wall and the particle. If the point is on the wall or outside the
wall, then there exists a contact and the contact distance can be determined. Figure 4.6
shows the extreme points of the ellipsoidal particle with the two walls.

Figure 4.6. Extreme or farthest point of a hollow cylindrical sector.
The contact detection process for the plane and curved boundary is shown as follows:





Circular curved outer wall: If
then
Circular curved inner wall: If
then
Base plane wall: If
Top plane wall: If

then
then
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4.2.6.4. Contact force determination algorithm
In geomechanics, the DEM analysis, the soft body approach or the deformable body
approach is generally favored. In these approaches, normal and tangential contact forces
are calculated using various laws (Elata et al., 1996; Silbert et al., 2001; Zhang et al.,
2005; Kruggel et al., 2007; Kruggel et al., 2008) which are based on the local body
deformation at the point of contact. In the contact-normal direction, the local body
deformation at the point of contact is defined by the overlap of the rigid body with the
boundary wall. In the tangential direction, the deformation is defined by calculating the
total tangential displacement that is incurred since the initiation of contact. Once the
contact forces are known, the time evolution for each body in the system is obtained by
integrating the Newton equations of motion.
In the soft body approach, contact forces between the DEM elements is „soft‟, which
means that elements are allowed to overlap before a corrective contact force is applied at
the point of contact. Once the overlap
contact force vectors,

and

is detected, then by the contact algorithms, the

that are normal and tangential to the contact plane at the

point of contact are calculated using various constitutive laws (Kruggel et al., 2007;
Kruggel et al., 2008).
The specific contact model using Hooke‟s law is currently implemented in ELLIPSE3DSHAFT for simplicity. The linear Hooke contact model is the simplest elastic contact
force model. It is represented by a linear spring element, in which the spring embodies
the elasticity of the contracting surfaces. The linear contact force model, also known as
Hooke‟s law, can be expresses as:
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(61)
Where k is the spring stiffness and
the colliding bodies and

represents the relative penetration or deformation of

is the resulting normal contact force. Figure 4.7 shows the

Hooke law applied to a collision of a particle with the wall. The spring stiffness of the
Hooke contact force model can be determined through experimental tests performed
within the linear elastic domain. The overlap is determined from the relative position of
the contracting bodies. In the cylindrical coordinate system, the normal force acts along
the radial direction is:
(62)
Where:
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Figure 4.7. Colliding ellipsoid with wall modeled by Hooke contact force law.
The displacement or overlap of the ellipsoidal particle with the cylindrical wall along the
radial direction is,
(63)
Where the radial distance of the extreme point of the ellipsoid to the origin is

and the

radius of the cylinder is .
Most contact models assume that the normal contact force is independent of tangential
contact force, but the tangential contact force is dependent on the normal contact force.
The stiffness coefficient implemented in the ELLIPSE3D-SHAFT used for determining
the tangential contact force is,
√

(64)
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Where:

The effective radius of curvature is a function of contact radii of curvature of the ellipsoid
and the wall.
The tangential force along theta direction is,
(65)
Where:

The displacement along the theta direction

is a product of linear and rotational

velocity of the particle. The resultant velocities of the particle at X, Y and Z direction are,
(66)
(67)
(68)
Where:
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𝑥 𝑐 𝑦𝑐 𝑧𝑐

𝑥 𝑦 𝑧

𝑥𝑜 𝑦 𝑧
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Figure 4.8. Moment arm at the particle-wall contact.
The moment arms can be estimated by the following equations and are shown in Figure
4.8,
(69)
(70)
(71)
Where:

The resultant velocities in Cartesian coordinate are converted into the cylindrical
coordinate system and the velocity components at the theta direction will contribute to
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the tangential contact force. Figure 4.9 shows the resultant velocities at the cylindrical
coordinate system, and the radial and tangential contact forces.

Figure 4.9. Radial and tangential force at particle-wall contact.
During contact with the particle and the wall, the normal force does not cause relative
tangential

displacements,

and

shear

force

does

not

produce

relative

normal

displacements. In the absence of a tangential force, contacting points will not tend to
undergo tangential displacements and therefore movement do not tend to occur regardless
of whether or not friction is present. While the tangential force increases, the particle
begins to move. The following equations show when the particle begins to move,

{

(72)

Where:

71

Once the normal and tangential forces at a specific incremental step are determined for
each contact, the resultant force, F and the resultant moment, M on each particle can then
be estimated,
∑

(73)

∑

(74)

Where N is the number of contacts and

is the geometric vector pointing from the

center of the particle to the contact point. Force and moment of particles are used to
determine the particle displacement and particle rotation.
4.3. Influence of Rectangular Boundary and Cylindrical Boundary
An experiment analysis has been performed to show the effect of using a curved versus a
plane boundary on the response of the sample. Triaxial drained test simulations were
conducted. Two types of boundaries were considered for this test; a cylindrical boundary
(specimen 1) and a prism shaped boundary (specimen 2). Projection method algorithm
was used for detecting wall contact. The dimensions of particles 1 and 2 are 10:8:8 mm
and 12:10:10 mm. The weight portion of Particle 1 is 0.60 for both specimens. 8300
particles were used for both cylindrical and prism shaped specimen. The properties of
these particles are: shear modulus = 29 GPa, Poisson‟s ratio = 0.3, and the density= 2650
Mg/m3 . The friction coefficient between particles is 0.5 but no gravitational force is
considered.

72

The minimum radius of the cylindrical specimen is 600 mm, the maximum radius is 1450
mm and the height is 200 mm. The segment angle is 0.35 radian. The length of the prism
shaped specimen is 600 mm, the width is 850 mm and the height is 200 mm. In the
particle generation phase, particles are generated randomly inside the DEM chamber
without any particle contact. After that the samples were compressed isotropically with a
confining pressure of 100 kPa and an initial void ratio is 0.6. In the loading phase, both
specimens were compressed by moving the top boundary. The tests were stopped when
the axial strain was 8%. Figure 4.10 illustrates the observed stress-strain relationship
during the shear tests on a cylindrical specimen and a prism shaped specimen.

Figure 4.10. Triaxial test on cylindrical and prism shaped specimens.
In Figure 4.10, the deviator stress is the difference between the stresses in major and
minor principle directions. Despite the same initial condition, such as density, shape of
particles and other parameters, stress-strain relationships are different. The simulated
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stress-strain curves coincide with each other at 7% strains. It is also noted that the peak
stress of the prism shaped sample is relatively higher as compared to the cylindrical
sample with ellipsoidal particles.
4.4. Summary
The

original program ELLIPSE3D

has

been

successfully modified

to

simulate

numerically packed ellipsoidal particles in cylindrical and hollow cylindrical specimens.
Details of the implemented algorithms are described in this chapter. A comparison
analysis has been performed to show the response of the rectangular sample prepared by
the original program ELLIPSE3D and the cylindrical sample prepared by the modified
program

ELLIPSE3D-SHAFT.

Both

samples

show

different

responses

demonstrate the importance of the cylindrical sample for drilled shaft-soil analysis.
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Chapter 5
Performance Improvement of DEM Program by OpenMP Application
5.1. Introduction
This chapter presents the detailed description of the algorithms and framework of
parallelization for the ELLIPSE3D and ELLIPSE3D-SHAFT DEM code. The aim of this
parallelization is to reduce the computational costs of the DEM simulations. An OpenMP
approach, which is based on loop level parallelism, is used in this study. The
parallelization strategy that is used is based on a domain decomposition method. This
chapter is organized as follows: Section 5.2 presents a domain decomposition parallel
strategy for the DEM approach and the algorithm for parallel application. Issues that are
relevant to the parallel application are explained in Section 5.3. Finally, numerical
examples are provided in Section 5.4 to illustrate the parallel performance achieved with
the current implementation. Section 5.5 presents the performance analysis and discussion
and Section 5.6 presents the summary.
5.2. Multi-thread Parallel Computing Algorithm
The parallelization strategy that we have used is based on multi-thread parallel computing
on a multi-core processor. It consists of dividing the total three-dimensional domain into
small subdomains among the processors. The latter basically consists of distributing the
main loop over sub-loops by means of OpenMP directives. However, the shared memory
parallelization is limited by the number of available cores per processor. The efficiency
of the contact force calculation, introducing the multi-thread parallel implementation is a
function of number of boxes or subdomains. This parallelization is done at two levels:
domain decomposition and OpenMP parallelism.
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5.2.1. Domain Decomposition
Domain decomposition for a cylindrical model is basically a process where the user
defined domain is divided into several small subdomains. The size and number of the
subdomain is dependent on the user‟s choice. Similar subdomain size (for different
shaped domains) or the same number of particles in each subdomain is not a necessary
criterion. Figure 5.1 shows the domain division for a full-sized cylinder. The cylinder is
divided into 8 equal subdomains. The subdomains can be further divided into more subsubdomains as shown in Figure 5.1.

Figure 5.1. Subdomains of cylindrical specimen.
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13

Particle 1

Particle 4

Particle 3

Figure 5.2. Domain decomposition method and boxing of particle.
Each subdomain has a unique box number. Each particle has been assigned to a box
number. Each particle is assumed to be surrounded by bounding volume as shown in
Figure 5.2. The center of the cube is located at the centroid of the particle. Cube
dimension is equal to two times the largest distance from the centroid of the particle to its
vertices. Each cube is named with eight numbers representing the eight corners. As
shown in Figure 5.2, if the particle is inside the box, all edge numbers should be the
same. The border particles have different edge numbers, such as particle numbers 1 and 3
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in Figure 5.2. The particles that have similar edge numbers, inside the box, are checked
with each other for contact detection. The border particles with different edge numbers
are checked with the neighbor boxed particles. Particle at periodic boundary like particle
13, has different edge numbers (as it is in the middle of box 2 and box 3). This particle is
checked with all the particles of box 2 and box 3 for contact detection. The general box
list and the particle list must be updated when particles movement is beyond a certain
distance.
The purpose of domain decomposition is to reduce computational cost. The time
consumption is reduced whenever one particle does not need to be checked as part of the
total number of particles, no matter whether parallelization is used or not. Using a
multithread application, the calculation of the contact force-moment of the particles of
each subdomain can be performed simultaneously. Each subdomain is sent to an
individual processor and each processor works independently in parallel.
5.2.2. OpenMP Thread Creation Algorithm
OpenMP

is

an

Application

Program Interface (API) for writing multithreaded

applications. It consists of a set of compiler directives and library routines. OpenMP
parallelism is accomplished exclusively by the use of threads. Typically, the number of
threads matches the number of machine processors or cores. A master thread forks a
specified number of slave threads and the system divides a task among them. The threads
then run concurrently. The system allocates the threads to different processors. After the
execution of the parallelized code, the threads join back into the master thread, which
continues onward to the end of the program. The programs are usually designed in such a
way that even if the compiler does not support them, the program will still yield correct
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behavior, but without parallelism. Figure 5.3 shows the distribution of subdomains into
different processors through individual threads.

Figure 5.3. OpenMP application.
Basic OpenMP implementation is based on straightforward loop level parallelism using
OpenMP directives. OpenMP directives are easy to implement and can be used for
incremental parallelism in a serial application. Basic constructs in an OpenMP compiler
directives is,
#pragma omp construct [clause [clause]...]
The #pragma omp parallel is used to fork the threads together and to carry out the parallel
task inside the enclosed part. The original thread is represented as a master thread with
thread ID 0. Each thread has a unique ID attached to it which can be obtained using a
function,„CALL_OMP_GET_THREAD_NUM ( )‟. The thread ID must be an integer.
OMP_NUM_THREADS is a function used to specify the number of threads for an
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application.
The following algorithm is used with #omp do loop to split up loop iterations among the
threads.
!$OMP PARALLEL DO
do n=1, no of subdomain
call subroutines (to update contact detection and forces-moment)
end do
!$OMP END PARALLEL DO
Flag –openmp is used to compile the program using Intel FORTRAN compiler ($ifort –
openmp program.f –o program.exe). The sheared data was converted into private for each
thread by using a thread private directive. The Goto directive and common blocks are
eliminated to reduce the risk of the loop breaking. OpenMP preforms better for serialized
code rather than calling different subroutines inside the parallel loop. Therefore, a large
portion of the subroutines are converted into a serialized code by joining them together.
5.3. Constraints dealing with Parallelization
Several issues were faced during the parallel implementation, such as difficulties in
debugging, memory management, false shearing, race condition and so on. Several
modifications were performed on the loops in an attempt to improve the OpenMP
performance. One of the major limitations of OpenMP is the ability to approach
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parallelism in a step-by-step incremental fashion, which is why it is too difficult to debug.
The issues are explained in detail in the following sections.
5.3.1. Memory Management
Different platforms have different alignment and memory distribution systems. They
generally use two primary data structures, stack and heap. Stack memory size represents
the total stack memory allocation. It is dependent on the compiler and operating system
distribution. Local arrays are placed on the stack memory by default when –openmp
compile flag is used. Each thread owns individual stack space and they do individual
work simultaneously which puts additional demands on memory. As a result, excessive
use of stack memory with OpenMP private arrays leads to stack overflow. Thread
creation fails if there is not enough memory to reserve.
An Intel compiler is used for ELLIPSE3D instead of GNU compiler to overcome this
issue. The Unix-based Linux operating system is used as well instead of Windows, as it is
comparatively flexible to handle for preventing stack overflow. Memory management for
Windows is more complicated as compared to Linux. Initially the operating system has a
default stack size. In the Linux system, the stack memory size can be easily changed to be
unlimited if the required stack size is variable. The Linux command „Ulimit-s unlimited‟
is used to obtain the maximum possible stack memory size. The environmental variables
OMP_SLAVE_STACK_SIZE and KMP_STACKSIZE can be used to set the stack limit
for an individual thread.
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5.3.2. Race Condition
A race condition is another performance issue in multi-threaded applications. It occurs
when multiple threads have access to shared data and simultaneously try to change the
same data. It is impossible to know in what order the threads will attempt to access the
shared data, because thread scheduling can switch between threads at any time. In the
majority of applications, data races will initiate an error in results. In order to prevent
race conditions from occurring, a lock around the shared data will ensure that only one
thread at a time can access the data. A mutual extension construct can be used to control
access to a sheared variable. OpenMP constructs like CRITICAL or ORDERED, or the
OpenMP locks are generally used for thread safety purposes.
In ELLIPSE3D, at the domain composition part, every particle is assigned a box number
according to their position. If the particle is in such a position that it is in the middle of
two boxes, it is checked by its own box or domain and also by the closest neighbor box or
domain. Each thread represents a domain or box. A problem arises when both threads try
to update the moment and force for a particular particle at the same time. As a result, the
final force and moment are somewhat lower compared to the serialized code. This
problem has been fixed by using a „CRITICAL‟ directive around the problem region
inside the parallel section. The critical directive restricts the execution of the associated
statement or block to a single thread at a time. Hence, this measure protects the shared
data from the race condition.
5.3.3. Shared Variable Private Clause
OpenMP is a shared memory programming model. By default, the variables are visible
and accessible by all threads. It is possible to specify which variables will be shared
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between the different threads and which are not. The shared variables can be made
private by using private clause. Private variables behave as a separate set of variables for
each thread. This is how the data within a parallel region is private to each thread, which
means that each thread will have a local copy and will use it as a temporary variable. The
private variable value is not maintained outside of the parallel loop.
In OpenMP, memory can be declared as private by using the private, firstprivate,
lastprivate, or reduction clause to specify access to the variables. In ELLIPSE3D, the
variable sharing problem is eliminated in two steps. In the first step, all the variables
inside the parallel main loop are declared to be private. Only the loop iteration counter is
private by default inside of a main parallel loop if the variables are not defined. In the
second step, all the variables are declared to be private inside the subroutines as well. The
subroutine is called from the parallel loop. Thus, each thread has its own copy of the
variables for the main loop and for the subroutines as well.
5.3.4. False Sharing
False sharing is another well-known performance issue in symmetric multiprocessor
systems, where each processor has a local cache. In OpenMP, threads hold local-copies
of the same global data in their caches. Cache coherence ensures that the local copy is
consistent with the global data. Each thread updates their global data inside the thread
and does not maintain the copy outside the main loop.
False shearing can occur when different threads use and modify the same global variables
at the same time. It is possible that sometimes the modified data inside a thread can
migrate from one core to another during the execution of the code. They end up using the
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updated variables instead of the initial global variables. This circumstance is called false
shearing or cache thrashing because not all threads are shearing the same global variable.
Simultaneous updates of individual variables in the same cache line that are coming from
different processors therefore invalidate the cache line. When other processors want to
access a different element in the same cache line, they will detect the line marked as
invalid that a new thread cannot access while the cache line update is in process. They are
then forced to get a more recent copy of the line from memory or elsewhere. As a result,
the interconnect traffic and overhead will increase. The performance and scalability of an
OpenMP application are affected significantly by the situation of false shearing.
To solve the false shearing problem for ELLIPSE3D, the false shearing is eliminated by
using thread-local copies of global variables and by serializing a portion of the program
inside the parallel loop. This is accomplished by joining several subroutines together
instead of calling them individually and continuously. Thread local copy of global data
ensures that the updated variables will be kept inside their own threads. A serialized code
ensures that each thread will safely use the same updated variables throughout the loop. If
the parallized loop calls many subroutines and each subroutine calls other subroutines
and so on, then there is a greater risk of false shearing phenomena.
5.3.5. Others
One of the other problems that has occurred is breaking of loops. Breaking out of the
loop is not allowed in successful parallelization. The ELLIPSE3D DEM program is
written in Fortran77. Fortran 77 frequently uses return, goto, break, throw, common
blocks and so on, which are not compatible with the OpenMP application. Using those
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commands results in breaking the thread. As a result, no parallelism will be achieved. To
prevent this problem, the Fortran 77 program should be converted to FORTRAN 90 or a
later version before parallelization is sought. If that is not possible, removing these types
of commands is another solution.
The other issue that has been faced concerns serialized code in a parallel region. OpenMP
works well on serialized code. Calling too many subroutines from each thread and more
subroutines from each subroutine and sharing shared variables (using thread private)
causes the thread to be fragmented. For our case, reducing subroutines allows the
parallelism to work.
Live lock is another issue that is faced frequently in OpenMP parallelization. It occurs
when threads execute a part of the parallelized code repeatedly and are not able to make
progress by moving forward out of this part. Live locks are similar to stalls, and are
usually caused by logic errors. Any application that uses polling mechanisms may
possibly miss the reception of a signal. If the signal is not repeatedly sent, the application
may continue indefinitely to check for the missed signal. So, checking carefully for logic
errors is necessary to prevent the program from diverging from the intended path.
5.4. Numerical Examples
In order to study the gain in speed and efficiency by using an OpenMP application,
several simulations were conducted. Three particle specimens were created with 5000
(sample 1), 27000 (sample 2) and 32000 (sample 3) particles respectively. The particles
used for this test were ellipsoidal particles. Both prism and cylindrical shaped specimens
were used to check the performance. A rigid boundary was imposed on the walls at X and
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Z directions and a periodic boundary condition was imposed at Y direction. A constant
strain rate was applied to all three samples.
A series of simulations were conducted with a number of threads ranging from 1 to 20 in
two computer platforms. Computer platform-1 is a personal computer (model of intel®i74500U CPU@ 1.80 GHz of main frequency 2.40 GHz.) and computer platform-2 is a
high-performance supercomputer at the Center for Advance Research Computing
(CARC) at University of New Mexico. The CARC supercomputer, named „Galles‟, that
is used for this experiment is a Dell Optiplex GX620 /Intel Pentium D/ 2.13 GHz; Dell
Optiplex 745/ Intel Core2/ 2.8 GHz / 3.0 GHz (400 total cores). The personal computer in
computer platform-1 has 4 processors, each with 2 cores. The compiler used for this test
was an Intel Parallel Studio XE 2016.
The OpenMP run time is measured using MPI function „omp_get_wtime()‟ and cross
checked with FORTRAN functions „data_and_time‟ or wall-clock time or elapsed time.
The performance analysis tools are used iteratively, to check for code consistency,
accuracy and efficiency.
Three tests were conducted to investigate the parallel performance. In the first
experiment, the speedup, efficiency and memory use of the parallel code were studied for
a number of processors.

In the second experiment, the parallel code was run in two

computer platforms to study their performance. In the last test, three samples with
different numbers of particles were used to study the influence of the sample size over the
performance. The experiments are described in detail in the following sections.
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5.4.1. Test A
Sample 3 and computer platform-2 were used for this test. The computational domain
was divided into 8 subdomains initially. The simulation was run for a time step of 100.
The speedup and efficiency for a different number of threads were measured.
Speedup is defined as the time it takes a program to execute in serial in one processor
divided by the time it takes to execute in parallel or with many processors. The formula
of speedup is:

(75)

Where

is the time it takes to execute the program when using

processors.

Efficiency is the ratio of speedup, divided by the number of processors used.
The speedup ratio and parallel efficiency of the code are plotted in Figure 5.4 and Figure
5.5. Figure 5.4 and Figure 5.5 show that, as the number of threads goes from 1 to 20, the
actual speedup ratio of the code increase from 1 to approximately 5.56 and the parallel
efficiency decreases from 1 to .60, .38, and .25 respectively. As the numbers of threads
continue increasing, their speedup ratio become stagnant and parallel efficiencies simply
decrease linearly. There are several reasons to account for this phenomenon. First, the
number of threads (N) may need N times the computational power. But the memory
bandwidth is sheared by N processors, and thus performance degradation will be
observed when they compete for the sheared-memory bandwidth. Second, data
synchronization requires that an upcoming process must wait until all the data that it
depends on from a previous process, are finished computing. As a result, given a fixed
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number of particles, alongside a critical number of threads (here 8) that are needed for
optimal performance, if the number of threads were increased, this would not reduce the
simulation time. This is why choosing the right number of threads is necessary to
optimize the overall performance.

Figure 5.4. Performance of OpenMP parallel code (Speedup relative to thread number).

Figure 5.5. Performance of OpenMP parallel code (Efficiency as per processor number).
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An observation was made between the memory usage and number of threads. Figure 5.6
shows the used memory for different number of threads. It can be observed that OpenMP
may not drastically alter the performance of the application but using OpenMP can
dramatically decrease memory usage, which allows larger problems to be addressed.
While using more than eight threads gives similar speedup, it will rapidly increase the
memory requirement as well.

Figure 5.6. Memory used relative to number of threads.
The test was again performed with 27 and 64 computational subdomains. The
performance was similar to the performance with 8 subdomains. The maximum speedup
was approximately 5.5 for 8, 27 and 64 subdomains for different numbers of threads.
5.4.2. Test B
In this test, two computer platforms (personal computer and super computer) were used
to observe the performance difference of the OpenMP parallel code. Sample 3 was used
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for this test. Figure 5.7 shows the performance curves. For computer platform 1, the
speedup was only 2 whereas using computer platform 2, the speedup is about 5.5. This
difference in speedup may be due to memory size, cache size, processor speed, CPU
speed

and

communication speed.

CARC

supercomputers are high performance

computers. Their processor speed and communication speed (gigabit speed network) are
of higher quality than a personal computer. The memory system is also superior in CARC
computers. Using a high performance computer reduces the competition for resources of
the sheared-memory system and improves the computational time.

Figure 5.7. OpenMP parallel code performance on different computer platforms.
5.4.3. Test C
The purpose of this test is to investigate the performance of the OpenMP parallel code for
different sample sizes. Three samples (samples 1, 2 and 3) and computer platform-2 were
used for this test. Figure 5.8 shows the performance of the code using three samples.
Sample 1 has the highest number of particles. In general, the greater the complexity of
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the example (i.e., the larger the number of particles), the more rapidly the speedup and
efficiency are improved as the number of processors increases. The parallel speedup for
the case with more particles tends to be higher than the one with a smaller number of
particles.

Figure 5.8. Performance for three samples with different number of particles.
5.5. Performance and Discussion
It is expected that, to achieve N times speedup, this requires a parallelized program
running on a N processor platform. However, this type of speedup occurs rarely. It is not
uncommon that there is no speedup, but this depends on how much work must be done
by a program and the overhead of running in parallel. First, the speedup entirely depends
on how much of the program is serial and how much of it is parallel. The second
consideration is whether there is enough work in the parallel region to make it worth
going parallel. If both consideration are met, then issues like false shearing or cache
contention should be checked which make running in parallel less optimal.
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To determine the parallelization efficiency of the OpenMP parallel program, Amdahl‟s
law has been used. According to Amdahl‟s law,

(76)

Where

Figure 5.9 shows the performance graph of OpenMP. According to Amdahl‟s Law,
speedup is limited by the sequential fraction of the program. That is, if 50% of the
program is sequential or serial, then the theoretical maximum speedup using parallel
functions would be 2, no matter how many processors were used. The graph shows that
even if 95% of a program is parallel, it is not possible to obtain more than a 20x speedup.
About 75%~80% of ELLIPSE3D program was parallelized. The maximum obtained
speedup was around 5.5, which is consistent with Amdahl‟s Law.
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Figure 5.9. Amdahl‟s Law (wikipedia).
For some cases, Amdahl‟s law is excessively optimistic. In general, adding each thread
increases the total amount of work required. It takes significantly more time to split up
and distribute work among all the threads. If the number of threads is large enough, one
can still see some speedup, but at some point adding more threads actually begins to slow
the program execution time. Figure 5.10 shows the simulation times relative to the
number of threads that participated in the computations for sample 3. It can easily be seen
that the simulation times decrease for the first few number of threads (1-8) added, but
then gradually increases after a certain point until it almost reaches a plateau.
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Figure 5.10. Performance analysis (Runtime vs. number of threads).
5.6. Summary
The development of the parallel DEM algorithm and its application to the simulation of
ellipsoid granular material were considered in this chapter. The domain decomposition
method was implemented to improve the computing time for the DEM simulations. A
new algorithm was proposed to perform DEM simulations using multi-thread parallel
computing on multi-core processors. This algorithm makes effective use of available
memory and accelerates the execution speed. Using the proposed algorithm, memory
usage was shown to be drastically reduced. Several simulations of large scale samples
have been carried out and the results are presented. The result shows that OpenMP
implementation speedup the total simulation time to 5.5 times compared to the previous
program without the OpenMP application. Only the particle contact detection and
displacement update have been parallelized for our program. Other potential sections of
ELLIPSE3D that can be parallelized should be considered. However, additional
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computation overheads, data dependency, and load balancing of the new sections should
be considered as well during parallel implementation.
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Chapter 6
Representative Volume Element (RVE) Sample Preparation
6.1. Introduction
Proper sample preparation is a critical step to achieve successful Discrete Element
Modeling (DEM). Numerical laboratory studies show that wrong selection of the material
properties, the particle geometry, the representative volume element (RVE) sample, or
the number of particles can lead to a distorted result. This could affect the observed
macro-response even when the specimens are prepared at the same densities. The target
objective of sample preparation is to prepare as realistic of a sample as possible.
However, the number of particles is an issue for the DEM. The particle count should be
optimized to reduce the computational cost. The optimal smallest volume over which a
measurement can be made that will yield a value representative of the whole is called the
representative volume element (RVE) (Hill, 1963). The choice of RVE can be a
complicated process. The criteria of an RVE DEM sample for this study are that the inner
radius, outer radius, sector angle, and height of the DEM chamber or specimen should be
such that there will be no boundary influence over the behavior of the sample.
Several sensitivity analyses were performed to investigate the response of granular soil
and to determine the dimension ratio and sector angle of the RVE sample. The dimension
ratio is defined as the ratio between the radial difference of the outer and inner radii and
the arc length of the inner radius. The sample preparation procedures, input parameters,
and sample size selection are described in detail in this chapter. This chapter is divided
into two main sections. Section 6.2 describes the techniques that are used for the
preparation of the samples for sensitivity analyses and side resistance simulations. The
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parameters for DEM simulation and sensitivity analyses to determine the RVE sample for
drilled shaft test are described in Section 6.3.
6.2. Sample Preparation Procedure
The first step in a discrete element simulation is to define the geometry of the domain to
be analyzed. After that, particles are generated inside the domain. The final step is to
consolidate the domain. DEM sample preparation can be time consuming depending on
the number of particles and the desired density of the specimen. A few different sample
generation algorithms that are available have been reviewed by a numbers of researchers,
including Bagi (2005) and Feng et al. (2003). According to Bagi (2005), available
generation approaches can be classified as constructive approaches or dynamic
approaches. The constructive approach generates and densifies specimen purely with
geometrical calculations without particle movement,

while the dynamic approach

densifies specimen by pushing the particles together, which requires the simulations of
the dynamic motions of each particle within the specimen using the DEM code. Some of
the constructive approaches include the Random Generation Approach, the Advancing
Front Approach, the Inwards Packing Method, and the Inner and Outer Diameter
Approaching Method. Some of the dynamic approaches include the Radius Expansion
Approach, the Compression Approach and the Gravitational Falling Approach.
Dynamic approach is used in this study. Gravity was set to zero throughout the
simulation. The particle generation and consolidation process are described in the
following sections.
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6.2.1. Generation Phase
The Random Generation Approach was used for particle generation in this study. In this
phase, a specified number of particles were generated at random coordinates within the
desired domain.
A random number generator was used to define a location for each particle within the
domain. If the particle does not fit at the random location, i.e. there is overlap with
existing particles; the program chooses another random location to generate the particle.
The total number of particle count is defined by the user. The initial chamber size should
be large enough to accommodate all particles.
A very loose specimen is created initially. The size of the final chamber after applying
consolidated stresses will be different from the initial size.
For this study, the particle count was 6000 to 8,500. Large particles were created first and
small particles were created inside the voids of the large particles.
6.2.2. Consolidation Phase
In the consolidation phase, the specimen that is loosely created during the generation
phase is consolidated. Two techniques were adopted for the sample preparation phase, the
strain controlled technique and the force controlled technique. First, compression is
achieved using the strain-controlled technique. During this phase, strain is applied in
vertical and radial directions of the sample to initiate the boundary wall movement. There
is no angular strain to minimize the change of the inner perimeter (arc length of the inner
boundary) during consolidation since the inner radius will not change. When the outer
and upper boundaries move inward and downward respectively, they push the particles
98

inward. As a result, particles start to contact one another and the boundary which result in
pressure. This phase is called strain-controlled phase. In this phase, the internal friction
angle between the particles is kept low (particle-particle friction coefficient,

) to

allow easy movement. A lower friction angle facilitates a denser sample. The boundaries
remain frictionless at this stage to avoid the non-uniform stress distribution (Ng and
Meyers, 2015). Figures 6.1 and 6.2 show samples at different densities during the
consolidation phase. The sample is in the loosest condition when void ratio,
and it is at the densest at

.

e=0.85

e=0.75

e=0.65

e=0.55

Figure 6.1. Sample at different densities during consolidation phase.
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,

e=0.85

e=0.75

e=0.65

e=0.55

Figure 6.2. Sample at different densities during consolidation phase (side view).
After consolidating the sample to a certain density using the strain-controlled procedure,
a servo control mechanism is maintained to reach the desired stress. Multiple samples
may need to be created to obtain a sample of a desired density at a prescribed stress.
In this stress-controlled procedure,

. It is important to make sure the sample is

in equilibrium. Once the sample reaches the equilibrium state and the desired density at a
predetermined pressure, it is ready for conducting the final loading of the experiment.
6.3. Parameter Selection and Sensitivity Analyses
6.3.1. Geometric Shape of Particle
Ellipsoidal particles were used in this study. The semi-diameters in the minor direction of
the ellipsoids were kept equal. This type of ellipsoid is a spheroid. Using spheroidal
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particles provide a better opportunity to evaluate the mechanical behavior of granular soil
around the shaft or pile while keeping the computational cost reasonable.
6.3.2. Size of DEM Chamber
Specimen size selection is critical for an efficient DEM analysis. Computationally, it is
extremely time-consuming to implement the DEM simulation for a system with a large
number of particles. The sample size should be carefully chosen to balance between
realistic representation and computational affordability.
The specimen in Figure 6.3(a) is a full-size model including a pile shaft and surrounding
granular soils. To take advantage of the axis-symmetric problem, a sector of the cylinder
can be modeled instead of a full cylinder to reduce the computational time as shown in
Figure 6.3(b).
Sector 1 shown in Figure 6.3(b) can be used to model the triaxial testing of hollow
cylindrical samples. The model, Sector 2 shown in Figure 6.3(c) has been used for the
same purpose (O‟Sullivan, 2011, Falagush et al., 2015). However, the model shown in
Figure 6.3(c) has an inherited problem. Particles near the sharp corner (

behave

differently than the other particles in the specimen. Point A in Figure 6.4(a) highlights the
point of this concern. The number of particles that are in contact with line

is zero.

Also, periodic boundary cannot be implemented in this model due to the sharp corner.
During the pile-soil interaction analysis, it is important to ensure that, during pile
movement, the pile remains in contact with a reasonable number of particles. Figure
6.4(b) shows the particles that are in contact with boundary

. Sector 1 is defined by

six boundaries. Two of them are vertical boundaries intersecting at a specific sector
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angle. Two are concentric curved boundaries with the inner (minimum) and outer
(maximum) radii. The last two are the top and bottom horizontal boundaries with a
specific height.
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Figure 6.3. Cylindrical specimens.
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Figure 6.4. Sector of a cylindrical specimen.
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6.3.3. Boundary Conditions of the DEM Model
Boundary condition is important in DEM. Depending on the requirement, a rigid, or a
periodic boundary can be used. The two vertical boundaries in theta direction of
cylindrical coordinates are periodic. The outer four boundaries (top, bottom, inner, and
outer) are rigid. Figure 6.5 depicts the boundary conditions.
Rigid
Boundary
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Boundary
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Boundary
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Periodic
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Curved
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Boundary
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Curved
Back
Boundary

Rigid
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y Periodic
Boundary
Rigid
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Figure 6.5. Boundary condition.
6.3.4. Material Properties
The properties for DEM simulations used for this entire study are listed in Table 2.
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Table 2. Parameters used for DEM simulations.
Parameters
Poisson‟s Ratio, ν
Shear Modulus, G (GPa)
Density, ρ (Mg/m3 )
Inter-Particle Friction Coefficient,
(sample preparation)
Inter-Particle Friction Coefficient,
(loading)
Particle-Boundary Friction Coefficient,
(sample preparation)
Particle-Boundary Friction Coefficient,
(shear loading)

Values
0.3
29
2650
0.1
0.5
0
0.5

6.3.5. Sensitivity Analysis
In physical problems, the granular soils extend to infinity. In DEM model, artificial
boundaries (the rigid outer curved boundary and the rigid two periodic vertical
boundaries in angular direction) are needed to define the domain. The result may be
different when using different sector angles and outer radii. It is necessary to determine
the effect of these parameters to eliminate any boundary effects.
A number of triaxial and drilled shaft simulations were performed to explore the
sensitivity of parameters on the behavior of the simulations such as the inner (
outer (

) radii and sector angle ( ). Also the effect of frictional top and bottom

boundaries using particle-boundary friction coefficient (
optimum

) and

,

and

) was examined. Finally the

are determined for the RVE sample to perform the drilled shaft

simulation.
The triaxial drained test was conducted by moving the top boundary at a very low strain
rate and keeping the lateral stress constant. The tests were stopped at certain axial strain.
The samples are prepared in such a way that the confining pressures in all directions are
same in the stress-controlled phase of the consolidation process.
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Drilled shaft simulations were performed to simulate the downward movement of a
drilled shaft by moving the front boundary (inner boundary) down at a very low rate. The
particles contacted with the inner boundary were mobilized until the peak stress at the
front boundary was observed. The samples are prepared by applying vertical stress only
in the stress-controlled phase of the consolidation process.
Details of the sensitivity tests are presented in the following sections.
6.3.5.1. Sensitivity to specimen radius
The criterion for selection of the RVE hollow cylindrical sector sample for this study is
the outer boundary remains free from any boundary effect when shaft movement is
applied to the inner boundary. To fulfill this criterion, the distance between the two
boundaries should be large enough to eliminate any far-field boundary effect such that
the outer boundary will not influence the response at the inner boundary. A parametric
study of the

and

of the specimen is presented in this section.

Four sets of specimen were created with four
each

, five specimens of various

s (0.25, 0.35, 0.5, and 0.6 radian). For

and

were created. The dimensions of the

specimens are described in Table 3. The unit of radii is mm. Same height (176 mm) was
used for all samples. The inner arc length ( ) remains constant (150 mm) for all samples.
The

was kept constant to find the optimum

The main reason of keeping constant

in 2D DEM studies commonly.

for this study is to keep the computational cost

minimum and also to keep the number of contacts at the front boundary similar for drilled
shaft simulation test.
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Fixed

with different

and

example, a DEM chamber with

can end up with huge numbers of particles. For
and

of 600 and 1200 mm and

can contain 7000 particles and a DEM chamber with
mm and

and

of 0.25 radian

of 600 and 3600

of 0.60 will contain 170000 particles. The particle number is increased even

more if the

is increased. It will require huge computational effort that makes the

simulation feasible.
Table 3. Dimension of specimens.
Sector Angle
(Radian)

0
0

Here,

(77)

(78)

(79)
(80)
The dimensions of Particle 1 and Particle 2 for this experiment are 10:8:8 mm and
12:10:10 mm, respectively. The weight portion of Particle 1 is 0.60. The particle count
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varies with the size of the specimen. After particle generation the specimen was
consolidated under 100 kPa vertical stress. The final void ratios of these specimens were
between 0.576 to 0.585. Then, the drilled shaft simulations were performed to investigate
the boundary effect. The simulation was stopped after the development of the peak shear
stress at the inner boundary. Results are shown in the Figures 6.6, 6.7, 6.8, and 6.9. In
these figures,

is the boundary stress at the back boundary and

is the initial stress at

the boundary. The experiment results show that the boundary effect disappear for
samples with

, although

can be smaller for

0.5 radian (see Figures 6.8 and

6.9).

𝑛
𝑛
𝑛

Figure 6.6. Stress at back boundary vs. axial strain (θ= 0.25 radian).
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𝑛
𝑛
𝑛

Figure 6.7. Stress at back boundary vs. axial strain (θ= 0.35 radian).

𝑛
𝑛
𝑛

Figure 6.8. Stress at back boundary vs. axial strain (θ= 0.5 radian).
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𝑛
𝑛
𝑛

Figure 6.9. Stress at back boundary vs. axial strain (θ= 0.6 radian).
The experiment results indicate that
any

is enough to eliminate boundary effect for

greater than 0.25 radian. The experiment was also conducted for two other

values (170 mm and 200 mm) with same particle sizes. The results also showed that there
is no boundary effect when

is 4.

The parameter most commonly used in literature in this kind of study is
between the

(DEM sample radius) and the

is different for different

, the ratio

(i.e., pile radius). In this study,

as shown in Table 3. Previous researches have used

to avoid any boundary effects (Salgado et al. 1998, Bolton et al. 1999, White and Bolton,
2004; Jianfeng, 2000). This research here indicates that the dimension ratio

is a

better indicator since it reduces the sample size significantly.
6.3.5.2. Sensitivity to sector angle
This section presents a sensitivity analysis on sector angle ( ). The behavior of the
sample should not be affected by the selection of . The selected
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is the minimum sector

angle since the sample size is the smallest. Cui et al. (2006) described the implementation
and validation for a 90-degree sector (a „slice of a cylindrical specimen) with spherical
particles.
The vertical boundaries in angular direction are periodic boundaries. If the material is
continuum, there should not be any influence on the sample behavior by using different
. However, either same number of particles but different particle sizes or same particle
sizes but different number of particles can be used in the model with different
better to check if there is any effect of the

. It is

on the behavior of the sample of discrete

materials. Triaxial and drilled shaft simulation experiments were performed for this
analysis.
For triaxial experiment, three different
Figure 6.10, the

(0.25, 0.35 and 0.5 radians) were selected. In

of specimens ABGJ, ACFI and ADEH are 0.25, 0.35 and 0.50 radians,

respectively. Two sets of specimens were prepared for each . Set 1 has variable sample
sizes with fixed particle size and Set 2 has a fixed sample size with variable particle sizes.

Figure 6.10. DEM specimens at different angles for triaxial test.
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The specimens of Set 1 have a constant particle size. Sample size varies with the size of
the specimen. The dimensions of Particle 1 and Particle 2 were 10:8:8 mm and 12:10:10
mm, respectively. Specimen 1 (0.25 radian) was prepared with 6810 particles, Specimen
2 (0.35 radian) was prepared with 8308 particles and Specimen 3 (0.5 radian) was
prepared with 8983 particles. All three specimens are 20% particle 1 by weight. The
of the specimens is 600 mm and the three

are 900 mm, 1200 mm, and 1400 mm,

respectively for .25, .35, and .50 radian ( ). The void ratio of the test specimens was
around 0.60 at the beginning of the test. The confining pressure was 100 kPa. The triaxial
drained tests were carried out. The tests were stopped after the peak stress was observed
(axial strain 7% to 8%). The stress-strain behavior for all three samples are shown in
Figure 6.11.

Figure 6.11. Sensitivity of macro-scale response to choice of θ for variable sample size
(Set 1).
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The overall response is similar for a fixed sample size as illustrated in Figure 6.13.
To examine the effect of sample size, another set of three samples were created with the
same number of particles (6000) of different sizes. The particle sizes were chosen such
that the number of particles reminded constant. The dimensions of Particle 1 and Particle
2 were, 13:11:11 mm (Ra:Rb:Rc) and 15:13:13 mm (Ra:Rb:Rc) in Specimen 4 (0.25
radian), 13:12:12 mm (Ra:Rb:Rc) and 16:14:14 mm (Ra:Rb:Rc) in Specimen 5 (0.35
radian) and 14:12:12 mm (Ra:Rb:Rc) and 16:14:14 mm (Ra:Rb:Rc) in Specimen 6 (0.50
radian). The effect of particle shape can be ignored since the aspect ratios of these
particles are very similar (1.08 to 1.18). The weight portion of small particle was 0.20 for
all three specimens. The

of the specimen is 600 mm and the three

are 900

mm, 1200 mm, and 1400 mm, respectively for .25, .35, and .50 radian ( ).
The void ratio of the test specimens was around 0.60 at the beginning of the test. The
confining pressure was 100 kPa. Triaxial drained tests were carried out. The tests were
stopped after the peak stress was observed (axial strain 7% to 8%).
The stress-strain responses are presented in Figure 6.12. The results show that the stressstrain behavior of all three samples are very similar for different
sizes).
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(different sample

Figure 6.12. Sensitivity of macro-scale response to choice of θ for fixed sample size (Set
2).
There is no significant effect of

to the behavior of soil in triaxial testing which shows

that periodic boundaries do not interfere with the results from triaxial test.
Drilled shaft simulations were then performed to investigate the influence of
behavior. Seven specimens with

on sample

of 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, and 0.6 radians,

respectively, were prepared. The dimensions of Particle 1 and Particle 2 were 10:8:8 mm
and 12:10:10 mm, respectively. The
four times the

of the specimen is 400 mm and the

was

to avoid the boundary effect. The void ratios of the test specimens were

0.592, 0.598, and 0.613, respectively with a vertical stress of 100 kPa. The peak shear
stress that was normalized with initial vertical stress was plotted in Figure 6.13.

and

are the peak shear stress and the initial vertical stress, respectively. If we ignore the
particular result of

of 0.45 radian, Figure 6.13 shows that there is no boundary effect on
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sample behavior for a

greater than 0.35 radian. Therefore,

greater than 0.35 radian

will be used for an RVE sample.

Figure 6.13. Sensitivity of macro-scale response to choice of θ on shear behavior of
sample.
6.3.5.3. Sensitivity to particle-boundary friction
An investigation with two particle-boundary friction coefficients
explore the sensitivity of the specimen response to the

was performed to
at the top and bottom

boundaries. Drilled shaft simulations were performed on two specimens with

of

either 0 (frictionless boundary) and 0.5 (friction boundary), respectively. The interparticle friction coefficient (

) of 0.5 was used for the front boundary. The

of the specimens are 400 mm and 1400 mm, the

and

is 0.40 radians and the height is

250 mm. The dimensions of Particle 1 and Particle 2 are 10:8:8 mm and 12:10:10 mm,
respectively. The total number of particles is 8000. The weight portion of Particle 1 is
0.60 for all three specimens. In this test, three sets of specimen were prepared at vertical
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stress of 100, 200 and 400 kPa. The final void ratios of the samples were 0.580, 0.577
and 0.570 for vertical stress of 100, 200, and 400 kPa, respectively. The results are
illustrated in Figure 6.14. It can be observed from the figure that for 200 kPa and 400
kPa, the peak shear stress changed slightly but there was a significant difference for
initial vertical stress of 100 kPa. The increase of peak shear stress due to the increase of
is in agreement with the study conducted by Cui (2002). Her studies showed that the
peak shear stress of DEM sample increased with the increase of
study with a DEM cylindrical specimen with

. She conducted the

= 1.6 radian. The boundary friction

restricts the rearrangement of particles such that the shear strength of the assembly
increases. More simulations are required to determine the trend. The
preparation is 0 for all rigid boundaries. The

used for sample

used for top, bottom and front

boundaries during drilled shaft simulations is 0.5 which is similar to the friction
coefficient used in Ng and Meyers (2015).

Figure 6.14. Sensitivity to particle-boundary friction coefficient.
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6.4. Summary
This chapter presented the sample preparation method and sensitivity analysis of many
parameters. The results of the sensitivity analysis show that a slice of a hollow cylinder
with a sector angle greater than 0.35 radian and with a dimension ratio of 4 is adequate to
eliminate the boundary effect.
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Chapter 7
Side Resistance Simulation of Drilled Shaft as Investigated with the DEM Specimen
7.1. Introduction
This chapter includes side resistance simulation studies of granular soil for the movement
of the drilled shaft. The granular soils used in the experiments contain either 20%, 30%
or 60% fines contents. Peak shear stress at the front wall (nominal side resistance of a
drilled shaft) was measured for each simulation. Finally, a relationship between nominal
side resistance and vertical stress at different depths is investigated.
7.2. Side Resistance Failure Mechanism of Drilled Shaft
For a drilled shaft in sandy soil, friction is developed between the surface of shaft and the
surrounding sands. For very rough shaft, resistance may also come from the internal
friction of the surrounding soil. For a drilled shaft in clay soil or rock, side resistance is
closely related to the undrained shear strength or unconfined compressive strength of the
geologic medium such as soil or rock.
Shear failure between the granular soil and the shaft occurs as the soil particles slide or
roll. As a result, the surrounding soil cannot carry any more shearing loads and thus fails.
Figure 7.1 shows the mechanism of shear failure.
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(a)

(b)

Figure 7.1. Shear failure of the surrounding soil of a pile shaft.
In Figure 7.1(a) the shaft is moving downward and the adjacent soil develops resistance
in the opposite direction of the shaft displacement. At a point, the adjacent soil begins to
move, roll or slide, which is shown in Figure 7.1(b).
7.3. Sample Preparation
A number of samples were prepared for the drilled shaft side resistance simulation
analysis. A portion of a hollow cylindrical chamber is considered as the DEM specimen
(RVE) for this study. The ellipsoidal particles inside the chamber represent the granular
soil. The minimum (

) and maximum (

) radii of the RVE were 400 mm and

1400 mm, the sector angle ( ) was 0.40 radian and the height was 250 mm. The
dimensions of Particle 1 and Particle 2 were, 10:8:8 mm and 12:10:10 mm, respectively.
The

and

were chosen such that the perimeter of the inside surface of the RVE can
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accommodate a minimum of 6 to 8 particles in one line. The total number of particles
was 8000. The dimension of the specimen is shown in Figure 7.2.

𝐻𝑒𝑖𝑔 𝑡

𝑚𝑚

𝑍

𝑅𝑚𝑎𝑥
𝜃

𝑚𝑚
𝑟𝑎𝑑𝑖𝑎𝑛

𝑋

𝑌

Figure 7.2. Dimension of final sample.
Fines contents (Fc) have significant influence on the bulk properties of sample. Fc is the
ratio of the weight of small particles over the total weight of all particles. This research
used samples with three Fc (10%, 30%, and 50%).
The behavior of binary mixtures of various Fc has been studied (Ng et al., 2017). The
result shows that the minimum void ratio ( ) of a binary mixture occurs around Fc = 30%
as shown in Figure 7.3. For Fc < 30%, the largest particles provide the support network
while the small particles provide the support network when Fc > 30%. A sample with Fc
= 30% has the highest shear strength while a sample with Fc = 10% fails at the lowest
stress level, and the failure stress level for a sample with Fc = 50% is in between.
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Figure 7.3. Variation of

of granular samples (Ng et al., 2017).

The result shows that the soil behaves differently for greater or smaller than 30% Fc
sample. This is the reason samples with 20%, 30%, and 60% Fc were considered to
investigate the influence of Fc over the peak shear resistance of granular soil in this
study.
For the drilled shaft experiment, specimens at different depths were prepared as shown in
Figure 7.4. Soil samples at various depths along the drilled shaft were considered as, at
different depths, soil responds differently. To model samples at different depths, different
vertical stresses were applied to the top surface. Four different depths (2.9, 5.8, 11.6, and
23.1 m, respectively) have been considered from the surface (given a unit weight of soil
of 17.3 kN/m3 ). Six sets of samples were prepared with vertical stresses of 50, 100, 200,
and 400 kPa to represent samples at the depth of 2.9, 5.8, 11.6, and 23.1 m, respectively.
The final consolidated samples have different horizontal stresses. At different vertical
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stress levels, the final DEM samples have different densities or

s. Table 4 shows the

details of all 72 samples.
Table 4. Sample details.

Set 1

Set 2

Set 3

Set 4

Set 5

Set 6

Vertical stress
(kPa)
50
100
200
400
50
100
200
400
50
100
200
400
50
100
200
400
50
100
200
400
50
100
200
400

Fc = 20%

Fc = 30%

Fc = 60%

void ratio ( )

void ratio ( )

void ratio ( )

0.630
0.626
0.622
0.610
0.618
0.616
0.609
0.601
0.582
0.580
0.577
0.570
0.589
0.586
0.567
0.566
0.559
0.556
0.556
0.547
0.545
0.540
0.534
0.528

0.639
0.625
0.628
0.615
0.599
0.603
0.603
0.596
0.588
0.586
0.587
0.579
0.576
0.576
0.574
0.568
0.566
0.566
0.565
0.561
0.553
0.549
0.549
0.545

0.655
0.650
0.648
0.640
0.620
0.617
0.614
0.590
0.585
0.582
0.578
0.568
0.571
0.568
0.559
0.556
0.559
0.557
0.552
0.550
0.546
0.545
0.544
0.541
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Figure 7.4. Specimen location at different depths from the surface.
7.4. Experiment Plan
The surface that is in contact with the drilled shaft is the front wall of the model. To
mimic the movement of the shaft, a vertical displacement is applied to the front wall of
the model, as illustrated in Figure 7.5.
During displacement, resistance develops at the soil-shaft interface in the opposite
direction of the shaft movement. The interacting soil particles resist until they start to
slide or roll. The simulation is stopped when the peak shear stress occurs at the front wall.
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Vertical displacement

Top wall

Back wall

Front wall
Bottom wall

Figure 7.5. The numerical chamber used to simulate the mobilization of side resistance.
7.5. Results of Simulation of the Drilled Shaft Side Resistance
Drilled shaft simulations were conducted with samples containing 20%, 30% and 60%
Fc. Commonly, the side resistance of a drilled shaft is defined by , the ratio between the
peak shear stress and the initial vertical stress. The result of these drilled shaft
simulations are presented as

versus

shown in Figures 7.6, 7.7 and 7.8 for Fc 60%,

30%, and 20%, respectively.
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Figure 7.6. β vs. e for samples (Fc = 60%).

Figure 7.7. β vs. e for samples (Fc = 30%).
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Figure 7.8. β vs. e for samples (Fc = 20%).
Figures 7.6, 7.7 and 7.8 show that all samples fail at different
highest

levels. The smallest and

are 0.52 and 6, respectively.

depends on the Fc, density of the sample, and the vertical stress or the depth at where
the sample was collected.
It can be observed that for soil with 20%, 30% and 60% Fc, the slope of

versus e curve

is steep for the dense soil and the change of slope levels off with loose soil. The
variable with the increase of

of the soil which means

is less

is similar for loose soil as loose

soils tend to have lower resistance.
The figures show that for soil with 20%, 30% and 60% Fc, the slope of the curve is very
consistent for 200 and 400 kPa vertical stresses. The trend indicates that soil at higher
vertical stress or at depth from the surface, produce similar
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regardless of density.

The change of slope is very steep for all Fc soils at 50 and 100 kPa vertical stresses and at
depth 2.9 and 5.8 m, respectively from surface. The trend indicates that soil near surface
at low vertical stress, produces different ranges of
Finally, it is observed that soil at higher

depending on the density.

produces small range of

at different depths

and vertical stresses which can be seen from Figures 7.6, 7.7 and 7.8. Soil with lower
shows a wide range of

with depth. The change of slope is lower for soil with Fc = 20%

compare to the other two soils as shows in Figure 7.9.

Figure 7.9. β vs. e for samples (vertical stress 100 kPa).
This trend between

and

shown in Figures 7.6, 7.7 and 7.8 is in agreement with the

previous results (Ng and Meyers, 2015). The trend is defined by a hyperbolic function:
(81)
Where the parameters a and b are positive. The parameters a and b in hyperbolic equation
is unique for each type of soil at a certain vertical stress.
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Equation 81 is used to check the

versus

The following equation fits better for the

relation for 50 and 100 kPa of Fc = 30% soil.
versus

curve compare to Equation 81:

(82)

The

versus

graphs using Equation 82 is shown in Figure 7.10. For 50 kPa, a = 24 and

β

b = 0.38 and for 100 kPa, a= 29 and b = 0.4.

Figure 7.10. β vs. e for Equation 82.
The shape of the function between

and

is concave upward for all vertical stresses for

this study, which is in agreement with the observations of Ng and Meyers (2015) where
the RVE is a rectangular prism. Figure 7.11 shows the results of
samples by Ng and Meyers (2015):
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versus

for 78% Fc

Figure 7.11. The dependence of β on initial vertical stresses and

(Ng and Meyers,

2015).
The samples in Figures 7.6, 7.7 and 7.8 are cylindrical shaped where the samples in
Figure 7.11 are prism shaped. The peak side resistances at higher

(for loose sample) for

different vertical stresses are very similar for both models. However, range of

for

cylindrical model with 30% Fc loose soil is comparative higher than prism shaped model.
The Fc used in the cylindrical shaped model may contribute to the difference as at Fc =
30% soil produces higher resistance compare to other soils with different Fc (Ng et al.,
2017).
The slope of

versus e curve for the prism shaped model is steeper compare to

cylindrical shaped model. The slope of the curve for cylindrical model remains very
consistent after a certain

which means that

Similar trend is shown by the prism shaped model.
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does not change much for loose soil.

The slope of

versus e curve is very steep for 50 and 100 kPa vertical stress and the

change of slope is lower for 200 and 400 kPa vertical stress for both models. The trend is
almost linear for 200 and 400 kPa for cylindrical model compare to prism shaped model
which means at higher stress or depth, the soil can be treated similarly regardless of .
The

for cylindrical model are comparatively higher than prism shaped model which

indicate that the soil produces higher resistance in cylindrical model. The particles used
in this study are different from the sizes used by Ng and Meyers (2015). The maximum
and minimum

are also different for this study when the specimen is represented with

sector of a hollow cylinder which may contribute to the result difference.
Overall, the difference between the prism shaped model and the cylindrical shaped model
is that the later produce higher peak side resistance and the slope of the

versus e curve

is somewhat different for both models.
It can be observed from Figures 7.6, 7.7 and 7.8 that the trend is almost linear for higher
vertical stress (200 and 400 kPa) for cylindrical model. The trend can be represented by a
linear model instead of a hyperbolic model for higher vertical stress. More DEM
simulations with different vertical stresses are needed to examine the pattern.
Another observation can be made for cylindrical model is that

versus e curve can be

divided into two parts (dense soil and loose soil) based on the relative density. As the
loose soil shows similar behavior,

versus e trend can be treated linearly and for the

dense soil the trend can be treated with hyperbolic function. More DEM studies with
different Fc and particle size are necessary to understand this trend as well.
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7.6. Summary
A relationship of the side resistance capacity of a drilled shaft using the DEM simulation
results is obtained in this chapter which is similar to the trend proposed by Ng and
Meyers (2015). The side resistance capacity is a function of the void ratio of the soil,
which depends on the depth of the sample, vertical stress, and soil classification. Pile
capacity can be determined only approximately as it also depends on soil types, types of
loads and pile installation methods.
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Chapter 8
Critical State Approach
8.1. Introduction
State parameter has been used in the analysis of geotechnical structures and the
interpretation of site investigation data in sands (e.g., Been and Jefferies, 1993; Konrad
1998; Klotz and Coop, 2001). The critical state of sand provides the basis for failure
criteria and post failure behavior of many constitutive models. The behavior of sand
depends not only on its density but also on the effective stress level. According to critical
state theory, there is a unique void ratio for each state of effective stress at the critical
state of sand. Therefore, there is a unique critical state friction angle and a unique critical
state line (in void ratio and stress space) for every soil, and they are invariant with the
initial conditions and stress paths.
In this chapter, the state parameter is examined to determine the side friction of a drilled
shaft. The state parameter is defined based on the critical state (Been and Jefferies, 1985).
This is considered as critical state approach. An introduction to critical state soil
mechanics is given in Section 8.2. In Section 8.3, the side resistance of a drilled shaft is
presented using the critical state approach. Two new models are proposed for estimating
side resistance. Section 8.4 presents the field application of the proposed models. Section
8.5 presents the comparison of the DEM results with the existing design models and
Section 8.6 presents the comparison of the proposed models with the field data. Section
8.7 presents the summary.
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8.2. Critical State of Soil
The strength of a soil consists of the internal resistance against deformation. It is usually
characterized by a peak friction angle (

) and a critical state friction angle (

). The

depends not only on density, but also on the stress path, including differences between
plane strain and triaxial testing conditions. The

is not a unique property of a soil, as

any soil can exist across a wide range of densities. It is not reasonable to treat the
material property, whereas the

as a

falls in a very narrow range which can be assumed as a

single and a unique value for a soil and it is invariant with density.
Critical state soil mechanics was first introduced by Schofield and Worth (1968), where it
is presented as an effective stress framework that describes the mechanical soil response.
Critical state is a phase where the material flows as a frictional fluid without changing
specific volume. When a granular material is sheared by a large strain, it will approach to
an ultimate state at which deformation continues without a change of either the void ratio
or the stress state. This ultimate state is referred to as the critical state (Roscoe et al.,
1958).
The critical state phenomenon is shown in Figure 8.1. During shearing, the angle of
friction increases until it reaches a peak value. After the peak strength, the angle of
friction decreases for dense soil and remains same for loose soil.
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Figure 8.1. Critical state of soil.
During a typical drained triaxial test, a dense, a medium and a loose sample fail at
different peak strengths after applying strain, but reach a similar ultimate strength at a
critical state. When the ultimate strength of the soil is plotted in a graph, a straight line is
found. The line creates an angle with the normal stress plane, which is called the
of soil is independent of density or overburden pressure. The

. The

is considered as a

unique and inherent property of a soil for this study. It depends solely on the soil
mineralogy.
When the void ratio and the mean stress at the critical state are plotted together, the
critical state line (CSL) in void ratio and mean stress (e-P) space is found. It was
observed commonly as a straight line in the e-logP plane as shown in Figure 8.2. The
CSL is a unique soil property, regardless of the initial state.
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Mean stress

Figure 8.2. Critical state line (CSL) for sand.
A soil with a certain classification has two unique properties of its own:

and CSL in

the e-logP plane. Most studies have accepted that the CSL is linear. Been et al. (1991)
and Verdugo et al. (1996) showed empirically that the CSL is curved. Later Been et al.
(1991) showed that the curved line was attributed to particle breakage or asperity
damage. In this study, the

and the CSL are each assumed to be unique for a soil. The

CSL in e-logP plane is assumed to be linear as well. The design models were proposed
using the unique properties of soil (

) to estimate the

of a drilled shaft. In drilled

shaft design, nominal side resistance is represented as the product of a parameter ( ) and
vertical stress.
8.3. Critical State Approach for Drilled Shaft Side Resistance Estimation
8.3.1. Numerical Simulation
A number of numerical simulations have been conducted to estimate the critical state
parameters (

and CSL). Samples of 20% Fc (System 1) and 60% Fc (System 2) have
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been generated with 8000 particles in cubic specimens. Two types of particle sizes are
used for this test. The dimensions of Particle 1 and Particle 2 are 10:8:8 mm and 12:10:10
mm, respectively. The confining pressures are 100 and 400 kPa. Samples of similar void
ratios at two different confining pressures were selected. The initial void ratios are 0.635
and 0.631 for Fc = 20% and 0.629 and 0.625 for Fc = 60% for 100 and 400 kPa confining
pressure, respectively. Then axial compression or lateral extension triaxial simulations
were performed on the samples to very large strain (about 40%). The simulation was
stopped when there was no change in the deviator and mean stresses and the void ratio at
very large strain. The critical state friction angle from the tests of Fc = 20% is shown in
Figure 8.3.

𝜑𝑐

Figure 8.3. Critical state friction angle (Fc = 20%).
For Fc = 20%,
60%,

= 25 degree is determined. The DEM test results show that for Fc =

= 24.2 degree. It is noteworthy that, for 20% and 60% Fc, the
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s are different

slightly. The

s are 28.8 degree and 26.8 degree for Fc = 20% and Fc = 60%,

respectively.
The result of critical state void ratio ( ) verses mean stress is shown in Figure 8.4.

Figure 8.4. Critical state void ratio of granular material.
The equations of the CSL from the DEM simulation results are:
For Fc = 20%:

(83)

For Fc = 60%:

(84)
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8.3.2. Design Model with the Critical State Friction Angle (
The correlation between

)

and void ratio ( ) for normally consolidated soils, which was

shown in Chapter 7 expressed as:
(85)

Two different soils with the same
relative density (

can behave differently due to the difference in

). Equation 85 can be expressed more generally by using

instead

of e for various soils as:
(86)

To involve the state of stress in the design equation,
and the vertical stress of soil (
the

of soil with the

, the

can be expressed as the

, the

). These parameters were used by Bolton (1986) to relate
and the mean stress (

). The design equation is:

(87)

Where,

(88)

A, B, S, and T are positive parameters. Equations 87 and 88 are entitled as Model 1.
To test Model 1 sixteen DEM samples are used for curve fitting. The best fitted curve
(dashed curve) for S = 0.96, T = 11.99, A = 2.52 and B = 3.56 is shown in the Figure 8.5
for 20% Fc soil.
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The root mean squared error (RMSE) is also shown in the figure. RMSE is used to
measure the differences between values predicted by the proposed model and the values
observed by DEM simulations. It is an indicator of the spread or clustering of the points
around the predicted trend line. It ranges from 0 to infinity where 0 is the perfect fit.
Generally RMSE lower than 0.5 indicates very good fit. RMSE for 20% Fc soil is 0.32
which means that Model 1 describes the data very well.

Figure 8.5. The correlation of β and χ (Fc = 20%).
The calibrated parameters S, T, A, and B are then used to estimate the

for another five

DEM samples verify the Model 1. Figure 8.6 shows the results obtained by Model 1. The
prediction is good and the maximum percent deviation of
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is 10%.

Figure 8.6. Validation of parameter A, B, S and T for Model 1.
Model 1 with the same calibrated parameters is used to predict

for the simulations of

Fc = 60%. The results are shown in Figure 8.7. The dashed curve is the prediction by
Model 1. The correlation seems to be applicable for 60% Fc soil. Although the RMSE
value is 0.41 which is slightly higher than that of Fc = 20%, the correlation is applicable
for 60% Fc soil. However RMSE is still smaller than 0.5 which can be considered as very
good fit.
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Figure 8.7. The correlation of β and χ (Fc = 60%).
Model 1 is used again for Fc = 30%.

is assumed to be 24.8 degree since no

is

determined numerically. The results are shown in Figure 8.8. RMSE is still small, so the
model is acceptable for Fc = 30% soil.

Figure 8.8. The correlation of β and χ (Fc = 30%).

140

Again, two sets of binary mixtures (Fc = 66% and Fc = 78%) from Ng and Meyers
(2015) were used to examine the model. The two particle sizes are 12:10:10 and 15:10:10
mm. Model 1 is used with the same parameters (S = 0.96, T = 11.99, A = 2.52 and B =
3.56). The

for Fc = 66% is 24.6 degree (given) and for Fc = 78% is 23.6 degree

𝜷

𝜷

(approximated). The results are shown in Figure 8.9.

χ

χ

Figure 8.9. The correlation of β and χ (Fc = 66% and 78%).
Figure 8.9 shows fair comparisons between the Model 1 and the data. Although the
RMSE values are higher than those of binary mixture created for this research, the
obtained RMSE is still below 0.5. The difference may be due to the difference in particle
sizes.
Model 1 is then used for another set of curve fittings to identify the range of the
parameters. Initially the lowest and the highest range of the parameters are determined.
Model 1 is then used to predict

for different values (within the maximum and minimum

range) of one parameter while the other three parameters remain constant. The results are
shown in Figures 8.10, 8.11, 8.12 and 8.13.
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Figure 8.10. β vs. χ for different values of A (where B = 1.5, S = 1 and T = 13).

Figure 8.11. β vs. χ for different values of B (where A = 2.4, S = 1 and T = 13).
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Figure 8.12. β vs. χ for different values of T (where A = 2.4, B = 1.5, and S = 1).

Figure 8.13. β vs. χ for different values of S (where A = 2.4, B = 1.5, and T = 13).
The results show that the parameters B and S can remain constant. The two parameters, A
and T are the variable parameters in Model 1. To check this, another test is performed
with Fc = 30%, 60%, 66% and 78% samples. Parameters B = 1.5 and S = 1 remain
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constant and parameters A and T are changed to identify how Model 1 performs for the
two variable parameters. The results are illustrated in Figure 8.14.

RMSE = 0.55

RMSE = 0.43

A=2.1
B=1.5
S=1
T=12.5

A=1.99
B=1.5
S=1
T=13.2

RMSE = 0.42

RMSE = 0.63

A=2.05
B=1.5
S=1
T=13

A=2
B=1.5
S=1
T=13

Figure 8.14. β vs. χ for different values of A and T (where B = 1.5 and S = 1).
The RMSE values show that the Model 1 with constant B and S can be used to predict .
Finally, the range of parameter A is between 1.88 to 2.4 and the range of parameter T is
between 12 to 16.
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Again, Figure 8.15 shows the variation of β with χ for Model 1 (B = 1.5 and S = 1). The χ
was found to be lower than 1.5 considering

=

and the

=

. The Figure 8.15

showed that β could not be greater than the maximum theoretical value (
less than 0.25 which is the commonly accepted low limit of

) and

. Therefore only a lower

constraint of 0.25 is added to Model 1.

Figure 8.15. Change of β with χ.
Finally, the DEM drilled shaft side resistance analysis shows that the Model 1 can be
used to estimate

at any depth along a drilled shaft. The parameters (A and T) are

expected to be different for different granular soils.
8.3.3. Design Models based on State Parameters
Been and Jefferies (1985) characterized the critical state condition by the state parameter
( ) with a few material properties. The

is the difference of the s between the current

state of the soil and the critical state at the same mean stress.
(89)
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Where

is the void ratio at current state and

is the void ratio of critical state at the

same initial mean stress.
The mean stress is given by:
(90)

Where

Cartesian components of stress.

The critical state void ratio varies with

, and is usually referred to as the CSL which is

Void ratio

shown in Figure 8.16.

Mean stress
Figure 8.16. Definition of state parameter ψ.
The CSL is treated as semi-logarithmic for all soils. Been and Jefferies (1985) proposed
an equation relating the

and the

.
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(91)
Where

and

are intrinsic soil properties. Equations 83 and 84 shows the

and

values

for 20% and 60% Fc.
Two new models are proposed to relate

with the state parameter as:

(92)

or

(93)

Equations 92 and 93 are entitled as Model 2 and Model 3. Similar to Model 1, 14 DEM
simulations for binary mixture with Fc = 20% are used to calibrate the constants of these
two models. The result is shown in Figure 8.16. The parameters, C =15.1, D = 1.2, for
Model 2 and M = 650, N = 4.1 for Model 3 were determined. The grey dashed curve
represents Model 2 and pink dashed curve represents Model 3 in Figure 8.17. RMSE =
0.21 (Model 2) and RMSE = 0.24 (Model 3) indicate that both models fit the DEM
results very well. The RMSE values are lower than that of Model 1 that shows a better
fitting.
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Figure 8.17. Dependence of β on Ψ (Fc = 20%).
These calibrated parameters (C, D and M, N) were then used to estimate the
other five DEM samples of the same soil. Figure 8.18 shows the
DEM analysis and the predicted value of

by Model 2.

for the

estimated from the

predicted from the models and

obtained from DEM results are similar which indicates that the models work for the
calibrated parameters. The maximum deviation of
Model 3.

148

is 10% for Model 2 and 25% for

Figure 8.18. Validation of the parameters C, D for Model 2 and M, N for Model 3.
Model 2 and Model 3 are used again for Fc = 60% soil with the same calibrated
parameters (C, D, and M, N). The results are shown in Figure 8.19. The RMSE values of
Model 2 and Model 3 are 0.43 and 0.44 which indicate that both models fit the DEM data
well. Although the RMSE values are higher than 20% Fc soil, the correlations still fit the
data set (Fc = 60%) very well.
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Figure 8.19. The correlation of β with Ψ (Fc = 60%).
Model 2 and Model 3 were used again for Fc = 30% soil. The general function shape
between
Thus, the

and Fc is concave upward with the lowest

at Fc = 30% (Ng et al., 2017).

for Fc = 30% is assumed to be the lower than those of 20% and 60% Fc

samples. The CSL for this soil is approximated by a straight line below CSL for Fc =
60% soil in Figure 8.4 as CSL for 30% Fc has not been determined numerically. The
results are shown in Figure 8.20. Although the model over predicts the nominal side
resistance slightly, it does capture the trend. The RMSE value of Model 3 (0.28) is lower
than Model 2 (0.35) which indicates that Model 3 fits better compare to Model 2 with the
data set. Since these values are lower than 0.5, very good fits are indicated.

Figure 8.20. The correlation of β with Ψ (Fc = 30%).
Again, two sets of data (Fc = 66% and Fc = 78%) from Ng and Meyers (2015) were used
to examine the two models. The Model 2 (grey dashed curve) and Model 3 (pink dashed
curve) are used with C =15.1, D = 1.2, and M = 650, N = 4.1, respectively. The CSLs are:
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Fc = 66% Fc:

(given)

(94)

Fc = 78% Fc:

(approximated)

(95)

The results are shown in Figure 8.21.

Figure 8.21. The correlation of β with Ψ (Fc = 66% and 78%).
The Figure 8.21 shows that both models over predict

for parameter C = 15.1, D = 1.2,

M = 650 and N = 4.1. RMSE values are very similar (around 0.40) for 78% Fc which
indicates better fit of the models whereas, for 66% Fc, RMSE values are comparatively
high (0.74 and 0.82). The calibrated parameters (C and D, or M, N) may not work for this
dataset. Parameters in Model 2 and Model 3 are more sensitive than those of Model 1
(see Figure 8.9).
Model 2 will be used for final analysis since it is better than Model 3 in general. The
results showed that the binary mixture of different sized particles will require different
parameters (C and D).
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Model 2 is then used for another set of curve fittings to identify the range of the
parameters. For this test, the maximum and the minimum range of the parameters for all
data sets are determined initially. Model 2 is then used to predict

for different values of

one parameter (within the maximum and minimum estimated range) while the other
parameter remains constant. The results are shown in Figure 8.22.

Figure 8.22. β vs. Ψ for different values of C and D.
The results show that the value of the parameter C can be a constant value. The range of
parameter D is 1.1 to 1.4 where 1.1 can be used for soil with low dilatancy and for soil
with high dilatancy or high peak friction angle, the value of D is around 1.4.
Again, Figure 8.23 shows the variation of β with Ψ for Model 2 (C =15.1 and D = 1.2). It
showed that β could be greater than the maximum theoretical value (
than 0.25 which is the commonly accepted low limit of

) and less

. Therefore a constraint is added

to Model 2 as:
,

(96)
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Figure 8.23. Change of β with Ψ.
Also,

has a upper limit that equals

, the coefficient of passive earth pressure.

8.4. Field Application of the Proposed Design Models
8.4.1. Model 1
In field, the vertical stress,

varies with depth from the surface. It can be estimated with

depth and the unit weight of soil from the soil profile. The

is a unique property of soil

which can be measured in the lab or can be approximated based on available result of
similar soils. The

can be determined in the lab or based on in-situ tests; Standard

Penetration Test (SPT) or Cone Penetration Test (CPT).
8.4.2. Model 2
The application of Model 2 is more involved than Model 1 due to the requirement of
CSL.

in Model 2 can be estimated from

and

of the soil sample. The required CSL

can be obtained by drained and undrained triaxial tests on soil samples or approximated
from some typical lines for typical granular soils available in the literature. The earth
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pressure coefficient at rest (
The
from

and

) from the

which can be estimated by SPT or CPT data.

can be used to determine the

. The

also can be estimated at that depth

which can be obtained from SPT or CPT data.

8.5. Comparison of the DEM Results with Available Design Methods
A comparison analysis has been performed to investigate

from DEM simulations and

the prediction from the Unified design equation and the NHI method. The O‟Neil and
Reese method is not considered in this comparison as it is not dependent on

or vertical

stress. The NHI method does not reflect the effect of vertical stresses as the samples are
normally consolidated (NC) samples.
The depth ( ) is required for the estimation of

. For vertical stresses 50, 100, 200 and

400 kPa, the depths are equal to approximately 2.9 m, 5.8 m, 11.6 m and 23.1 m,
respectively.
For a given sample, the maximum void ratio (
be measured using DEM simulations. The
and

. The

) and minimum void ratio (

) can

of the sample is then estimated by using the

s are obtained from the correlation provided by DM-7 (US Navy,

1971) using relative density. The

is used to estimate

and

. The prediction of s

for the Unified design method and NHI method are shown in Figure 8.24.
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Figure 8.24. Behavior of β with the design equations at constant vertical stresses.
The solid curve represents the NHI method and the dashed curves are obtained from the
Unified design equation. It can be observed from Figure 8.24 that the
design equations are very low compared to the
Fc soil in Figure 7.10 in Chapter 7. The trend of

estimated by the

obtained from the DEM results for 20%
versus e curve is concave upward for

both DEM results and design methods.
The performance of the design methods are compared with the DEM side resistance
simulation results in this part as well. The results from the Unified design method, O‟Neil
and Reese method and the DEM results are compared. The NHI method is not included in
this part as

is not a function of depth. Four depths, 2.9, 5.8, 11.6 and 23.1 m (given a

unit weight of soil of 17.3 kN/m3) are considered, from the ground surface, along the
drilled shaft. The depths represent the vertical stress of 50, 100, 200 and 400 kPa. The
samples used for this study are normally consolidated granular soil. The comparison of
along the depth of the shaft is shown in Figure 8.25, where the red line represents the
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estimated by the O‟Neil and Reese method. According to O‟Neil and Reese,

is a

function of depth only. The black dashed line represents the Unified design method
results for loose (

), medium dense (

) and dense (

) sands. The

blue solid line represents the DEM results. In the DEM experiment, several samples with
a range of s are considered, which represents a loose to dense granular arrangement. The
results show that after a certain depth,

becomes consistent.

also increases with the

increase in density (with the decrease in void ratio). The Unified design method considers
the

, which is related to the soil‟s

. This is the reason for the similar performance of

the Unified design method and the DEM results. However, the changes of

along the

depth are different for both methods.
The comparison of design methods shows that DEM results have higher values of

as

compared to the other two methods. The decrease rate is also slightly different than the
Unified design method.
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Figure 8.25. Dependence of β on depth in a homogeneous half-space.
8.6. Comparison of the Proposed Design Models with Field Data
Another comparison analysis has been performed to investigate the performance of the
proposed models and field data. Model 1 and Model 2 were used to predict β for a drilled
shaft in New Mexico. Figure 8.26 illustrates the performance graph. The length and
diameter of the shaft are 52 ft and 4.5 ft, respectively. The shaft was constructed in
Albuquerque, New Mexico at the site of the Highway I-40/I-25 interchange (the „Big I‟
interchange). The soil is a very dense, granular soil (SPT, N-value

50). The graph

depicts the performance of the design methods in dense, granular soil. The graph showed
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that the proposed models are in good agreement with the field data. The RMSE value is
0.35 for Model 1 and 0.36 for Model 2 for this comparison. Both models show similar
performance and fit the data very well which means the predicted
models and the

from the proposed

from field data are very close. Figure 8.26 indicates that the general

trend can be obtained even the particle size and distribution of the in-situ soil is
significantly different than the DEM material.

Figure 8.26. Comparison of the DEM models and field data.
8.7. Summary
Two new drilled shaft side resistance models were proposed in this study based on the
critical state approach where in Model 1,

is a function of a critical state friction angle,
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peak friction angle and vertical stress and in Model 2, it is a function of state parameter of
soil. Load test data is necessary to calibrate the parameters for a general soil before. The
proposed design model can be used for the soil with the calibrated parameters.
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Chapter 9
Summary and Future Work
9.1. Summary
The principal objective of this research was to develop drilled shaft side resistance design
models for granular materials based on critical state soil mechanics. The Discrete
Element Method (DEM) was used to simulate the side resistance of granular soil around a
drilled shaft. An overview of recent research related to this topic is presented in Chapter
2. In Chapter 3 is presented the development of the three new contact detection models
with ellipsoidal particles and a cylindrical wall. Chapter 4 contains the description of the
development of the algorithms for the modified program that generates and simulates
particles inside a cylindrical chamber. In Chapter 5 is described the performance
improvement of the existing program using OpenMP. Chapter 6 contains the description
of the sample preparation detail for the drilled shaft experiment using the modified DEM
program. Chapter 7 and Chapter 8 include descriptions of the development of the new
side resistance models using results from the DEM simulations and critical state
condition of soil.
9.2. Principal Results
9.2.1. Discrete Element Model
A modified DEM model was developed to generate and to simulate ellipsoidal particles
inside a cylindrical chamber. The modified program was used in the drilled shaft side
resistance simulation experiments. The results of this study are outlined as follows:
Three new methods of detecting contact between ellipsoidal particles and a cylindrical
wall were developed. The contact detection methods are: the projection method, 3D plane
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method-Type A and Type B. The projection method is basically a common normal
method where a projection technique was used. The 3D plane method is an
approximation method where the vertical plane was used to detect the contacts.
The performance of three contact detection methods were evaluated. The projection
method is the most accurate and is only 22% slower than the 3D plane Type B, which is
the fastest method. Therefore, the projection method was selected as the method for
detecting contact between particles and a curvy boundary.
The modified program was parallelized using the OpenMP application. The results show
that OpenMP implementation speeds up the total simulation time to 5.5 times faster than
the speed of the same program without using the OpenMP application.
9.2.2. DEM Simulations
A series of drained triaxial and drilled shaft side resistance simulations were performed
using the modified DEM program. In the current virtual test environment for the drilled
shaft experiment, a segment of the hollow cylinder is used as an RVE sample instead of a
full cylinder in order to reduce the computational cost. The findings of this study of the
DEM simulations are presented as follows:
The results found from the triaxial drained tests on prism shaped and cylindrical shaped
specimen showed that there is a difference between stress-strain behaviors. The peak
strength of the prism shaped sample is slightly higher compared to the cylindrical shaped
specimen for a similar particle size.
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The sensitivity analysis of particle-boundary friction coefficient shows that for higher
vertical stress, the difference in peak strength is higher between a frictionless and a
friction boundary.
The sensitivity analysis of the DEM cylindrical chamber indicates that a ratio of 4 for the
dimension parameter is adequate to avoid any boundary effects of the outer, or back, wall
for an RVE cylindrical DEM chamber. The dimension parameter is the ratio of the
difference between the maximum radius and minimum radius to the curved length of the
inside, or front, wall.
The sensitivity analysis of the segment angle shows that there is no boundary influence
on the sample behavior for a segment angle that is larger than 0.35 radian.
9.2.3. Proposed Design Models
Few correlations were proposed for estimating the side resistance of an axially loaded
drilled shaft based on the results from the DEM side resistance simulation. Finally, two
new design models were proposed using the correlations found from the DEM results and
critical state conditions of soils. The two new models are presented, as follows:
Model 1: The critical state friction angle was used to develop the correlation of side
resistance of drilled shaft. Here
(

), the critical friction angle (

is expressed as a function of the peak friction angle
), and vertical stress ( ). The design model is:

,

Where
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A, B, S, and T are coefficients that depend on the soil property.
Model 2: Another design model was proposed using the state parameter ( ). The design
model of

is:
,

Where
The

can be determined from the soil‟s unique property, critical state line (CSL) with

the mean stress of the soil sample. Here,

can be estimated from the Cone Penetration

Test (CPT) or Standard Penetration Test (SPT).
9.3. Recommendation for Future Work
This research is focused primarily on two objectives: development of a modified DEM
program and development of design methods using the results from the DEM
simulations. This work has met these two objectives. However, based on the findings
from this investigation, the following recommendations are made for future work:
The side resistance simulation tests were conducted with only ellipsoidal particles.
Different shaped particles may influence the results differently. The current ELLIPSE3D
program is capable of modeling spherical and ellipsoidal shaped particles. The simulation
environment with different particle shapes has not been implemented in the code. Efforts
can be made for productive work in this area in future research.
The current virtual test environment consists of using a limited number of particles. The
test results may be sensitive to the number of particles within the cylindrical chamber. A
simulation on specimens with significantly more particles was not performed in the
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current research,

in view of the computational cost. With the rapid continual

improvement of CPU speed, this sensitivity analysis using different numbers of particles
will become increasingly feasible in future research.
The current performance improvement effort was made with OpenMP which is a loop
level parallelization. Message passing interface (MPI) can be applied at the particulate
level to improve the performance significantly in future studies.
In the DEM drilled shaft simulation, a binary mixture consisting of two particle sizes was
used. A wide range of particle sizes can be used to investigate the influence of on the
simulation results.
The drilled shaft side resistance investigation performed in this study using normally
consolidated soil samples. Side resistance investigations using an over consolidated
samples need to be made in future research.
The coefficients in the proposed models should be calibrated and verified by field soil
tests before attempting their final applications.
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