Reinforcement Learning (RL) has brought forth ideas of autonomous robots that can navigate real-world environments with ease, aiding humans in a variety of tasks. RL agents have just begun to make their way out of simulation into the real world. Once in the real world, benchmark tasks often fail to transfer into useful skills. We introduce DoorGym, a simulation environment intended to be a first step to move RL from toy environments towards useful atomic skills that can be composed and extended towards a broader goal. DoorGym is an open-source door simulation framework designed to be highly configurable. We also provide a baseline Proximal Policy Optimization and Soft Actor-Critic implementation, which achieves a success rate of up to 70% for common tasks in this environment. Environment kit available here: https://github.com/PSVL/DoorGym/
Introduction
Reinforcement learning methods have been applied to a wide variety of control tasks from stock trading [1] (Deng et al, 2017) to autonomous vehicle control [2] (Rhinehart et al, 2019) to end effector manipulation [3] (Peng et al, 2017 ) and beyond. The success of deep networks in other problem domains has led to widespread adoption of deep RL for control tasks, but it still has drawbacks.
One such drawback is the difficulty to move beyond toy problems. This difficulty comes from three separate, but interconnected problems: sample inefficiency, the curse of dimensionality, and the reality gap between simulators and the real world. To overcome sample inefficiency problems, many methods rely on simulators to train networks in parallel. Using simulators makes reinforcement learning feasible for otherwise intractable problems, but simulators do not perfectly resemble the real world. This introduces a "reality gap," wherein the samples from the simulator are no longer being drawn from the same distribution as the real-world. While some states in the simulation may produce good results, other states may produce catastrophic policies. This reality gap is further exacerbated as tasks move from low dimensional toy tasks to more difficult real world problems.
One strategy to overcome the reality gap is to use domain randomization [4] (OpenAI, 2018). Domain randomization has been shown to improve model robustness at the cost of decreasing sample efficiency. Many works have used domain randomization for toy problems such as the OpenAI Gym Hopper task [5] (A. Rajeswaran et al, 2016) . While feasible on small tasks in a low dimensional space, domain randomization can become prohibitively expensive to use on real tasks for all but the largest research labs [4, 6, 7] . For this reason, it is important to have an environment that supports domain randomization, but can be tuned to varying levels of difficulty.
In this paper, we introduce DoorGym, an open-source domain randomized environment for the task of opening various kinds of doors. We also present a baseline agent capable of solving this task. The DoorGym environment can serve as a reasonable middle ground between simple toy environments and the highly complex environments found in the real world. Due to the high level of configurability, we can easily adjust the difficulty of the task. We present multiple doorknob types, including round, lever, and pull knobs, with the option to use custom knobs as well.
Previous research has made several attempts at the door opening task [8, 9, 10] , each with varying degrees of success. On its surface, the task is simple, but it is a necessary skill for robots that interact with humans. A successful door opening policy must be robust to many different doors, lighting conditions, and different environment settings. The policy must also be quick, reliable, and safe. While prior work has made significant progress in each of these goals, there is still much room for improvement. To further advance the field, and provide a starting point for our environment, we release a baseline agent capable of opening two type of door knobs. We also show that the agent trained in our environment is capable of successfully generalizing to previously unseen environments.
Related Work
Recent years have seen a significant increase in interest in functional robotic systems. One potential avenue for accelerating the progress of practical robots is the development of systems that can transfer safely from simulation to real-world tasks [3, 11] . While sample inefficiency can be overcome with simulation, both the inability to properly simulate the real world and lack of simulation environments for real-world tasks remain problems. 
Domain Randomization
There are various techniques to bridge the reality gap between simulation and the real world. One popular technique is domain randomization. Domain randomization assumes that it is hard to model the real world perfectly, but it is easy to create many different simulations that approximate the real world. With this assumption, it is possible to ensemble a variety of simulator environments with different visual or physical properties to generalize to a domain that overlaps the real world . Rajeswaran et al, 2016 [5] explored making policies more robust in the simple case of the MuJoCo Hopper and Half Cheetah environments using random physical properties. Sadeghi et al, 2017 [12] further explored using domain randomization with realistic textures to bridge the reality gap. This was done by retexturing CAD models to perform zero shot transfer to the real world for drone crash avoidance. Tobin et al, 2017 [13] abandons using realistic textures and instead uses synthetic textures to accomplish fine-grained tasks such as object detection. Sadeghi et al, 2016 [11] used domain randomization to decouple different visual environments from the goal of visual servoing. Peng et al, 2017 [3] used domain randomization to enable zero-shot policy transfer from simulation to the real world. Most recently and perhaps most notably, OpenAI, 2018 [4] performed domain randomization on the 24 DoF shadow hand [14] to transfer a dexterous manipulation task to the real robot. 
Simulator Environment
Many RL tasks use toy environments which are not useful for real robotics problems. Recently some simulators have begun to move towards solving real problems, but there is still significant room for improvement. Fan et al, 2018 [15] introduces a distributed environment for the manipulation of a variety of objects. The SURREAL framework provides a nice framework with a practical task, but it makes no attempts to bridge the reality gap and transfer to the real world. There are various simulator environments aimed at creating a common benchmark suite [16, 17, 18] , but they implement minimal domain randomization making them less transferable, and often do not represent real tasks.
Door Opening Task
Opening doors is a fundamental skill for mobile robots operating in human environments. Although it is a fundamental skill, it is not necessarily an easy skill [9] (Du et al, 2015) . In the past, there have been a variety of approaches to solving the door opening task [6, 8, 9, 10, 19, 20, 21, 22, 23] . [25] have door opening environments, but fail to standardize the task.
DoorGym Door Opening Task Environment Development
Our environment is based on the groundwork laid by the OpenAI Gym framework [18] , and the Unity Game Engine 1 . Gym offers a variety of discrete as well as continuous environments, including an API for MuJoCo [26] . Combined with wrapper libraries [16, 27] , the MuJoCo API, provides the ability to do elaborate physical simulations as shown in [4, 6] . Our environment makes use of Gym and the MuJoCo API to create an easily randomized world by adding an appropriate doorknob STL file and specifying a configuration. While MuJoCo allows us to create a rich environment, it sacrifices visual realism. For this purpose we use Unity to improve the rendering quality. Our simulator also allows the user to modify the simulator reward and observable state easily. We also provide a MuJoCo-Unity plug-in that allows users to access to the photorealistic images and various visual effects easily through a python API. Figure 4 shows the comparison of images by each software.
Randomized Door-World Generator
We provide a total simulation environment kit includes the dataset of pull knobs, lever knobs, and round knobs, as well as a script to generate more using Autodesk Fusion360 [28] . Each type of 1 doorknob is parameterized to generate unique instances by changing a few attributes in the CAD models. Sample doorknobs are shown in figure 2 . The pull knob is the simplest of the included doorknobs. It does not have a latching mechanism; as such, the pull knob environment can be opened by reaching out, grasping, and pulling. Both the lever and round knob are more complex and involve turning the knob to unlatch the door. The round knob environment is the most difficult to open due to the geometry of the knob. Each knob is saved as several STL files with 3D data, a screenshot of the doorknob, and a JSON file with all doorknob metadata.
We spawn doorknobs in the world randomly using the MuJoCo API. To do this, we generate XML files with all the objects, joints, and physical properties of the world. Though the MuJoCo API supports modifying appearance on the fly, it does not support hot swapping STL models in and out.
To deal with this limitation, we generate a new world for every doorknob. The environment itself consists of the robot, door, doorknob, door frame, and wall. All physical properties of the door, doorknob, and robot are randomized in the ranges specified in Table 3 . In figure 1 , we show examples of randomized environments. At training time, environments will be randomly selected and spawned in the simulator.
Robot
In our environment, we use the Berkeley BLUE Robot arm [29] by default. We prepare 6 different arm/gripper combinations for BLUE, but provide an interface to add new arms and grippers. The arms that we prepared range from a 6 DoF floating hook to a full 10 DoF arm with gripper and mobile platform. Each arm can be seen in figure 3 . The mobile platform variants of the BLUE arm are visually identical, but unlock the x-y plane for an additional two degrees of freedom. Arms 3a and 3b have their configurations expressed by the joint angles, while the floating wrists 3c and 3d are expressed by their x-y-z coordinates and x-y-z rotations.
Benchmark
We aim to build a simulation environment that can be used for a real-world task and maintain transferability to the real world. In order to maintain a straightforward environment, we use simple and readily available observations from the environment. An observation consists of the position and the velocity of each joint, as well as the position of the door knob and the position of the end-effector in world coordinates. The position of the doorknob in world coordinates can be obtained directly from the simulator, or using a 256x256 RGB image and vision network. Policy actions use force for linear actuators and torque for rotational actuators, but can be configured to use position control. The size of the action space corresponds to the # DoF of each robot. In order to incentivize the agent to open the door, the following shaped reward function is used.
where d t is the distance between the fingertip of the end-effector and the center coordinate of the doorknob, second logarithm distance term has been added to give a precision when the agent get close to a target [30] (Levine et al, 2015) , α are set to 0.005, o t is the difference between the current fingertip orientation of the robot and the ideal orientation to hook/grip the doorknob, u t is the control input to the system, φ t is the angle of the door, and ψ t is the angle of the door knob. The t subscript indicates the value at time t. Weights are set to a 0 = 1.0, a 1 = 1.0, a 2 = 1.0, a 3 = 1.0, a 4 = 30.0, and a 5 = 50.0. When using the pull knob, door knob angle ψ is ignored.
For evaluation purposes we present two unshaped reward functions. We define a successful attempt as the robot opening the door at least 0.2 radians within 10 seconds. For attempt i, it can be expressed as
This gives rise to two potential unshaped reward functions. The average success rate of opening a door, and the average time to open the door. We measure both these rewards over 100 attempts. Average success rate, r ASR , and average time to open the door, r AT can be formalized as
where t i is the time to completion for successful attempts, n is the number of successful attempts, and the indicator function is defined as in Eq. 2.
Our environment provides a total of 36 possible environment combinations 2 for evaluation. These environments range in difficulty from the simplest case of a pull knob with floating hook, to the extremely challenging round knob to be opened by BLUE with a hook.
Door opening agent 5.1 Method
To train a baseline agent, we chose an on-policy and off-policy update algorithm. From an on-policy algorithm, Proximal Policy Optimization (PPO) [31] has been chosen due to its high stability. Because of its exploration capability and its sample efficiency, Soft Actor Critic (SAC) [32] has been chosen from an off-policy algorithms. Detail of these algorithms in appendix chapter 7.1 and 7.2.
Architecture
Our agent consists of two networks; a vision network to estimate doorknob position, and a policy network to output actions. The architecture of the vision network is shown in figure 9 in the appendix. We jointly predict the x-y-z location of the doorknob using images from the top and front views. The network performs feature extraction on both views using a small feature extractor network composed of three residual blocks with 4x downsampling. The extracted features are then pooled along the channel dimension using global average pooling. The pooled feature maps are then fed into a regression network which is directly optimized for mean squared error. We regularize the network by adding a cross entropy loss between the heatmaps, and the corresponding ground truth of the doorknob location. To balance the regression and heatmap losses we train with a scaling factor of 10 −3 for the heatmap loss. We train the network for 35 epochs using the Adam optimizer with a learning rate of 10 −3 with polynomial learning rate decay and a batch size of 50.
Once we have received as estimate of the doorknob location from the vision network, we take the difference between our estimate and the end-effector location to produce a direction vector. This direction vector is concatenated with the joint positions and velocities to produce an observation vector. We then use a network of two fully connected layers with tanh activations to produce the output actions. The structure of our policy network can be seen in figure 10 in the appendix. 
Training Pipeline
The entire training flow is shown in figure 5 . A door-world is chosen randomly from the door-world data set and spawned into MuJoCo simulator and Unity. The policy network decides the next action given the observation of the environment. The Gym environment then returns a reward and an observation of the environment for the next time step. During rollouts, observations, actions and rewards are stored in the rollout memory buffer and used for a policy update.
We run the simulation at 1000Hz and run the control loop frequency at 50Hz. In order to update the policy efficiently while using the randomized data, PPO method runs 8 workers synchronously. During the training time, door-worlds are randomly sampled and fed to each worker after every update. At the start of each episode, the robot position and orientation are randomly initialized. For a pull knob, it also randomizes the location of the knob in the y-z door plane. Each episode is 512 time steps (10.2s). The rollout memory buffer of each worker stores 8 episodes for every policy update. During the policy update, rollout memory buffers of all 8 workers are gathered and will be used to update the shared worker policy. We used a learning rate of 10 −3 for all environments. This PPO training pipeline was structured based on code by Kostrikov, 2018 [33] . In contrast, due to the fact that SAC is an off-policy RL algorithm, it is trained in different way. For each epoch, a single worker performs 10 episodes in randomly sampled door-worlds and stores this data in the rollout memory buffers which has a maximum size of 10 6 time steps. When the policy of worker is updated, an accumulated data in the rollout memory buffers will be used. This training pipeline was structured based on rlkit 3 .
For PPO training, in order to accelerate the training speed and make the policy converge stably, the policies used with the vision network were pretrained using the door knob position from the simulator, followed a training using the door knob position from the simulator with gaussian noise. The gaussian noise used for pretraining approximates the error introduced by the vision network's position estimate.
The training using vision network for SAC was done without the pretraining process. All policy training hyperparameters are listed in table 4 and table 5 in the appendix.
Experiments
The following three experiments are conducted to evaluate performance as a representative of the environments. Task 1 has a pull knob environment with floating hook, task 2 has a lever knob with floating hook, and task 3 has a pull knob with the BLUE-with-gripper platform. All experiments are evaluated using the unshaped reward as defined in section 4.1. For each task, we have prepared 100 test door-worlds. The agent has 10.2sec to try open the door for each world. Table 1 shows the results of each task using average success rate and average opening time for different door knob position estimation methods. Each row corresponds to a different knob position estimation method. Table 1 shows the success rate and average time to open the door for each experiment for each algorithm. By using the ground truth of the door knob position from the simulator, the agent has a success rate of approximately 70% for PPO. In contrast, SAC generally has lower success rates, and specifically it has a 0% success rate for opening the lever knob. During training, SAC shows better exploration capability and its total reward converges faster than PPO, but the result suggests that the PPO has higher exploitation capabilities than SAC in trade-off of its training speed. PPO's success rate of all tasks decreases after adding gaussian noise to the door knob position. Tasks that require accurate position information to execute complicated manipulation such as the lever knob suffer more than other tasks. When the door knob position information comes from the vision network, the success rates of both algorithm decrease even more. This result implies that position estimation in the 3D space of the door knob is extremely important for the door opening task. Our vision network achieves ±3.079 cm accuracy as shown in table 2 in the appendix. Even with this level of accuracy, it was not enough to adapt to open the randomized door. Moreover, even though we train the vision network with the images that has randomly located robot, at the inference time, it is possible that robot is located in right in front of the camera and lessens the accuracy of the position estimation. Figure 6 shows the behavior of the robot in each task in the successful case. Since the door angle reward is weighted more heavily than other rewards, the robot tries to open the door after it hooks or rotates the door knob. Results of all combinations of the environments and the algorithms are shown in table 6, 7 in the appendix.
Conclusion
We presented DoorGym, a simulator environment that supports many degrees of domain randomization on a door opening task with varying degrees of difficulty. As a starting point, we presented a baseline agent based on PPO and SAC, which is capable of opening doors in novel environments. We evaluated the success of this agent by measuring the success rate in 100 attempts, with a success rate of up to 70%. Future work will involve expanding the baseline networks as well as incorporating more complicated tasks such as a broader range of doorknobs, locked doors, door knob generalization, and multi-agent scenarios.
Appendix

Proximal Policy Optimization (PPO)
Since the door opening task is a complex continuous control problem, a policy gradient method [34] ( Williams et al, 1992 ) is one of a potent method to use. Usually, direct policy search suffers from instability due to high gradient variance. While this can be mitigated by using a larger batch size during training, policy gradient algorithms can be unstable. Proximal Policy Optimization (PPO) is a policy gradient method that deals with this instability by constraining the objective function,
where π and π old are the current and previous policies respectively,Â t is the advantage and is a hyperparameter to clip the value function. Unlike other policy gradient methods, after collecting a new batch of rollout data, PPO continues to optimize the policy multiple times using Importance Sampling. The Importance Sampling ratio, π(at|st) πold(at|st) , can be interpreted as the probability of taking the given action under the current policy π compared to the probability of taking the same action under the old policy that was used to generate the rollout data. The loss encourages the policy to take actions which have a positive advantage (better than average) while clipping discourages changes to the policy that overcompensate. This will effectively prevent the behavior of the current policy π θ from deviating too far from the previous policy π θ old . PPO trains a value function V (s t ) simultaneously with the policy in a supervised manner to estimateV t . In order to get the target valuê V t , we use Generalized Advantage Estimation (GAE) [35] (Schulman et al, 2016).
Soft Actor Critic (SAC)
Since PPO is an on-policy algorithm, it inherently suffers from a data inefficiency problem. Soft Actor Critic (SAC) is a family of data efficient off-policy algorithms which will allow for reuse of the already collected data from different scenarios. SAC is based on maximum entropy reinforcement learning, a method to simultaneously maximize both the expected reward and the entropy of the policy. Standard reinforcement algorithm aims to learn the parameters φ of some policy π φ (a t |s t ) such that the expected sum of rewards is maximized under the trajectory distribution ρ π . However, the objective function of the maximum entropy algorithm also includes the entropy term H (π φ (·|s t )) as a target to maximize. In short, it will converge to the policy that is the most random but still achieves a high reward. The objective function of maximum entropy reinforcement learning framework is shown as follows.
where, D is the rollout memory buffer, γ is the discount factor, and ψ is an exponentially moving average of the value network weights, which is to add stability to the training. Finally, the policy is updated targeting the exponential of the soft Q-function,
Benefit of the sample efficiency of the off-policy learning algorithm come from the fact that both value estimators and the policy can be trained entirely on off-policy data. Since SAC shows the better robustness and stability than other off-policy algorithm [32] , we choose SAC as a second baseline algorithm for DoorGym.
Realistic Rendering and Post Process using Unity
In order to improve transfer-ability and to increase domain randomization, the vision network can be trained with images that are closer to the real world image distribution. However, MuJoCo's built-in renderer is not designed to render photo-realistic images. OpenAI, 2018 [4] deal with this problem by using the Unity game engine as a rendering system. Official plugin for Unity parses MuJoCo world files and provides meshes, textures, etc., to Unity, and the simulation state is then synchronized between MuJoCo and Unity through TCP protocol. Our plugin extends the existing MuJoCo-Unity plugin to add additional control over the simulation, with the most noteworthy additions being support for loading worlds at run-time, randomization of material parameters, automatic UV-mapping of detail textures, and the output of semantic segmentation images. Image quality can be further improved with in-engine post-processing effects, such as ambient occlusion shaders which can approximate global lighting, lens distortion, depth of field, and image sensor noise. Post processing samples can be seen Figure 7 .
Vision Network Results
The two main components of our pipeline are the realistic unity rendering and the domain randomization. To verify the necessity of these two components, we perform a small ablation study. We train a vision network on a single environment with varying doorknob position throughout. To show the necessity of domain randomization for transfer, we perform four experiments with randomized physical properties throughout.
• Train on MuJoCo with no Domain Randomization
-Test on MuJoCo with domain randomization.
-Test on Unity with domain randomization.
• Train on MuJoCo with Domain Randomization
As can be seen in table 2 training the vision net with no domain randomization and trying to transfer to new domains gives vastly worse performance, with the out of domain performance on Unity being a little bit worse. However, when we train with domain randomization, we maintain a small estimation error of 3.207 cm, but our performance when we transfer to Unity is vastly improved. Running a similar set of experiments with Unity shows that this trend is consistent, and thus domain randomization is a necessary component to ensure good out of domain performance.
The second set of experiments we run to is verify that Unity rendering is actually needed as opposed to just using MuJoCo and simplifying the training pipeline. The experiments are as follows.
• Train on MuJoCo with domain randomization -Test on Unity with domain randomization.
• Train on Unity with domain randomization -Test on MuJoCo with domain randomization. Also can be seen in table 2, both models trained with domain randomization achieve similar out of sample performance in the domain they were trained in. When we transfer the models however, the results are highly noticeable. While Unity maintains a reasonable out of domain performance at 6.970 cm, MuJoCo fails and reports an out of domain error of 11.067 cm. In our experiments, we see that an error of 3 cm is enough to make opening a door difficult. At between 3.207 and 11.067 cm error, when transferring to unseen environments, domain randomization in MuJoCo simply is too inaccurate to be usable. Value-loss-coef 0.5 
