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1 はじめに
進化的アルゴリズム (Evolutionary Algorithm, EA) は,生物進化の過程をモデル化した最適化アルゴリ
ズムの総称であり,遺伝的アルゴリズム (Genetic Algorithm, GA)[1], 進化戦略(Evolution Strategy, ES),














を行う交叉が提案されている.RIX (Rotation‐Invariant Crossover)[5] は個体集団の重心から各個体へ向か
うベクトルの集合を生成し,ランダム選択されたベクトルからグラム シュミットの直交化によって直交
座標系を構成する.EIG (Eigen vector‐based crossover)[6] は個体集団の分散共分散行列から得られた固有
ベクトルを直交座標系として用いている.OBX(Oblique crossover)[7] は,ランダムに選択した個体間の差
分ベクトルを座標軸とする斜交座標系を構成し,2親を含む拡張領域に子個体を生成する.個体集団の回
転により座標系も回転するため回転不変性を有している.多親交叉である SPX(Simplex Crossover)[8] およ











において \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ を適用し,変換空間における子個体を求める.最後に子個体を元の空間に戻す.提案手法








2親交叉では,集団から2個体の親  p, \mathrm{q} が選択され,交叉によって子が生成される.ここでは, \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$
について説明する.
\mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ は,2つの親が構成する超直方体を拡張した領域に子を生成する交叉であり,子  x' は以下のよう
に生成される.
x_{j}'=rjpj+(1-rj)qj, j=1 , 2, \cdots ,  D (D は次元数) (1)
rj は区間 [- $\alpha$, 1+ $\alpha$] の一様乱数であり,次元毎に独立に生成される.拡張率  $\alpha$( $\alpha$\geq 0) は,2親が対角位
置にある超直方体をどれだけ拡張するかを指定するパラメータである.もし  $\alpha$ が  0 ならば,2親が構成す
る超直方体の内部に子が生成される.2次元における \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ の様子を図1に示す.
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図1: \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ によって子が生成される領域
2.2 多親交叉
多親交叉とは,UNDX(Unimodal Normal Distribution Crossover)[10], \mathrm{S}\mathrm{P}\mathrm{X}[11], \mathrm{R}\mathrm{E}\mathrm{X}[12] のように2
つ以上の親を利用する交叉である.ここでは,REX について説明する.
REX は回転不変性及びスケール不変性を有する交叉である.REX では,集団から重複なしにランダム
に選択された複数の親から子個体を生成する.親個体集合を \{x^{1}, x^{2}, \cdot , x^{m}\} とし,その重心を x^{g} とする
と,子個体 x' は以下のように生成される.
x' = x^{g}+\displaystyle \sum_{i=1}^{m}$\xi$^{i}(x^{i}-x^{9}) (2)
$\xi$^{i} \displaystyle \sim  $\phi$(0, $\sigma$_{ $\xi$}^{2}) , $\sigma$_{ $\xi$}^{2}=\frac{1}{m} (3)
x^{g} = \displaystyle \frac{1}{m}\sum_{i=1}^{m}x^{i} (4)
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ここで, m は親の数 (m\geq D) ( \mathrm{D} は次元数) , $\xi$^{i} は  $\phi$ に従う乱数,  $\phi$(0, $\sigma$_{ $\xi$}^{2}) は平均 0 , 分散 $\sigma$_{ $\xi$}^{2} の確率分布
である.  $\phi$ の例は以下の通りである.
 $\phi$(0, $\sigma$^{2}) = N(0, (\sqrt{1}/m)^{2}) (5)
 $\phi$(0, $\sigma$^{2}) = U(-\sqrt{3}/m, \sqrt{3}/m) (6)





\mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ を適用するブレンド交叉 TBLX‐  $\alpha$ (Transformed Blend Crossover) を提案する.TBLX- $\alpha$ では,個
体集団  P= \{x^{i}|i = 1, 2, \cdots , N\} を用いて2親 x^{p} と x^{q} から子 x' を生成する.生成手順は次の通りであ
る.個体集団の分散共分散行列にCholesky分解を適用することによって変換行列を求める.変換行列を用




が,ここでは実対称行列を対象とする.正定値実対称行列  A は以下のように下三角行列 L とその転置行列
L^{T} に分解できる.
A=LL^{T} (7)
A=(a_{ij}) , L=(l_{ij}) とすると, L は下三角行列であるので,以下が成立する.
a_{ij} = \displaystyle \sum_{k=1}^{D}l_{ik}l_{jk}
= \displaystyle \sum_{k=1}^{\min\{i,j\}}l_{ik}l_{jk} (i, j=1,2, \cdots D) (8)
ただし, D は問題の次元数である.したがって, L は以下のように求めることができる.
a_{ii} = \displaystyle \sum_{k=1}^{i}l_{ik}^{2} (i=1,2_{i}\cdots D) (9)
l_{ii} = \pm\sqrt{a_{ii}-\sum_{k=1}^{i-1}l_{ik}^{2}} (10)
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a_{ij} = \displaystyle \sum_{k=1}^{J}l_{ik}l_{jk} (i=2,3, \cdots , D, j<i) (11)
l_{ij} = (a_{$\gamma$_{j}j}-\displaystyle \sum_{k=1}^{j-1}l_{ik}l_{jk})/l_{jj} (12)
l_{ij} = 0 (i=1,2, \cdots , D-1, j>i) (13)
3.2 分散共分散行列とCholesky分解
確率変数ベクトル x の期待値を E[x] で表現する. x が正規分布 N( $\mu$,  $\Sigma$) に従うと仮定すると以下が成立
する.
 $\mu$ = E[x] (14)
 $\Sigma$ = E[(x- $\mu$)(x- $\mu$)^{T}] (15)
ただし,  $\mu$ は平均ベクトル,  $\Sigma$ は分散共分散行列である.
 $\Sigma$ にCholesky 分解を適用し,求めた下三角行列  L を用いて以下の変換を行うことを考える.
 $\Sigma$ = LL^{T} (16)
y = L^{-1}(x- $\mu$) (17)
y の平均ベクトルは以 \rceil\backslash のようになる.
E[y] =E[L^{-1}(x- $\mu$)] =L^{-1} (E[記 ] - $\mu$) =0 (18)
y の分散共分散行列 E[(y-E[y])(y-E[y])^{T}] =E[yy^{T}] は以下のようになる.
E[yy^{T}] = E[L^{-1}(x- $\mu$)(L^{-1}(x- $\mu$))^{T}] (19)
= L^{-1}E[(x- $\mu$)(x- $\mu$)^{T}](L^{-1})^{T}
= L^{-1} $\Sigma$(L^{-1})^{T}=L^{-1}(LL^{T})(L^{T})^{-1} =I
ただし, I は単位行列である.
この変換によって, y は正規分布 N(0, I) に従うことになる.したがって,変数間の依存関係はなくなる
と考えられる.
3.3 提案する交叉 TBLX - $\alpha$
提案する交叉 TBLX- $\alpha$ ( \mathrm{B}\mathrm{L}\mathrm{X} with transformation) の手順を以下に示す.
1. 個体集団から平均ベクトル  $\mu$ と分散共分散行列  $\Sigma$ を計算し,変換行列  L と L^{-1} を求める.
2. 個体集団から2親 x^{\mathrm{p}}, x^{q} を選択する.
3. 親を変換する.
y^{p}=L^{-1}(x^{p}- $\mu$) , y^{q}=L^{-1}(x^{q}- $\mu$) (20)
4. y^{p} と y^{q} を \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ で交叉し,  y' を求める.
5. y' を逆変換して子 x' を生成する.
 x'=Ly'+ $\mu$ (21)
図3に変数分離型問題における交叉の様子,図4に変数依存型問題における交叉の様了を示す.左図が元
の空間における交叉の様子であり,個体の分布 (+ ) , 親の範囲 (内側の長方形) , \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ の拡張範囲 (外
側の長方形) および交叉によって生成された子個体の分布 (\times) である.右図が変換後の空間における個体,
親の範囲,拡張範囲および子個体である.
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図3: 変数分離型問題におけるTBLX - $\alpha$ による交叉の例
図4: 変数依存型問題におけるTBLX - $\alpha$ による交叉の例
3.4 TBLX - $\alpha$ を用いる実数値 GA




本実験では,単峰性関数である Sphere, Schwefel 2.22, Schwefel 1.2, Schwefel 2.21, 2次元及び3次元で
は単蜂性関数であるが多次元では多数の極小値を持つ関数である Rosenbrock, 不連続関数である step, 雑音
を持つ関数である noisy quartic, 多峰性関数である Schwefel 2.26, Rastrigin, Ackley, Gricwank 及び2つ
のペナルティ付き関数を用いる [13].
回転に対する性能を調べるために,得られた解候補を  z とし, x=Mz により変換し, f(x) の最小値を
求める.ここで, M は回転行列であり,本研究では式 (22) で表す Helmert 行列を用いた.
M= (\displaystyle \frac{}{}\frac{}{}\frac{}{}\frac{\sqrt{D}-.\cdot.0_{2}}{\sqrt{6}}\frac{1}{\sqrt{(D-2)+(D-2)^{2}},\sqrt{(D-1)+(D-1)^{2}}1}\frac{1}{\sqrt{(D-2)+(D-2)^{2}},\sqrt{(D-1)+(D-1)^{2}}1}\frac{1}{\sqrt{(D-1)+(D-1)^{2}}\sqrt{(D-2)+(D-2)^{2}}1}\frac{1}{\frac{}{}\frac{\sqrt{D}1}{\sqrt{2}\sqrt{6}1}}\frac{1}{\frac{}{}\frac{\sqrt{D}-.1}{\sqrt{2}\sqrt{6}1:}}\frac{1}{}\ldots \frac{}{}\frac{-(D-1)0}{\sqrt{(D-1)+(D-1)^{2}}}\frac{-(D-2)}{\sqrt{(D-2)+(D-2)^{2}},\sqrt{(D-1)+(D-1)^{2}}1}\frac{1}{\sqrt{D},00}\frac{1}{\sqrt{D},0}0) (22)
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GA with  $\Gamma$ \mathrm{L}\mathrm{X}- $\alpha$()
\{
// Initialize a population
P=N individuals generated randomly in S ;
FE=FE+N ;
for (t=1; FE<FE_{\max}; t++) {
( $\mu$,  $\Sigma$)=Mean and covariance matrix of P ;
L=Cholesky decomposition of  $\Sigma$ ;
 L^{-1}=Inverse matrix of L ;
for (i=1; i\leq N; i++) y_{i}=L^{-1}(x_{i}- $\mu$) ;
Q=\{y_{i}\} ;
for (i=1; i\leq N; i++) {
y^{r}=randomly selected from Q \mathrm{s}.\mathrm{t}. r\neq i.
y'=generated from y_{i} and y_{r} by \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ ;
 x'=Ly'+ $\mu$ ;
 FE=FE+1 ;
// Survivor selection
if (f(x') <f(xi)) z_{i}=x' ;




図5: TBLX- $\alpha$ を用いた実数値 GA の擬似コード
次元数  D=30 に設定し,個体数 N=100 , 最大関数評価回数は文献 [14] に基づいて決定した.各関数に
ついて50回の試行を行い,結果を比較する.
4.2 パラメータ  $\alpha$ の効果
回転なしの実験およびHelmert 行列によって回転した実験の結果を表2と表3に示す.各関数に対して,
各試行における最良値の平均値と標準偏差を示した.さらに,Wilcoxon signed rank test を行い,TBLX- $\alpha$
が \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ に対して有意に優れていた場合に + , 有意に劣っていた場合に −, 有意差がない場合に = を付
与した.なお,有意水準5%の場合は +, - , 有意水準1%の場合は ++, -- で表現している.
回転なしの問題では,TBLX - $\alpha$ は  $\alpha$=0.5 のときが最良の結果となっており, f_{3}, f_{6}, f_{7} の3関数で \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$
よりも有意に優れているが,9関数で有意に劣っている.回転ありの問題でも,TBLX - $\alpha$ は  $\alpha$=0.5 のとき
が最良の結果となっており, f_{3}, f_{6}, f_{7}, f_{8}, f_{12} , f13の6関数で \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ よりも有意に優れており,6関数で
有意に劣っている.したがって,TBLX - $\alpha$ は回転なしの問題よりも回転ありの問題に対してより良い結果
となっているが,回転あり問題でも \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ と同等の性能であり,優れた性能を示すことはできなかった.
5 おわりに
本研究では,変数依存性のある問題空間を変数依存性の無いあるいは弱い問題空間に変換し,変換空間
上で \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ を適用するという交叉である TBLX - $\alpha$ を提案した TBLX.  $\alpha$ において,拡張率  $\alpha$ を調整した
が,それだけでは良い性能を示すことはできなかった.
今後は,TBLX- $\alpha$ で変数間の強い依存関係に対応し, \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ で多様性を確保するために,TBLX- $\alpha$ と
\mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ を確率的に併用する方法や問題によって TBLX- $\alpha$ と \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ の適切な比率を動的に調整する方法に





表2: \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ とTBLX- $\alpha$ に対する  $\alpha$ の影響 (回転なし問題の場合)
表3: \mathrm{B}\mathrm{L}\mathrm{X}- $\alpha$ とTBLX- $\alpha$ に対する  $\alpha$ の影響 (回転あり問題の場合)
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