When viewed at an appropriate scale, a disordered medium can behave as if it is strictly less than three dimensional. As fractals typically have non-integer dimensions, they are natural models for disordered media, and di usion on fractals can be used to model transport in disordered media. In particular, such di usion processes can be used to obtain bounds on the fundamental solution to the heat equation on a fractal. In this paper we review the work in this area and describe how bounds on branching processes lead to bounds on heat kernels.
Introduction
The term`disordered medium' has no strict mathematical de nition, but is used to describè real' structures with highly irregular geometry. In this review, the disordered media we consider are objects existing but not dense in R d , which exhibit a similar structure at many di erent scales of observation, a property termed statistical self-similarity. Numerous constructs have been put forward as models for disordered media. In particular random walk paths, di usion limited aggregation (and other growth models) and critical percolation have all received intense scrutiny. These are all examples of random fractals, which exhibit statistical self-similarity. That is, when averaged over the whole space, properties such as density scale at a xed rate, strictly less than that of the Euclidean space they reside in. The rigorous study of di usion on random fractals such as these is extremely di cult. However, our understanding of di usion on random fractals is aided by our understanding of the (presumably) analogous behaviour of di usion on regular geometric fractals, which are in general more tractable. In this paper we aim to provide a brief survey of the current mathematical literature in this area.
The study of di usion on a fractal F, from the probabilistic point of view, is the construction of a continuous time and space stochastic process on F. The relationship with the applied mathematicians view of di usion, as the study of the heat equation on F, is given by the following correspondence, even when there is no di erentiable structure on the set. The Laplacian on F is de ned by the fact that it is the generator of the canonical di usion process or `Brownian motion' X on F. Thus the transition density of X is the heat kernel of , that is the fundamental solution to the heat equation @u @t = u; on F:
The rst rigorous construction of di usion on a fractal was of Brownian motion on the Sierpinski gasket 22, 50, 10] . Let Figure 1 gives a picture of G 6 . Let X n be the simple nearest-neighbour random walk on G n , then as n ! 1, e X n (t) := X n (5 n t) converges weakly to a continuous strong Markov process X on G. The time scaling is determined by requiring the expected crossing time E x2G0 infft : X n (t) 2 G 0 nfxgg to remain constant as n ! 1. X is locally invariant w.r.t. the local isometries of G, and is accordingly termed Brownian motion on G. The X n can in fact be nested so that for any m n, X m is precisely the process obtained by observing X n only when it moves from one point in G m to another i.e., the G m -decimation of X n . This can be used to establish the a.s. convergence of e X n . (1) where d s = 2 log 3= log 5 and d w = log 5= log 2. These scaling exponents (and one other) can be given the following formal interpretations, which can be made precise for the Sierpinski gasket: Note that we write to mean bounded above and below by constants. It is generally believed that these exponents are related by the expression d s = 2d f =d w ; (2) and this has been established in a number of situations 10, 5, 47, 18, 23, 41] .
The physics literature (see 32, 43, 21, 58, 57, 56, 1, 14] and the references contained therein) on di usion on geometric fractals has concentrated largely on the`propogator' P(r; t), the average (in some sense) over jx ? yj = r of p t (x; y). 
Physicists have estimated P(r; t) using a variety of methods: renormalisation groups (scaling arguments); the so called continuous time random walk formalism and generalisations of the di usion equation using fractional derivatives. These have lead to re nements of (3) of the form P(r; t) t ?ds=2 expf?c 0 g (4) for various and , where = r=t 1=dw
. Numerical simulations suggest that as ! 1 the asymptotic form of P(r; t) has One factor behind the lack of precise asymptotics in the mathematics literature is the near constancy behaviour of the crossing time W = infft : X(t) 2 G 0 nX(0)jX(0) 2 G 0 g. That is, small oscillations are present in the distribution of W 11, 12] . These make exact asymptotics for W and thus X di cult. As yet the physics literature seems unaware of this behaviour of W, though it is possible that it does not cross over from geometric to random fractals.
Another important factor behind the problem is the fact that there can be oscillation in the integrated density of states, N( ). This means that for the Sierpinski gasket, by 20],
The existence of this gap corresponds to the existence of localized eigenfunctions for the Laplacian on the gasket. For spatially homogeneous random fractals there is even worse behaviour than in the geometric case. Indeed, for the random fractals studied in 23, 7] , there exists a function f, dependent on the convergence rate of the environment sequence, such that
However, for random recursive fractals 25], there may be an ergodic e ect which leads to more precise asymptotics.
Of course, unlike fractals, disordered media are not statistically self-similar at all scales of measurement. Certainly not at the atomic scale. It is generally assumed in the physics literature that this is not a problem. This assumption has been justi ed to some extent in 37], where it is shown that for t c 0 jx ? yj, the transition probabilities of X 0 are of the same form (1) as the density of X.
2 Brownian motion on self-similar fractals
The construction of Brownian motion was extended by Lindstr m 53] from the Sierpinski gasket to`nested fractals' and then by Fitzsimmons et al 18] to`a ne nested fractals'. Prior to the work of Fitzsimmons et al, Kigami 38, 39] developed a parallel approach to the construction of the Laplacian on fractals. He de ned`p.c.f. self-similar sets', which are essentially the class of geometric fractals referred to by physicists as nitely-rami ed self-similar fractals, and include nested fractals and a ne nested fractals. By assuming the existence of a`harmonic structure' on the fractal, it is possible to construct a Laplacian and hence a Brownian motion. Brownian motion has also been constructed on the Sierpinski carpet by Barlow & Bass 4, 6, 5] , which is self-similar but in nitely-rami ed, and Kusuoka & Zhou 52] have provided a method of constructing Brownian motion on both nested fractals and a similar class of in nitely-rami ed fractals. Finitely-rami ed fractals are more tractable than in nitely-rami ed ones, as they allow the construction of`nested' sequences of random walks (see below). A nitely-rami ed fractal is one for which any bounded subset can be isolated by removing a nite set of points. In practice this means it is su cient to look at a di usion on the fractal at such cut points. All of these fractals can be de ned as the closure of the limiting vertex set of a sequence of graphs, each a successively ner approximation to the fractal. A di usion on the fractal can then be constructed as the limit of a sequence of time-scaled nearest-neighbour random walks on the approximating graphs. (Note that the construction of Barlow & Bass 4] used a sequence of 2-dimensional subsets of R 2 to approximate the Sierpinski carpet, and a sequence of re ecting Brownian motions on these sets to construct Brownian motion on the limit. However, Kusuoka & Zhou 52] showed that it is also possible to use graphs and random walks in this case.)
Justi cation for calling these processes Brownian motion is still based on local invariance under local isometries, which self-similar fractals all possess to some degree. It is unclear how to de ne Brownian motion on a fractal which is not self-similar. The uniqueness of Brownian motion on the class of nested fractals was recently established by Sabot 59] .
The original constructions of Barlow & Perkins 10] and Lindstr m 53] use estimates of crossing times to prove the time-scaled sequence of random walks converges, and that the limit is a continuous strong Markov process. However, more successful has been the use of Dirichlet forms, developed largely in Japan 51, 38, 19, 39, 41] , which give the Laplacian directly, rather than as the generator of a Brownian motion. The link between random walks and Dirichlet forms is provided by electric networks 16, 60, 2] . This approach does however place some restrictions on the sort of random walks you can use. In particular, they must be symmetric. To construct non-symmetric di usion on a fractal it is still necessary to use a sequence of random walks 46]. Also, while Dirichlet forms allow us to use a wealth of analytic techniques, at present we still need to know something about crossing times to provide o diagonal bounds for the transition probabilities of the limit process. It is in the study of crossing times of di usion on nitely-rami ed self-similar fractals that branching processes appear.
De ne self-similar fractals in R d as follows. For i = 1; : : : ; N let i be a`similitude', de ned by i (x) = a i + (x ? a i )=b i for a i 2 R d and b i 2 (1; 1). For 
Hutchinson 33] proved ' has a unique xed point F, which we call a self-similar fractal.
Let W 0 be the set of xed points of the i . A point x 2 W 0 is an essential xed point if there exist 1 i; j N and y 6 = x 2 W 0 such that i (x) = j (y). Let V 0 be the set of essential xed points. Given some regularity conditions on F, in particular that it is connected and that there is no overlap of components (though their edges can meet, this is called the open-set condition), we can reconstruct F from it's essential xed points. 
This property (called the nesting property) enables the de nition of a nested sequence of random walks. The connected, open-set and nesting properties are essentially those required to specify p.c.f. self-similar sets, that is, nitely-rami ed self-similar fractals. Unless stated otherwise, we will assume F is such a fractal for the remainder of this section.
Let X n be a nearest-neighbour random walk (n.n.r.w.) on F n . For m n de ne T m;n (0) = inffk 0 : X n (k) 2 V m g and T m;n (i + 1) = inffk > T m;n (i) : X n (k) 2 V m nX n (T m;n (i))g, then the F m decimation of X n is given by X m;n (i) = X n (T m;n (i)). If F is nitely-rami ed then X m;n will be a n.n.r.w. on F m . If F is in nitely-rami ed then X m;n may jump from one point in V m to another not directly joined by an edge in E m . A sequence (X n ) 1 n=0 such that for all m n, X m a:s:
= X m;n is called a nested sequence. Clearly this is only possible for nitely-rami ed self-similar fractals. For in nitely-rami ed fractals a di erent approach is needed (see below). The rst problem in constructing Brownian motion on F is to nd such a sequence. The correct time scaling time scaling n is then obtained by requiring the expected F 0 crossing times of e X n (t) := X n ( n t) to remain constant. Clearly Brownian motion will have to be symmetric and the restriction to any n-complex must be a scaled version of the process on F. These conditions enable us to specify that all the X n be de ned in terms of probabilities p(x; y) = p(y; x) for each (x; y) 2 E 0 and weights r(i) for 1 i N. For any (x; y) 2 E n there is a unique sequence i(1); : : : ; i(n) such that (x; y) = i(1) i(n) (a; b) for (a; b) 2 E 0 . De ne the X n transition probabilities by p n (x; y) / p(a; b) Q n k=1 r(i(k)) : (5) We need to know if this sequence of n.n.r.w. is nested. For any given set of weights r(i), the F 0 -decimation of X 1 Clearly, we can look for other nested sequences of random walks. Generally, for this to be tractable some restriction needs to be made on the random walks e.g., that they be spatially homogeneous. Such nested sequences have been constructed, and lead to di usions which clearly are not Brownian motion. We will look at these in Section 3.
The method used by Kusuoka Figure 2 : Using essential xed points, and alternatively using a point in the convex hull, to form approximating (level 2) graphs for the Sierpinski carpet the crossing times of a sequence of n.n.r.w. X n on F 0 n and if these converge (after appropriate scaling) then we can hope to nd a limit process. The potential theory approach also works, though su ers analogous problems, and is the approach used by Kusuoka & Zhou 52] .
For the in nitely-rami ed fractals of 4] and 52], the uniqueness of the limiting process is still an open problem. The current techniques only give weak convergence along a subsequence of the approximating sequence of processes. This has not been a problem for the computation of transition density estimates for the carpet 5], as all subsequential limit points have the same behaviour. In 52], the existence of a self-similar di usion process on the carpet was established.
Electric networks and Dirichlet forms
An electric network on graph F n is de ned in terms of the conductivities (reciprocal of resistance) of its edges. Let a n (x; y) be the conductivity of edge (x; y) 2 E n and let b n (x) = P y a n (x; y). The Dirichlet form associated with the network (F n ; a n ) is de ned for f; g : F n ! R by E n (f; g) = X
x;y a n (x; y)(f(x) ? f(y))(g(x) ? g(y)):
E n (f; f) is interpreted as the energy dissipated when a potential f is maintained on the network.
The discrete Laplacian n on F n is de ned by n f(x) = X y a n (x; y)(f(y) ? f(x))=b n (x):
n and E n satisfy E n (f; g) = ?h n f; gi, where the inner product h ; i is w.r.t. b n , that is, hf; gi = P x f(x)g(x)b n (x). So n and E n can be recovered from each other. n is also the generator of the n.n.r.w. X n on F n de ned by P(X n (i + 1) = yjX n (i) = x) = p n (x; y) = a n (x; y)=b n (x):
Suppose now we have a nitely-rami ed self-similar set F with approximating graphs F n as described above. Given conductivities a n for each F n , let (X n ) 1 n=0 be the corresponding sequence of n.n.r.w. The Laplacian corresponding to the F m -decimation of X n , that is, the generator of X m;n , is m provided the electrical network (F n ; a n ) is equivalent to (F m ; a m ) when we specify V n potentials only at points in V m and then let the net ow of current at other points be zero. Equivalently, the e ective resistance between any two points in V m is the same for each network. Kigami 41] calls such sequences of networks`compatible'. Finding a sequence of compatible networks is equivalent to nding a sequence of nested random walks, and the convergence of time-scaled random walks is equivalent to the convergence of their Dirichlet forms. The sequence of Dirichlet forms is monotone increasing under the compatibility condition and hence the limit of the Dirichlet forms is simply given by E(f; f) = lim E n (f; f) where the domain F is de ned to be those f 2 C(F) for which the limit is nite. Scaling for the Dirichlet forms is implicit in the choice of conductances a n required to get compatible networks.
The advantage of Dirichlet forms is that once we establish the existence of a limiting regular Dirichlet form, we immediately know that the corresponding process is a symmetric Markov process, a fact which requires some e ort to prove otherwise. Knowledge of the Dirichlet form of the limit process also allows access to a range of analytic techniques for analysing , the corresponding Laplace operator.
The electric network approach gives rise to a natural alternative to the Euclidean metric on a fractal F. 3 Generalisations
The construction methods of Brownian motion on self-similar fractals have been extended to construct di usion|which may be Brownian motion|on geometric fractals which are not exactly self-similar, and to construct on self-similar fractals di usions which certainly are not Brownian motion. To date these extensions have been restricted to nitely-rami ed fractals, and have hinged on the production of more general nested sequences of random walks, or equivalently, compatible sequences of Dirichlet forms. ) g, determined by decimating the random walks X n de ned by equation (5) . This leads to à decimation invariant' nested sequence. By relaxing the condition p(a; b) = p(b; a), Kumagai 46 , 45] obtained a nested sequence on the Sierpinski gasket which gives in the limit a di usion which is non-symmetric but invariant under rotation of the fractal. There is no analogous Dirichlet form construction for this di usion.
Hattori It is also possible to consider (forward) trajectories of the map D. These arise when considering in nite fractals, which can be constructed by applying the inverse similitudes ?1 i to the fractal F. We can specify the behaviour of an anisotropic random walk at a given (microscopic) scale and then ask about its large scale (macroscopic) behaviour. It has been shown for a variety of fractals that as the scale increases you get increasingly isotropic behaviour 8, 49, 27] .
This corresponds to the convergence of the forward trajectories of D to a non-degenerate xed point, representing Brownian motion. This is a form of homogenization for operators on fractals which is induced purely by the geometry of the fractal, and not through some ergodicity of an underlying random operator.
In the class of geometric fractals there are some which are not exactly self-similar, such as the random recursive Sierpinski gasket of 25], or the scale-irregular gaskets of 23], 7] and 30]. These are produced by allowing some variation in the family of maps used in the construction of the fractal, and as such can be regarded as a step closer to disordered media than exactly self-similar fractals. These examples are still nitely-rami ed however, and it is still possible to construct nested sequences of random walks for them.
For the scale-irregular gaskets the variation in the maps is spatially homogeneous and governed by an environment sequence. For random recursive fractals, which have no spatial homogeneity, we can still use the nested sequence of random walks. However some care must be taken when choosing the`levels' of approximation. This can be achieved by working in the e ective resistance metric, as the probabilities for the Brownian motion to exit a region are determined by the resistance. The e ective resistance metric is then the appropriate metric in which to get transition density estimates. 4 Crossing times and branching processes Let F be a nitely-rami ed self-similar fractal and (F n ) 1 n=0 a sequence of approximating graphs as described in Section 2. If (X n ) 1 n=0 is a nested sequence of random walks on F, then the implicit branching process is constructed using the jumps of these random walks. The original ancestor is a single jump made by X 0 , the rst generation are the corresponding (via the decimation process) set of steps made by X 1 , and so on. So the children of any individual in the nth generation are the jumps made by X n+1 , which, when decimated, produce the given X n jump. The growth rate of the branching process immediately gives the time scaling for the random walks, and the normed limit of the branching process is the crossing time of the limiting di usion.
In general, the branching process will be multi-type. Set the type of each jump to be the type of the edge (x; y) along which it travels. However, as #E n ! 1 we need some way of rationalising the number of types before the branching process can be useful. In the case of Brownian motion, when conditioned on staying within a given n-complex, the motion of X n depends only on fp(a; b) : (a; b) 2 E 0 g. So it is su cient to restrict ourselves to a single set of types ft(a; b) : (a; b) 2 E 0 g, and set the type of an edge (x; y) 2 E n to t(a; b),
where (x; y) = i(1) i(n) (a; b) for some 1 i(1); : : : ; i(n) N. In this case the probabilities fp(a; b) : (a; b) 2 E 0 g are a xed point of D, and so we get a classical multi-type branching process. However, nested sequences corresponding to trajectories of D ?1 produce branching processes with varying environment, as the underlying transition probabilities, and thus the distribution of the number of jumps, change at each level 31, 30, 36, 35] . Similarly, the nested sequence produced in the construction of Brownian motion on a homogeneous random fractal, gives rise to a branching process in a random environment 23, 24] .
The crossing times of the limit process X are given by the normed limit of the branching process. The norming sequence is just the expected size of the branching process, and is the same as the time scaling used for the random walks. This has lead to a number of recent results on the normed limits of branching processes 13, 24, 34, 35, 11, 12, 26] . The problem of bounding the normed limit of a (supercritical) branching process is essentially a large deviation problem 11, 12] . In particular, the event of minimal growth is of central importance. Determining the minimal growth rate is non-trivial for multi-type processes 47, 18] , and, when constructing Brownian motion on a nitely-rami ed self-similar fractal, is equivalent to determining a shortest path metric on the fractal 18]. The shortest path metric is called chemical distance in the physics literature, and, if it exists, is determined as follows. 
It is worth noting that bounds of this form (using d c w rather than d w ) are not currently seen in the physics literature. When fractals are not exactly self-similar such tight uniform bounds on the heat kernel are generally not possible. In the case of scale-irregular gaskets we can obtain estimates which are best possible for the di usion. They are much as (7), but are modi ed by the introduction of a correction factor 7], which depends on the speed of convergence (if there is any) of the environment sequence to its ergodic limit. For random recursive fractals 25], there are as yet no best possible bounds on the transition density, as the relationship between the short paths in the fractal and the e ective resistance metric is still not well understood. However it is clear that there will be oscillation in the bounds.
It is tempting to think that by scaling di erently the time taken by jumps of di erent type, you might obtain a di erent limit. From our understanding of the limiting mechanism for branching processes, we can see that this is pointless. The distribution between types in the normed limit of a branching process is deterministic, only the total size is random. So, scaling time di erently for di erent types of jump would lead only to a deterministic time scaling of the limit process. This is true even when the growth rate of one type is strictly less than that of another 35].
Heat kernel estimation for fractals
The Brownian motion X t on a fractal F has the Laplacian as its generator. This means that the heat kernel, the fundamental solution to the heat equation on F, is the transition density of the Brownian motion. We give here an outline of the ideas used in the estimation of the transition density for Brownian motion on F, an exactly self-similar compact fractal, symmetric with respect to re ection in the perpendicular bisectors of the essential xed points, as de ned in Section 2.
The following heuristic argument shows how the functional form of the transition density arises from the natural scaling of the process. From the exact self-similarity, and the de nition of d w , we should have locally the relationship X t = l ?1 X l dw t in distribution, for certain lengths l. That is P x (X t 2 B r (x)) = P lx (X l dw t 2 B lr (lx)); (8) where B r (x) is the ball of radius r about x. The transition density, p t (x; y), will exist as the Laplacian on F is a compact operator: by Mercer's theorem, admits a spectral decomposition, with which we can construct the density. Note that this is a density with respect to the Hausdor measure on the fractal. Now use (8) with a change of variable, to show that p t (x; y) should satisfy p t (x; y) = l d f p l dw t (lx; ly); 8x; y 2 F; 0 < t < 1:
Hence we can deduce that the functional form of the density should be p t (x; y) t ?ds=2 g(d(x; y) dw =t):
for some continuous function g. Here we have assumed that d s = 2d f =d w , as in (2) .
In order to prove this estimate and determine the function g, we begin by establishing a bound on p t (x; x) which is uniform in x. Initial techniques 10, 5, 47], relied on estimating the Green density and using Tauberian theorems to turn this into estimates on the heat kernel.
This use of this idea is restricted to the case when d s < 2, when the Green density is bounded. As yet there are no analytic techniques for calculating the o -diagonal term and we use a probabilistic argument. In order to estimate the behaviour of the transition density away from the diagonal we must examine the short paths in the fractal. If we think of the transition density between x; y as a sum over all paths, then the greatest contribution to the sum will come from the most likely paths. For a short time the most likely path will be close to the shortest path between the points.
For nitely rami ed fractals, the embedded branching process encodes the whole path of the Brownian motion. In order to examine the small time behaviour of p t (x; y) we need to know about the short paths, which correspond to branching processes with few o spring. In fact all we need to observe is that the following super-branching inequality holds. Let The o -diagonal upper bound follows from a probabilistic argument. We construct a ball B of radius d(x; y)=2 about x and split the probability of moving from the neighbourhood of x to the neighbourhood of y into two parts, by conditioning on whether or not the process is in B at time t=2. As the process is reversible, we can deal with each part in the same way. We can, without loss of generality, consider the process conditioned on not being in B at time t=2.
Now further decompose the transition probability, this time conditioning on the position of the process at time t=2. The rst half of the sample path can be dealt with using (10), as we know the process must have crossed a set of size at least d(x; y)=2. The second half of the sample path can be controlled using (9) . Combining these we obtain the upper bound of (1) and (7) . There are three steps to obtaining a lower estimate for the transition density. The rst is to get an on-diagonal estimate. As we have an upper bound on the transition density, the process cannot exit a ball about x too rapidly and hence, from the upper bound itself or (10), see 5], we can show that there is a constant c 4 such that p t (x; x) c 4 t ?ds=2 . The next step is to determine a`near' diagonal estimate. In other words, what is the size of ball for which the on-diagonal estimate is good? This involves an estimate on the H older continuity of the heat kernel. In the nitely-rami ed case we can control functions in the domain of the Dirichlet form in terms of the e ective resistance metric r(x; y), see 41]: jf(x) ? f(y)j 2 r(x; y)E(f; f); 8x; y 2 F; f 2 F: As p t (x; ) is in the domain F, we have immediately that its H older order is d r =2. This sort of estimate is available only when d s < 2, and we have an e ective resistance metric. Other techniques are required if d s 2. Combining this with the on diagonal estimate gives the result that there exists a constant c 5 such that for all x; y 2 F and 0 < t < 1, p t (x; y) c 4 2 t ?ds=2 ; if d(x; y) < c 5 t 1=dw : (11) The nal step in the procedure is to use a chaining argument. We consider the shortest path between the points x and y and determine the scale at which we should view the path according to the allowed time to move between the points, then cover the path with balls of the appropriate size to apply our near diagonal estimate. We let = d(x; y) dw =t, and for the short time behaviour we examine large. In order to apply (11) required to t the criteria gives the lower bound of (1). The lower bound of (7) comes from taking into account the scaling of the shortest path.
