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Oracle 10g RAC 核心技术研究与分析  
周晓丹，冯少荣，薛永生 
(厦门大学信息科学与技术学院，厦门 361005) 
摘  要：以企业 IT 面临的难题为背景，分析了企业网格计算相对于传统计算的优势，提出了利用网格技术解决企业难题的观点；研究了
Oracle 10g 核心组件 RAC 的技术特点，对这些特点的原理进行逐一分析；架设 RAC 系统实例，并对其进行功能验证、性能测试以及结果
分析。 
关键词：网格计算技术；真正应用集群；共享磁盘；高速缓存合并；透明应用切换 
Research of Oracle 10g RAC Core Technology and Analysis 
ZHOU Xiaodan, FENG Shaorong, XUE Yongsheng    
(School of Information Science and Technology, Xiamen University, Xiamen 361005) 
【Abstract】Based on the requirements of enterprise IT department, this paper starts with the comparison between enterprise grid computing and the
traditional computing, elaborates the technological features of RAC, which is one of the great components of Oracle 10g. Further research is taken
and a RAC system is set up, including functions verification, performance test and result analysis. 
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如何降低架设和使用信息技术基础架构所需的高昂成


















































软件，真正应用集群(Real Application Cluster，RAC)是 Oracle 
10g 的组件，也是其网格技术实现的核心[3]。它具有高速缓存
合并、共享磁盘、透明应用切换三大核心功能[4,5]。 
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(1)假设 Node1 需要从 Shard Disk 读一个数据块 B1，它
向 GCS 发送锁请求，当 Node1 收到 GCS 的锁后，Node1 便
可以从 Shared Disk 读取 B1。Node1 读取并修改了 B1 里的数
据行； 
(2)此时 Node2 也需要访问 B1，但该 B1 已经在 Node1
的缓存中，所以 Node2 不会再从 Shared Disk 读取 B1。Node2
向 Node1 的 GCS 发出锁请求；GCS 要求 Node1 把 B1 给
Node2，Node1 直接通过 Interconnect 将 B1 新副本发送给
Node2，Node2 收到后通知 GCS；此时 Node2 就可以读写 B1
并再次修改了 B1 里的数据行； 
(3) 当 Node1 需 要 再 读 取 B1 时 ， Node2 直 接 通 过









图 3 TAF 示意图 
如图 3 所示，应用端 A1,A2 在节点 Node1 中连接，A3,A4
连向节点 Node2；当节点 Node1 发生故障，A1,A2 的事务将
被回滚，但是它们可以继续工作而不必手工重新连接，因为




从数据库中返回 1 000 行记录； 
(3)起初的 500 行记录被节点 Node1 执行并返回到该用户
终端界面； 





中继续查看剩下的 500 行记录； 
(7)RAC 通过根据连接配置文件自动重新连接到节点
Node2 上；  
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Shared Disk    
Node1 故障，
用户被转移 
      
SQL> Select * from emp;  
Empno    name 
01 Mike  
02 James  
…    …   
500 Jordan 
*** BANG ***  




继 续 返 回 剩
余的数据行 
Empno    name 
01 Mike 
02 James 








    
Shared Disk    
A2 A3 A4 
Node2 
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(8)Oracle 在节点 Node2 上重新执行该命令并返回剩下的
500 行记录给用户；如果记录在缓冲，将会被瞬间返回；否








6 RAC 实例测试 
为了更好地理解 RAC 架构，实例架设了 RAC 系统[6]，
并进行功能与性能测试。架设结构类似于图 2。 
6.1 环境 
Database & Server: 
Node1: Dell PE2850, 2CPU, 8GB memory 
Node2: Dell PE6650, 4CPU, 4GB memory 
Oracle database 10.1.0.2.0 with RAC 
Storage: Dell | EMC CX300 
Network:  
Private interconnect: 100MB Ethernet 
Public network: 100MB Ethernet 
OS: Linux: Red Flag Server 4 
6.2 RAC 功能及性能测试 
6.2.1 透明应用切换(TAF)功能测试 
测试方式：分别通过两种客户端连接方式对数据库进行
连接：(1)通过 JDBC 连接 RAC 数据库；(2)通过 Oracle 自带
的 SQL PLUS 连接数据库。 
在两节点数据库 instance 正常运行情况下，分别使用两
种方法使 Node1 节点发生故障(结果是类似的)： 
(1)在 Node1 节点数据库上执行“shutdown immediate”
命令，终止节点 Node1 的数据库 instance； 
(2)在 Node1 节点操作系统上执行“ifdown eth0”命令，




(2)对于正连接在 Node1 上的客户端分为两种情况： 
1)正在执行 JDBC 应用端会报错，重新登录后可继续操
作。这是由于 JDBC 采用的是 JDBC Thin 连接方式，这种连
接方式不被 TAF 功能支持； 
2)正在通过 SQL PLUS 执行数据库操作的用户不受影
响，应用继续运行。说明 TAF 功能支持 SQL PLUS 类型的连
接方式，将应用转移到另一个正常的节点上并继续运行。 
6.2.2 负载均衡测试 
测试方式：通过 Loadrunner 模拟每隔 1s 登录一个用户并






6.2.3 RAC 性能 (单节点与双节点 RAC 的性能比较) 
测试方式：采用 Loadrunner 定义多个用户并发，共使用
12 条 SQL 语句，分成 12 个组，每个组定义 1 个用户，共 12
个用户，每隔 1s 增加一组并发运行。分别测试以下两种环境
的性能：(1)对 Dell PE2850 进行单节点性能测试(两台服务器
的整体性能较为接近，所以 
任选其一)；(2)对 RAC 系统进行双节点性能测试。 
测试结果及分析(见图 4)： 
运行所有 SQL 语句，单节点测试一共所需时间：1 分钟
21 秒。 
运行所有 SQL 语句，双节点 RAC 测试一共所需时间：1
分钟 06 秒。 
 
图 4 单双节点性能测试结果截图 














稳定的 Linux 系统，由于 Oracle 10g 是在 Linux 平台下开发
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