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The current calculations of water quality index (WQI) were sometimes can be very 
complex and time-consuming which involves sub-index calculation like BOD and 
COD, however with the support vector machine (SVM) and least squares support 
vector machine (LS-SVM) models, the WQI can be predicted immediately using 
directly measured physical data by using the same predictors used in the numerical 
approach without any sub-index calculation. There were three main parameters that 
control the performance of the SVM model however only the type of kernel function 
was investigated, they were linear, radial basis function (RBF) and polynomial 
kernel functions. The results of the model were then analysed by using sum squares 
error (SSE), mean of sum squares error (MSSE) and coefficient of determination 
(R2). It was found that the best kernel function for the SVM model was polynomial 
kernel function with R2 of 0.8796. Furthermore, LS-SVM model that trained with 
correct predictors had higher accuracy with R2 of 0.9227 as compared with SVM 
model that trained with all the predictors with R2 of 0.9184. The SSE and MSSE are 
74.78 and 1.5594, 1.6454 for LS-SVM and SVM respectively. 
Keywords: water quality index; support vector machine; least square-support vector 
machine; model prediction. 
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1: Introduction 
In our daily life, an average adult male consumed about 13.5 kg of air and 2 kg of water each day 
(Nieto et al. 2013, Sanchez et al. 2011). Therefore, the cleanliness of water was very important for 
humans to have a healthy life. However, it is difficult to determine the quality of water by just 
using the naked eye. Thus, in order to determine the cleanliness and quality of the water, some 
tools were developed to evaluate and determine the quality of the water. One of the tools that have 
been used to determine the quality of the water is the water quality index. Water Quality Index 
(WQI) was a single number, which used a set of physicochemical water parameters to express the 
quality of water at a certain place and time. WQI also can be used to assess the water properties in 
reference to human health and natural quality effects. The poor quality of surface water was a 
serious problem in the world which threatens human health, ecosystems, and plant or animal life 
(Mohammadpour et al. 2015). WQI was one of the criteria for surface water classifications based 
on the use of standard parameters for water characterization. It provides a comprehensive picture of 
the quality of water. It was a mathematical mechanism for summarizing the water quality data into 
simple terms that can be easily understood by the public such as good or bad. These terms can 
reflect the quality level for the measured water. In Malaysia, through Interim National Water 
Quality Standards for Malaysia (INWQS), the WQI was computed based on 6 main parameters 
which were biochemical oxygen demand (BOD), chemical oxygen demand (COD), ammoniacal 
nitrogen (NH3N), pH, dissolved oxygen (DO) and suspended solids (SS) as shown in equation (3). 
WQI needed to be kept as high as possible or more than 80 index number to indicate that the river 
is clean.  
 
Currently, these indices were mostly calculated in a complex method which involves sub-index 
calculation (Department of Environment, 2005). Therefore, there was a strong need in predicting 
these indices in an easier and more accurate way. All the indices were still coming from the 
lengthy calculation. Many methods had been used in predicting WQI. It was found that there was 
lack of standardize method worldwide (Amornsamankul and Kraipeerapun 2013, Moazami et al. 
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2016). Different places used different methods they found to be the best, which was higher 
accuracy and stability. Thus in some other country, National Sanitation Foundation Water 
Quality Index (NSFWQI) was used to determine the WQI ( Noori et al. 2019). Noori et al. 
(2019) analysed different scenarios of the input to replace parameter that normally 
complex to measure and the result shows considerable differences between original and 
non-original input parameters. 
However, accurate and reliable models for prediction were still needed because such 
model would allow forecasting compliance and non-compliance in both short-term 
and long-term aspects (Wang et al. 2008). At present, monitoring and forecasting 
water quality involve a variety of approaches. Among all of the approaches, 
computational intelligence techniques like artificial neural networks, genetic 
algorithms, support vector machine (SVM), etc. were paid more and more attention 
in environmental time-series prediction researches because they can model nonlinear 
systems well and are robust for the noise data, and so they can produce more 
accurate results (Wang et al. 2008, Noori et al. 2013). In a study of prediction WQI 
in constructed wetlands, SVM and two others method were used and the results had 
shown that the SVM technique was able to successfully predict WQI with high 
accuracy. The high value of R2 with 0.9984 and low mean absolute error of 0.0052 
indicated that the SVM model provided better prediction compared to the other two 
methods (Mohammadpour et al. 2015). Moreover, the study highlighted that SVM 
can be successfully used as valuable methods for the prediction of water quality in 
the wetlands as it simplifies the calculation of the WQI and decreases the substantial 
efforts and time by optimizing the computations.  
 
Then, Jun and Liankui (2004) applied the least square support vector machine (LS-
SVM) to predict water quality based on Chemical Oxygen Demand (COD). They 
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found that LS-SVM provided better estimation results than multivariate linear 
regression, partial least squares regression, and back propagation neural network. 
Xiang and Jiang (2009) used LS-SVM optimized by particle swarm optimization to 
forecasting the drinking water source quality of the Liuxi River in Guangzhou. It was 
shown that LS-SVM outperforms back propagation neural network. Therefore, in 
this paper, SVM and LS-SVM were introduced to predict the WQI based on the data 
collected in Perak State in Malaysia. In this paper, SVM and LS-SVM are able to 
predict WQI in high accuracy and stability even though using direct measured 
physical values without any sub-index calculation of the input like for BOD and 
COD. This paper is organized as follows. Section 2 presents the case study for this 
research while Section 3 presents the methodology. The concept of SVM and LS-
SVM modelling is presented in Section 3. The results and discussions of the 
proposed WQI modelling method are presented in Section 4. Finally, the last section 
concludes this paper. 
 
2: Case Study: Water Quality Index (WQI) at Perak State Malaysia 
The study area is situated in the state of Perak, where there are 11 major river basins that 
cover over 80 kilometres squares. It is about 760 km long with an area of 14.908 km 
square; Sg. Perak basin becomes the biggest river basin, which covers about 70% of the 
state area. The purpose of the case study is to predict the water quality of the Perak River 
basin which is shown in Figure 1. Therefore if the result shows that the changes in river 
water quality, some preventive measures can be taken immediately. In order to build the 
model for this case study, the data were taken from the Department of Environment (DOE) 
Malaysia (DOE, 2016). There are 31 input variables for water quality parameters available 
that completely monitored from 48 monitoring stations in the Perak river basin, as shown 
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in Figure 2, 3 and 4. A total of 780 samples were used for the analysis and indeed, this data 
will give a good evaluation for the developed model prediction because it deals with the 
real data with noise. 
3: Methodology 
3.1 Process Modelling: Support vector machine (SVM) and Least square support 
vector machine (LS-SVM) 
In this paper, the support vector machine (SVM) is used to predict the WQI in Perak River 
in Malaysia. Support vector machine (SVM) will automatically map the training data into a 
featured space. However, although no equation needed to be derived before building the 
model for the real process, screening of the data was needed. The original data collected 
from 2009 to 2014 were big data and some data’s within this period are missing. Therefore 
in order to sort all the invalid data out from the original data, screening was carried out. 
Even though the data was screened, there were still some outliers in the screened data. The 
criteria to determine the outlier were based on interquartile range rule (IQR). The step in 
using IQR was shown below: 
(1) Calculate the interquartile range for the data. 
(2) Multiply the interquartile range by 1.5. 
(3) Subtract 1.5 × interquartile ranges from the first quartile. Any number less than this 
were treated as an outlier and would be removed. 
(4) Add 1.5 × interquartile ranges to the third quartile. Any number greater than this was 
treated as an outlier and would be removed. 
 
Then, the data will be divided into three sets which included the training, validation and 
testing sets. The training data would be used to develop the model automatically. As 
mentioned earlier, there were few criteria affecting the performance of SVM like scale 
factor and regularisation parameter, but only the effect of the kernel function will be 
6  
investigated in this paper (Noori et al. 2008). This is due to the effect of the kernel function 
that has a significant effect on SVM and LS-SVM mode prediction. Therefore in order to 
describe regression with SVMs, support vector regression (SVR) is used where it is based 
on an assumed data set (xi, yi)n, the regression assessment with SVR is used for estimating 
a function, where xi represents the input vector and yi represents the target value and the 
total number of data sets has been represented by n (herein, the input vectors (xi) refer to 
all the inputs for WQI prediction, whereas the target value (yi) refers to WQI). As 
formulated in Eq. (1), the linear regression function uses the following function: 
 
      f(x)=ω.(x)+b                                                                                        (1) 
 
Where ϕ(x) is a nonlinear function such as the polynomial, radial basis and linear, and the 
weight and bias vectors have been represented by x and b respectively that are calculated 
from the training data set. As formulated, SVM linear regression is accomplished in high 
dimensional feature space using a nonlinear mapping and estimation of coefficients b and x 
is carried out by minimizing the sum of the empirical risk and a complexity term. However 
one of the major disadvantages of the SVM is the requirement to solve a large-scale 
quadratic programming problem. Therefore in order to reduce the complexity of 
optimization process and solving linear equations instead of quadratic programming 
problems, a modified version of the traditional SVM called least-squares support vector 
machine (LS-SVM), has been developed to overcome this drawback. The LS-SVM 
regression model can be created by using a nonlinear mapping function ϕ(x). 
 
                            f(x)=wT.(x)+b                                                                    (2) 
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Where the weight vector and the term of bias have been represented by w and b 
respectively. The source of input data maps into a high-dimensional space and the 
nonlinear severable problem becomes linearly severable in space (Noori et al. 2011). The 
type of kernel function available for this study was linear, polynomial and Radial Basis 
Function (RBF). MatlabTM program will determine all the other parameters after setting the 
type of kernel function used. The same training data is used to train the model three times 
for three different kernel functions. Then the performance for the three models will be 
analysed and it will determine which kernel is the best kernel function. Then, the best 
kernel function determined will be used to train the LS-SVM model. The performance for 
LS-SVM model will be compared with the SVM model to find out which model would 
give the best performance for this prediction.  
 
In Malaysia, the DOE approach to calculate WQI considers six variables, which are 
dissolved oxygen (DO), biological oxygen demand (BOD), chemical oxygen demand 
(COD), suspended solids (SS), the pH value (pH) and ammoniacal nitrogen (AN) (Khuan 
et al. 2002). DOE applies this formula as part of the calculation of their WQI: 
 
WQI = 0.22SIDO +0.19SIBOD +0.0.16SICOD +0.16SISS +0.15SIAN +0.22SIpH          (3) 
 
Where, 
WQI = Water quality index; SIDO = Sub-index of DO; SIBOD = Sub-index of BOD; SICOD = 
Sub-index of COD; SIAN = Sub-index AN; SISS = Sub-index of TSS; SIpH = Sub-index of 
pH. 
 
Therefore in this study, the comparison between all input prediction consists of a 
combination of 31 chemical and physical predictor and selective predictor based on DOE, 
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Malaysia formula are made. The accuracy or the performance of the model were 
determined using the coefficient of determination (R2), sum square error (SSE) and mean 
sum square error (MSSE) (Mohammadpour et al. 2015). All these criteria were able to 
indicate the performance of the predictor as compare to the actual data. The flow of the 
methodology is shown in Figure 5. 
 
4: Result and discussions 
4.1: Outliers 
The figures of original WQI data before and after the removal of outliers were shown in 
Figure 6. There were 31 predictors available for the prediction of WQI, however, only the 
BOD profile was plotted due to its high correlation to WQI. The original data samples had 
780 samples but after removing the outliers, 317 data samples remained. 
4.2: Model Prediction 
The first task in this study is to find out what are the best kernel functions that suit the 
SVM model for WQI and for this modelling where all 31 inputs were used to predict the 
WQI. The results were shown in Figure 7 and the analysis results of model prediction for a 
different type of kernel function were shown in Table 1. The SVM model with polynomial 
kernel function had the highest R2 value which is 0.8796 and it also had the least SSE and 
MSSE values which are 116 and 2.4289 respectively. Similarly, the SVM model with 
linear kernel function had the highest SSE, MSSE and lowest R2 values, which are 206, 
4.3087 and 0.7864 respectively. SVM model with RBF kernel function shows a moderate 
prediction as compared to the linear and polynomial kernel function.  
 
Therefore, based on this result, the SVM model trained by 31 predictors with polynomial 
kernel function shows the best model for the WQI prediction. This could be due to the fact 
that polynomial kernel function is able to capture the dynamic behaviour of the model 
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accurately as compare to the linear and RBF which are more towards a linear model. Based 
on the profiles of the data, it shows that the relation between WQI and input predictors are 
slightly nonlinear. In addition to that, based on the result for LS-SVM model prediction, 
the polynomial kernel function will be used to train the model for the prediction as well. 
 
Then in order to analyse the R2 values whether it’s related to the numbers of the predictor 
in the input, the SVM model prediction was trained using polynomial kernel function with 
only 6 predictors which originally used to calculate based on Equation (3). The result of 
this new SVM model with 6 input predictors was shown in Figure 8 and Table 2 
respectively. As shown in Table 2, the SSE and MSSE values had reduced to 78 and 
1.6454 and the R2 value had increased to 0.9184 after the model was retrained by using 
only six original input predictors when same polynomial kernel function. The SVM model 
trained by 31 predictors had no advantages at all in predicting new WQI since most of the 
predictors did not contribute to the prediction but lowering down the accuracy of the 
prediction. However, even only 6 original predictors were used to train the model, the R2 
value still lower than the R2 value calculated using all predictors in the input. This is due to 
the fact that only variables that have a high correlation to the WQI are used to predict the 
model and that enhanced the accuracy of the model prediction. Elimination of the predictor 
by reducing the number of inputs had increased the capability of the model to capture the 
real behaviour of the system and at the same time reducing the computational time and 
complexity of the system. 
 
LS-SVM model was successfully trained automatically after determining the type of kernel 
function based on the result in the previous section. The LS-SVM model was then trained 
with both 31 predictors and also with only 6 original. The results were shown in Figure 8 
and Table 2 respectively. From Table 2, it is shown that the LS-SVM model that trained by 
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the original 6 predictors had a larger R2 value as compared to LS-SVM model that trained 
with the original 31 input predictors. Nevertheless, the SSE and MSSE values of that LS-
SVM model also smaller as compared to all input predictor. This is due to the fact that the 
high number of predictors did not help in improving the accuracy of the model since some 
of the inputs were not significantly correlated or less significant towards to the output 
which is WQI, and it actually deteriorates the performance of the model prediction. That 
justified that the accuracy for LS-SVM model that trained by the original 6 predictors it is 
better as compare to model prediction with all the input predictors. 
 
Furthermore, from this study, it clearly shows that when the model was trained by the 
correct or significant predictors towards WQI, the accuracy of the model prediction will 
significantly increase as shown for both predictions using SVM and LS-SVM models 
respectively. 
 
5: Conclusions 
This study had successfully developed an accurate SVM and LS-SVM model for WQI. 
The prediction was carried using only the predictors’ or the input without complex 
calculation that originally used in the conventional calculation of WQI. SVM and LS-SVM 
are able to predict the WQI using direct measured physical data without any sub- index 
calculation for the input parameters like sub-index for BOD and COD which normally not 
easy to calculate due to the time consuming to measure the parameters. The best setting for 
WQI SVM model was obtained using the only 6 original predictors. The polynomial kernel 
function was chosen for the final prediction which had an R2 value of 0.9184 and SSE and 
MSSE values of 78 and 1.6454 respectively. It clearly shows that the model developed 
with the correct predictors or inputs were able to accurately model the WQI properly. As 
for WQI LS-SVM model that trained by using the only 6 original predictors, it shows the 
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higher accuracy compare with the WQI SVM model. It had R2 value of 0.9227 and SSE 
and MSSE values of 74 and 1.5594 respectively. 
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Fig. 1-Map of Perak State River Basin (JPS Perak) 
 
 
 
Fig. 2-Perak (North) river basin monitoring stations (ASMA, 2012) 
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Fig. 3-Perak (South) river basin monitoring stations (ASMA, 2012) 
 
 
Fig. 4-Perak (Central) river basin monitoring stations (ASMA, 2012)
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Fig. 5-Flowchart of the modelling for SVM and LS-SVM 
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Fig. 6-Values and trend of BOD before and after the removal of outliers 
 
 
Fig. 7-Fitting of predicted WQI with radial basis, linear and polynomial kernel 
function with the residual analysis 
 
 
 
18 
 
 
 
 
 
Fig. 8-SVM and LS-SVM prediction using all and selective inputs 
predictors. 
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Table 1-Analysis of results for WQI with different kernel function 
 Kernel function 
 linear RBF Polynomial 
SSE 206 137 116 
MSSE 4.3087 2.8729 2.4289 
R2 0.7864 0.8576 0.8796 
 
 
 
 
 
 
 
Table 2-Comparison of analysis for WQI SVM and LS-SVM models 
 All inputs (31) Selective input (6) 
 SVM LS-SVM SVM LS-SVM 
SSE 116 185 78 74 
MSSE 2.4289 3.8546 1.6454 1.5594 
R2 0.8796 0.8089 0.9184 0.9227 
 
 
 
