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subproblem based on minimizing the cost function on low-dimensional cross sections 
of the feasible region. The generators for the three-dimensional subproblem include 
Ihe dual afine search direction and two higher-order search directions. One of the 
higher-order directions is a third-order correction to the Newton recentering direc- 
tion, and the other is a correction to the dual affine direction that is motivated by the 
use of rank-one updates of the second-derivative information. Numerical results are 
presented for this method that indicate a nearly 20% reduction in CPU time 
compared to our best dual affine implementation. 
1. INTRODUCTION 
In our previous work on solving linear programming (LP) problems [6], 
we suggested an interior-point strategy that consists of exactly solving a 
sequence of two-dimensional subproblems. These subproblems are generated 
by considering the restriction of the original LP to two search directions. In 
our best two-dimensional algorithm, one of the directions is the dual affine 
direction, and the second is an approximate recentering direction. In this 
paper, we extend this idea to include a third, higher-order direction derived 
from Huard’s method of centers [12]. Our numerical results demonstrate the 
effectiveness of using such higher-order information: the number of iterations 
required to solve a subset of the NETLIB problems [9] is reduced by over 30% 
and the time by nearly 20% compared to our new version of the dual affine 
method. Our results are competitive with the dual afflne procedures reported 
in [26], [27], and [l], and with the primal-dual interior-point methods 
reported in [30], [24], and [20]. 
Our techniques effectively solve the problem of how to combine the 
various search directions that arise from interior-point methods. The theoreti- 
cal and algorithmic details of our three-dimensional methods are contained in 
Section 2, and the implementation details are given in Section 3. The 
computational results for the subset of the NETLIR test problems [9] are 
presented in Section 4. 
In the remainder of this section, we motivate our original two-dimen- 
sional method using Huard’s original method of centers and a continuous 
version of it. The various solution “trajectories” discussed below are covered 
in greater detail in [3, 41 and in [2], [I7], 1181, and [33]. The corresponding 
numerical procedures evolving from them are discussed in [6]. 
The LP problem that we solve is of the form 
min cTu (I.11 
ZI 
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where c,u E R”, A E R”lX”, and h E R”‘, and where A is assumed to have 
full column rank. We define the set of residuals related to the constraints of 
(1.1) as 
T-~(U) =b, -A,u, k = l,...,m, 
where A, denotes the k th row of A, and we let rJu, t) = t - cTu corre- 
spond to the residual of the objective row, assuming an upper bound t on the 
objective-function value. In particular, let ug be a strictly feasible point. 
Then for t,, = cTuO + E, E > 0, 
ra(~,~,t,,)>O and rk(uo)>O, k=l,..., tn. 
The center, defined by the constraints of (1.1) and the objective con- 
straint for t = t,,, is the feasible point u that solves 
max L( z~,t,,) 
U 
(1.2) 
where 
L(u,t,) =logr,(u,t,,)+ E logrk(U). (1.3) 
k=l 
The optimization problem (1.2) can be solved using Newton’s method. The 
search direction is then given by 
s R = - [V,,,J(uJ)] -‘V,,L(u,t) 
(1.4) 
where D = diag[l/r,, l/r,, . . , l/r,,,], R =(1/r,, l/r,, . ., l/rr,,lT, and 
E = t - cTu > 0. Applying the Sherman-Morrison formula to (1.4) results in 
s, = &(e)[ATD’A]-r c + &(e)[ATD2A]-‘ATR (1.5) 
for real-valued functions P,(E) and &(E). The first term in (1.5) is the dual 
affine search direction [l], and the second is the Newton search direction for 
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locating the center of the original polytope defined by Au < b without the 
objective constraint. 
Note that one could systematically reduce the value of t and solve a 
sequence of centering problems (1.2). This yields a sequence of iterates ui 
with successively lower objective-function values. With a reasonable selec- 
tion of ti, it can be shown that (ui) converges to an optimal solution as i + ~0. 
This procedure is Huard’s original method of centers [12] applied to the 
linear programming problem. The implementation of Huard’s method pro- 
posed by Renegar [29] was shown to possess an equivalent polynomial 
complexity bound to that of Karmarkar’s original method [15]. 
It is also easily seen that by continuously moving the constraint corre- 
sponding to the objective function, one can find a continuous trajectory, 
rather than a discrete set of points uk, that converges to an optimal solution 
of (1.1). In particular, it is shown in [6] that the ODE 
u’(t) = -V,,,,L(u,t)-‘v,,,L(u,tj, (1.6) 
supplied with initial conditions consisting of an arbitrary feasible point and 
an appropriate value of t, describes a family of trajectories that connects 
every feasible point to an optimal solution of (1.1) (see also [l], [3], [4], [2], 
[17], and [US]). The direction field at each feasible point can be easily shown 
to be proportional to the dual affme direction described earlier. 
Since the solutions of (1.6) can get arbitrarily close to an exponential 
number of vertices (see, e.g., [25]), it is of interest to consider modifications 
that “correct” the trajectories towards the center of the polytope. Thus a 
second ODE can be formulated [6] that includes the Newton recentering 
component (1.5) i.e., 
u’(t) = -V,,,,L(u,t)_‘[V,,,L(u,t)+~V,,L(u,t)] (1.7) 
for 4 > 0. If V,L(u, t) = 0, then the recentering component has no effect, 
and the resulting solution is referred to as the cent& trajectory. 
Both (1.5) and (1.7) provide the motivation for combining the two 
directions 
s2 = ( A*PA) - ’ A*R (1.9) 
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into a single search direction 
The values of the weights C1 and l1 dramatically affect the performance of an 
interior-point procedure. One successful method for determining how to 
combine such multiple search directions when using large steplengths is the 
subproblem approach. This approach was suggested by [16] and [ll], and 
explored more fully in [6]. A two-dimensional approach was also explored by 
[I91 and [2O], but with limited success. 
Initially, we considered the two-dimensional subproblem defined by the 
span of the two search directions (1.8) and (1.9). Assuming these directions 
are not collinear, i.e., the current point u is feasible and not on the central 
trajectory, S, and s2 define a two-dimensional plane that intersects the full 
LP polytope. The full LP objective cTu can then be minimized on this plane 
using the linear program 
min &CTS, + &?s, (1.10) 
6,. 52 
s.t. l,As, +&As, Q h - Au: 
5, unrestricted. 
Note that since u is assumed to be feasible, l1 = 0 and I, = 0 is feasible. 
Further, since A’D’A is positive definite, the dual affine direction s, will 
always be a descent direction for the objective function; hence the sign 
restriction on 5,. These two conditions imply that a cost-improving feasible 
solution always exists for the subproblem. Finally, observe that the resulting 
weights 5i and 5, are independent of the arbitrary values of E and C#I defined 
earlier. 
2. NEW ALGORITHMS 
2.1. Motivation 
Our multidimensional approach is motivated by noting that the cost 
function is easily minimized on a low-dimensional polytope, and that the 
solution to this reduced problem determines a search direction that optimally 
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weights the component search directions over the low-dimensional cross 
section of the full LP polytope. Thus, our method locally makes the best use 
of the component search directions. The new algorithm presented in this 
section uses a three-dimensional subproblem. The new search direction 
included in this subproblem can be derived either from a third-order 
correction to the Newton recentering direction (1.5), or from a higher-order 
technique for solving (1.7). 
2.2. The Subproblem Generators 
The sole restriction on the subproblem generators is that they must be 
linearly independent. In (1.10) the two generators 
sl = ( ATo%-‘c, (2.1) 
S, = (A*D%-~A*R (2.2) 
are linearly independent unless the current estimate u lies on the central 
trajectory, in which case the dual affine direction (2.1) is the obvious search 
direction. In [6], we discuss other possibilities for s2, including the first-order 
(steepest-descent) recentering direction 
We also derive a correction to the dual affine direction, 
s2 = (ATD’A)-lA;, (2.3) 
where k is the index of the first constraint encountered in the dual affine 
direction. This direction is constructed by considering the search direction 
si =(A*D’A)-‘c and the rank-one update of (ATD’A)-’ reflecting the 
change in residual k which produces the “new” search direction s;Cw = 
(ATDzA),;,‘,~. Assuming c is not orthogonal to A,, it is easily shown that 
s;~\’ = cu,s, + CQ( A*D’A) -‘A; 
for scalars (Y, and (Ye. Thus, the direction (ATDb>-‘Al represents a 
rank-one correction to the dual affrne direction. 
There are several ways to derive the third direction, sa, for our three- 
dimensional method. By recalling the differential equation (I.7), one can 
OPTIMIZING OVER THREE-DIMENSIONAL SUBSPACES 321 
expand the solution u(t) in a Taylor series. The directions for the two-dimen- 
sional method can then be viewed as the independent directions that arise 
from considering the expansion through two terms. By considering the 
expansion through three terms, the new direction ss = sh, described in detail 
in Section 2.3 below, is obtained. It can be shown that this new direction can 
be found by considering either the expansion based on the dual affine 
direction or the Newton recentering component. Since the latter is easier to 
develop, we present that derivation in Section 2.3. We also show in Section 
2.4 that this direction can be economically calculated by using the “factora- 
ble” form of the terms involved. 
The set of generators for the subproblem can be varied to create a 
globally effective algorithm. See Section 3 for the details of our implementa- 
tion of this algorithm, and [6] for a detailed description and earlier computa- 
tional results using the two-dimensional subproblem generators. 
2.3. Third-Order Correction Terms 
The derivation of the term sh as a correction to the recentering direction 
follows that described in [14]. To simplify the presentation, we give an 
informal derivation in one dimension; the extension to higher dimensions is 
straightforward. Thus, assume that we fix t and that we use a Taylor’s series 
expansion of the scalar function L(U) = L(u, t), 
(6u)” (6U)” 
L(u+Gu)=L(u)+L’(u)Su+L”(u)~+L”‘(rr)~+ ... 
(2.4) 
The standard second-order Newton method for maximizing the function 
L(u) assumes that 
resulting in 
s,= -[L”(u)]-‘L’(u). 
This direction s,, thus maximizes (2.4) through three terms. Instead, suppose 
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that a significant third-order correction term exists, say s!,. Then for 6u = 
s, + sh, the recentering optimality condition requires 
L’( u + &A) = 0, 
as before. Ignoring terms of order O(]]Su]]“) in (2.4), we have 
0 = L’(u) + Lq u)( Y,, + s,,) + L”‘(U) (sn ;y + O(llSull”) 
=L’(u)+L”(u)(s,~+s,)+L”‘(u) 
St f-w% + 4 + o(,lsul,3)~ 
Z! 
Note that s, is O(]]L’(u)l]). Assuming sh 
is O(llL’(u)ll”) and s;5 is 0(l/L’(u)i14). Ig 
is O(l]L’(u)l/“>, it follows that s,,slr 
noring O(l]L’(u>ll”) terms, we have 
(2) 
o=L’(u)+L”(u)(s,,+s,,)+L”‘(u)~ 
b3 
=L’(u)-L’(u)+L”(u)s,,+L”‘(u)21. 
Hence, the third-order correction term is 
s/,= -~[L)r(20]-1L”‘(u)s~. (2.5) 
2.4. The Factorable Form of Lrfr(u)sz 
The actual computation of s,, is considerably simplified using the outer- 
product form of L”‘. With the notation from [23], we consider 
k?(X) = U(4X))T 
for U(CX> possessing as many continuous derivatives as required and CY = aTx. 
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Then 
W4x)) Vg(X)Ts = 6a aTs, 
V”g(x)s = a 
6”U( a( x)) 
6a” w4 
Let U(ou,(u)) = log@, - A+). Th en the third-order correction term (2.5) 
can be written as 
s,,=~[LT(u)]-’ (2.6) 
In the case of dense problems, the third-order correction term, s,~, requires 
no increase in the order of work per iteration, since the Cholesky factoriza- 
tion of L”(U) has been previously computed and since the summation in (2.6) 
is O( nm) operations. 
As developed, the third-order term represents the correction to the 
Newton direction s, for the recentering problem outlined in Section 1. 
Recall that the parameters p1 and & in (1.5) are dependent on the 
specification of E. For the results presented in Section 4, we select E + 0, 
resulting in s, = (ATD’A)-‘c. H owever, for any E > 0, the Newton direction 
s, and resulting correction term sh are valid. 
2.5. Solving the S&problem 
The subproblem solution is found using a specialized revised dual sim- 
plex approach applied to the dual formulation of the subproblem. This 
procedure is used to minimize the dimension of the basis matrix and to 
provide feasible primal solutions to the original subproblem. The procedure 
also allows the user to terminate the subproblem solution process after a 
fixed number of iterations with a feasible set of weights for the search 
direction. 
The actual primal subproblem consists of five columns and m rows 
(m 4 5). The five columns correspond to the positive dual affrne direction 
(2.1) the third-order correction direction (2.5) and either the recentering 
324 PAUL D. DOMICH ET AL. 
direction (2.2) or the rank-one update direction (2.3) described earlier. The 
second and third columns are replicated and negated in the subproblem to 
allow for positive and negative multipliers. Since the zero vector is feasible to 
the subproblem, the primal problem is always initially feasible. 
Let S denote the n X5 matrix composed of search directions sr,. . , ss. 
Then the dual subproblem formulation is 
min rTtj 
!I 
(2.7) 
s.t. - ( AS)Ty < S’rc 
where the ith constraint of (2.7) is (- As,)~~ < sjrc for i = 1,. . ,5. This dual 
LP is dual feasible, since rj > 0 for all j. 
The procedure begins by forming the LU factorization of the 5X5 basis 
matrix B (initially B = I) and finding the updated solution vector B’S’c. 
Next, the dual variables, qT= r,B-‘, are computed, where rs is the row 
vector of objective coefficients corresponding to columns in the current basis. 
The pivot row selection rule finds the row with the largest index k such that 
Bc’STc < 0, corresponding to an infeasible primal variable, where the ith 
row of BP’ is denoted as B,:‘. Because m s- 5, the k th row of B-’ is 
computed explicitly and is used to update the m entries in row k. 
The updated k th row of ( - AS)‘r, Bk ‘( - AS)T, is computed, and column 
j is selected that minimizes 
qT( - AS): - ri 
B,‘( - AS); 
over i such that Bk ‘( - AS): < 0, where ( - AS): is the ith column of 
(- AS)T. This column selection rule guarantees dual feasibility of 7 and 
hence provides feasible search-direction multipliers at each step. The pivot is 
performed and the basis is updated to include column j. This process is 
repeated until B-‘STc > 0. For complete details of the dual simplex ap- 
proach described above see Bazaraa and Jarvis [5]. 
Empirical evidence suggests the subproblem polytopes often have a large 
number of redundant constraints. Using the specialized procedure described 
above, the optimal vertex is usually found after a very small number of 
simplex pivots. An inordinate number of pivots could occur, however, due to 
the redundant constraints at a near-optimal vertex. Suboptimal solutions, e.g., 
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those obtained after a fixed number of simplex pivots, may be substituted for 
the optimal solution to save computation time. For the test problems re- 
ported in Section 4, all subproblems were restricted to a maximum of 20 
simplex pivots. 
3. DETAILS OF THE IMPLEMENTATION 
3.1. Three-Dimensional Methods 
In the results reported here, we use the following basic algorithm. 
ALGORITHM 3.1 (Three-dimensional methods). 
1: Compute 
2: Compute 
2.1: the 
a: 
s1 = (A~D%-~c at ui. 
either 
rank-one update direction by 
finding the index k of the first constraint encountered in the 
direction s,, and 
b: computing s2 = (A~D%-~A,; or 
2.2: the recentering direction sp = (ATD2AA)-‘ATR. 
3: Compute the third-order correction direction sj = s,, as in (2.6). 
4: Solve for 11, 11, and c3 in the three-dimensional subproblem defined by 
sl, s2, and sg, i.e., 
l2 , J3 unrestricted. 
(3.1) 
5: Compute ui + , = ui +0.99@,s, + lzsz + &sJ. 
The selection of s2 in step 2 is based on the proximity to the optimal 
vertex. The implementation reported in Section 4 uses s2 defined by step 2.1 
in early iterations, and s2 defined by (2.2) in the final iterations. The 
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switchover is performed when the duality gap’ is less than or equal to lop4 
or the residual on the objective function (cf. Section 1) is less than or equal 
to l/m. 
3.2 Problem Scaling 
Our scaling algorithm for A uses techniques discussed in detail in [lo, 
p. 3531. First, each row of A is divided by the geometric mean of the 
minimum and maximum absolute values of the nonzero elements of the row. 
The columns of A are next scaled in the analogous manner. This scaling of 
the rows and columns is then repeated until the greatest ratio of two nonzero 
elements in the same column does not change by more than 10%. Finally, 
each row is divided by its maximum magnitude, followed by a division of 
each column by its maximum magnitude. Although this scaling of A requires 
multiple passes through the data structures, the actual cost is minimal. We 
find this scaling improves the robustness both of our three-dimensional 
method and of our dual affine procedure over that observed using scaling 
with a fixed number of passes as recently suggested in [22]. 
The subproblem constraint matrix defined in (3.1) is also scaled. First, 
each column of the subproblem constraint matrix is divided by the square of 
the two-norm of the corresponding subproblem generator sk, k = 1,2,3 (see 
Section 2). Then each row is divided by its two-norm. This scaling of the 
subproblem constraint matrix was also found to improve the numerical 
stability of the method. 
3.3. Starting Values and Phase-l Procedure 
Our algorithm is initialized by setting u0 = 0, where 0 denotes the 
O-vector of the appropriate dimension, and then taking a single recentering 
step using a quadratic model in the steepest-descent direction ATR. This step 
moves u0 closer to the center of the polytope, but in no case closer than 99% 
of the way to the boundary in the recentering direction. For further discus- 
sion of starting values, see, e.g., [I], [S], [20], [22], and [26]. 
When necessary, an initial feasible solution is obtained using a big-M 
phase-l procedure (see, e.g., [S]). We implement this by appending a dense 
column to the constraint matrix A to produce the phase-l problem 
min cTu + Mu, 
u,u<, 
s.t. Au-u,e<b 
‘Using y = D2A(ATD2A)-‘c, a dual feasible solution can be found provided that y > 0. 
Hence, a dual objective value is obtainable and a duality gap can be estimated. 
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for e = (1,. . . , l)T. (The initial choice for u, is discussed below.) As was true 
in our earlier work 161, the value of M is not dynamically updated at each 
iteration. Unlike our earlier work, however, M is chosen as a function of the 
scaled values of c, rather than always the value 10”. 
It has been widely reported that interior-point methods are sensitive to 
the selection of M. Numerical difficulties are encountered when M is either 
too large or too small. For the primal-dual procedures, Choi et al. [S] use 
M = pn2 maxIllclL, IlbllJ, where p . 1s either 3 or 30. Similarly, Mehrotra [26] 
uses M = 102]]cJ]. For our work, we set 
M= 10min{107, IJc(J, max{ 103, ]]c]l~}}. 
We found this heuristic more robust than those previously reported. It is 
arbitrary, but when coupled with our scaling of A, its use significantly 
improves both three-dimensional results and, to a lesser degree, our dual 
affine results (see Section 4). 
In addition to the selection of M, the big-M phase-l procedure requires 
that we initialize the artificial variable u,. In our earlier work, we set 
n, = 2](rJJ,, which, for our choice of u,), is the same as u, = 2]]h]lm. This is 
closely related to the value used by McShane et al. [24] of u, = 1 +2]]rllm. 
Mehrotra [26], on the other hand, sets u, = 2(min, ~ iG ,jri}]. Both values 
guarantee initial feasibility. To obtain the results reported in Section 4, we 
set u, using both the range of the residuals and the geometric mean of the 
maximum and minimum absolute values of the residuals. The results re- 
ported in Section 4 were obtained by conditionally specifying u, based on 
the size of the ratio JT,~,, /r,,,I. Specifically, we used 
ITminI+ AlPl(r) if 101r,,jnl < IrmaxIr 
UC, = 
IT,,,~“I+ A,cp,( r) otherwise, 
where 
Cpl( ?-) = (1+ lrminl+ lr,,Xl)1’2, 
and where A, = 1 and A, = 0.3. This value of u, ensures that the starting 
values u0 and u, are safely interior without excessively inflating the original 
polytope. Note that q,(r) is the geometric mean of the minimum and the 
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maximum residual after adding the minimum amount required to make all 
residuals greater than or equal to one, and cps(r> is the range of the residuals. 
3.4. Problem Preprocessing 
The NETLIB test problem set [9] has test problems that may contain empty 
rows or columns, and variables that are explicitly fixed. A small amount of 
preprocessing is performed on the test problems to remove these extraneous 
items. The process first identifies fixed variables and removes them from the 
problem. This is a multiple-pass process, since removal of a variable in an 
earlier pass may result in identifying additional fixed variables. Once all 
identified fixed variables are removed, the procedure removes all correspond- 
ing empty rows from the problem. (See also [7].) 
3.5. Duta Structures 
The matrix A is stored in sparse format using the XLIP experimental 
mathematical-programming data structures described in [21]. The Hessian 
matrix ATDsA is stored using the data structures from the Yale Sparse Matrix 
Package SMPAK [31]. 
3.6. Hessian GMW Modzyication 
A minimum-local-fill ordering procedure [32] is invoked only once, at the 
beginning of the procedure, to find a permutation of the rows and columns 
that reduces fill-in. The Hessian is then factored and solved using the Yale 
Sparse Matrix Package SMPAK [31]. As discussed below, constraints are 
implicitly dropped as our algorithm progresses. We do not repeat the 
symbolic factorization as constraints are dropped, however. 
At each iteration, the Cholesky factorization UTEU is formed using 
SMPAK routine SNF. We have altered this code to detect near-singularity of 
the Hessian using the modified Cholesky algorithm specified on p. 111 of 
Gill et al. [lo]. In this algorithm, the Cholesky factors U and E are computed 
subject to two requirements. First, all elements of Eij must be strictly 
positive. Second, the elements of CITE’/’ must satisfy the uniform bound 
specified in [lo]. As the algorithm is presented in [lo], when these conditions 
are not met for a row i, the diagonal elements of the original matrix are 
implicitly increased until the conditions are satisfied. This results in an 
increase in the value for Eii, while the entries of the corresponding row i of 
U are left unchanged. 
In our implementation, we use the criteria of the modified Cholesky 
algorithm to identify and remove rows of U that are effectively dependent. 
Thus, the algorithm was changed so that when a nonzero quantity is to be 
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added to the diagonal entry Eii, the corresponding off-diagonal entries in U 
are zeroed as well. Note that this procedure is slightly more expensive than 
that of simply changing nonpositive diagonal entries Eii to some small 
positive number during the factorization. It has the advantage, however, of 
isolating dependent columns of ATDA and thus obtaining solutions unaf- 
fected by the dependent columns. 
3.7. Constraint Dropping 
Constraints that are sufficiently far from the current point U, i.e., those 
having residuals rj(u> that satisfy 
rj(U)>lO1’min{rk(u),k=l ,..., m}, (3.2) 
are explicitly removed from the computations. Constraints j that satisfy (3.2) 
are “dropped” by setting Rj and Djj to zero prior to computing ATD2A and 
ATR. This can improve the sparsity in ATD2A and the numerical accuracy of 
the resulting search directions, and therefore can lead to improved perfor- 
mance. 
3.8. Steplength Selection 
All procedures reported in Section 4 use a steplength equal to 99% of the 
distance to the boundary in the designated search direction. 
3.9. Stopping Criteria 
Three standard convergence tests are used to terminate the iterations. 
These tests are based on (1) the relative change in the objective function, 
(2) the relative difference between the primal and dual objective values (see, 
e.g., [I]), and (3) the steplength. 
Objective-function convergence is obtained when 
Izj-zj-ll < 1o_8 
lzil ’ (3.3) 
where zi is the objective function value at iteration i. The convergence 
criterion based on the relative difference between the primal and dual 
objective values is 
Izf - ZJ 
1 + max{l,zr’l, IZjl) < ‘O-a’ (3.4) 
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where Z: is the dual objective-function value at the current iteration. This, of 
course, can only be tested when the dual multiplier estimate Dk(A*D’A)-‘c 
is nonnegative (see, e.g., [27]). The third convergence criterion is based on 
steplength: convergence is observed when the steplength is less than or 
equal to 10-l’. All problems in our test set met either (3.3) or (3.4). 
3.10. Computing Environment 
The new methods reported here are implemented in FORTRAN 77 and 
executed in double precision on an IBM RISC System/6000 Model 320 
workstation running at 20 MHz using the x 1 f compiler with the -0 option. 
4. COMPUTATIONAL RESULTS 
During this study, several variants of the methods described in Section 2 
were analyzed. In this section, computational results are presented for the 
three-dimensional method and for two variants of the dual affine method. 
Previously, it has been shown in [I], [27], and [24] that the dual affine method 
compares favorably with MINOS 5.0 [28], a well-known and widely available 
implementation of a constrained nonlinear optimization method that reduces 
to the simplex method on linear problems. No direct comparison with MINOS 
is made, however, in this paper. 
The methods analyzed in this study were tested on 84 of the linear 
programming problems publicly available through NETLIR [$I]. The size and 
optimal objective value for each of these 84 problems are shown in Tables 1 
through 3. The numbers of rows and columns specified for the original 
problem, as well as the optimal objective value, are supplied by [9]. These 
problem dimensions exclude the slack column, the right-hand-side vector, 
and the cost row. The reformulated-problem dimensions indicate the size of 
the dual problems that we actually solved after preprocessing the data as 
described in Section 3. 
All but 3 of the 84 problems analyzed require a phase-l procedure to 
obtain an initial feasible point when using the starting values specified in 
Section 3. Another 25 problems do not have a full-dimensional interior and 
therefore only require phase 1 to find the optimal solution. The remaining 
problems require both phase 1 and phase 2. 
4.1. Results 
The computational results provided here compare the algorithm de- 
scribed above with our dual afine implementations. Since this algorithm 
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TABLE 1 
TEST-PROBLEM CHARACTERISTICS 
Reformulated problem 
Original NOWeroS 
Problem problem Phase 1 Phase 2 
name“ Rows Cols. Rows Cols. Const. Hess. Conk Hess. Optimal value 
T25fv47 
t80bau3b 
adlittle 
afiro 
agg 
agg2 
agg3 
bandm 
tbeaconfd 
blend 
bn 11 
tbnl2 
boeingl 
boeing2 
bore3d 
'(brandy 
tcapri 
tcycle 
czprob 
td2q06c 
degen2 
degen3 
te226 
etamacro 
fffff800 
tfinnis 
fitld 
forplan 
822 1571 1849 794 12415 12509 - - 5.5018458883~+03 
2263 9799 14801 5520 44019 26243 - - -9.872321607ef05 
57 97 137 56 554 433 417 377 2.2549496316K+o5 
28 32 51 28 153 118 102 90 -4.6475314286~.+02 
489 163 615 489 3477 12160 2862 11671 -3.5991767287e+07 
517 302 758 517 5498 13916 4740 13399 -2.0239252356r: f07 
517 302 758 517 5514 13926 4756 13409 1.0312115935E + 07 
306 472 425 259 2459 3370 2034 3111 -1.5862801845~+02 
174 262 262 141 3357 2504 - - 3.3592485807e +04 
7.5 83 114 75 636 892 522 817 -3.0812149846z + 01 
644 1175 1576 633 7098 5660 5522 5027 1.9776292856s + 03 
2325 3489 4427 2266 19336 17954 - - 1.8112365404~ + 03 
351 384 969 595 5525 9531 4556 8936 -3.3521356751~+02 
167 143 352 214 1898 3182 1546 2968 -3.1501872802~+02 
234 315 304 205 1637 2477 1333 2272 1.3730803942E + 03 
221 249 247 138 2227 2364 - - 1.5185098965E + 03 
272 353 599 391 2708 4258 - - 2.6900129138E f03 
1904 2857 3343 1841 24138 30159 - - - 5.2263930249e: + 00 
930 3523 3141 738 12595 7715 9454 6977 2.1851966989E+O6 
2172 5167 5821 2162 38869 31289 - - 1.2278423165cc+O5 
445 534 757 445 4958 7757 4201 7312 - 1.4351780000~+03 
1504 1818 2604 1504 28036 53185 25432 51681 -9.87294OOOOOF:+O2 
224 282 469 221 3206 3012 - - - 1.8751929066K +Ol 
401 688 846 512 3196 3718 2350 3206 -7.55715217748+02 
525 854 991 488 7218 10338 6227 9850 5.55679611651;.+ 05 
498 614 1084 563 3752 4244 - - 1.7279096547r + 05 
25 1026 2075 1051 17554 15772 15479 14721 -9.1463780924E+O3 
162 421 485 158 5068 3189 4583 3031 -6.6421873953e+02 
‘I t indicates phase-l problem. 
optimizes over a three-dimensional subspace, we designate its results by 
03D. These methods all use the same FORTRAN “kernel” routines. Although 
only the essential computations are executed for each method, we expect that 
a further reduction in time for both methods could be obtained by customiz- 
ing each. It may not be meaningful, therefore, to compare these times 
directly with times obtained using other codes. In addition, we recognize that 
our timing results are influenced by the order of computations, the compiler, 
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TABLE 2 
TEsT-PR~BLE~~ ~~IARACTERISTICS (CONTINUED) 
Reformulated problem 
Original Nonzeros 
Problem problem Phase 1 Phase 2 
name“ Rows Cols. Rows Cols. Cord. Hess. Const. Hess. Optimal value 
Qa”geS 1310 1681 1926 1530 9303 12506 
gf rd-pnc 617 1092 1394 851 4307 3223 
tgreenbea 2393 5405 5728 2623 36770 39028 
tgreenbeb 2393 5405 5720 2623 36701 38932 
grow15 301 645 1245 901 8065 9846 
grow22 441 946 1826 1321 11838 14459 
grow7 141 301 581 421 3753 4574 
israel 175 142 316 175 2759 11402 
kb2 44 41 77 53 408 526 
tlotf i 154 308 358 146 1444 1239 
nesm 663 2923 5437 3130 24015 17384 
tperold 626 1376 1799 895 9464 9282 
pi lot 1442 3652 5819 2604 50443 70680 
tpilot.ja 941 1988 2385 1266 16403 18857 
tpi lot .we 723 2789 3226 1019 13355 8279 
tpi Lot4 411 1000 1422 650 9180 8607 
pi lotnov 976 2172 2553 1263 15635 15988 
trecipe 92 180 262 171 1082 1013 
SC105 106 103 162 105 501 435 
sc205 206 203 315 204 978 858 
sc50a 51 48 77 50 236 200 
sc50b 51 48 76 49 222 190 
scagr25 472 500 670 471 2387 2841 
scagr7 130 140 184 129 641 735 
tscfxml 331 457 592 323 3299 3526 
tscfxm2 661 914 1184 645 6603 7071 
tscf xm3 991 1371 1776 967 9907 10616 
scorpion 389 358 453 376 1913 2367 
tscrs8 491 1169 1250 466 4428 2450 
7377 10976 - 1.0958636356E + 05 
2913 2372 6.9022359995E + 06 
- - - 7.2462405908~ + 07 
- - - 4.3021476065~ + 06 
6820 8945 - 1.0687094129e + 08 
10012 13138 -1.6083433648~+08 
3172 4153 -4.7787811815~.+07 
2443 11227 - 8.9664482186~ + 05 
331 473 - 1.7499001299E + 03 
- - - 2.5264706062~ + 01 
18578 14254 1.4076073035~ + 07 
- - - 9.3807580773E + 03 
44624 68076 -5.5740430007~+02 
- - -6.1131344111~+03 
- - - 2.7201027439~ + 06 
- - -2,5811392641z+ +03 
13082 14725 - 4.4972761882E + 03 
- - -2.6661600000~+02 
339 330 - 5.2202061212~ +Ol 
663 654 - 5.2202061212~ +Ol 
159 150 -6.4575077059E + 01 
146 141 -7.ooOOOOOOOoE+o1 
1717 2370 - 1.4753433061~+07 
457 606 - 2.3313892548~ + 06 
- 1.8416759028E+O4 
- - 3.6660261565~ + 04 
- 5.4901254550~ + 04 
1460 1991 1.8781248227~ + 03 
- 9.0429998619E + 02 
A t indicates phase-l problem 
and the computing environment. Even the relative timing results reported 
here may not stay constant if run on a different computer. For a detailed 
discussion of the diffkulties inherent in comparing numerical methods see 
D31. 
Tables 4 through 6 summarize our wiginal dual afine results, computed 
as discussed in [6], and our new dua2 &ne results and our 03D results, 
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TABLE 3 
TEST-PROBLEM CHARACTERISTICS (CONTINUED) 
Reformulated problem 
Original N0IGer0s 
Problem problem Phase 1 Phase 2 
name“ Rows Cols. Rows Cols. Const. Hess. Conk Hess. Optimal value 
$scsdl 78 760 760 77 
Sscsd6 148 1350 1350 147 
tscsd8 398 2750 2750 397 
sctapl 301 480 660 301 
sctap2 1091 1880 2500 1091 
sctap3 1481 2480 3340 1481 
seba 516 1028 1551 1031 
sharelb 118 225 248 113 
share2b 97 79 162 97 
shell 537 1775 1604 614 
ship041 403 2118 2162 357 
ship04s 403 1458 1414 269 
ship081 779 4283 4339 689 
ship08s 779 2387 2171 417 
ship121 1152 5427 5329 839 
shipl2s 1152 2763 2293 467 
sierra 1228 2036 4731 3239 
fstair 357 467 544 363 
standata 360 1075 1361 463 
standgub 362 1184 1469 464 
standmps 468 1075 1361 571 
stocforl 118 111 154 107 
stocfor2 2158 2031 3029 2142 
ftuff 334 587 644 320 
tvtp.base 199 203 421 291 
uoodlp 245 2594 2595 245 
woodw 1099 8405 8418 1099 
- - 2388 1133 
- - 4316 2099 
- - 8584 4280 
2532 1987 1872 1686 
9834 7686 7334 6595 
13074 10347 9734 8866 
6949 55721 5398 54690 
1396 1080 1148 967 
939 968 777 871 
4816 2885 3212 2271 
8530 4933 6368 4576 
5538 3265 4124 2996 
17149 9841 12810 9152 
8477 4969 6306 4552 
20993 11942 15664 11103 
8849 5126 6556 4659 
16714 18625 11983 15386 
4387 6934 - - 
4741 2601 3380 2138 
4957 2603 3488 2139 
5389 4005 4028 3434 
614 684 460 577 
12310 16949 9281 14807 
5247 5747 - - 
1550 2605 - - 
72811 18535 70216 18290 
45905 22618 37487 21519 
8.6666666743~ + 00 
5.0500000078E + 01 
9.0499999993E + 02 
1.4122500000~ + 03 
1.7248071429g + 03 
1.4240000000~ + 03 
1.5711600000~ + 04 
- 7.6589318579E + 04 
- 4.1573224074~ + 02 
1.2088253460~ + 09 
1.793324538OE + 06 
1.7987147004E+O6 
1.9090552114E + 06 
1.9200982105e+O6 
1.4701879193e +06 
1.4892361344r: + 06 
1.5394362184r: + 07 
- 2.5126695119E +02 
1.2576995OOOE + 03 
1.2576995OOOE + 03 
1.4060175000~ f03 
-4,1131976219E+O4 
- 3.9024408538E + 04 
2.9214776509E - 01 
1.29831462468 + 05 
1.4429024116E +00 
1.3044763331~ +00 
’ t indicates phase-l problem; $ indicates phase-2 problem. 
computed as described in Section 3. For each of these methods, Tables 4 
through 6 report: 
iter: the number of iterations required for Phase 1 and the total number of 
iterations, with the two values listed as p/q; 
Time: the CPU time, in seconds, excluding data input, preprocessing, 
scaling, formulation of the dual problem, and computing the mini- 
mum-local-fill ordering for the factorization subroutines; and 
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TABLE 4 
RESULTS 
Original dual afine New dual afine 03D 
Time Time Time 
0 @ Y 
Ikr. (set) Error 1tw. kc) Error Iter. (set) Error 
t25tv47 54/54 64.1 9.,-0X 56,' 56 35.2 3.~-08 42/42 31.8 Z.E-05 
180bau3b 65/65 2454.0 8x-06 58/ 58 121.0 8.e-06 38/38 119.0 8.~ - 06 
adlittle 2/23 0.2 ti.E_09 2/ 22 0.2 4.E-09 l/13 0.2 2.E_ 12 
afiro z/21 0.1 4.E-09 2/ 20 0.1 5.K-09 l/l0 0.1 4.E-12 
agg 3/33 8.3 2.e -08 2/ 30 7.1 4.E-09 l/20 5.8 l.F.-09 
agg2 3/33 11.9 &K-o9 l/ 31 10.6 1.~ - 09 l/21 8.7 1.K - 10 
agg3 3/34 12.3 l.E-09 I/ 31 10.6 2.~: - 09 l/22 9.1 Q.F_ 10 
bandm 8/35 3.4 l.R-09 6/ 31 2.1 1.1~08 S/22 2.1 l.E_10 
tbeaconfd 26/26 3.1 5.E-09 26/ 26 2.1 9.,-09 14/14 1.4 4.e-09 
blend (i/26 0.5 6.t;-09 6/ 24 0.4 4.x - 09 3/13 0.3 l.e- 10 
bnll 3/6X 16.5 8.1; - 06 3/13H 28.3 2.e - 03 Z/85 23.9 7.E-04 
tbnl2 52/52 344.0 2x-08 49/ 49 130.0 5.x-08 37/3; 113.0 3.E_ 11 
boeingl s/33 12.7 3.E-09 5/ 38 12.7 4.F.-09 3/28 11.2 7.F.- 10 
boeing2 3,'28 2.2 l.R-08 3/ 30 2.1 4.E -09 2/22 1.9 4.E-09 
bore3d 6/31 2.0 Kc-09 6/ 30 1.5 3.E-09 3/17 1.3 5.1:-09 
tbrandy 50/50 4.5 8x -05 29/ 29 1.8 6.~:-09 23/23 1.8 l.E-09 
tcapri 92/92 14.9 1.11-02 54/ 54 5.7 K-05 29/29 4.2 4.x-06 
tcycle 55/55 202.0 l.~:-01 52/ 52 56.0 1.~ -08 44/44 59.0 5.E - 03 
czprob 2/51 57.5 8.e - 08 2,’ 65 42.4 3.1.~ - 10 l/48 37.3 3.F. - 06 
td2q06c 55/55 388.0 2x-07 58/ 58 138.0 2.~ -07 51/51 141.0 4.e-07 
degen2 l/22 7.8 5.c-09 2/ 23 7.6 6.1;. - 09 l/16 6.3 2.11-08 
degen3 Z/26 164.0 3.kz-09 2/ 27 152.0 I.!?08 l/17 104.0 3.F - 08 
te226 39/39 4.3 5.1<-09 32/ 32 2.6 4x-09 21/21 2.3 1.x-08 
etamacro Z/37 10.6 3.1; -08 2/ 36 5.6 2.11-08 2/26 5.4 2.K-08 
fffff800 8/43 17.0 9.1;. - 08 6/ 45 13.6 Y.F-08 4/31 11.5 8.e-08 
tfinnis 37/37 11.3 5.e-07 35/ 35 4.4 .5.~-07 23/23 4.2 2.x - 07 
fitld 4/30 102.0 2.c: - 10 4/ 27 83.0 5.F.-09 2/27 86.0 3.~ - 12 
forplan 2/39 4.6 3.~-07 2/ 42 4.6 3.~-07 l/23 3.2 3.~ - 07 
“ t indicates phase-l problem 
Error: the relative error of the solution, I(2 - z *>/z * 1, where f is the 
estimated optimal objective value and .z* is the true optimal value 
listed in Tables 1 through 3. 
The times for the original dual affine results are labeled by 0, the new dual 
afflne results by @, and the 03D results by q, for consistency with Tables 7 
through 9. The total numbers of iterations and the total times required to run 
all of the problems are listed at the bottom of Table 6. 
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TABLE 5 
RESUI.TS (CONTINUED) 
Original dual afine New dual afine 
Time Time 
0 @ 
Problem” 1ter. (set) ErrOr Iter. (aec) Error 
ganges 4/ 29 24.4 CF.-06 3/31 13.6 4.F. - 06 
gf rd-pnc 8/ 31 7.3 6.E -09 4/41 4.1 l.Fz-05 
tgreenbea 129/129 1019.0 2.~:+10 96/96 171.0 I.~-06 
tgreenbeb 67/ 67 541.0 3.fi:-05 66/66 122.0 3.l.z-05 
growl5 I/ 50 12.2 9.E-09 2/45 9.9 2,s -09 
grow22 ll/ 42 26.3 4.e-09 11,‘41 14.5 2.g - 09 
grow7 l/ 36 3.8 6.t.-09 2/36 3.5 5.I?09 
israel 4/ 40 11.8 4.1.-09 4/31 9.1 9.b;‘.09 
kb2 4/ 25 0.2 2.x-09 4/25 0.2 4.F - 09 
tlotfi 34/ 34 1.7 7.X -09 34/34 1.2 8.x-09 
ne sm 3/ 44 87.0 3.~-06 3/70 56.0 3~~06 
tperold 49/ 49 57.0 3.K-07 41/41 21.2 3.F:-07 
pi lot 8,’ 75 693.0 2.K - 04 8/91 753.0 2.~ -04 
tpi lot. j a 48/ 48 172.0 3.~-07 47/47 77.0 3.~-07 
tpi lot .ue 61/ 61 106.7 2.1<-06 58/58 22.0 3.~: - 06 
tpi Lot4 121/121 71.9 3.~-05 69/69 20.3 3.a-07 
pi lotnov 5/ 36 75.0 5.K -09 5/35 51.0 6.~: - 09 
trecipe 26/ 26 1.0 8.E-09 26/26 0.6 7.~-09 
SC105 3/ 24 0.3 8.c-09 2/23 0.3 FJ.E-09 
sc205 5/ 28 0.7 2.K - 09 5/26 0.6 1.1.1 - 08 
scsoa 2/ 22 0.1 4.E_09 l/20 0.1 x.1.: - 09 
sc50b 2/ 20 0.1 1X-08 l/19 0.1 l.~-08 
scagr25 3/ 27 2.2 4.E-09 3/27 1.8 2.~-09 
scagr7 3/ 23 0.4 3.~-07 2/24 0.4 2.s-07 
tscf xml 34/ 34 4.1 6.~ -09 38/38 3.1 8.E-09 
tscfxm2 41/ 41 14.x 7.E- 10 47/47 8.3 5.11- 10 
tscfxm3 42/ 42 36.6 5.~ -09 39/39 11.0 3.e-09 
scorpion 5/ 24 1.6 2.1~08 2/28 1.4 6.E-09 
tscrz.8 47/ 47 12.5 3.1~06 31/31 3.3 3.e-06 
” t indicates phase-l problem. 
03D 
Ikr. 
Time 
9 
(SW) 
2,‘25 14.7 
3/19 3.7 
74/74 160.0 
40/40 94.0 
l/32 9.8 
7/2Y 13.9 
l/22 3.0 
2/20 6.6 
2/14 0.2 
26/26 1.3 
2/51 58.0 
28/28 18.0 
6/56 497.0 
30/30 55.0 
56/56 29.5 
42/42 16.0 
3/32 53.0 
16/16 0.6 
2/16 0.3 
3/16 0.6 
l/13 0.1 
l/12 0.1 
l/19 2.0 
2/18 0.4 
23/23 2.7 
24/24 6.1 
32/32 12.5 
l/17 1.3 
22/22 3.8 
Error 
3.~-06 
5.E-09 
3.ii-06 
3.E-05 
3X- 11 
2.e- 11 
5.K - 12 
3.K_ 12 
2.x- 11 
5.K - 12 
3.E-06 
n.F. - 07 
2.e-04 
3.e:-07 
2.~-05 
l.~-06 
4.E- 12 
2.g-09 
2.E_ 11 
4.E- 13 
7.K - 12 
5.E_ 14 
2.E_ 11 
2.K-07 
3.tC-09 
2.~ - 08 
2.E-09 
5.s-09 
3.K - 06 
The iteration counts for our original dual affine results are nearly identi- 
cal to the dual affine results reported in [I], [27], and [24]. We have provided 
the times for this method to allow our new results to be compared with our 
earlier work and that reported by others. 
Tables 7 through 9 provide a comparison of our 03D approach with our 
dual a&e results. For convenience, the CPU times for each of the methods 
are repeated from Table 4. In addition, Tables 7 through 9 report the change 
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TABLE 6 
REsuL-rs (C~N~-INIJED) 
Problem” 
Original dual affline New dual affine 03D 
Time Time Time 
0 @ P 
Ikr. kc) Error Iter. (set) Error I&r. (set) Error 
Sscsdl 
Sscsd6 
$scsd8 
sctapl 
sctap2 
sctap3 
seba 
sharelb 
share2b 
shell 
ship041 
ship04s 
ship081 
ship08s 
ship121 
shipl2s 
sierra 
istair 
standata 
standgub 
standmps 
stocforl 
stocfor2 
ttuf f 
tvtp.base 
uoodlp 
woodw 
O/ 
O/ 
O/ 
3/ 
3/ 
4/ 
9/ 
4/ 
3/ 
6/ 
5/ 
4/ 
5/ 
4/ 
5/ 
5/ 
l/ 
31/ 
5/ 
36/ 
5/ 
2/ 
6/ 
33/ 
321 
4/ 
4/ 
17 0.7 5.k?-09 o/ 17 0.7 5.E_09 o/ 9 0.6 3.F - 12 
19 1.5 5.E_09 o/ 19 1.5 5.9-09 o/ 12 1.6 Y.,-11 
19 3.3 &I<-09 o/ 19 3.3 8.E-09 o/ 17 4.7 5.E.- 12 
32 2.0 z.lC-09 2/ 33 1.7 6.e-09 l/ 21 1.7 7.e - 10 
30 15.3 9x-09 2/ 26 8.3 6.E-09 l/ 20 9.0 5.E - 11 
32 27.1 2x-09 2/ 27 12.6 8.R-09 l/ 21 13.9 8.E_ 13 
34 88.0 3.F-09 7/ 28 68.0 s.ti-09 3/ 20 52.0 3.E-09 
34 0.9 4.l?-09 4/ 37 0.8 4.,-09 2/ 28 1.0 3.K- 12 
28 0.5 4.e-09 3/ 27 0.5 7.e-09 2/ 14 0.4 3.E- 12 
34 11.3 l&-o9 2/ 29 3.3 s.F.-09 l/ 20 3.6 2.K-09 
29 7.8 3.l?-09 l/ 22 4.2 5.E-09 l/ 15 4.3 5.E-09 
28 4.5 l.FL-09 l/ 22 2.4 3.E_09 l/ 14 2.5 3.s-09 
29 20.7 &Ix- 10 l/ 22 9.0 &K-o9 l/ 16 10.4 2.K-09 
31 10.8 2x-09 l/ 21 3.4 3.c-09 l/ 15 3.8 4.&C- 10 
28 32.1 Z.E-08 2/ 26 12.4 7.K-09 l/ 18 13.0 5.F - 09 
31 17.0 l.E-09 2/ 23 3.7 5.F:-10 l/ 16 4.2 2.E:-09 
33 52.5 9x-10 l/ 28 26.1 7.E_11 l/ 22 29.3 1.11 -08 
31 8.2 lx+07 28/ 28 5.5 2.K;.-09 19/ 19 4.8 2.c-11 
36 6.1 9.t?-09 3/ 30 3.7 KC-09 2/ 22 4.1 l.K-09 
36 12.5 9x-09 3/ 30 3.8 8.E-09 2/ 22 4.1 l.Fz-09 
43 9.5 9.E-09 3/ 34 5.8 l.E_08 2/ 23 5.5 l.E_09 
22 0.4 8.kz-09 2/ 22 0.3 6.F-09 l/ 13 0.3 5.E - 10 
36 42.1 4.E_ 10 4/ 31 17.4 X.E_lO 2/ 24 18.9 9.F: - 10 
33 10.3 2.E-08 39/ 39 9.7 2.~-08 29/ 29 8.5 3.~ - 08 
32 3.2 8.E -09 47/ 47 2.3 6.~:-09 25/ 25 1.8 l.E- 11 
41 235.0 6.E-09 5/ 37 198.0 l.E_09 3/ 24 135.0 9.e - 10 
48 177.0 lx-08 4/ 58 171.0 2x-08 3/ 36 123.0 7.~-06 
All 1580/3259 7708.8 1329/3126 2841.3 916/21412322.2 
d t indicates phase-l problem: $ indicates phase-2 problem. 
in time between the 03D approach and the dual afflne approaches, listed 
both in seconds and as a percentage of the dual affine times, and the ratios of 
the dual afflne times to the 03D times. 
4.2. Observations 
Convergence. Tables 4 through 6 show that our 03D results agree well 
with the optimal values provided in [9]. Of the 84 problems examined, 42 
terminated because of the convergence criterion based on the relative 
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TABLE 7 
CX~MPARISC~N 
Problem” (SW) 
t25fv47 31.x 
i_BObau3b 119.0 
adlittle 0.2 
afiro 0.1 
agg 5.8 
agg2 8.7 
a993 9.1 
bandm 2.1 
tbeaconfd 1.4 
blend 0.3 
bnll 23.9 
_FbnlZ 113.0 
boeingl 11.2 
boei ng2 1.9 
bore3d 1.3 
fbrandy 1.8 
tcapr i 4.2 
i_cycle 59.0 
czprob 37.3 
tdZq06c 141.0 
degen2 6.3 
degen3 104.0 
‘ye226 2.3 
etamacro 5.4 
fffff800 11.5 
tf innis 4.2 
fitld 86.0 
forplan 3.2 
03D 
\y 
35.2 - 3.4 
121.0 - 2.0 
0.2 0.0 
0.1 0.0 
7.1 - 1.3 
10.6 - 1.9 
10.6 - 1.5 
2.1 0.0 
2.1 - 0.7 
0.4 -0.1 
28.3 - 4.4 
130.0 - 17.0 
12.7 - 1.5 
2.1 - 0.2 
1.5 - 0.2 
1.8 0.0 
5.7 - 1.5 
56.0 3.0 
42.4 -5.1 
138.0 3.0 
7.6 - 1.3 
152.0 - 48.0 
2.6 - 0.3 
5.6 - 0.2 
13.6 -2.1 
4.4 - 0.2 
83.0 3.0 
4.6 - 1.4 
- 9.7 1.11 
- 1.7 1.02 
0.0 1.00 
0.0 1.00 
- 18.3 1.22 
- 17.9 1.22 
- 14.2 1.16 
0.0 1.00 
- 33.3 1.50 
- 25.0 1.33 
- 15.5 1.18 
- 13.1 1.15 
- 11.x 1.13 
- 9.5 1.11 
- 13.3 1.15 
0.0 1.00 
- 26.3 1.36 
5.4 0.95 
- 12.0 1.14 
2.2 0.98 
- 17.1 1.21 
- 31.6 1.46 
- 11.5 1.13 
- 3.6 1.04 
- 15.4 1.18 
-4.5 1.05 
3.6 0.97 
- 30.4 1.44 
0 
(WC) (SW) (%o) 
64.1 - 32.3 - 50.4 
2454.0 - 2335.0 -95.2 
0.2 0.0 0.0 
0.1 0.0 0.0 
8.3 - 2.5 -30.1 
11.9 - 3.2 - 26.9 
12.3 - 3.2 - 26.0 
3.4 - 1.3 - 38.2 
3.1 - 1.7 -54.x 
0.5 - 0.2 - 40.0 
16.5 7.4 44.x 
344.0 -231.0 - 67.2 
12.7 - 1.5 - 11.8 
2.2 - 0.3 - 13.6 
2.0 -0.7 - 35.0 
4.5 -2.7 - 60.0 
14.9 - 10.7 -71.x 
202.0 - 143.0 - 70.8 
57.5 - 20.2 -35.1 
388.0 - 247.0 - 63.7 
7.8 - 1.5 - 19.2 
164.0 - 60.0 - 36.6 
4.3 - 2.0 - 46.5 
10.6 -5.2 - 49.1 
17.0 - 5.5 - 32.4 
11.3 -7.1 - 62.X 
102.0 - 16.0 - 15.7 
4.6 - 1.4 - 30.4 
Original dual affine 
P-0 
0 
ur 
2.02 
20.62 
1 .oo 
1 .oo 
1.43 
1.37 
1.35 
1.62 
2.21 
1.67 
0.69 
3.04 
1.13 
1.16 
1.54 
2.50 
3.55 
3.42 
1.54 
2.75 
1.24 
1.58 
1.87 
1.96 
1.48 
2.69 
1.19 
1.44 
” t indicates phase-l problem. 
difference between the primal and dual objective values, as specified by 
(3.4). The remaining problems terminated based on the objective-function 
convergence specified by (3.3). 
Iteration Counts. Tables 4 through 6 show that our 03D approach 
results in a significant reduction in the number of iterations when compared 
to our dual affine results. The number of iterations required by the 03D 
method is less than that required by either of the dual afftne methods for all 
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TABLE 8 
COMPANION (CONTINUED) 
03D New dual afine Original dual afSne 
q-Q v-0 
* @ Y-Q - 0 T-0 - 
Q, 0 
Problem” (set) (set) (set) (%) ; (SW) (set) (%) @ 
ur 
ganges 14.7 13.6 1.1 8.1 0.93 24.4 - 9.7 - 39.8 1.66 
gf rd-pnc 3.7 4.1 - 0.4 - 9.8 1.11 7.3 - 3.6 - 49.3 1.97 
tgreenbea 160.0 171.0 -11.0 -6.4 1.07 1019.0 - 859.0 -84.3 6.37 
tgreenbeb 94.0 122.0 - 28.0 - 23.0 1.30 541.0 - 447.0 -82.6 5.76 
grow15 9.8 9.9 -0.1 - 1.0 1.01 12.2 - 2.4 - 19.7 1.24 
grou22 13.9 14.5 - 0.6 -4.1 1.04 26.3 - 12.4 -47.1 1.89 
grou7 3.0 3.5 -0.5 - 14.3 1.17 3.8 - 0.8 -21.1 1.27 
israel 6.6 9.1 - 2.5 - 27.5 1.38 11.8 -5.2 -44.1 1.79 
kb2 0.2 0.2 0.0 0.0 1.00 0.2 0.0 0.0 1.00 
tlotf i 1.3 1.2 0.1 8.3 0.92 1.7 - 0.4 - 23.5 1.31 
“l?SP 58.0 56.0 2.0 3.6 0.97 87.0 - 29.0 - 33.3 1.50 
tperold 18.0 21.2 -3.2 - 15.1 1.18 57.0 - 39.0 - 68.4 3.17 
pi lot 497.0 753.0 -256.0 - 34.0 1.52 693.0 - 196.0 - 28.3 1.39 
tpilot.ja 55.0 77.0 - 22.0 - 28.6 1.40 172.0 - 117.0 - 68.0 3.13 
tpi lot .ue 29.5 22.0 7.5 34.1 0.75 106.7 - 77.2 -72.4 3.62 
tpi lot4 16.0 20.3 -4.3 -21.2 1.27 71.9 - 55.9 - 77.7 4.49 
pi Lotnov 53.0 51.0 2.0 3.9 0.96 75.0 -22.0 - 29.3 1.42 
trecipe 0.6 0.6 0.0 0.0 1.00 1.0 - 0.4 - 40.0 1.67 
SC105 0.3 0.3 0.0 0.0 1.00 0.3 0.0 0.0 1.Oa 
sc205 0.6 0.6 0.0 0.0 1.00 0.7 -0.1 - 14.3 1.17 
sc50a 0.1 0.1 0.0 0.0 1.00 0.1 0.0 0.0 1.00 
sc50b 0.1 0.1 0.0 0.0 1.00 0.1 0.0 0.0 1.00 
scagr25 2.0 1.8 0.2 11.1 0.90 2.2 - 0.2 -9.1 1.10 
scagr7 0.4 0.4 0.0 0.0 1.00 0.4 0.0 0.0 1.00 
tscfxml 2.7 3.1 - 0.4 - 12.9 1.15 4.1 - 1.4 -34.1 1.52 
tscfxm2 6.1 8.3 - 2.2 - 26.5 1.36 14.8 - 8.7 -58.8 2.43 
“yscfxm3 12.5 11.0 1.5 13.6 0.88 36.6 -24.1 -65.8 2.93 
scorpion 1.3 1.4 -0.1 -7.1 1.08 1.6 - 0.3 - 18.8 1.23 
tscrs8 3.8 3.3 0.5 15.2 0.87 12.5 - 8.7 -69.6 3.29 
’ t indicates phase-l problem. 
but one of the problems (bn 11). Compared with the new dual affine 
algorithm, the number of iterations is reduced by up to 54% for the 
individual problems, and over the set of 84 problems the total reduction in 
iterations is 32%. Since our new dual affrne results compare favorably with 
those reported in [l], [27], [24], and [20], we believe that our 03D results are 
also competitive with most current interior-point work. 
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TABLE 9 
COMPARISON (CONTINUED) 
03D New dual affine Original dual aGne 
T-Q v-0 
T a *-a - 
aJ 
0 ‘v-0 ~ 
0 
Problem” (set) (SW) (set) (set) (SW) (%) @ 
T 
$scsdl 0.6 0.7 -0.1 
$.scsd6 1.6 1.5 0.1 
Sscsd8 4.7 3.3 1.4 
sctapl 1.7 1.7 0.0 
sctap2 9.0 8.3 0.7 
sctap3 13.9 12.6 1.3 
seba 52.0 68.0 - 16.0 
sharelb 1.0 0.8 0.2 
share2b 0.4 0.5 -0.1 
shell 3.6 3.3 0.3 
ship041 4.3 4.2 0.1 
ship04s 2.5 2.4 0.1 
ship081 10.4 9.0 1.4 
ship08s 3.8 3.4 0.4 
ship121 13.0 12.4 0.6 
shipl2s 4.2 3.7 0.5 
sierra 29.3 26.1 3.2 
tstair 4.8 5.5 -0.7 
standata 4.1 3.7 0.4 
standgub 4.1 3.8 0.3 
standmps 5.5 5.8 -0.3 
stocforl 0.3 0.3 0.0 
stocfor2 18.9 17.4 1.5 
ttuff 8.5 9.7 - 1.2 
tvtp.base 1.8 2.3 -0.5 
woodlp 135.0 196.0 - 63.0 
-14.3 1.17 0.7 -0.1 
6.7 0.94 1.5 0.1 
42.4 0.70 3.3 1.4 
0.0 1.00 2.0 - 0.3 
8.4 0.92 15.3 - 6.3 
10.3 0.91 27.1 - 13.2 
-23.5 1.31 88.0 - 36.0 
25.0 0.80 0.9 0.1 
-20.0 1.25 0.5 -0.1 
9.1 0.92 11.3 - 7.7 
2.4 0.98 7.8 -3.5 
4.2 0.96 4.5 - 2.0 
15.6 0.87 20.7 - 10.3 
11.8 0.89 10.8 - 7.0 
4.8 0.95 32.1 - 19.1 
13.5 0.88 17.0 - 12.8 
12.3 0.89 52.5 - 23.2 
- 12.7 1.15 8.2 - 3.4 
10.8 0.90 6.1 -2.0 
7.9 0.93 12.5 - 8.4 
- 5.2 1.05 9.5 - 4.0 
0.0 1.00 0.4 -0.1 
8.6 0.92 42.1 - 23.2 
- 12.4 1.14 10.3 - 1.8 
-21.7 1.28 3.2 - 1.4 
-31.8 1.47 235.0 - 100.0 
- 14.3 1.17 
6.7 0.94 
42.4 0.70 
- 15.0 1.18 
-41.2 1.70 
-48.7 1.95 
-40.9 1.69 
11.1 0.90 
- 20.0 1.25 
-6X.1 3.14 
- 44.9 1.81 
- 44.4 1.80 
-49.8 1.99 
- 64.8 2.84 
- 59.5 2.47 
- 75.3 4.05 
- 44.2 1.79 
-41.5 1.71 
-32.8 1.49 
- 67.2 3.05 
-42.1 1.73 
-25.0 1.33 
-55.1 2.23 
- 17.5 1.21 
-43.8 1.78 
- 42.6 1.74 
woodu 123.0 171.0 - 48.0 - 28.1 1.39 177.0 - 54.0 - 30.5 1.44 
All 2322.2 2841.3 -519.1 - 18.3 1.22 7708.8 -5386.6 - 69.9 3.32 
“ t indicates phase-l problem; $ indicates phase-2 problem 
Timings. The 03D approach results in an overall reduction in CPU 
time of 18% when compared with our new dual affine results, and 70% when 
compared with our original dual affrne results. When compared with our new 
dual atfine results, 44 of the 84 problems show a reduction in CPU time 
using the 03D approach, and another 13 problems show no change in 
execution time. Individual times decrease by as much as 34%, and 36 of the 
problems decrease in time by 10% or more. 
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The largest absolute increase in execution time is 7.5 seconds (problem 
p i Lot . we). This is 34% of its individual execution time (30 seconds) and is 
only 0.3% of the execution time for all problems (2322 seconds). Note that 
03D approach may perform less favorably with regard to CPU time on the 
smaller test problems due to the expense of the additional backsolves 
compared to a full Cholesky factorization. Consequently the dual affine 
approach may take many more iterations but at a lower total CPU time than 
the 03D approach for the smaller problems. 
Our timings show that the additional time required to set up and solve 
the subproblem is only 13% (292 seconds) of the total CPU time for the 03D 
method excluding data input and preprocessing (2322 seconds). Of this, 162 
seconds are spent in the simplex subproblem solver, and the remaining time 
is primarily that required to perform the backsolves to obtain s2 and s?. 
Data input and setup, including the execution of the scaling, preprocess- 
ing, and minimum-local-fill procedures, requires a total of about 833 seconds 
for the 84 problems. (The time required for the scaling and preprocessing 
described in Section 3 is negligible, while 458 seconds is required to 
compute the minimum-local-fill ordering for the fiactorization subroutines.) 
Since these times are constant for each of our methods, they are relatively 
larger for our 03D method than for our new dual affne method. Our results 
would change slightly in favor of our new dual affine results, therefore, if the 
data input and setup times were included. The change is not significant, 
however, and does not alter our conclusions. 
4.3. Conclusions 
This study demonstrates the computational advantages of optimizing over 
three-dimensional subspaces that include a third-order direction. In particu- 
lar, our 03D results are a significant improvement over our new dual affne 
results. The total number of iterations is reduced by 32%, and the total CPU 
time (excluding data input and setup) by 18%. The iteration counts for our 
03D results are also very competitive with the dual affine and primal-dual 
results reported in [l], [27], [24], and [20]. 
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