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 ABSTRACT 
A Combined Field and Laboratory Investigation into the Transport of Fecal Indicator 
Microorganisms Through a Shallow Drinking Water Aquifer in Bangladesh 
John E. Feighery 
 
This dissertation presents an examination of the causes and mechanisms 
underlying the widespread contamination of a shallow groundwater aquifer by fecal 
bacteria. The context for this study is a field site located in a rural area of Bangladesh that 
represents a microcosm for the many challenges facing the approximately 2 billion 
people worldwide who rely upon groundwater for their daily needs. The unique 
contributions of this work include an improved numerical model for fitting column test 
results, a conceptual model to explain seasonal patterns of well contamination based on 
the hydraulic interaction of ponds and irrigation/drainage canals and a new understanding 
of the important role that such canals might play in predicting the microbial 
contamination of shallow aquifers in flood-protected areas. 
The mechanisms responsible for filtration of the fecal indicator bacteria, 
Escherichia coli, during passage through the fine sand aquifer were first investigated 
through laboratory column experiments using intact sediment cores from the field site as 
well as repacked sediment that had been dried and, in some experiments, chemically 
cleaned. To fit the hyper-exponential spatial profiles of attached bacteria in one third of 
the experiments, a finite difference two-population model with reversible and irreversible 
attachment modes incorporating bacterial die-off was developed. Where the two-
 population phenomenon was observed, one population typically was highly irreversible 
while the other was reversible with a smaller irreversible attachment rate. When applied 
to transport in the field, this model predicted only a two-fold reduction in bacterial 
concentrations over a distance of 10 m and transport was limited mainly by the bacterial 
die-off rate, which was also measured using microcosm experiments. The occurrence of 
the second population was associated with larger grain size and lower percentage of fine 
particles and the attachment rates in general increased linearly with increasing percentage 
of fines.   
Transport from contaminated surface water to nearby tubewells was studied in the 
field through measurements of bacterial infiltration below canals and ponds both inside 
and outside of the flood control embankment. A two-dimensional finite element model of 
the field-pond-canal system was built and fitted to heads measured at three monitoring 
wells and 2 surface water bodies. Using parameters from the field measurements, the 
model was not able to explain the seasonal pattern of E. coli concentrations in tubewells, 
even when reversible attachment assumptions from the column test results were applied. 
An alternative conceptual model that incorporates the seasonal shift in flow direction 
caused by the canal network was developed using the fitted finite element model and 
could explain the observed pattern of well contamination.  
The importance of the irrigation/drainage canals in determining the frequency of 
tubewell contamination by E. coli at the site was further demonstrated by performing a 
logistic regression analysis using a new source intensity model that takes into account the 
density of latrines, canals and ponds as predictors, after applying spatial decay rates 
drawn from the infiltration literature. The results indicate that canals are a more 
 significant risk factor than latrines, corroborating the modeling results that found canals 
exert a strong hydraulic influence in the area. This regression approach combined with 
the source intensity model could be useful in predicting water-related health risks, 
evaluating contamination risk for groundwater sources based on the sanitary environment 
around the well or estimating the potential benefits from improvements to sanitation 
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1.1 Background and motivation for this research 
Between 1.5 and 2.75 billion people worldwide depend on groundwater for their drinking 
water and more than half of the world’s megacities rely substantially on groundwater (Morris et 
al. 2003). Groundwater abstraction is generally the preferred water source in regions where it is 
available, however excessive use of this resource often leads to aquifer degradation in the form 
of contamination by sewage, industrial pollution, or saltwater intrusion (Foster et al. 1998). 
Although groundwater is considered to be of higher quality than surface water (Katayama 2008), 
recent studies conducted in Europe and North America have prompted concern about the human 
health risks associated with the consumption of untreated groundwater due to apparent 
widespread microbial contamination (Richardson et al. 2009; Schets et al. 2005; Olsen et al. 
2002; Bopp et al. 2003). Similarly, shallow wells used for drinking water extensively in 
developing countries are frequently contaminated with fecal indicator organisms (Islam et al. 
2001; Bennett et al. 2010; Leber et al. 2011). Developing countries in Southeast Asia and Africa 
account for 73% of the approximately 2 million children who die each year due to diarrheal 
disease (Boschi-Pinto et al. 2008) but little is known about the contribution to this burden that is 
caused by contaminated groundwater. In light of the growing consensus that groundwater is 
frequently contaminated and has caused outbreaks of diarrheal disease, developing an 
understanding of the sources and pathways for groundwater contamination by microorganisms is 
of vital importance to public health. 
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The setting for this study is Bangladesh, a densely populated South Asian nation of 160 
million people who successfully made the transition from contaminated surface water sources to 
groundwater over the last 40 years by installing approximately 10 million shallow tube wells (< 
150 m) for household water needs (Kinniburgh and Smedley 2001). Improved sanitation in the 
form of ventilated improved pit (VIP) latrines was also widely promoted and installed 
throughout the country. Although much recent attention has focused on the problem of arsenic 
contamination of shallow groundwater aquifers in this region (Smith et al. 2000; Ahmed et al. 
2006), diarrheal disease remains a serious public health concern. Bangladesh made significant 
reductions in mortality from diarrheal disease by developing and promoting Oral Rehydration 
Therapy (ORT), yet morbidity has remained essentially unchanged during this period (Boschi-
Pinto et al. 2008). In addition to the economic and social impacts from frequent illness, diarrheal 
disease remains responsible for 20% of deaths in children under 5 years of age in Bangladesh 
(WHO 2006) and frequent episodes of diarrhea cause malnutrition and increased susceptibility to 
other types of infection (Prüss-Üstün et al. 2008). In light of these continuing health concerns, 
we began a program of monthly tubewell monitoring in the Matlab region of Bangladesh to 
explore the hypothesis that the common practice of well switching to minimize arsenic exposure 
(van Geen et al. 2002) might inadvertently lead to increased pathogen exposure since lower 
arsenic in shallow wells was associated with faster recharge from the surface in a similar region 
(Stute et al. 2007). Monitoring of over 100 shallow tube wells for 14 months revealed that 
between 30 and 70% of these wells are contaminated with detectable levels of the indicator 
bacterium, Eschericia coli, an indicator of fecal pollution (van Geen et al. 2011). 
Microbial contamination of groundwater has been associated with infiltration from 
surface water sources (Pitt et al. 1999) and from septic systems or latrines (Harden et al. 2008; 
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Borchardt et al. 2003; Scandura and Sobsey 1997); however, prediction of the severity and extent 
of contamination due to even a well-characterized source is complex. Bacteria and virus typically 
range in size from 2000 nm to 20 nm and therefore are treated as colloids in transport studies. 
Colloids in this size range are subject to Brownian diffusion due to the random motion of 
individual molecules and electrostatic forces between the particles and grain surfaces, as well as 
hydrodynamic forces due to the motion of the fluid. The removal of colloids from water when 
passing through a porous medium is modeled mathematically by various formulations of the 
advection-dispersion equation, in which filtration is treated as an interaction between particles in 
the liquid phase and the solid phase (grain surfaces). These theories were developed primarily 
through laboratory tests that measure the effluent concentration of a particle suspension after 
passing through columns packed with glass beads or sand. While such testing has generated 
much knowledge about the mechanisms and variables that govern attachment and detachment, 
efforts to measure the filtration of microorganisms even in simple homogeneous sandy aquifers 
do not generally agree with models based on results from laboratory column tests. This study 
makes use of a unique field site with high surface water source concentrations over an 
unconfined aquifer where wells are known to be contaminated in a seasonal pattern to explore 
the possible reasons for the disagreement between laboratory and field studies and develop a 
better understanding of the natural and anthropogenic processes that might increase 
contamination of shallow aquifers that provide drinking water for hundreds of millions of 
persons worldwide. 
1.2 Mechanisms of microbial removal in porous media 
Traditional approaches in colloid filtration assumed that particles are removed from the 
liquid phase by irreversible attachment to grain surfaces. This approach has been successful in 
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predicting filtration in homogeneous particle-collector systems when electrostatic conditions are 
favorable for attachment to occur. Such favorable conditions can be predicted for a given 
particle-collector-electrolyte system by DVLO theory (Verwey and Overbeek 1948; Derjaguin 
and Landau 1993), which combines the effects of attractive van der Waals forces that act at very 
close distances and the electrostatic repulsion arising from the double layer of positive counter 
ions surrounding the surfaces. As ionic strength of the electrolyte solution increases, the 
thickness of the double layer decreases, resulting in a net negative (attractive) interaction energy 
that increases as the particle approaches the collector surface. This region of negative interaction 
energy is referred to as the primary energy minimum. 
The traditional approach described above breaks down when applied to a system with 
unfavorable electrostatic conditions for attachment (Tufenkji 2007). The observed filtration that 
occurs under these repulsive conditions is thought to result from two types of attachment not 
included in traditional colloid filtration theory: deposition in a secondary energy minimum and 
physical removal at grain-to-grain contact points or surface asperities. For certain surface charge 
and ionic strength conditions, DVLO theory predicts the existence of a shallow (weak) secondary 
energy minimum located at a greater distance than the primary energy minimum (Hahn et al. 
2004; Redman et al. 2004), which can arise from surface charge heterogeneity in the colloid or 
collector population (Li et al. 2004; Tufenkji and Elimelech 2005). Hydrodynamic drag may be 
stronger than the DVLO forces on particles retained in the secondary minima, leading to re-
entrainment not predicted for irreversibly adsorbed particles.  
Physical straining of particles in down-gradient pore throats or grain-to-grain contacts 
(Bradford et al. 2002; Tufenkji et al. 2004; Foppen et al. 2007) has been hypothesized as an 
explanation for the apparent depth-dependent attachment rates measured when the ratio of 
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colloid to average grain diameter is greater than 0.0017.  Evidence for physical attachment 
mechanisms has recently been obtained through particle imaging studies or micromodels, which 
directly measure the concentration of particles flowing through a medium. In one such 
experiment, Yoon et al. (2006) found that in smooth glass beads, the dominant mechanism was 
grain-to-grain contact filtration but surface filtration dominates when surface roughness was 
introduced.  
1.3 Mathematical models for particle filtration 
The processes involved in microbial transport through saturated porous media can be 
summarized as follows: (i) transport in the liquid phase due to advection and hydrodynamic 
dispersion, (ii) exchange between the liquid phase and the solid phase and (iii) removal from 
either phase due to inactivation, grazing or death (Tufenkji 2007). Particle attachment can be 
thought of as reversible or irreversible depending upon the type of adsorption that occurs, and 
this is often described by a two-site model in which the concentration adsorbed to the solid phase 
expressed in terms of mass of particles divided by the mass of the solid phase. The advection-
dispersion equation, simplified to one dimension, for a homogeneous porous medium with two 
adsorption sites is expressed as: 
    (1) 
where c is the mass concentration of particles in the liquid phase, t is time, ρb is the bulk 
density of the solid phase, n is the porosity of the medium, D is the hydrodynamic dispersion 
coefficient, v is the pore (or interstitial) velocity, z is distance from the inlet, µw and µs are the 














∂z − µwθc − µsρb s1 + s2( )
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concentrations of irreversibly and reversibly attached particles, respectively, expressed as mass 
of particles divided by mass of the solid phase [M/M].  
The rate of transfer of particles to the solid phase is assumed in most models to include 
and attachment and detachment component as follows: 
       (2) 
where ka is the attachment rate, kd is the reversible detachment rate, and Ψ is a 
dimensionless retention function that can be used to account for straining or blocking phenomena. 
A similar expression is used for each type of attachment site, s1 and s2. The various mathematical 
approaches to evaluating Equations (1) and (2) that have been applied toward modeling of 
microbial transport in porous media are summarized in Table 1. Some of these approaches are 
discussed briefly in the following section, beginning with the traditional approach: colloid 











Table 1.1. Summary of microbial transport models 
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1.3.1 Colloid filtration theory 
The modern theory of colloid filtration in porous media began with the numerical 
solution to the advection-dispersion equation presented by Yao (1971) for a packed bed of 
spherical collectors, which assumes that the collision removal efficiency for particles is the sum 
of removal resulting from random Brownian motion (diffusion), direct interception (particles 
flowing in a streamline colliding with the collector), and gravitation settling (particles diverge 
from the streamline due to gravitational forces). This additive assumption was later validated 
(Prieve and Ruckenstein 1974) and used by Rajagopalan and Tien (1976) to develop an 
improved numerical solution that uses Happel’s shell and sphere model (Happel 1958) to 
approximate the flow field in a packed bed. This approach only considers irreversible attachment 
and thus the steady state solutions to Equations (1) and (2) for a constant influent concentration 
injected at x=0 over a time period of t0 are: 
         (4) 
        (5) 
The attachment rate, ki, can be derived by a mass balance across the packed bed (Logan 
et al. 1995): 
          (6) 
C x( )
C0





Si x( ) =
t0nkiC0
ρb










where η0 is the single collector removal efficiency (the fraction of particles in the fluid 
that collide with the collector surface due to diffusion, interception, and settling) and α is an 
experimentally determined collision efficiency (the fraction of collisions that result in attachment 
to the collector). 
Rajagopalan and Tien’s expression for the single collector removal efficiency (η0) was 
used successfully for many years in laboratory experiments with model colloids in spite of 
known limitations, such as not incorporating hydrodynamic interactions and van der Waals 
attractive forces between particles and surfaces at close distances. Tufenkji and Elimelech (2004) 
presented an improved numerical solution that accounted for these two additional forces by 
incorporating a van der Waals interaction number (𝑁!"# = 𝐴/𝑘𝑇), where A is the Hamaker 
constant, k the Boltzmann constant, and T the absolute temperature. The resulting equations for 
the diffusion, interception, and gravitational removal efficiencies are presented below. 
       (7) 
        (8) 
        (9) 
where AS is a porosity dependent parameter from Happel’s sphere and shell model, NR is 
the ratio of particle to collector diameter, NG is the ratio of the Stokes settling velocity to the 
approach velocity, and NPe is the Peclet number (𝑁!" = 𝑈𝑑!/𝐷!), U is the approach velocity, dc 
is the average grain diameter, and D∞ is the diffusion coefficient in an infinite medium. 






1.3.2 Alternatives to Colloid Filtration Theory 
One approach used to overcome the observed variability in bacteria surface properties or 
surface charge of colloids in general is to treat the collision efficiency or attachment rate as a 
statistical distribution. Most researchers have found a bimodal approach to be sufficient. An 
alternative two-site kinetic approach has also been successful in some studies and can be 
formulated in terms of different collector sites (Schijven et al. 2002) or different populations of 
particles (Basha and Culligan 2010). 
Physical straining, or the trapping of particles in down gradient pore spaces that are too 
small to allow passage, has been reported to be an important removal mechanism when dp/dc 
>0.0017 and several models have been proposed to incorporate straining (Bradford et al. 2002). 
The exact nature of where and why straining occurs in a packed column is controversial. 
Bradford et al. (2003) consider straining to be an irreversible first-order rate that is depth-
dependent, occurring mostly occurring at the column inlet. This is hypothesized to occur because 
the pores where straining might occur are accessible to flow at the inlet but not further 
downstream since advection, dispersion, and size exclusion tend to keep mobile colloids within 
the larger networks (Bradford et al. 2005). In contrast to these findings, Foppen et al. (2007) 
found in a study with columns of various lengths that straining of E. coli is not confined to the 
inlet but does decrease with increasing column length, in a linear fashion rather than exponential. 
In that study, the straining rate was modeled after a blocking function with empirically-derived 
coefficients. 
1.4 Microorganism transport in aquifers 
Investigations to obtain attachment rates for microbial subsurface transport have 
generally involved aquifer-scale forced gradient and natural gradient tracer tests (Harvey et al. 
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1989; Bales et al. 1997). A recent review of the literature on E. coli transport in saturated 
aquifers (Foppen and Schijven 2006) concludes that the particle filtration rates determined from 
field-scale experiments with E. coli are significantly lower than laboratory studies with similar 
groundwater composition. Similarly, in an extensive review of modeling approaches for 
microbial transport in porous media, Tufenkji (2007) notes that in spite of the knowledge gained 
in recent years about the factors and mechanisms involved, their incorporation into predictive 
models of subsurface transport remain a challenge.  
Numerous explanations for the gap between laboratory and field conditions have been 
offered in the literature. Within the context of traditional colloid filtration theory, a small 
population of bacteria with a smaller than average collision efficiency could cause large 
discrepancies between laboratory-scale column tests and field measurements at typical 
groundwater abstraction distances of > 30 m (Bolster et al. 2000; Mailloux et al. 2003). The 
presence of negatively charged natural organic matter (NOM) in ground water, resulting from 
recharge by contaminated surface water sources, has been observed to reduce irreversible 
particle attachment (Fitzpatrick and Spielman 1973; Pieper et al. 1997; Franchi and O'Melia 
2003) and may reduce or eliminate the favorable attachment sites in a geochemically 
heterogeneous medium (Foppen et al. 2008; Yang et al. 2010). 
Preferential flow pathways provide another explanation for lower deposition in the field 
and have long been known to dominate transport in fractured rock (McCarthy and McKay 2004), 
but recent findings show that even in sandy aquifers thought to be relatively homogeneous 
preferential flow may exist. In a study combining laboratory column tests and field 
measurements below a waste water infiltration basin in an alluvial sand aquifer, Foppen et al. 
(2008) found rapid attenuation of E. coli by 2 – 5 log units after 1 cm of travel in columns but 
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only 2 – 6 log units after 30m in the aquifer and attribute the difference to the existence of a 
preferential flow network, which was simulated by a dual porosity model. In another recent study 
of carboxylated microspheres and stained cryptosporidium oocysts injected into a coarse-grained 
riverbank infiltration zone via barrel-type seepage meters monitored by drive-point wells, Metge 
et al. (2007) found retardation factors (Rf) between 0.15 and 0.25, compared with a conservative 
tracer, suggesting more rapid transport due to the existence of a preferential flow structure.  
1.5 A conceptual model for groundwater contamination 
The research presented in this dissertation was conducted under a conceptual framework 
developed during the first year of observations and measurements taken at the field site in rural 
Bangaladesh. Although the specific attributes such as aquifer depth or grain size are unique to 
this site, the mechanisms studied in this dissertation and described in the conceptual model 
below (Figure 1.1) are likely to be active to various degrees in any shallow deltaic drinking water 
aquifer, particularly where anthropogenic influences such as flood control schemes and irrigation 




Figure 1.1 Conceptual model of possible pathways for contamination of the shallow aquifer by fecal 
bacteria. Sources of bacteria include latrines and latrine tanks, animal waste, and open defecation. Surface 
water contamination occurs through leaking latrine tanks (A), surface runoff from villages (B), and 
irrigation by canal or river water (C). The shallow aquifer can become contaminated through infiltration 
from fields (D), latrine tanks (E), or surface water bodies (F). Well water may become contaminated by 
transport from the contaminated subsurface to the well screen due to the hydraulic gradient produced by 
pumping or a regional groundwater flow (G). However, if the well is not adequately sealed, contaminated 
surface water might flow through the annular region around the pipe (H). 
 
1.6 Organization of the dissertation 
This dissertation is organized into three main manuscripts that are either published or 
submitted for publication. Chapter 2 presents the results of a series of laboratory experiments 
using intact or repacked sediment columns from the field site in Bangladesh. A one-dimensional 
finite difference numerical model (code included in Appendix A) that allows multiple bacterial 



















transport. Actual field transport of bacteria is then examined in Chapter 3, which describes the 
results from monitoring two sites – one within a flood control embankment and one outside the 
flood control zone – for over one year. An array of drive-point piezometers installed at the site 
produced data on the spatial distribution of E. coli, which was fit to a two-dimensional finite 
element model of a pond to drainage canal transect. Chapter 3 concludes with a conceptual 
model that could explain the seasonal contamination pattern observed in tubewells at the site, 
drawing on year-long runs of the finite element model. Finally, Chapter 4 makes use of this new 
understanding of the important role that drainage canals play in influencing fecal contamination 
of shallow groundwater by using the mapped locations of canals, ponds and latrines to predict 
well contamination. Chapter 5 presents a summary of the key findings of the dissertation. 
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CHAPTER 2 
2TRANSPORT OF E. COLI IN AQUIFER SEDIMENTS OF BANGLADESH: 
IMPLICATIONS FOR WIDESPREAD MICROBIAL CONTAMINATION OF 
GROUNDWATER 
J. Feighery, B. J. Mailloux, A. S. Ferguson, K. M. Ahmed, A. van Geen, P. J. Culligan. 
2013. “Transport of E. coli in Aquifer Sediments of Bangladesh: Implications for Widespread 
Microbial Contamination of Groundwater.” Water Resources Research. Accepted April 2013. 
Abstract 
Fecal bacteria are frequently found at much greater distances than would be predicted by 
laboratory studies, indicating that improved models that incorporate more complexity are might 
be needed to explain the widespread contamination of many shallow aquifers. In this study, 
laboratory measurements of breakthrough and retained bacteria in columns of intact and 
repacked sediment cores from Bangladesh were fit using a two-population model with separate 
reversible and irreversible attachment sites that also incorporated bacterial decay rates. Separate 
microcosms indicated an average first order decay rate of 0.03 log10 / day for free bacteria in 
both the liquid phase and bacteria attached to the solid phase. Although two-thirds of the column 
results could be well fit with a dual deposition site, single population model, fitting of one third 
of the results required a two-population model with a high irreversible attachment rate (between 
5 and 60 hr-1) for one population of bacteria and a much lower rate (from 5 hr-1 to essentially 
zero) for the second. Inferred attachment rates for the reversible sites varied inversely with grain 
size (varying from 1 - 20 hr-1 for grain sizes between 0.1 and 0.3 mm) while reversible 
detachment rates were found to be nearly constant (approximately 0.5 hr-1). Field simulations 
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based on the fitted two-population model parameters predict only a two-fold reduction in fecal 
source concentration over a distance of 10 m, determined primarily by the decay rate of the 
bacteria. The existence of a secondary population of bacteria with a low attachment rate might 
help explain the observed widespread contamination of tubewell water with E. coli at the field 
site where the cores were collected, as well as other similar sites. 
2.1 Introduction 
The microbiological quality of groundwater is often better and more stable than that of 
surface water [Katayama, 2008]. As a result, untreated groundwater is a common source of 
drinking water in developing countries and also among many communities in developed 
countries. Growing evidence of widespread microbial contamination of groundwater, however, 
has prompted concern about the human health risks associated with the consumption of untreated 
groundwater. In the passive surveillance of 11,000 private water supplies in England, 32% of 
sites tested positive at least once for E. coli [Richardson et al., 2009] and 10% of 144 private 
water supplies surveyed in the Netherlands tested positive for E. coli or intestinal enterococci 
[Schets et al., 2005].  In the United States, consumption of untreated groundwater water has been 
associated with increased risk of infection by E. coli O157:H7 [Slutsker et al., 1998] and 
outbreaks of this strain have been linked to contaminated groundwater [Olsen et al., 2002; Bopp 
et al., 2003]. In the setting that is the focus of this study, monthly monitoring of over 100 
shallow (< 36 m deep) tubewells in rural Bangladesh has shown that between 30 and 70% of 
wells are contaminated with detectable levels of E. coli, with contamination in some wells 
reaching levels greater than 100 Colony Forming Units (CFU) / 100 mL [van Geen et al., 2011]. 
Within a subset of these wells, the frequency of E. coli detection has been shown to be associated 
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with increased likelihood of contamination by pathogenic Shigella, E. coli, and Vibrio [Ferguson 
et al., 2012].      
The three major processes that control microbial transport in aquifer systems are (i) the 
physical transport processes of advection and hydrodynamic dispersion, (ii) interactions between 
microbes and the aquifer’s solid phase and (iii) microbe decay [Tufenkji, 2007]. Traditional 
approaches to modeling microbial transport during saturated flow involve the advection-
dispersion equation coupled with terms that describe attachment to and detachment from the 
solid phase during transport as a result of physico-chemical interactions. Microbe attachment is 
assumed to be either irreversible, in which case microbes are permanently filtered from the 
mobile liquid phase, or reversible, in which case microbes can re-enter the flowing liquid. Under 
classical colloid filtration theory (CFT), microbes are considered to irreversibly attach to the 
solid phase and the rate of attachment is related to the probability of a collision with the collector 
surface, which is derived mechanistically from a sphere and shell model [Happel, 1958] and 
modified by a collision efficiency α, defined as the probability of the particle being captured 
[Yao et al., 1971; Rajagopalan and Tien, 1976; Logan et al., 1995]. This approach has proven 
successful under conditions favorable for microbial attachment, however, CFT deviates from 
observations in many situations of environmental relevance where an energy barrier to microbial 
attachment exists due to low ionic strength in the liquid phase or heterogeneity in surface charges 
[Johnson et al., 2007a; Tufenkji and Elimelech, 2005]. Recent evidence from micromodel studies 
using particle-tracking numerical models or direct visualization of microsphere surrogates show 
that under unfavorable electrostatic attachment conditions, particle-collector attachment 
mechanisms include wedging in grain-to-grain contact points [Johnson et al., 2007b; Li et al., 
2006], capture by surface asperities [Yoon et al., 2006], trapping in hydrodynamic dead zones [Li 
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et al., 2010], and weak surface attachment in a secondary energy minima [Tufenkji and 
Elimelech, 2005; Redman et al., 2004]. Few experiments to date have focused on determining 
whether these attachment mechanisms are applicable to bacterial transport under field-like 
conditions. 
Attachment rates for bacteria have been inferred under various conditions from aquifer-
scale forced gradient and natural gradient tracer tests [Harvey et al., 1989; Bales et al., 1997; 
Knappett et al., 2011] or centimeter-scale column experiments [Harvey et al., 1993; Litton and 
Olson, 1993; Fitzpatrick and Spielman, 1973] using stained bacteria or latex microspheres with 
size and surface properties that are similar to bacteria. Recent reviews have focused on the 
apparent discrepancy between rates of bacterial transport measured in laboratory columns versus 
field transport experiments, generally manifested as an apparent decrease in measured 
attachment rates with increasing scale of the experiment [Foppen and Schijven, 2006; Dong et al., 
2006; Pang et al., 2008; Scheibe et al., 2011]. One proposed explanation is that there is a 
subpopulation of less adhesive bacteria that are not easily detected at the scale of a typical 
column experiment [Bolster et al., 2000]. The transport of bacteria, and other colloidal-sized 
particles, with sub-populations has been modeled using a modification of CFT incorporating two 
independent values for the collision efficiency [Simoni et al., 1998; Foppen et al., 2007a], a 
bimodal distribution [Tufenkji and Elimelech, 2004], and various other probability distributions 
[Brown and Abramson, 2006; Abramson and Brown, 2007]. One of the major shortcomings of 
using CFT under unfavorable attachment conditions is the failure to account for bacterial 
detachment and re-entrainment into the liquid phase [Johnson et al., 2007a; Tufenkji, 2007]. To 
account for subsequent detachment, dual deposition kinetic models assume separate modes of 
bacteria-surface interaction with unique attachment and detachment rates to account for 
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electrostatic attachment independently from other processes such as straining in dead-end pore 
spaces [Bradford et al., 2005; Foppen et al., 2007b], trapping at grain-to-grain contacts [Yoon et 
al., 2006; Basha and Culligan, 2010], or hydrodynamic retention in flow stagnation zones 
[Johnson et al., 2007b]. 
In a dual-deposition mode kinetic model, the advection-dispersion equation, simplified to 
one dimension, for a saturated, homogeneous porous medium with two adsorption sites is 
expressed as (Schijven et al., 2002): 
 !"!" + !!! !!!!" + !!! !!!!" = 𝐷 !!!!"! − 𝑢 !"!" − 𝜇!𝑐 − 𝜇! !!! 𝑠! − 𝜇! !!! 𝑠! (1) 
where c is the mass concentration of bacteria in the liquid phase, sr is the reversibly 
adsorbed solid phase concentration of bacteria (in units of mass of particles per mass of solid 
phase), si is the irreversibly adsorbed solid phase concentration, t is time, ρb is the bulk density of 
the solid phase, θ is the porosity of the medium, D is the hydrodynamic dispersion coefficient, u 
is the pore (or interstitial) velocity, z is distance from the inlet, µc is the decay (or die-off) rate for 
the liquid phase bacteria, and µr and µi are decay rates for the solid phase reversibly and 
irreversibly attached bacteria, respectively.  
The rates of transfer of bacteria to the solid phase (terms 2 and 3 of Equation	  (1)) can be 
expressed as:  
 !!! !!!!" = 𝑘!𝑐 − !!! 𝑘!𝑠! − 𝜇! !!! 𝑠! (2) 
 !!! !!!!" = 𝑘!𝑐 − 𝜇! !!! 𝑠! (3) 
where ka is the reversible attachment rate, kd is the reversible detachment rate, and ki is 
the irreversible attachment rate. 
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Given the multitude of properties known to influence the rates of bacterial attachment 
and detachment under highly uniform laboratory conditions, relatively few studies have been 
able to determine which of these parameters are most influential in actual field sediments. The 
present study applies treatments to field sediments to examine the effects of sediment layering, 
grain size heterogeneity and geochemical heterogeneity on E. Coli transport in saturated aquifer 
material. The experimental data are fit to a dual-population model with two sites that account for 
reversible and irreversible bacterial attachment. Parameters extracted from the model fitting are 
used to simulate bacterial transport in an aquifer system in order to explore how dual population 
transport might contribute to the observed, widespread microbial contamination of groundwater. 
2.2 Methods 
2.2.1 Collection of sediment cores and drill cuttings 
Intact cores and disturbed sediment samples were obtained while installing several 
monitoring wells in Matlab, Bangladesh (23.37233 N, 90.64438 E) in August 2008. Drilling logs 
indicate a 3 to 6 m-thick silty-clay layer capping a fine gray sand aquifer, which extends to 15-25 
m depth and is tapped by the majority of shallow tubewells in the area that were monitored for E. 
coli and/or microbial pathogens [Ferguson et al., 2012; van Geen et al., 2011]. The site 
stratigraphy, consisting of fine-grained sand units separated by relatively thin clay and silt layers, 
is typical of the estuarine plain of the Meghna River [Khan and Islam, 2008].  
The sediment cores were recovered using the local reverse circulation drilling method. 
Drilling was stopped every 0.9 m (3 ft) and a soil core sampler (AMS, American Falls, Idaho, 
USA) was inserted into the drilling pipe and driven at least 0.3 m (1 ft) past the bottom of the 
hole. The soil was recovered into a 1.9 cm (3/4 in) OD x 30.5 cm (12 in) long, butyrate plastic 
core liner (Forestry Suppliers, Jackson, MS). The sampled cores were capped, stored 
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immediately at 40 C, and frozen within 24 hours for return to the Columbia University 
laboratories in the United States. At regular depth intervals, aquifer sediment was also recovered 
from the cuttings produced during drilling. The drill cuttings were collected in a bucket, which 
was then poured onto the ground to drain excess water. The remaining wet material was sealed in 
a zip-lock bag and stored under ambient conditions, also for return to the Columbia University 
laboratories. 
2.2.2 Sediment treatments 
The aquifer sediments used in the experiments included the sediment cores recovered 
from the field site that were frozen and returned to the laboratory for testing (referred to as SC), 
dried drill cuttings (referred to as DC, or DCE for extended duration experiments), and washed 
drill cuttings (referred to as WC). Upon return to the laboratory, all drill cuttings were dried at 
100 C for 12 hours. Washed cuttings were then further prepared by soaking sediment in 12N HCl 
for 24 hours, rinsing with DI water until the pH was circumneutral, and then re-drying at 100 0C 
for 12 hours. Prior to each experiment, the frozen cores were thawed for 12 hours at 4 0C, then 
12 hours at room temperature.  
The grain size distributions of the sediments used for the column experiments were 
obtained by grain-size analyses following the ASTM D 422 protocols described by Liu and Evett 
[2003].  Sediment sources and depth are summarized in Table 1, along with the values for 
average grain size ,D50; the grain diameter for the smallest 10% of particle mass, D10; and the 
coefficient of uniformity, Ui. The grain size distributions for the intact sediment cores were 
obtained in the same manner after the sections were dried at the end of each column experiment. 
X-ray images (Figure 1) of two cored sediments were obtained with a Dynarad 150 (JCF 
Engineering, Inc., CO) using an exposure time of 30 seconds at 60 KV and 5 mA. 
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DC 15.2 dried, repacked 0.169 0.090 2.07 
DCE/1 15.2 - 18.3 dried, repacked 0.183 0.130 1.52 
DCE/2 7.6 - 10.6 dried, repacked 0.118 0.070 1.97 
WC 15.2 acid-washed, 
repacked 
0.179 0.127 1.53 
SC-3.5-1 9.1 frozen, thawed 0.093   
SC-3.5-2 4.6 frozen, thawed 0.162 0.079 2.27 
SC-3.5-3 9.1 frozen, thawed 0.103 0.066 1.60 
SC-3.5-4 4.6 frozen, thawed 0.297 0.104 3.21 
SC-20-5 7.6 frozen, thawed 0.085   
SC-20-6 9.1 frozen, thawed 0.159 0.075 2.32 
 
2.2.3 Preparation of test solutions 
Artificial groundwater (AGW) was made at ionic strengths of 3.5 mM and 20 mM with 
KCl and was designed to encompass the range of ionic strength observed in ponds contaminated 
with fecal bacteria, which are believed to be a source of aquifer contamination [Knappett et al., 
2012], at the field site in Bangladesh where the cores where collected. Specifically, an ionic 
strength of 3.5 mM is approximately representative of pond conditions during the monsoon 
season, whereas higher ionic strengths of approximately 20 mM are observed during the dry 
season [van Geen et al., 2011]. Contaminated AGW consisted of a KCl solution amended with 
20 mg L-1 of bromide (as KBr) to act as an inorganic tracer. The KCl concentration for 
contaminated AGW was adjusted to compensate for the bromide addition so that the solution 
electrical conductivity was within +/-20 µS / cm of the clean AGW. Contaminated AGW also 
contained non-toxigenic, nalidixic acid-resistant E. coli (ATCC 700609, strain CN13) at 
approximate concentrations of 106 CFU / mL.  This strain of E. coli is rod-shaped and 
approximately 1 µm long by 0.25 µm in diameter. Bacteria for each laboratory column 
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experiment were cultured from 100 µL of frozen stock in 5 mL of Luria Broth with nalidixic acid 
for 12 hours at 37 C. Cultured bacteria were then washed three times in AGW solution and re-
suspended in AGW 8 hours prior to the start of a test. 
2.2.4 Preparation of columns 
All column experiments were performed in the butyrate plastic core liners (Forestry 
Suppliers, Jackson, MS) that were used to collect the sediment cores.  The SC experiments used 
columns that ranged from 9 – 12 cm in length; all others used 11 – 12 cm columns.  Custom 
Teflon end caps were made for the column experiments and a fine stainless steel mesh screen 
was placed at each end of the column. For the SC experiments, a 12 cm long section of the 35 cm 
core obtained from the field that was free of visible void spaces and air bubbles was selected for 
testing. For the DC and WC experiments, the columns were packed dry with either the dried drill 
cuttings or the washed and re-dried drill cuttings. Columns were vibrated and tamped every 2 cm 
and then saturated slowly from the bottom upwards using the clean AGW. 
2.2.5 Column test protocol 
All column experiments were conducted under downward flow at a constant Darcy 
velocity between 2.9 and 3.6 m/day that was maintained with a peristaltic pump (Gilson 
MiniPuls, Middleton, WI). The test protocol consisted of an initial purge with approximately 10 
pore volumes (PV) of the clean AGW, followed by a 15 PV injection of contaminated AGW, 
then a further 10 PV injection of the clean AGW. In order to assess possible changes that 
occurred in the retained particle concentrations with time, extended duration column experiments 
were performed using a similar protocol except that the final purge using clean solution was 
increased up to 180 PV. Column effluent samples were collected with a fraction collector (LKB-
Bromma, Sweden). Samples of the clean and contaminated AGW were also taken before and 
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after each experiment. A total of 20 column experiments were performed, comprising duplicate 
experiments with dried drill cuttings (DC) and washed drill cuttings (WC) at two ionic strengths, 
two triplicate extended duration experiments, and six individual experiments with intact 
sediment cores. 
2.2.6 E. coli and bromide determinations 
Immediately following a column experiment, the collected effluent samples were 
analyzed for E. coli using the IDEXX Quanti-Tray 2000 method using Colilert media according 
to the manufacturer’s protocols (IDEXX, Westbrook, ME).  Samples were mixed with deionized 
water to obtain appropriate dilutions. The number of positive total coliform and positive E. coli 
wells were counted visually and converted to a most probable number (MPN) estimate in CFU / 
100 mL.  Bromide tracer concentrations were measured by ion chromatography and normalized 
concentrations were modeled using CXT-FIT/Excel v. 2.0 [Toride et al., 1995] to obtain 
estimates of the pore velocity and the longitudinal dispersivity. 
2.2.7 Extraction of retained bacteria 
Profiles of retained bacteria were determined at 1.5 cm increments for each column at the 
end of each experiment. The columns were split lengthwise using a sterile knife and 1.5 cm 
sections were removed using a sterile spatula. 20 mL of sterile deionized water was added to the 
sediment extracted from each column section, which was then vortexed for 5 seconds and placed 
on an orbital shaker at 37 C for 30 minutes. Aliquots of the supernatant were then immediately 
analyzed in the same manner as the column effluent samples. The sediment from the SC 
experiments was also dried, weighed, and then analyzed for grain size distribution. 
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2.2.8 E. coli decay experiment 
The decay rate of E. coli was measured in microcosm experiments over a period of 12 
days. 5 g of dried drill cuttings was mixed with 10 mL of 3.5 mM artificial groundwater with a 
known concentration of E. coli in 15 mL polypropylene test tubes. The tubes were inverted 
several times, placed on an orbital shaker and gently shaken for 30 minutes. The excess 
supernatant was removed and analyzed for E. coli to determine initial attached and planktonic 
concentrations. The tubes were then kept in the dark at room temperature (70 °F) without 
shaking. A total of 15 tubes were prepared in this manner, providing for 5 groups of triplicate 
samples. 
On days 1, 2, 4, and 7, one group of tubes was sacrificed to measure attached bacteria and 
the other remaining tubes were analyzed for planktonic bacteria. An additional group of control 
tubes containing only artificial groundwater and E. coli was used to measure liquid phase 
bacterial decay rate. The methods for determining E. coli concentrations were identical to those 
used in the column experiments. 
Any observed difference in the measured liquid-only versus the measured liquid-plus-
sediment rate of decrease in concentration can be interpreted in two ways: (i) the liquid decay 
rate increased due to interaction between the bacteria and the sediment; or (ii) the increased 
decay rate is due to attachment of bacteria to the solid phase. In calculating the solid phase 
concentrations, the second explanation was assumed and the solid phase bacteria concentration 
was corrected for subsequent attachment of bacteria from the liquid phase. The correction was 
made by reducing the number of bacteria estimated to have been extracted from the sediment by 
the number of bacteria that disappeared from the liquid phase at each time step, after accounting 
for the bacteria that decayed in the liquid phase (based on the average decay rate from the liquid-
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only control tubes). Therefore, the corrected number of bacteria attached to the solid phase is 
given by 
 𝑁!"##$!%$& = 𝑁!"#$%&#!' − 𝑉! 𝑐(!) − 𝑐 !!! − !(!)!!(!!!)! 1 − 10!!!!!!!!!  (4) 
where N is the number of bacteria, Vl is the liquid volume in the tube, cl is the liquid 
concentration measured in the tube, Δt is the elapsed time between measurements, m is the total 
number of measurements, and µc is the liquid decay rate measured for the liquid only control 
tubes.  
First order decay rates were determined by fitting to the following equation: 
   𝑐 = 𝑐! ∙ 10!!!! (5) 
where c is the bacteria concentration at time t, c0 is the initial concentration at the 
beginning of the experiment, and µc is the liquid phase decay rate, expressed in units of log10 per 
day. 
2.2.9 Numerical modeling 
In order to simplify the units of the transport equations for numerical modeling, a non-
dimensionalization scheme similar to that of Basha and Culligan [2010] was invoked by 
introducing the following dimensionless groups: 
 𝐶 = !!!   ,      𝑆 = !!! !!!   ,      𝑍 = !!     ,      𝑇 = !! 𝑡  ,        𝑣 = !!"   ,        𝐾 = !! 𝑘  ,      𝑀 = !! 𝜇       (6) 
The non-dimensionized advection-dispersion equation becomes  
 
!"!" + !!!!" + !!!!" = 𝑣 !!!!!! − !"!" − 𝑀𝑐𝐶 − 𝑀𝑟𝑆𝑟 − 𝑀𝑖𝑆𝑖 (7) 
and the attachment rates (Equations (2)	  and	  (3))	  are	  transformed	  as	  follows:	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!!!!" = 𝐾𝑎𝐶 − 𝐾𝑑𝑆𝑟 − 𝑀𝑟𝑆𝑟 (8) 
 
!!!!" = 𝐾𝑖𝐶 − 𝑀𝑖𝑆𝑖 (9) 
Equations (7)	  –	  (9)	  were	  solved	  simultaneously	  using	  a	  finite	  difference	  algorithm	  that	  is	  centered	  in	  time	  and	  space.	  The	  finite	  difference	  model	  was	  developed	  using	  Matlab	  software	  version	  R2010b	  (Mathworks,	  Inc.,	  Natick,	  MA)	  and	  included	  a	  function	  for	  importing	  observed	  column	  test	  data	  for	  comparison	  to	  model	  values.	  Fitting	  of	  model	  parameter	  values	  to	  the	  observed	  experimental	  data	  was	  done	  using	  the	  Matlab	  fmincon	  built-­‐in	  optimization	  routine	  with	  a	  weighted	  least	  squares	  objective	  function.	  Since	  the	  objective	  function	  included	  both	  temporally	  and	  spatially	  varying	  datasets,	  weights	  were	  applied	  to	  each	  data	  point	  such	  that	  the	  observed	  value	  was	  divided	  by	  the	  product	  of	  the	  variance	  and	  the	  number	  of	  data	  points	  within	  the	  dataset	  [Simunek	  and	  Hopmans,	  2002].	  The	  adjusted	  R2	  statistic	  was	  computed	  to	  compare	  goodness	  of	  fit	  between	  different	  experiments	  and	  Akaike’s	  Information	  Criterion	  (AIC)	  was	  computed	  to	  compare	  models	  with	  different	  numbers	  of	  fitting	  parameters	  [Akaike,	  1974].	  
2.2.10 Parameter estimation 
Applying equations 7 – 9 for two populations would require fitting 9 rate parameters in 
addition to the proportion of the second population, w. In order to reduce the number of fitting 
parameters, the decay rates (µc, µr and µi) were measured independently in the above described 
microcosm experiments and assumed to be constant while the reversible attachment and 
detachment rates were assumed to be the same for both populations (ka(1)=ka(2) and kd(1)=kd(2)) 
[Basha and Culligan, 2010].  
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To determine if the experimental results could be modeled with simplified versions of 
Equation 7, the column data were fit in stages. First, a single forward attachment rate model—
analogous to CFT–was used to fit the experimental data, then data were fit with a single 
population dual deposition mode (reversible/irreversible) model, and finally the two-population 
dual deposition model was used. The experimental data were also used to evaluate a single-
population, two-reversible-sites model (sometimes referred to as a ‘fast/slow’ reversible 
attachment model), in which Equation 9 is modified by adding independent reversible 
attachment and detachment rates. However, the fast/slow model did not result in an improvement 
over the two-population model for any of the experimental conditions investigated during this 
study and thus results from this model are not presented here. 
In most experiments, a small peak in breakthrough concentration was observed within the 
first pore volume following the switch from contaminated AGW back to clean AGW. These 
observed peaks are not included in the figures presented in this paper, nor were they considered 
in the model fits. To further investigate these peaks, an experiment (data not shown) was 
performed in which the valve was switched between the contaminated solution and another tube 
immersed in, and primed with, the exact same solution to determine whether the peak was 
caused by a pressure pulse induced by the switching process. Later, the valve was switched back 
to the original line, which was now immersed in the clean solution. A peak was observed only 
during the switch back to clean AGW, indicating that small differences in ionic strength, or the 
presence or absence of the bromide anion, are the cause of the peaks. 
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2.3 Results 
2.3.1 Sediment cores 
The intact sediment cores had average grain diameters (D50) that ranged from 0.085 mm 
to as high as 0.297 mm (Table 1) and all had uniformity coefficients less than 3, except for SC-
3.5-4 (Ui = 3.21). In the X-ray images, Core SC-3.5-3 (Figure 1a) contained bands of fine-
grained sediment, which appear lighter in the images, separated by narrower bands of coarser 
material (SC refers to sediment core, 3.5 to the ionic strength, and 3 to the replicate). Core SC-
3.5-3 was obtained from a depth of 9.1 m and had an average grain size of 0.103 mm. X-ray 
images of Core SC-3.5-4 (Figure 1b) indicated the presence of bands of finer material between a 
depth of 3 – 4 cm from the inlet. Of the two cores with X-ray images, SC-3.5-4 had more 
prominent lighter-colored layers of fine material, which helps explain the larger coefficient of 




Figure 2.1 X-ray images of cores SC-3.5-3 (a) and SC-3.5-4 (b) shown alongside profiles of average 
grain size (light grey diamonds) and percent fine material (mass basis) with D50 < 0.063 mm (dark 
circles). 
 
A total of 4 SC columns were tested at an ionic strength of 3.5 mM while 2 were tested at 
20 mM.  The porosities of the SC columns were between 0.36 and 0.43 and the longitudinal 
dispersivities were 0.261 to 0.516 cm (Table 2).  The normalized breakthrough concentrations 
for SC-3.5-2 and SC-3.5-4 (Figure 2) were highest in this series (C = 0.02 rising to 0.04 and 0.06, 
respectively). It should be noted that the relative error of the MPN estimate is highest at both the 
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low and high end of the analytical range; therefore, depending on the dilution factor used, error 
bars from certain experiments appear larger or smaller than others. The grain size profiles 
indicate that these two columns had higher average grain diameters and lower percentages of fine 
material than the other two experiments in this series. Cores SC-3.5-1 and SC-3.5-3 had very low 
normalized breakthrough concentrations, beginning at 0.005 and rising to 0.01. All of the low 
ionic strength cores exhibited some degree of bacterial detachment throughout the duration of the 
experiment. The mass recovery, estimated by integrating the area under the breakthrough and 
retained bacteria curves and dividing by the number of bacteria introduced, was 79 – 94 % for 
experiments SC-3.5-1 through -3, but was lower for SC-3.5-4 (62%). The retained bacteria 
profile of Core SC-3.5-2 has a peak near the outlet and the grain size data shows a small decrease 
in average diameter in the same region. Core SC-3.5-3 has a peak near the dimensionless depth 
of 0.3 that does not appear to coincide with any change in the grain size profile or any noticeable 
changes in the X-ray image (Figure 1).  
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Figure 2.2 Breakthrough curves and retained bacteria profiles for the 6 experiments with preserved 
sediment cores. Columns (a) and (b) each contain the results from two experiments conducted with 
3.5 mM ionic strength solution, followed below by the retained concentration profiles, the average 
grain size, and the percent (mass basis) of fine material with D50 < 0.063 mm. Column (c) contains 
the high ionic strength (20 mM) experiments. Error bars represent the upper and lower 95% 
confidence interval. 
 
SC-20-5 had essentially no breakthrough and no subsequent detachment, whereas SC-20-
6 had a normalized concentration of 0.04 increasing to 0.07 and remaining above 0.01 following 
the switch back to a non-contaminated inlet solution. Both of these columns had 
hyperexponential retained bacteria profiles, yet both also had high levels of fine material (20-
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25%) in the first 25% of their length, followed by a decrease in fines in through the rest of the 
core, which might have contributed to the higher concentrations observed in the first section.  
 
Table 2.2 Porosity (θ) and longitudinal dispersivity (λL) determined from bromide tracer 





DC-3.5a Drill cuttings 
 
0.39 0.03 0.326 0.425 0.76 
DC-3.5b 0.41 0.00 0.663 0.000 0.85 
DC-20a 0.37 0.01 0.328 0.124 0.95 
DC-20b 0.35 0.03 0.433 0.475 0.87 
WC-3.5a Washed drill 
cuttings 
0.42 0.02 0.158 0.171 0.98 
WC-3.5b 0.45 0.03 0.237 0.257 0.87 
WC-20a 0.40 0.01 0.190 0.119 0.96 
WC-20b 0.39 0.03 0.194 0.158 0.97 
SC-3.5-1 Sediment cores 0.42 0.11 0.516 1.438 0.91 
SC-3.5-2 0.36 0.02 0.267 0.188 0.95 
SC-3.5-3 0.41 0.01 0.261 0.074 0.96 
SC-3.5-4 0.43 0.02 0.264 0.229 0.93 
SC-20-5 0.41 0.03 0.470 0.172 0.98 
SC-20-6 0.37 0.03 0.269 0.315 0.90 
DCE-3.5a Drill cuttings  0.40 0.03 0.257 0.238 0.93 
DCE-3.5a 0.36 0.01 0.127 0.161 0.99 
 
 
The single population model was sufficient to fit all of the low ionic strength 
experimental results, except for SC-3.5-4, for which the AIC decreased slightly with the addition 
of a small (14%) population of bacteria with a lower irreversible attachment rate (Table 3). SC-
3.5-4 had the largest average grain size (D50 = 0.297 mm) of all the column experiments and had 
less than 5% fine material throughout.  The low ionic strength sediment cores had reversible 
attachment rates as low as 2.64 hr-1 for SC-3.5-4 and as high as 9.18 hr -1 for SC-3.5-3. The 
detachment rates were between 0.17 and 0.94 hr-1. The irreversible attachment rates were higher 
than the reversible rates, ranging between 5.70 and 13.14 hr -1 for the single population fits (SC-
3.5-1 to -3) and up to the maximum value of 60 hr -1 allowed by the software for the first 
population in SC-3.5-4. The two high ionic strength cores (SC-20-5 and SC-20-6) had very 
different reversible attachment rates (18.12 vs 2.64 hr -1) but similar detachment rates, and both 
had a high irreversible attachment rate (for the first population in the case of SC-20-6). SC-20-6 
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had a better fit with the two-population model (AIC reduced from -71.5 to -32.8), but this may 
have been influenced by the sudden transition in the amount of fine material within the first two 
columns sections, which decreased from 20 to 5% over the normalized length of 0.25 from the 
inlet. 
 
Table 2.3 Fitted parameters for one-population and two-population models 























DC-3.5a 93 6.84 0.17 2.58 0.75 -33.8 6.84 0.17 2.58  0.00 0.75 -33.8 
DC-3.5b 112 3.48 1.07 4.20 0.96 -48.1 2.88 0.59 7.98 0.00 0.24 0.97 -58.8 
DC-20a 103 4.56 0.21 7.80 0.93 -61.2 4.56 0.21 7.80  0.00 0.93 -61.2 
DC-20b 79 3.66 0.30 11.46 0.86 -65.4 3.66 0.30 11.46  0.00 0.86 -65.4 
WC-3.5a b 93 0.00 0.00 1.98 0.58 45.4 0.00 0.00 33.12 0.30 0.41 0.93 1.4 
WC-3.5b 97 0.00 0.00 1.26 0.66 39.8 0.00 0.00 24.66 0.48 0.22 0.95 -6.8 
WC-20a 67 6.18 0.24 9.06 0.43 -50.0 6.18 0.24 9.06  0.00 0.43 -50.0 
WC-20b 69 5.88 0.14 7.62 0.73 -65.7 5.88 0.14 7.62  0.00 0.73 -65.7 
SC-3.5-1 92 8.52 0.25 13.14 0.96 -158.2 8.52 0.25 13.14  0.00 0.96 -158.2 
SC-3.5-2 79 4.26 0.17 6.96 0.67 -46.6 4.26 0.17 6.96  0.00 0.69 -47.7 
SC-3.5-3 94 9.18 0.89 11.70 0.50 -79.8 9.18 0.89 11.70  0.07 0.50 -79.8 
SC-3.5-4 62 2.64 1.19 5.70 0.72 -22.3 2.46 0.94 60.00 5.16 0.14 0.77 -27.0 
SC-20-5 48 18.12 0.38 42.54 0.83 -204.9 17.82 0.40 42.96  0.00 0.83 -209.8 
SC-20-6 58 2.64 0.50 7.86 0.72 -32.8 2.64 0.41 60.00 5.16 0.52 0.95 -71.5 
DCE-3.5-1a 93 0.00 0.00 2.10 0.86 14.0 0.00 0.00 19.26 1.44 0.14 0.94 -6.7 
DCE-3.5-1b 90 0.54 0.59 3.36 0.92 -27.1 0.60 0.24 7.80 0.00 0.66 0.96 -51.5 
DCE-3.5-1c 80 1.44 0.14 2.76 0.88 -55.4 2.10 0.06 5.46 0.00 0.38 0.92 -70.1 
DCE-3.5-2a 62 2.40 1.33 5.46 0.74 -6.9 2.40 1.32 5.46  0.00 0.74 -6.9 
DCE-3.5-2b 54 2.94 0.10 2.82 0.78 -28.2 6.00 0.12 60.00 0.00 0.09 0.87 -42.5 
DCE-3.5-2c 71 4.98 0.08 1.68 0.97 -96.7 5.28 0.06 2.34 0.00 0.37 0.98 -97.9 
 
aColumns are coded as follows: DC=drill cuttings, WC=washed drill cuttings, SC=sediment core. DCE were 
extended duration experiments using drill cuttings in which replicate columns were stopped at different times. The 
number following the dash is the ionic strength (3.5 or 20 mM).  
bRows that appear shaded signify experiments in which the two-population model was favored, based on a 




2.3.2 Repacked drill cuttings 
The unwashed drill cuttings, DC, were obtained from a depth of 15.2 m and had an 
average grain size of 0.169 mm and uniformity coefficients of less than 3 (Table 1). The grain 
size of the washed cuttings, WC, was slightly higher at 0.179 mm. The DC columns had 
porosities between 0.35 and 0.41 and longitudinal dispersivities between 0.326 and 0.663 cm.  
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The low ionic strength experiments (3.5 mM) begin with an initial normalized 
breakthrough concentration of approximately 0.05 and 0.10 (Figure 3a, circles); then normalized 
concentrations rose to 0.10 and 0.25 for columns DC-3.5a and DC-3.5b, respectively. 
Detachment of bacteria continued following the switch back to clean groundwater with 
normalized concentrations remaining at 0.10 for both columns for the rest of the experiment. The 
high ionic strength experiments (Figure 3a, triangles) had a relatively flat breakthrough of 0.05 
and very little detachment following the switch back to clean solution. The total mass recovery 
for bacteria, determined by integrating the area under the observed breakthrough and retained 
curves was between 79 and 112% for the unwashed cuttings.  
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Figure 2.3 Breakthrough curves (top panels) and retained bacteria concentrations (separated into two 
lower panels for clarity) for unwashed drill cuttings (a) and washed drill cuttings (b). Each breakthrough 
curve (panels a and b) contains the results of four experiments: two replicates conducted at two ionic 
strengths. Error bars represent the upper and lower 95% confidence interval. 
 
The modeling of the DC experiments did not improve from applying the two-population 
model; therefore, the one population model fit is shown in Figure 4. The reversible attachment 
rates for high and low ionic strength were between 3.48 to 6.84 hr-1. The detachment rates were 
between 0.17 and 1.07 hr-1. The irreversible attachment rates were 2.58 and 4.20 hr-1 for the 
3.5mM and 7.8 and 11.46 hr -1 for the 20 mM experiments, respectively.  
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WC experiments conducted at low ionic strength had normalized breakthrough 
concentrations between 0.5 and 0.8 (Figure 3b, circles), which did not increase over the 
contamination phase of the experiment. The high ionic strength experiments had very little 
breakthrough initially (Figure 3b, triangles) and then increased slightly to 0.03 by the end of the 
experiment. Detachment was negligible for washed cuttings at both ionic strengths. Mass 
recovery was 93-97% for the low ionic strength experiments and 67-69% for the high ionic 
strength experiments.  
The results from WC experiments at low ionic strength were fit poorly with the one-
population model (adjusted R2 = 0.60 and 0.67) due to the hyperexponential shape of the retained 
particle profiles. Adding a second population resulted in an improved fit (AIC reduced by 44 and 
46, respectively). In this model, the reversible attachment and detachment rates were zero and 
the main population had high irreversible attachment rates of 33.12 and 24.66 hr-1 while a minor 
population (30 and 48%) had very low irreversible attachment rates of 0.41 and 0.22 hr-1. This 
model was able to fit the steep decrease in retained bacteria close to the column inlet. The high 
ionic strength washed cuttings were fit poorly due to the dual peaks in retained bacteria observed 
at both the inlet and midway through the column. None of the models described in this paper 
could fit these secondary peaks. 
2.3.3 Extended duration experiments with repacked drill cuttings 
The drill cuttings used in the extended duration experiments DCE-1 and DCE-2 were 
taken from depths of 15.2 – 18.3 m and 7.6 – 10.6 m, respectively, and both have uniformity 
coefficients below 3 (Table 1). DCE-1 cuttings had a grain size of 0.183 mm, while the DCE-2 
cuttings had a smaller average grain size of 0.118 mm. Each test series consisted of three 
individual packed columns run simultaneously but stopped at different times. 
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Figure 2.4 Breakthrough curves and retained bacteria profiles for the two extended duration column 
experiments conducted at 3.5 mM ionic strength. In each experiment, three identical columns with the 
same initial 260-minute input pulse of bacteria were stopped at different times and the retained bacteria 
were extracted (bottom panels). The solid line depicts the predictions of the model that was fit to the 
longest duration column experiment. Error bars represent the upper and lower 95% confidence interval. 
 
Experiments DCE-3.5-1 a to c (Figure 4a) had the highest normalized breakthrough 
concentrations of any unwashed drill cuttings tested, rising from approximately 0.3 to 0.4 over 
the course of the contamination phase. The column experiments in this series were terminated 
after 610, 2035, and 4122 minutes, respectively. Normalized effluent concentrations in these 
experiments exceeded 0.03 for over 500 minutes after the switch back to clean AGW and did not 
fall below the detection limit for the duration of the experiment. In each of these experiments the 
two-population model was preferred, based on the reduction in the AIC (Table 3). The fitted 
reversible attachment and detachment rates were zero for the column that was stopped 
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immediately after switching to clean solution (DCE-3.5-1a). As in other experiments that were 
fit with the two-population model, the DCE-3.5-1 series had a second population with a very 
small irreversible attachment rate, as compared to the primary population. 
Experiments DCE-3.5-2 a to c had a lower normalized breakthrough concentration 
compared to the DCE-3.5-1 series, rising from 0.1 to 0.2, with significant detachment also 
occurring after the switch back to clean solution. These columns were stopped after 505, 1280 
and 3360 minutes, respectively. The retained particle profiles of experiments DCE-3.5-2 a and b 
were more difficult to fit (adjusted R2=0.75 and 0.88) due to secondary peaks between 
dimensionless depths of 0.6 and 0.8. However, the longest experiment did not exhibit this 
phenomenon and was fit well by the single-population model (adjusted R2 = 0.98). Only one 
experiment in the DCE-3.5-2 series required a second population to obtain reasonable agreement 
between the modeled and observed results (DCE-3.5-2b). 
2.3.4 Decay experiment 
Concentrations of E. coli in three controls containing liquid without sediment remained 
steady or increased slightly in concentration over the first 2 days of the experiment before 
beginning a slow decrease from an average of 6.7 X 104 at day 1 to 4.3 X 104 CFU / 100 mL at 




Figure 2.5 Liquid phase E. coli concentrations during a 7-day incubation at room temperature in tubes 
containing pure artificial groundwater (a) and in tubes with sediment added (b). 
 
In samples with sediment and water, the concentration of E. coli in the aqueous phase 
increased in concentration from day 0 to day 1 by an average of 48% (Figure 5b). This initial 
increase in concentration was not observed in the liquid-only controls and was attributed to the 
detachment of particles that were hydrodynamically retained following the 30-minute agitation 
phase of the experiment. After the day 1 observations, the concentration of E. coli decreased in 
an approximately log-linear fashion consistent with first order decay. The average correction 
made due to attachment of bacteria after the test began was between 2 and 12% of the overall 
solid phase concentration, with the exception of tube 2C, which had a much lower number of 
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extracted bacteria than any other tube and was determined to be an outlier. Solid phase 
concentrations of E. coli (Figure 6) varied between 2.3 to 3.6 X 105 CFU / mL, with the 
exception of the outlier (tube 2C). A linear regression on the logarithm of the corrected solid 
phase concentrations results in a solid phase decay rate of 0.031 log10 / day. 
 
Figure 2.6 Solid phase E. coli concentrations of individual sediment tubes versus time spent stored in the 
dark at room temperature in 3.5 mM simulated groundwater. Concentrations were corrected for 
subsequent reattachment (2 – 12% total correction). Circles represent individual data points (3 per time 
interval, some points overlap) and the solid line is the average for each series. 
 
2.3.5 Trends in fitted parameters 
Trends in the fitted parameters using the single population model for the low ionic 
strength experiments with unwashed sediments are shown in Figure 7 as a function of average 
grain diameter, D50. The high ionic strength columns are excluded here because very little 
breakthrough was observed for most of these experiments, which means these conditions are 
unlikely to be important in understanding long-distance transport of bacteria in aquifers. The 
single irreversible rate model is equivalent to classical CFT and is a useful measure of the 
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average breakthrough concentration for each experiment. The reversible and irreversible 
attachment rates decrease with increasing grain diameter for both repacked and sediment cores 
alike. In contrast, the detachment rate did not vary systematically with grain size or any other 
physical parameter of the sediment measured during this research work. All of the attachment 
rates (ka, ki, and kCFT) increase with increasing percent fines. The trend is most apparent for kCFT 
(panel h), where a linear increase (R2 = 0.92) is observed for all of the sediment types tested at 
low ionic strength.  
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Figure 2.7 Trends in modeled parameters for column experiments conducted at 3.5 mM ionic strength 
fitted with a single population dual deposition model (panels a,b,c and e,f,g) or a single irreversible 
attachment rate (CFT) model (panels d and h), as a function of average grain diameter (D50) (left hand 
side) or percent fine material (right hand side). The parameters plotted are reversible attachment rate (ka), 
detachment rate (kd), irreversible attachment rate (ki) and a single lumped irreversible attachment rate 
based on the assumptions of colloid filtration theory (kCFT). 
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The relationship between the grain size distribution and the utility of employing a second 
population in modeling the experiment results is examined in Figure 8. An improvement in the 
goodness of fit statistic (adjusted R2) after switching from a single-population to a two-
population model is only observed above a grain size of approximately 0.175 mm. The percent 
fines show an inverse relationship, with increases in the adjusted R2 appearing to increase 
dramatically below 2.5% fines (Figure 8a). 
 
Figure 2.8 Difference in goodness of fit parameter (adjusted R2) between two-population and one-
population models fit to low ionic strength (3.5 mM) column experiments as a function of percent fine 
material (D50 < 0.063 mm) and average grain diameter, D50. The filled in circle (SC-3.5-4), while an 
outlier with respect to grain diameter, fits the overall trend with respect to percent fines. 
 
2.3.6 Transport simulations 
In order to help understand the contribution of vertical transport to the high levels of 
bacterial contamination observed at the field site in Bangladesh where the sediments were 
extracted, several simulations were conducted using the same pore velocity and model 
parameters as the column experiments, but with the transport distance extended to 10 m to 
































represent the typical distance from a fecal contamination source to a tubewell. The simulations 
assume a constant source, such as a contaminated pond or latrine. Very little transport occurs 
using the parameters obtained from column experiments that were fit to a single population dual 
deposition model (Figure 9a and b). Even at the lower range of attachment rates observed, after 
30 days of simulated transport the concentration is reduced by 4 orders of magnitude within the 
first meter of transport below the source. However, when a second population (making up 30% 
of the total) of low irreversibly attaching bacteria is added, concentrations can reach up to 1% of 
the influent level at nearly 10 meters (Figure 9c and d). As the length of the simulation increases, 
the liquid phase concentration profile reaches an asymptote whose slope is defined by the decay 
rate of the bacteria in the liquid phase and in the reversible solid phase attachment sites. 
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Figure 2.9 Simulations of liquid phase bacteria concentrations over a distance of 10m and pore water 
velocity of 0.5 cm / min. Panels (a) and (b) show transport assuming a single-population dual deposition 
model with typical parameter values (panel a: ka=4.8, kd=0.6, ki=5.4 hr-1) and low values (panel b: ka=1.2, 
kd=0.6, ki=2.4 hr-1). Panels (c) and (d) show transport assuming a two-population model with typical 
values (panel c: ka=4.8, kd=0.6 hr-1, 70% of population with ki=5.4 hr-1 and 30% of population with ki=0) 




2.4.1 Effects of grain size and sediment layering 
There was significant variability in the grain sizes and percent fine material across all the 
sediment cores tested. Independent of grain size, the repacked cores (WC and DC) always had 
higher breakthrough concentrations and lower retained concentrations than the intact sediment 
cores (SC). For example, core SC-3.5-4 had the highest overall grain size found in any 
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experiment but still had a normalized breakthrough concentration of only 5%. The fine layering 
in at least two of these intact cores (Figure 1) provides additional evidence that physical 
heterogeneity may be driving the lower overall breakthrough found in intact cores. In the column 
experiments, fluid flow was one dimensional and forced in a perpendicular direction to sediment 
layering; whereas in the field groundwater flow is also lateral and influenced by physical 
heterogeneity [Dong et al., 2002; Mailloux et al., 2003; Bradford et al., 2004; Zheng et al., 2011]. 
Therefore, predicting field transport using one-dimensional sediment columns may obscure the 
contribution of multiple attachment sites and multiple populations on aquifer-scale transport. 
2.4.2 The occurrence of a second population of low-attaching bacteria 
Multiple studies have found it necessary to include two bacterial populations in order to 
simultaneously fit both breakthrough and retained profiles [Simoni et al., 1998; Yoon et al., 2006; 
Foppen et al., 2007a] and the rates determined are generally in agreement with the current study 
when obtained under similar conditions. In experiments using glass beads with E. coli, 
breakthrough and retained profiles could be fit by two populations; the first population (making 
up between 50 and 70% of the total) had attachment rates between 102 and 227 hr-1 and the 
second, low-attaching population, had much lower rates between 0.6 and 10 hr-1 [Foppen et al., 
2007a]. Similarly, the washed sediment experiments (WC) were best fit by a higher attaching 
population with rates between 24 and 33 hr-1 and a second population (between 14 and 60% of 
the total) with low attachment rates between 0.3 and 0.48 hr-1. In a separate study, Foppen et al. 
[2007b] used a dual deposition mode approach for E. coli attachment with deionized water in 
washed quartz sand to fit profiles for strained and adsorbed bacteria separately, finding a 
reversible attachment rate between 3 and 22 hr-1 and an irreversible rate between 25 and 350 hr-1. 
Tong and coworkers applied a random-walk particle tracking model to transport of an adhesion-
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deficient bacterial strain in soda-lime glass beads, finding attachment rates between 0.2 and 1.6 
hr-1 and detachment rates between 0.05 and 0.25 hr-1 [Tong et al., 2005]. These rates are 
comparable to all of the low-ionic strength experiments in the current study, where the average 
detachment rate was 0.5 hr-1. Interestingly, Tong et al. also reported peaks in retained bacteria 
toward the middle or end of the column that could not be fit by their model, which is similar to 
the phenomenon observed in the DCE-2 extended duration experiments (Figure 6). By 
manipulating the parameters in the finite difference model used in the current study, it was 
possible to produce simulations in which a short-lived retained concentration peak moved from 
the inlet to the outlet of a column but the parameter estimation routines could not fit such peaks 
in the experimental data. 
Some important simplifying assumptions about rate parameters and population 
distribution were made in order to fit the experimental results of the current study. The decision 
to fit a second population with reversible attachment and detachment rates that are fixed to the 
first population rates allowed the elimination of two fitting parameters. This approach was 
motivated by the need to fit the hyperexponential retained bacteria profiles (Figures 2 – 4), which 
could be reproduced by varying the irreversible attachment rates since most of the retained 
bacteria in the column at the end of the experiment are irreversibly attached. While other studies 
have employed dual deposition kinetic attachment rates, one of which is often attributed to 
straining [Foppen 2007b, Bradford 2005], these have been conducted in very clean sand with 
negligible detachment rates. The unwashed sediments of the present study, most notably the 
intact cores, all exhibited some degree of detachment behavior as evidenced by the rising 
plateaus in the loading phase (Figures 2 – 3) and the long tails in the de-loading phase (Figure 4). 
The extended tails in log-transformed virus breakthrough curves have been used to extract two 
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separate detachment rates [Schijven et. al 2002] but this was not attempted in the present study 
because relatively few experiments of sufficient duration were carried out.  
Finally, it should be noted that others have successfully applied continuous distributions 
to account for variations in irreversible attachment rates using the CFT model, to include an α 
distribution [Abramson and Brown, 2007], log-normal distribution [Tong and Johnson, 2007] 
and a power-law relationship [Lutterodt et al., 2011]. While these approaches may more closely 
represent the natural variability in bacteria properties [Bolster et al., 2000], it would not be 
feasible to fit distribution means and shape parameters for each of the three rates needed to fit the 
experimentally results in this study so this was not attempted. 
2.4.3 Conditions conducive to observing population heterogeneity 
The lack of any reversible attachment occurring in the washed sediment indicates that the 
reversible attachment observed in these experiments is related to geochemical heterogeneity. To 
confirm the difference in geochemical makeup of the drill cuttings, the iron content was 
measured by hot extraction with 1.2 M HCl at 80 °C. The unwashed drill cuttings had 8700 ppm 
(mass iron / mass sediment) extractable iron, whereas the washed cuttings had only 800 ppm. 
The washed cuttings and some repacked and intact cores required the model with two 
populations due to their hyperexponential retained particle profiles, providing some evidence that 
the two-population phenomenon is not due to geochemical heterogeneity of attachment sites.  
While the diversity of sediments used in this study was small and inherently limited by 
the diversity present in the drilled samples collected from the aquifer, it is possible with the 
experimental results presented in this paper to begin to constrain the sediment types where the 
two-population behavior is likely to be observed at the scale of these experiments (12 cm). The 
inflection points at which the two-population model is favored were at average grain sizes above 
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0.175 mm and at percent fines below 2.5% (Figure 8). Taken together, these two findings point 
toward sediments with relatively large grain diameter and very little fine material as providing 
conditions most conducive to the observation of two populations, one of which has a reduced 
attachment rate that is more favorable to long-distance transport. 
2.4.4 Implications of the two-population model 
The two-population model and the parameters determined in this study have important 
practical implications for the safety of untreated groundwater from shallow aquifers. First, 
sediments whose fraction of fine material was lower than 3 % were most likely to require the 
two-population approach to fit the data. Percent fines is simple to measure in the field using a 
single sieve and could therefore be useful to local drillers and septic installers in assessing the 
relative risk of different sediment types. Likewise, the electrical conductivity can easily be 
measured relatively inexpensively. The upper dissolved ion concentration tested in this study of 
20 mM KCl produced irreversible attachment rates that were four to five times higher than 
comparable experiments conducted at 3.5 mM. As a result, decreases in ionic strength caused by 
seasonal changes in surface water flux would be expected to result in the release of attached 
bacteria.  
 As the simulations in Figure 9 show, the two-population model has very different 
implications for long distance transport, yet the liquid phase concentrations remain very similar 
over the first meter of transport away from the source. These results underscore the importance 
of measuring the solid phase concentration profile of attached bacteria in order to constrain the 
type of model to be applied. In sediment types where two-population behavior occurs, the solid 
and liquid phase decay rates may be the key parameters in determining the safety of drinking 
water from shallow tube wells. 
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2.4.5 Conclusions 
In this study, the transport of E. coli at concentrations of approximately 106 CFU / mL in 
electrolyte solutions at two ionic strengths, 3.5 mM and 20 mM, was compared in columns of 
repacked, dried drill cuttings; repacked, acid-washed drill cuttings, and intact sediment cores that 
were obtained from a shallow aquifer in Bangladesh. When the rates obtained from all low ionic 
strength experiments (the most relevant conditions for long-distance transport) were compared as 
a function of both average grain size and percent fines, it was observed that all attachment rates 
(reversible and irreversible) increase linearly with percent fines. A two-population dual-
deposition mode model was required to fit one-third of the experiments, which tended to have a 
larger average particle diameter and low percentage of fine material. Simulations using a two-
population model with parameters found in these experiments show that bacterial concentrations 
would rapidly decrease within the first meter of transport but would decrease at a much slower 
rate over distances up to 10 meters because of the low irreversible attachment rate of the second 
population. In these situations, long-distance transport of E. coli is determined mainly by decay 
rates. 
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Abstract 
Fecal bacteria frequently contaminate shallow groundwater wells even though results 
from laboratory column experiments predict removal of bacteria within a few meters of a source. 
Here, this long-standing puzzle is explored by monitoring E. coli transport over an 8-day 
sampling period during the monsoon in a shallow aquifer at two adjacent sites in Bangladesh, 
one within a flood control embankment  (Site A) and one immediately outside the embankment 
(Site B). At Site A, an array of drive-point piezometers was used to collect data beneath a 
contaminated pond as well as a contaminated canal used for drainage and irrigation within the 
embankment. At Site B, piezometer measurements were made beneath a contaminated pond 
alone. Over the course of the monitoring period, concentrations of E. coli below the ponds 
quickly decreased vertically by 0.5 to 2 orders of magnitude per meter. Irreversible attachment 
rates for bacteria inferred from the observations ranged widely (0.8 to 42 d-1) and confirmed that 
E. coli concentrations should decrease below the detection limit within 5 m of subsurface 
transport. This finding belies 15-months of well monitoring data, which show E. coli 
contamination of groundwater wells at distances of 50 m or more from the ponds. Water levels 
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from the local wells were used to calibrate a two-dimensional flow model for Site A, wherein 
flow occurred from the pond to the underlying shallow aquifer during the monsoon and from the 
drainage/irrigation canal to the aquifer during the dry season. The inclusion of reversible 
attachment parameters in predictions of E. coli transport using this season model permitted 
bacteria to be transported 30 – 40 m from the source pond, with the bacterial die-off rate being 
the limiting factor for transport distance. Lower die-off rates might allow bacteria to reach 
nearby groundwater wells, but not quickly enough to be consistent with the observed seasonal 
pattern of E. coli contamination in the wells. We hypothesize that the microbial contamination of 
wells within the embankment might be caused by fecal rich water from the drainage/irrigation 
canal recharging the aquifer during the dry season, followed by an influx of low ionic strength 
water from ponds during the monsoon that then facilitates the mobilization of attached bacteria 
within the aquifer. 
3.1 Introduction 
Groundwater is used extensively for drinking and household needs by residents of rural 
areas that are not served by municipal water supplies and is an important resource for rapidly 
developing urban areas of Asia and Sub Saharan Africa (Foster et al., 2011; Grönwall et al., 
2010). Reliance on onsite sanitation systems, such as septic tanks or latrines, is associated with 
groundwater and surface water contamination by pathogenic microorganisms present in raw 
sewage (Hynds et al., 2012; Borchardt et al., 2003), resulting in a higher incidence of diarrheal 
disease as compared to areas served by piped sewerage schemes (Norman et al., 2010). 
Traditional models for microbial transport through shallow groundwater aquifers derived from 
laboratory column experiments, such as classic colloid filtration theory (Yao et al., 1971), 
generally fail to explain the high degree of observed contamination. Reasons proposed have 
 63 
included the diversity of microbe-to-surface interactions, including the possibility of reversible 
attachment (Johnson et al., 2007). The apparent discrepancy between laboratory and field 
observations is explored in this study though direct observations of the concentrations of the 
fecal indicator bacteria, Eschericia coli, below contaminated surface water bodies at two densely 
populated, adjacent villages in Bangladesh with inadequate access to sanitation.  
In Bangladesh, most people drink untreated groundwater from over 10 million shallow 
tube wells (DPHE, 2001). The discovery over the past two decades of widespread geogenic 
arsenic contamination (Smith et al., 2000) has led to a nation-wide testing campaign and, owing 
to the heterogeneous distribution of arsenic-bearing sediments, many residents have responded 
by switching to a nearby shallow well that is lower in arsenic (Ahmed et al., 2006). Recently, it 
was demonstrated that shallow tube wells in the Matlab region of Bangladesh that are low in 
arsenic are more likely to be contaminated by fecal indicator bacteria (van Geen et al., 2011) and 
that rates of diarrheal disease in children are higher if they obtain water from low arsenic wells 
(Wu et al., 2011). These findings motivated the present study of potential sources of E. coli to 
the shallow aquifer in Matlab, and the mechanisms for bacterial transport within the aquifer.  
Investigations of microbial transport through groundwater generally involve laboratory 
experiments using packed columns of sediment (Bales et al., 1989; Elimelech and O'Melia, 
1990; Fontes et al., 1991) or field-scale injection and recovery studies using microspheres or 
stained bacteria (Harvey et al., 1989; Bales et al., 1997; Pang et al., 1998; Mailloux et al., 2003). 
A smaller number of recent studies have involved direct observations of in-situ microbial 
transport from contaminated source areas, including fields irrigated by sewage effluent (Pang et 
al., 2008), cesspits containing wastewater (Foppen et al., 2008), septic system tanks (Borchardt 
et al., 2011), latrine-polluted ponds (Knappett et al., 2012) and river bank filtration operations 
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(Dash et al., 2010). Classic colloid filtration theory (CFT) (Yao et al., 1971) treats the attachment 
of bacteria to soil grains as an irreversible process that is governed by a mechanistically 
determined contact efficiency, η0, (Rajagopalan and Tien, 1976; Tufenkji and Elimelech, 2004) 
and an experimentally determined attachment efficiency, α. Studies that measure field transport 
of microbes generally find removal rates that are less than those found in laboratory column 
experiments under similar conditions (Foppen and Schijven, 2006; Scheibe et al., 2011), leading 
some researchers to consider alternative formulations of the CFT model that include 
subpopulations of less adhesive microorganisms (Simoni et al., 1998; Tufenkji and Elimelech, 
2004; Foppen et al., 2007; Brown, 2007). There is evidence, however, that microbial attachment 
to soil grains is not necessarily irreversible under certain conditions encountered in groundwater 
aquifers, for instance at low ionic strength (Johnson et al., 2007). Under these conditions, kinetic 
models that include separate rates for attachment and subsequent detachment and re-entrainment 
of microbes have proven to be effective at simultaneously fitting the effluent breakthrough 
curves of planktonic microbes and the retained particle profiles of microbes attached to grain 
surfaces (Schijven et al., 2002; Foppen et al., 2007; Basha and Culligan, 2010). Reversible 
attachment has important implications for long-distance transport and seasonal patterns of 
microbial contamination but has not been sufficiently investigated at the field scale. 
In this study, E. coli concentrations were measured during the monsoon in groundwater 
immediately below the bottom of two highly contaminated source ponds and a contaminated 
drainage/irrigation canal using an array of drive-point piezometers. A local two-dimensional 
model was fitted to observed hydraulic head measurements in the vicinity of one of the ponds in 
order to constrain attachment rates for E. coli using a kinetic model assuming both irreversible 
and reversible attachment. In order to reconcile the limited extent of contamination predicted by 
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either of these models with observations of E. coli contamination in nearby groundwater wells, 
we invoke a seasonal model of recharge and transport of microbial contaminants in the shallow 
aquifer on the basis of year-long hydraulic measurements in the ponds, shallow aquifer, and the 
drainage/irrigation canal. 
3.2 Methods 
3.2.1 Study area description 
The study took place in rural Matlab upazilla of Chandpur district, Bangladesh, 
approximately 50 km southeast of Dhaka (Figure 1). The study area is located 10 km north of the 
confluence of the Padma and Meghna rivers, within the final reach of the Ganges-Brahmaputra 
river system. In 1988, a 60 km flood control embankment and a 218 km network of 
drainage/irrigation canals were installed in this region as part of the Meghna-Dhonagoda 
Irrigation Project (Emch, 2000). The study consisted of a primary site (A) in Bara Haldia village 
that is inside the embankment and a second reference site (B) located outside the embankment 
closer to Meghna River. Manually constructed shallow tube wells are the primary source of 
drinking water for residents in this area. Household compounds (baris) contain several dwellings 
and are constructed by excavating surficial silty clay in the surrounding area to raise the land 
above monsoonal flood levels. The excavation creates ponds that are used for water storage, 
collection of latrine effluent, bathing, and aquaculture.  
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Figure 3.1 Map of the study site in Matlab, Bangladesh, which is located southeast of Dhaka (inset, 
bottom right), on the eastern bank of the Meghna River. Site A is located within a protective flood control 
embankment (yellow dotted line) and is dominated by a network of irrigation canals. Site B is located 
outside the embankment near the river. 
 
Drilling logs from monitoring wells at Site A indicate that Bara Haldia village rests on a 
layer of silty clay that is 2 m thick near the fields and up to 5 m thick within the village. The 
shallow aquifer below the silty clay is approximately 11 m thick and consists of fine to very fine 
sand. It is separated from an underlying aquifer composed of fine to medium sand by a 1 m layer 
of less permeable silty clay. Drilling logs from Site B indicate a similar surface layer of silty clay 
between 2 and 4 m in thickness, underlain by a fine sand aquifer. At Site B, however, the silty 
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shallow aquifer thickness of over 20 m. Most of the private tube wells in both villages are 
screened at least partially within the shallow aquifer, based on the depths reported by the well 
owners. 
3.2.2 Monthly water quality and hydrological monitoring 
Results from the monitoring of a subset of tubewells across the study area between May 
2008 and October 2009 reported elsewhere are summarized here (van Geen et al., 2011).  A total 
of 106 private and government tubewells, 25 of which are within Site A and 1 within Site B, 
were sampled monthly for electrical conductivity, sulfate, total coliforms, and E. coli using 
methods identical to those described in this study for piezometer samples.  
Groundwater and surface water levels were monitored using downhole water pressure 
loggers (Solinst, Ontario, Canada) installed in monitoring well MW1 and Pond A (Figure 1a), 
whereas the water level in Canal A was recorded manually. Level logger measurements were 
made every 20 minutes and were corrected for atmospheric pressure variations. The elevation of 
each sampling point was surveyed with transparent tubing filled with water, with closed survey 
loops accurate to within +/- 2 cm. A point at the base of monitoring well MW-7 (Figure 1a) was 
used as the local datum for all water level measurements. Meteorological conditions were 
measured at 20-minute intervals using a portable weather station (Onset Computer Corporation, 
Bourne, MA). 
3.2.3 Drive-point piezometer arrays 
Drive-point sampling piezometers consisted of ½-inch (1.27 cm) steel pipes in 3-ft (0.91 
m) sections with a screened 6-inch (15 cm) tip. Each array of 3 sampling piezometers (Figure 2) 
was installed approximately 0.5 m inside the bank of the pond or canal 20 cm apart at depths of 
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15, 65, and 115 cm, respectively, below the transition from the surficial silty clay layer to the 
fine sand aquifer. Platinum-cured silicone tubing (Masterflex L/S 15, Cole-Parmer, Vernon Hills, 
IL) was attached to a fitting inside the piezometer tip for sampling. Groundwater level 
measurements were made using a larger ¾ inch stainless steel drive-point piezometer (Model 
615, Solinst Canada Ltd., Ontario). 
 
Figure 3.2 Diagram of piezometer array installation shown in side view (a) and plan view (b). The 
shallowest piezometer was installed 15 cm below the transition from clay to sand. The two deeper 
piezometers were installed about 20 cm away and a fourth piezometer, used only for groundwater level 
measurements, was installed at the maximum depth of the array. 
 
The piezometer array for Pond A is located on the eastern bank of a small pond located 
on the outskirts of the village, between a rice field and the nearby irrigation canal. A second 
piezometer array was installed at the Canal A site, approximately 100 m away from Pond A. The 
array for Pond B is located in the center of the village outside the embankment with no nearby 
canals (Figures 1b and c). 
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3.2.4 Analysis of piezometer samples 
Samples from piezometers were collected using a battery-operated peristaltic pump 
(Masterflex L/S, Cole-Parmer, Vernon Hills, IL). Following an initial purge of 500 mL, samples 
were collected for microbial and chemical analysis. Sulfate was measured in the field 
immediately after collection to avoid interference from the precipitation of iron oxides. Using a 
pocket colorimeter, turbidity was measured following the addition of barium chloride and the 
precipitation of barite (Hach Company, Loveland, CO). Electrical conductivity was measured by 
electrode (Yellow Springs Inc., OH). Replicate 100 mL samples for E. coli analysis were kept in 
a cooler at ~4 oC and analyzed within 8 hours using the Colilert Quantitray 2000 system (Idexx 
Laboratories, Westbrook, ME), after 1:100 or 1:1000 dilution with sterile bottled water, resulting 
in a Most Probable Number (MPN) estimate in Colony-Forming Units (CFU) per 100 mL. At 
least two blanks were run with each group of samples. The detection limit for undiluted duplicate 
samples is 0.25 CFU per 100 mL. 
3.2.5 Finite-element hydrologic model 
A two-dimensional vertical slice finite element model of Site A was constructed using 
Hydrus 2D software (Simunek et al., 2008), fitted to observed hydraulic heads, and then used to 
fit profiles of bacterial concentrations. The configuration of Site A village is roughly linear and 
500 m-wide over several kilometers from northwest to southeast. The irrigation/drainage canals 
are located in the center of the village, which is surrounded by dwellings, then ponds, and finally 
open space consisting of irrigated fields. Conditions are assumed to be homogeneous along an 
axis that is parallel to the canal, allowing the use of the simpler two-dimensional vertical slice 
model domain, which is perpendicular to the canal.  
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Figure 3.3 Two-dimensional finite element model of pond to canal transect created using Hydrus 2D. The 
domain and boundary conditions (a) are based on the transect shown in Figure 2. Panel (b) shows the 
velocity distribution at quasi-steady conditions (90 days) after fitting the pond bottom hydraulic 
conductivity, K, to measured heads (R2 = 0.98). Theoretical particles (red squares) originate at the pond 
and the positions depicted are after 90 days of transport. 
 
The 90 m-long by 10.8 m-thick model domain (Figure 3a) was discretized using 91 
horizontal and 25 vertical nodes. The right side was treated as a constant head boundary set equal 
to the head observed in MW-7, which is located at the edge of the nearby field (Figure 1a). Since 
heads decrease from the canal in both directions, the canal on the left edge behaves as a regional 
groundwater divide and is treated as a no-flux boundary. This assumption was validated by 
fitting a larger model domain reaching from field to field with the canal in the center, using 
heads from monitoring wells MW-1 and -8, a third monitoring well in the fields to the west of 
Site A (not shown in Figure 1) and two piezometers (Canal A and Pond A). Private wells were 
included as a constant flux lower boundary over part of the domain, with the location and flow 
rate determined from previous surveys of private well locations and the number of persons 
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(Milton et al., 2006). Pumping of groundwater for irrigation is not significant in this region due 
to the availability of irrigation canals. Longitudinal and transverse dispersivities were set equal to 
zero in the mixing model so that all transport is advective. 
3.2.6 Bacterial transport modeling 
Bacterial attachment rates were estimated using a 30 m slice of the fitted hydraulic model 
with finer discretization (151 horizontal nodes by 55 vertical nodes) and constant head boundary 
conditions defined by the head distribution obtained from the fitted canal-to-pond model after 
reaching steady-state conditions. A single-site, irreversible kinetic attachment model was first 
used (Schijven et al., 2002). The corresponding advective-dispersive equation is 
 !"!" + !!! !"!" = 𝐷 !!!!!! − 𝑣 !"!" − 𝜇!𝑐 − 𝜇! !!! 𝑠 (1) 
where c is the concentration of bacteria in the liquid phase, s is the concentration of bacteria 
attached to the solid phase, t is time, ρb is the bulk density of the solid phase, θ is the porosity of 
the medium, D is the hydrodynamic dispersion coefficient, v is the pore (or interstitial) velocity, 
z is distance, µc is the decay (or die-off) rate for the liquid phase bacteria, and µs is the decay rate 
for bacteria attached to the solid phase. The rate of bacterial accumulation in the solid phase can 
be expressed by a single, irreversible attachment rate, k, such that 
 !!! !"!" = 𝑘𝑐 − 𝜇! !!! 𝑠 (2) 
Separate attachment rates, ksand and ksilt, were fit to the two different porous media, the 
aquifer sand and the pond silt layer, respectively. All models assumed a constant decay rate for 
both liquid and solid phase bacteria of μc = μs = 0.07 d-1, based on incubation experiments with 
sediment from the site (Feighery et al., 2013, in review).  
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Simulations of bacterial transport were also performed using a reversible attachment 
model (Schijven et al., 2002), wherein Equation (2) is modified as follows 
 !!! !"!" = 𝑘𝑐 − !!! 𝑘!𝑠 − 𝜇! !!! 𝑠 (3) 
where kd is the rate of bacterial detachment from the solid phase. 
Finally, for the purpose of comparing results to other published studies of bacterial 
infiltration, a spatial removal rate, λ, was calculated by fitting measured E. coli concentrations at 
the piezometers to the following log-linear relationship (Pang et al., 2009): 
 𝜆 = !"#!" !!!!!  (4) 
where cx is the concentration at some distance x from the pond bottom and c0 is the pond 
concentration (assumed to be homogeneous and the source of the E. coli). 
3.3 Results 
3.3.1 Monthly water quality and water level measurements 
A total of 25 tubewells were sampled within Site A and 6 of these wells were within the 
model boundary (Figure 1a). The geometric mean of the observed monthly E. coli concentrations 
at Site A from August 2008 to November 2009 (Figure 4a) reveals a seasonal pattern with levels 
decreasing below 1 CFU per 100 mL only at the end of the dry season in March and April, then 
increasing to a peak of over 10 CFU per 100 mL near the end of the wet season in September and 
August. The 6 tubewells sampled within the model boundary have similar E. coli concentration 
time series to the rest of the Site A tubewells. Electrical conductivity (Figure 4b) remains steady 




Figure 3.4 Observations at Site A from August 2008 through November 2009. Panel a contains the 
monthly geometric mean of E. coli concentrations from 6 private tubewells within the model zone in 
Figure 1 ( ) and all 25 tubewells within Site A ( ). The average electrical conductivity for each of 
these groups is shown in panel b. Error bars represent the geometric standard deviation (panel a) and the 
standard deviation (panel b) for the data points within the model zone. Panel c is the groundwater level at 
MW-1 (black line) and the level of Pond A (grey line), as measured by level loggers after correcting for 
atmospheric pressure variations. The canal water level ( ) was monitored using a pole gauge at regular 
intervals but had to be re-installed in August 2009. Panel d contains rainfall totals in weekly bins. 
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The water level in Pond A (Figure 4c) between June and November was approximately 0 
m, equivalent to ground level of the surrounding fields. The Pond A level decreased by 
approximately 1 m over the 3-month period following the last major rainfall event in November 
(Figure 4d). Groundwater levels at MW-1 are approximately 0.5 m lower than the pond levels 
during the wet season and also decrease by one meter during the dry season. The 0.5 m increase 
in groundwater level between February and April coincides with an increase in canal levels due 
to a shift in their use from drainage of floodwater to irrigation with river water for the winter 
boro rice season (Azim, 1995). 
3.3.2 Drive-point piezometer profiles 
Concentrations of E. coli (Figure 5) for surface water in Pond A on August 7-15 ranged 
between 103 and 105 CFU per 100 mL, whereas E. coli concentrations in groundwater at 0.9 to 
2.0 m depth were between 0.25 (the detection limit for duplicate samples) and 103 CFU per 100 
mL. The electrical conductivity of Pond A surface water was nearly constant at 0.21 mS cm-1 and 
increases to 0.4-0.6 mS cm-1 at the depth of the piezometers. The average surface water sulfate 
concentration was 5 mg l-1. Groundwater sulfate levels ranged between 0 and 5 mg l-1, with three 
notable exceptions on August 7, 8, and 10. On those occasions, large sulfate peaks, which 
coincide with increased E. coli concentrations, were observed. A correlation between increased 
sulfur concentrations and the infiltration of surface water has been reported in previous work at a 
nearby site in Bangladesh (Cheng et al., 2005), indicating that sulfate can act as a quasi-
conservative tracer.  
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Figure 3.5 Results from all pond and canal piezometer measurements, plotted as a function of depth 
below the local pond bottom (vertical axes). Measurements include E. coli (left column), electrical 
conductivity (middle), and sulfate (right column). Each sample session is presented as a series connected 
by a line and color coded by the date of the sample (some samples were taken on the same date from 
more than site). 
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The E. coli concentrations observed in nearby Canal A surface water (Figure 5d) were 
similar to Pond A but groundwater E. coli concentrations were higher at 102 – 103 CFU per 100 
mL and did not decrease with depth. A hydraulic gradient from local groundwater to the canal 
was observed throughout the sampling period (Figure 6c) and groundwater seepage through the 
canal banks was visible. The electrical conductivity of the groundwater below the canal was 1.8 
– 2.0 mS cm-1 (Figure 5e). 
The E. coli concentrations of Pond B surface water (Figure 5g) were similar to those at 
Site A, and groundwater concentrations decreased between depths of 0.9 and 1.8 m below the 
pond bottom. Electrical conductivity of surface water was 0.12 – 0.16 mS cm -1 while 
groundwater was between 0.6 and 0.9 mS cm -1. Sulfate concentrations in Pond B surface water 
were similar to Pond A (2 – 5 mg l-1) but generally higher in groundwater (5 – 12 mg l-1) and no 
peaks were observed at this site.  
E. coli concentrations in surface water bodies (Figure 6a) decreased from initially high 
levels at the beginning of the monitoring period, which followed a major rainfall event on 
August 8, to lower values during the relatively dry period between August 8 and 15, only to rise 
by an order of magnitude or more after the August 15 rainfall episode. The concentrations 
observed at the deepest of the three piezometers in ponds increased after the rainfall events with 
a 2 – 3 day lag but the concentration below the canal remained consistently elevated throughout 
the observation period. The downward vertical hydraulic gradient measured from Pond A to the 
local groundwater level remained nearly constant at 0.25 from August 8 to 16 (Figure 6b). In 
contrast, the gradient at Pond B, located outside the flood control embankment, was initially 0.25 
following the August 8 rainfall, but returned to 0 within 4 days of this event. The termination of 
the monitoring period on August 16 precluded capture of downward vertical hydraulic gradient 
 77 
trends from the ponds to the aquifer following the August 15 rainfall. Unlike the ponds, the 
vertical hydraulic gradient measured beneath the canal was upward. 
 
Figure 3.6 E. coli concentrations in surface water (diamonds) and the deepest piezometer (triangles) 
measured in Pond A (black fill), Pond B (grey) and Canal A (white). The hydraulic gradients (circles) 
were calculated as the difference between the surface water level and the groundwater level measured at 
the deepest piezometer, divided by the distance from the pond/canal bottom to the piezometer depth. 




3.3.3 Hydraulic fitting of finite element model 
The Site A model was used to evaluate the mixing of canal and pond water over 360 days, 
comprising a dry season (Jan – April) and wet season (May – December). The pond water 
elevation was approximated as constant and equal to -1 m during the dry season (see Figure 4c) 
and set to 0 m during the wet season, whereas the canal level remained constant throughout the 
year at -0.75 m. The right side field boundary (MW-7) was not known for the entire year and was 
approximated as equal to the August level of   -0.2 m throughout the wet season and -1 m during 
the dry season.  
The model was able to reach a quasi-steady head distribution after approximately 30 days 
and parameter fitting was done using 90-day runs. Predicted heads match the observations at Site 
A within 10 cm (Figure 7).  The corresponding profile of velocities ranged from 0.1 to 0.4 
(Figure 3b). A fixed hydraulic conductivity of 35 m d-1 within the range measured for shallow 
aquifers in the Bengal Basin was used for the aquifer sand (Michael and Voss, 2009). The 
hydraulic conductivity of the silty layer below the pond and canal, Ksilt, was estimated from the 
observed heads to be 0.44 m d-1 (R2=0.98). Anisotropy was not included in the fitted model after 
a sensitivity analysis found that any value greater than 5 resulted in poor fits to measured heads 
and unreasonably large values of Ksilt. Although values of vertical anisotropy as large as 104 
(KV/KH) have been reported for basin-scale models in the Bengal Basin (Michael and Voss, 
2009) and a value of 25 was reported at the regional scale by Neumann et al. (2009), anisotropy 
does not appear to play a significant role in the 10 m confined aquifer of the present study. 
Velocities were between 0.1 and 0.3 m d-1 throughout most of the model domain except for areas 
within two meters of the pond and canal, where velocities were 0.4 m d-1. 
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Figure 3.7 Fitted hydraulic model (R2 = 0.98) for Site A (solid line) compared with observed heads ( ). 
 
3.3.4 Fitting of bacteria concentrations at the piezometers 
Spatial removal rates were determined by fitting the E. coli concentrations in the 
piezometers to Equation 4 (Fig. 5) and ranged between 0.6 and 2.0 log10 m-1 (Table 1). Kinetic 
attachment rates were also inferred from the piezometer data using the steady-state hydraulic 
model. The attachment rate for the aquifer sand, ksand, varied between 0.8 and 42 d-1 over the 8-
day duration of the measurements. The attachment rate for the layer of silt immediately under the 
pond, ksilt, was between 0 and 57 d-1. 
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Table 3.1 Fitted removal rates and irreversible attachment rates 





SE  ksilt 
(d-1) 
SE  R2 
Aug 7 0.6 0.8 2.0  0.2 1.7  0.47 
Aug 8 2.0 4.7 2.9  25.1 2.9  0.95 
Aug 10 0.6 1.8 5.8  0.0 5.6  0.97 
Aug 12 2.0 38.4 0.9  14.9 0.2  0.99 
Aug 13 1.0 2.6 3.0  20.4 4.4  0.84 
Aug 15 0.8 42.0 11.0  57.2 2.9  0.99 
 
3.3.5 Model runs simulating bacteria transport 
The finite element model was used to simulate bacteria transport over the 90 days 
spanning the onset of wet season rainfall and the piezometer measurements to predict bacterial 
transport away from Pond A. Two values of irreversible attachment rates, 5 d-1 and 35 d-1, were 
used to encompass the range of measured rates from the piezometer experiment. A reduction in 
source concentration by 6 orders in magnitude is used here as benchmark sufficient to reduce the 
highest surface water concentrations of E. coli to below the detection limit. The data show that a 
6-log reduction occurs within 3 m for the higher attachment rate and within 5 m for the lower 
rate (Figure 8, dashed lines).  
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Figure 3.8 Simulations of E. coli transport in the pond-canal system during the 90-day period between 
the onset of wet season rainfall and the end of the 10-day piezometer sampling experiment. Panel (a) 
shows concentrations using an irreversible attachment rate at the high end of the fitted data (ksand = 35 d-1) 
and panel (b) uses a rate at the lower boundary of those measured (ksand = 5 d-1). Panel (c) depicts a 
hypothetical population of reversibly attached bacteria with the same attachment rate as panel (a) but 
incorporating a detachment rate of 2.5 d-1. An irreversible attachment rate for the silt layer below the pond 
of 20 d-1 was used for all three cases. Dashed line indicates the 6-log removal distance. 
 
To determine whether reversible bacteria attachment could explain the contamination of 
the nearby (~ 50 m from the pond) private wells that were monitored, the lower attachment rate 
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of 5 d-1 was used in a reversible attachment model. A detachment rate of 2.5 d-1 was adopted, 
which is near the lower limit of the detachment rates observed in column tests with sediment 
from the site (Feighery et al., 2013, under review).  The inclusion of reversible attachment in the 
model extended the 6-log removal distance to 35 m but is still unable to explain measurable E. 
coli concentrations reaching the well field (Figure 8c). Transport in this case is limited primarily 
by the bacterial die-off rate of 0.07 d-1 and longer model runs of up to 270 days did not result in 
an increase in E. coli transport distance. The die-off rate used here is at the lower end of the 
range reported in the literature for E. coli, which varied between 0.1 and 5 d-1 for environmental 
conditions relevant to this study in a review by Foppen and Schijven (2006). Lower die-off rates 
could expand the 6-log removal distance but this would not explain the timing of the rapid 
increase in E. coli concentrations detected at the wells between August and October (Figure 4a), 
which correspond to approximately 90 – 150 days past the onset of monsoonal rains (Figure 4c). 
3.3.6 Combined dry and wet season hydraulic model 
The fitted hydraulic model was used to investigate the mixing of canal, pond and field 
water over a one-year period, beginning at the onset of the dry season. Canal water was 
represented by a conservative chemical tracer with an arbitrary concentration equal to one. Pond 
water was set to a concentration of zero and the field and initial conditions were considered to be 
at concentration zero. During the dry season, canal water reaches the region where private wells 
are located (Figure 9) and then recedes after 90 days into the wet season, due to displacement by 
pond water. By October (300 days), which is the month of peak observed E. coli concentrations 
in the private tubewells, pond water has completely displaced the canal water in the extraction 
zone of the private wells. 
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Figure 3.9 Mixing model simulating one year of flow within the shallow aquifer at Site A, in which canal 
water is assigned an arbitrary concentration of 1.0 and pond water a concentration of 0. During the dry 
season (panel a), canal levels are maintained while ponds dry up, causing canal water to reach the well 
field. The ponds quickly fill with the onset of rainfall in May, resulting in a strong lateral gradient and 
transport of pond water toward the canal (panel b). In October, when peak E. coli concentrations were 
observed, pond water has reached the well field and displaced the canal water. 
 





















































3.4.1 Removal and attachment rates for E. coli 
The spatial removal and kinetic attachment rates found in this study exhibited significant 
variability on the scale of days, yet remained within the range of observations at other sites. For 
example, the spatial removal rates observed at Pond A (0.6 – 2.0 log10 m-1) are in agreement with 
the recent study by Knappett et al. (2012) of ponds in a different area of Bangladesh, which 
found culturable E. coli removal rates of 0.9 – 1.5 log10 m-1 under natural conditions and 0.3 – 
1.0 log10 m-1 when the ponds were manually filled with E. coli contaminated water. In a review 
of field experiments and studies of intact soil cores, Pang (2009) found that removal rates ranged 
from 0.01 – 3.85 log10 m-1 in sand aquifers with pore-water velocities between 0.1 and 1.5 m d-1. 
Another review, focused specifically on coliform bacteria, found removal rates between 1 and 10 
log10 m-1 for the grain size of the current study (0.1 – 0.3 mm) (Foppen and Schijven, 2006). 
The kinetic attachment rates (Table 1) varied over an order of magnitude, from 4.7 to 42 
d-1 on sample days with good model fits (Aug. 8, 19, 12, 15). It should be noted, however, that 
two parameters had to be fitted from only 4 points. Several explanations for variability in particle 
attachment rates that have been advanced in the column test literature might be relevant to this 
field site. These include changes in ionic strength (Litton and Olson, 1996; Bolster et al., 2001; 
Redman et al., 2004), the presence of dissolved organic compounds in sewage that may compete 
with bacteria for attachment sites or mask favorable sites (Pieper et al., 1997; Franchi and 
O'Melia, 2003; Foppen et al., 2008; Yang et al., 2010), concentration-dependent attachment 
when favorable attachment sites are limited (Foppen et al., 2007; Bradford et al., 2009), and 
changes in bacteria surface properties due to changes in their metabolic state or environmental 
conditions (Castro and Tufenkji, 2007; Tufenkji, 2008; Lloyd et al., 2008; Wang and Ford, 2009). 
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3.4.2 Alternative explanations for fecal contamination of tubewells 
Although this study has focused on the subsurface transport of E. coli in seeking 
explanations for the contamination observed at the private tube wells, other mechanisms could 
also be considered such as direct surface water contamination by flow around the platform seal 
and down the annular region of the pipe (Knappett et al., 2012). Installers of shallow tubewells in 
Bangladesh generally dispense with protective measures, such as sealing the annulus with 
bentonite, in order to reduce costs. Yet a closer examination of the seasonal contamination 
pattern (Figure 4a) shows only a minor increase in E. coli levels following the onset of 
monsoonal rainfall in May, providing evidence that the impact of such short-circuiting by surface 
runoff or ponding is likely small compared with the larger seasonal pattern.  
The ubiquitous use of on-site sanitation systems at the site, many of which fail to 
properly contain raw sewage, could provide another mechanism for widespread contamination of 
the shallow aquifer that does not depend on ponds or canals. Although several latrines are 
located at distances of about 10 m from the wells (Figure 1), most latrines are located along the 
banks of the canal, which serves as the receiving body for both overflow and pit contents during 
clean-out. Thus, the effect of latrines would be difficult to separate from the impact of canals in 
the study area. 
3.4.3 Implications of reversible attachment in the pond-canal system 
Several recent studies have advanced dual-porosity approaches for addressing the 
disagreement between transport observed in column studies and actual field conditions (Jiang et 
al., 2010; Foppen et al., 2008; Pang et al., 2008). Dual porosity phenomena cannot be ruled out 
for this site and is mathematically similar to a two-site reversible / irreversible kinetic attachment 
model. Nonetheless, drilling logs indicate fairly uniform fine sand within the shallow aquifer. 
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Reversible attachment of bacteria under both high and low ionic strength conditions has already 
been demonstrated through column experiments conducted with sediments from this site 
(Feighery et al. 2013, in review).  The two simulations depicted in Figure 8b, c demonstrate that 
reversible bacteria detachment behavior has little effect on observations at the scale of the 
piezometer array. Specifically, if bacterial populations were drawn from two discrete populations 
with irreversible and reversible attachment characteristics, the existence of a minor population of 
reversibly attaching bacteria would have only a small effect on the total bacteria concentrations 
measured at the array (Figure 10). Thus, a small population of bacteria more weakly attached 
could be difficult to detect at the 2 m scale of the piezometer experiment, yet could travel over a 
distance of up to 35 m.  
 
Figure 3.10 Piezometer profiles of relative E. coli concentrations predicted by finite element model using 
the lower attachment rate (5 d-1) for different combinations of irreversible and reversible populations of 
bacteria. The concentration of each population was multiplied by the proportion it constituted and the 
summed result is shown in the figure. 
 
 87 
The inclusion of reversible E. coli attachment did not result in significant transport from 
the pond to the well field (Figure 8c), even at the relatively low die-off rate (0.07 d-1) used in the 
model. However, the one-year mixing results provide an alternative conceptual model when 
coupled with the well-established release of bacteria attached to grain surfaces that occurs 
following decreases in groundwater ionic strength (Johnson et al., 2010; Redman et al., 2004; 
Bolster et al., 2001). Canal water reaches most of the well field by May (Figure 9a), which also 
coincides with the single peak in average electrical conductivity observed in the wells (Figure 
4b). Due to the large concentration of pit latrines near the canal, canal water is also likely to 
contain higher dissolved ion concentrations associated with raw sewage effluent resulting from 
infiltration below the latrine tanks. Rainfall quickly refills the ponds between May and June, 
reversing the gradient so that pond water flows toward the canal. The results from the piezometer 
experiments indicate that water below Pond A had a much lower electrical conductivity than that 
of the wells and canal (0.5 versus 2.5 mS cm-1). Therefore, it is plausible that the peak in E. coli 
concentrations observed in September and October is the result of the release of attached bacteria 
due to the arrival of pond water of a lower ionic strength (Figure 9c) during this period. Although 
nearby sites in Bangladesh have reported groundwater ages, even at shallow wells (9 – 50 m), of 
several years to decades using 3H/3He dating methods (Klump et al., 2006; Stute et al., 2007), a 
seasonal pattern has been reported in the region that was attributed to partial mixing of older 
groundwater with much more recently recharged surface water (Leber et al., 2011). 
3.4.4 Impact of flood protection on bacterial transport 
The measurements made at Site A and B during the monsoonal study period, the yearlong 
observations of water levels within the study area and the finite element model results provided 
insight into the potential impact of flood control on groundwater flow. During the study period, 
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the downward hydraulic gradient between Pond B and the underlying aquifer quickly returned to 
0 within 4 days of a rainfall event, while a strong downward gradient remained in effect at Pond 
A throughout (Fig. 6c). The sustained high gradient inside the embankment results from the 
canal acting as a regional groundwater sink as it performs the intended function of draining 
excess surface water runoff during the monsoonal rains: This fact is confirmed by the observed 
upward hydraulic gradient from the aquifer to the canal from August 9 to 16. Thus, during the 
monsoon season and within the embankment, a high rate of lateral transport from contaminated 
ponds to the canal is induced, whereas outside the embankment the lack of drainage 
infrastructure dampens gradients and microbial transport rates. Although ponds should be 
expected to contribute to the high E. coli concentrations in shallow groundwater in Bangladesh 
based on previous work (Knappett et al., 2012; Neumann et al., 2009), the work presented in this 
paper indicates that influent from ponds alone cannot cause the well contamination pattern 
observed at site A. Instead contaminated water from the canal, which makes its way into the 
aquifer when the horizontal gradient is reversed during the dry season due to draining and 
evaporation of pond water and filling of the canals for irrigation, might be a significant 
contributor to microbial contamination of well water. Therefore, in spite of the high fecal 
bacteria concentrations observed in ponds throughout Bangladesh, canals might create a greater 
risk for contamination of shallow drinking water wells depending on their hydraulic impacts. The 
contribution of fluctuating water levels to enhanced subsurface transport of pathogens has also 
been recently reported by others  (Derx et al., 2013).  
Well-managed flood protection and compartmentalization schemes are perceived as 
beneficial by rural farmers in Bangladesh (Rasid and Haider, 2003) as well as urban residents in 
Dhaka (Haque et al., 2012) and will be increasingly necessary due to the increased risk of 
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flooding caused by anthropogenic climate change (Ruane et al., 2013; Mirza, 2011; Dasgupta et 
al., 2011). Consideration of the groundwater contamination impacts of such projects could be 
used to improve drinking water quality by avoiding the installation of shallow tubewells in 
higher risk areas, particularly near drainage canals. 
3.5 Conclusions 
In this study, E. coli was measured directly over an 8-day sampling period in a shallow 
aquifer at two adjacent sites in Bangladesh, one within a flood control embankment  (Site A) and 
one immediately outside the embankment (Site B). At Site A, an array of drive-point piezometers 
was used to collect data beneath a contaminated pond and a contaminated canal, which is used 
for water level regulation within the flood control embankment. A Site B, measurements were 
made beneath a contaminated pond alone.  
A 2D finite element model of subsurface velocities at Site A was used in conjunction 
with measurements to estimate both spatial removal and kinetic irreversible attachment rates for 
E. coli in the shallow aquifer. The estimated spatial removal rates were in agreement with 
previously reported values from the literature. The kinetic irreversible attachment rates varied 
greatly, from 0.8 to 42 d-1 over the 8-day sampling period. When seasonal transport of bacteria 
was simulated using the finite element model, even the lowest irreversible attachment rates could 
not explain the E. coli contamination observed at nearby drinking water wells. The inclusion of 
reversible attachment in the modeling approach did increase the transport distance significantly 
but not in a manner consistent with the documented seasonal patterns of rapid increases in E. coli 
concentration at the wells, which occurred within three months of the onset of monsoonal rainfall. 
To reconcile differences between the modeling and E. coli contamination observed at the 
Site A drinking water wells, an alternative model for subsurface microbial transport was 
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explored that proposed a 1-year mixing model of groundwater at the site. This model assumed 
that E. coli is deposited onto sediments by the influx of contaminated canal water that occurs 
during the dry season, when canal levels are artificially maintained for irrigation. When rainfall 
begins in the monsoon season, the situation is reversed and lower-ionic strength water from 
ponds replaces the canal water, potentially causing release of bacteria that attached to sediments 
during the dry season. The results presented in this paper indicate that the hydraulic changes 
caused by flood protection schemes in Bangladesh and other flood-prone areas might increase 
the likelihood of contamination of shallow aquifers by microbial pathogens.  
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Abstract 
Objective 
This study set out to model the odds of E. coli contamination in shallow tubewells based on the 
relative density of latrines and contaminated surface water bodies such as ponds and canals. 
Methods 
A group of 47 shallow tube wells used for drinking water were monitored quasi-monthly over 
one year for E. coli. The odds of E. coli detection were modeled using logistic regression against 
cumulative intensity functions for each source using an assumed exponential decrease in source 
concentration with distance while controlling for known covariates. 
Findings 
Consistent with previous findings at the site, the frequency of E. coli detection was higher during 
the rainy season and also positively correlated with population density within 25 m. However, 
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when drainage canals were added their presence dominated over other contamination sources. 
Unsanitary and open latrines were associated with increased E. coli detection but were not 
statistically significant when drainage canals were also considered. The parameter estimates in 
the model were robust at reduced sampling frequencies, such as bimonthly or quarterly, but 
parameters tended to drop out when a 10 Colony-forming units (CFU) / 100 mL detection 
threshold for E. coli was used. 
Conclusion 
In this region of rural Bangladesh, population density and drainage canals were most associated 
with increased likelihood of E. coli detection in shallow tube wells. Increasing setback distances 
between wells and sewage sources is predicted to cause only a modest decrease in E. coli 
contamination in this area due to the strong influence of seasonality and population density. 
4.1 Introduction 
An estimated 2 billion people worldwide depend on groundwater as their primary source 
of drinking water (1), including approximately 130 million people in Bangladesh (2) who rely on 
untreated groundwater obtained from more than 6 million shallow tubewells (3). Recent 
evidence of widespread fecal contamination of shallow groundwater sources (1; 4; 5) has 
prompted concern that many water sources counted as improved under the UNICEF/WHO Joint 
Monitoring Programme definitions might actually provide inadequate water quality from a 
microbiological perspective (6). Contamination of drinking water wells is known to occur 
through infiltration and subsurface transport of fecal bacteria or virus from contaminated surface 
water sources (7-10); however, intermittent flooding of wells by contaminated surface water (11), 
inadequate well-head protection (12; 13) and back-contamination of hand pumps (14) also play a 
role. Although extensive studies in relatively unpopulated rural test sites have established models 
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for subsurface transport of fecal indicator microorganisms (15-18), little is known about the 
relative importance of subsurface transport as compared to other contamination modes, such as 
back contamination and inadequate well protection. 
Various guidelines have been suggested for setback distances from wells to potential 
pathogen sources such as septic tanks or latrines. Some approaches take into account local 
geological conditions to estimate the local groundwater flow velocity, suggesting minimum 
transport times after which filtration and die-off processes should reduce pathogen 
concentrations (13). In regions with inadequate sanitation, systematic approaches to assessing 
microbial contamination risk by observing sanitary risk factors in the area surrounding a well 
have also been proposed (19-21). Sanitary risk factors for drinking water wells generally include 
the presence of a latrine or septic tank near the well, inadequate drainage around the platform, 
cracks in the platform or piping, inadequate protection from animals, or a broken or missing 
hand pump (19). However, studies of the association between the presence of fecal indictor 
microorganisms in well water and sanitary risk factors have had mixed results, with some 
reporting no relationship (11; 22; 23) and others finding positive correlations (24-28). Such risk-
factor approaches generally do not take into account the relative strength of these different 
contamination sources or the cumulative effects of many sources in a given area. 
In this study, the link between fecal contamination of shallow wells, referred to locally as 
tubewells, and potential sources of contamination is modeled in a region with a large number of 
both functioning and failing latrines, in addition to numerous highly contaminated ponds, 
drainage canals and irrigation canals. Building on previously reported correlations of fecal 
bacteria to unsanitary latrines, population density and arsenic concentrations at the study site (29; 
30), we developed a new cumulative intensity model, which determines the collective impact of 
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the sum of fecal sources and incorporates a decay function to account for bacterial attachment to 
sediment grains and die-off. Used here in logistic regressions to estimate well contamination risk, 
this model has the advantage of taking into account source density, while also limiting the effect 
of potential contamination sources to realistic distances as reported in the microbial transport 
literature. The robustness of the model to less frequent sampling or less sensitive sampling 
methods is also examined. In addition to addressing the scientific debate surrounding the extent 
to which sanitary risk factors that lead to groundwater contamination are correlated with the fecal 
contamination of wells, the model presented here can also be used to estimate the extent to which 
improvements in the sanitary environment might lead to improved groundwater quality in a 
particular region. 
4.2 Methods 
Barahaldia, a densely populated village in the monitored area in Matlab, Bangladesh 
(Figure 1) was chosen as the setting for the analysis. A subset of 47 shallow tubewells used for 
drinking and household water with a screened depth within the range of 7 – 32 m were 
monitored quasi-monthly between May 2008 and November 2009, as reported previously (29; 
30). Duplicate 100 mL samples were collected, stored at 4 °C and analyzed for E. coli within 8 
hours of collection using the Colilert Quanti-tray 2000 Most Probable Number (MPN) method 
(IDEXX Laboratories, Westbrook, ME). The MPN estimate is assumed to be equivalent to the 
bacterial concentration in colony-forming units (CFU) for this study. In addition, new 
measurements are reported here for a group of 8 ponds and one canal location that were 
monitored in the same manner as the wells. In order to avoid bias in the results toward a 
particular season, only data from the calendar year beginning in May 2008 were included in the 
present analysis. Microbial data were available for every month except December 2008; in this 
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case the average of the November and January result was used. One-time 20 mL samples were 
also collected from all of the wells and analyzed for arsenic (30). E. coli concentrations for the 
duplicate samples were converted to presence/absence binary outcomes at two sensitivity levels, 
based on whether the estimated MPN was greater than 1 CFU or greater than 10 CFU per 100 
mL. 
 
Figure 4.1 Map of the study site located in rural Matlab, Bangladesh. Wells are coded by the percentage 
of monthly samples that contained at least 1 colony-forming unit (CFU) of E. coli per 100 ml. All latrines 
within 200 m of a well were mapped by differential GPS. Ponds and canals were digitized from a high-
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Mapping of all latrines and households within 200 m of a monitored well was performed 
as described by Escamilla et al. (29) using differential GPS (GeoXH, Trimble Navigation LLC, 
Sunnyvale, CA). Latrines were classified as unsanitary if they were visibly leaking effluent, had 
cracked septic tanks or had a drainpipe installed that allowed the effluent to drain into the 
environment; whereas open latrines directly empty into the environment without a tank.  
For the present study, boundaries of ponds and canals were manually digitized using 
ArcGIS software (Esri Inc., Redlands, CA) based on a high-resolution Quickbird satellite image 
taken in March 2007 (Digital Globe Inc., Longmont, CO). All spatial data were imported into R 
(version 2.14.2) for statistical analysis using the R geospatial data abstraction library (RGDAL) 
(31), which was used to calculate distances between wells and each of the groundwater recharge 
sources. For polygon sources such as ponds and canals, the shortest distance from these water 
bodies to a point was used and each of the different reaches of the canal system were treated as 
separate sources. There are two types of canals in the study area: drainage canals, which are not 
lined and used primarily to drain excess surface runoff but also tend to fill with water when 
fields are irrigated during the winter; and dedicated irrigation canals, which are narrow concrete-
lined canals used to supply irrigation water from gates and pumping stations. These two types of 
canals were treated separately in the model.  
The cumulative intensity at every well location for each of the groundwater source types 
was constructed by applying a spatial decay rate to an assumed constant non-dimensional source 
concentration of unity at every source of a particular type, according to the equation 
 𝐼! = 1𝑥10!!!!!!  (1) 
where IS is the cumulative E. coli intensity of source type s at a well, n is the number of 
sources of type s, λ is the spatial decay rate and dn is the Cartesian distance between the well and 
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source n. The cumulative intensities for the source types of sanitary latrines, unsanitary latrines, 
open latrines, ponds, irrigation canals and drainage canals were calculated and included in the 
model as the independent variables (Table 1). Several cumulative intensity models were 
calculated by using different spatial decay rates reported in the literature, including λ = 1.3 and 
0.5 m-1, the range reported by Knappett et al. (32) in a study of E. coli transport from ponds in a 
nearby region of Bangladesh; and λ = 0.1 and 0.01 m-1, the range for E. coli filtration in sand 
aquifers reported in a review by Pang (16). 
 
Table 4.1 Descriptive statistics of variables used in regression model 
Variable Mean SD Min Max 
     
Non-spatial variables     
Arsenic (ug/L) 88.3 109.9 1 436 
Population (persons within 25m) 20.5 12.7 0 51 
Depth (m) 15.9 4.8 7.5 31.5 
     
Spatial variables (calculated with spatial decay rate 0.01 m-1) 1 
Unsanitary latrine 4.1 2.8 0.2 9.1 
Sanitary latrine 6.8 2.8 1.8 11.4 
Open latrine 0.8 0.8 0.0 2.8 
Pond 2.9 0.9 1.1 5.2 
Irrigation canal 0.1 0.2 0.0 0.9 
Drainage canal 1.1 0.6 0.0 2.5 
1 Equivalent to IS in Equation 1 
The following non-spatially varying predictors were included in the model: well depth; 
population within 25 m of the well; and arsenic concentration, since arsenic is known to be 
inversely correlated with E. coli detection in this region (30).  Seasonal variability was assessed 
by individual logistic regressions against individual dummy variables for each month. Multiple 
logistic regression models were developed and compared using the Aikake Information Criterion 
(AIC) (33) to select the most parsimonious model. 
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4.3 Results 
Surface water at the site was routinely contaminated with E. coli at concentrations 
ranging from 102 to 105 colony-forming units (CFU) per 100 mL and tubewells exhibited a 
seasonal contamination pattern (Figure 2a). The fraction of wells positive for E. coli at the 1 
CFU per 100 mL detection limit (Figure 2b) was as low as 20% at the end of the dry season in 
May and increased to over 50% by the end of the monsoon in September. The fraction positive at 
10 CFU per 100 mL followed the same seasonal pattern but remained between 0 and 30% 
throughout the year. The proportion of positive monthly samples for individual wells ranged 
from 9% to 73%. 
 104 
 
Figure 4.2 Results from one year of E. coli monitoring of 47 private tube wells, 8 ponds and one 
drainage/irrigation canal in a rural area of Matlab, Bangladesh. In panel (a), monthly E. coli 
concentrations are shown for all ponds ( ), the geometric mean of all wells ( ) and the canal ( ). 
Panel (b) presents the proportion of well samples in each month that were positive for E. coli at a 1 CFU 
( ) and 10 CFU ( ) per 100 ml detection limit. 
 
A univariate logistic regression of the binary response variable denoting detectable E. 
coli on the sampling month found that the months March – May reduced the likelihood of E. coli 
detection and that all other months had an increased likelihood (Table 2); the regression 
coefficients for the months of April and July – December were statistically significant (p < 0.1). 
To simplify the seasonality variable, the year was divided into equal halves, determined by 
whether the β value from the univariate regression was above or below the median value of 0.64. 
This new season variable, which defines seasons as being from January – June and from July – 
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December, defined as Dry and Wet, respectively, was evaluated in a univariate regression (Table 
2) and did not differ significantly from the full model that used each month as a predictor (Chi-
Square test, p = 0.67).  
The covariates, Population (within 25 m), Arsenic (mg/L), and Depth (m), were all found 
to be significant in univariate regressions (Table 2). Higher population within 25 m was 
associated with increased odds of E. coli detection, whereas higher arsenic concentration and 
greater well depth were protective. 
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Table 4.2 Univariate logistic regressions of E. coli detection in 100 mL monthly samples 





All months       
Jan 0.47 0.43 0.28 812 776 800 
Feb 0.10 0.45 0.82    
Mar -0.47 0.49 0.34    
Apr -1.07 0.32 <0.001    
May -0.11 0.46 0.82    
Jun 0.47 0.43 0.28    
Jul 0.88 0.43 0.04    
Aug 1.03 0.43 0.02    
Sep 1.11 0.43 0.01    
Oct 0.80 0.43 0.06    
Nov 1.19 0.43 0.01    
Dec 1.03 0.43 0.02    
       
Two seasons       
Dry (Jan – Jun) -0.97 0.13 <0.001 812 784 788 
Wet (Jul – Dec)  0.91 0.17 <0.001    
      






0.04 812 808 812 
Population (# within 25 m) 0.029 0.007 <0.001 812 793 797 
Depth -
0.039 
0.018 0.03 812 807 811 
 
Table 3 reports the results of a multivariate full logistic regression analysis that includes 
the spatially varying source intensities for the decay rates of 1.3, 0.5, 0.1 and 0.01 m-1. At each of 
these 4 decay rates, both the Season and Population variables remained significant (p < 0.1) but 
Arsenic and Depth were no longer significant and were dropped from the analysis. Unsanitary 
latrines increased the odds of E. coli detection whereas the sanitary latrines were protective 
across all decay rates, but neither of these variables was statistically significant. Open latrines 
were protective at all but the lowest spatial decay rate, but were also not significant in the 
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analysis. Ponds were significant at all decay rates except for 0.1 m-1 and were consistently 
protective against E. coli contamination. Irrigation canals were also protective but not 
statistically significant. Finally, drainage canals increased the odds of E. coli detection and were 
significant at all decay rates.  
Table 4.3 Multivariate regressions including source intensity variables 
 Parameter estimate (β) at  
different spatial decay rates 
Variable 1.3 m-1 0.5 m-1 0.1 m-1 0.01 m-1 
Covariates     
Season (Dry) -1.67 *** -1.64 *** -1.65 *** -1.28 ** 
Season (Wet)  0.97 ***  0.97 ***  0.96 ***  0.99 *** 
Population  0.04 ***  0.03 *** 0.03 ***  0.03 *** 
     
Source Intensity     
Unsanitary latrine 1.81e5 31.7  0.28   0.04 
Sanitary latrine -6.5 -1.62 -0.46 -0.06 
Open latrine -1.83e5 -57.9 -1.69  0.08 
Pond -1.71e6 * -240 * -1.64 -0.30 ** 
Irrigation canal -7.14e3 -22.1 -1.20 -0.75 
Drainage canal  1.52e4 *  46.0 **  2.54 ***  0.75 *** 
     
Residual deviance 746 745 748 732 
AIC 764 763 766 750 
Significance levels: p < 0.1 = *,  p < 0.05 = **, p < 0.01 = *** 
 
The multivariate regression analyses at each of the decay rates were compared and the 
one with the lowest AIC was selected as the final model, which used the spatial decay rate of 
0.01 m-1. All source intensity variables have been retained in the final fitted regression results 
since each is related to a physical contamination mechanism and the significance of each source 
might vary in other geographic contexts outside the current study area. 
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4.4 Discussion 
The source intensity model used in this study provides a means to compare the relative 
strength of different fecal contamination sources while taking into account hydrological and 
seasonal variation. Such a model, fitted to local conditions, can be used to estimate the relative 
impacts on shallow groundwater quality resulting from different risk reduction approaches. The 
findings corroborate the recent results by Escamilla et al. (29) yet also imply that the more 
important mechanism for contamination of the shallow aquifer by unsanitary latrines could be 
their contribution to sewage entering the unlined drainage canals, since the canals were 
significant at all decay rates studied and latrines were no longer significant when the canals were 
included in the analysis. Another notable result was the finding that arsenic concentration was 
not significant in any of the multiple regression analyses in spite of the inverse correlation 
reported by van Geen et al. (30) between arsenic concentration and fecal contamination. This less 
significant arsenic relationship is most likely due to the broader range of hydrogeological 
conditions and greater number of wells included in the prior study. 
The cumulative intensity model with the lowest AIC had a decay rate of 0.01 m-1, which 
represents the extreme low end of the range reported in the infiltration literature (16). This is 
consistent with the transport of low concentrations of fecal bacteria documented at much greater 
distances than would be predicted by smaller-scale experiments (8; 17; 34-37). The greater 
influence of canals compared with latrines is illustrated by the difference in parameter estimates 
in the cumulative intensity model (β = 0.75 vs. 0.04, Table 3), which could be an indication of 
greater source strength at the canal or greater hydraulic influence.  
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4.4.1 Influence of detection limit and sampling frequency 
In order to simplify field sampling and analysis under non-laboratory conditions, an 
alternative detection limit of 10 CFU per 100 mL has been proposed for nationally representative 
sampling programs (38; 39). Likewise, in many water quality surveillance programs, practical 
limitations such as cost or logistical difficulties might limit sampling to bimonthly or quarterly 
intervals. To better constrain the minimum requirements for future sampling protocols, we 
investigated the sensitivity of the cumulative intensity model in regression analysis using the 
alternative detection limit of 10 CFU per 100 mL, as well as a detection limit of 1 CFU per 
100mL but at less frequent sampling intervals.   
At less frequent sampling intervals, the non-spatial parameters were relatively unchanged 
(Table 4) but the latrine, pond and canal variables were affected, with the canal dropping out 
completely at the quarterly sampling interval. When the sample detection limit was raised to 10 
CFU per 100 mL of water, only the season variable remained significant in the model. This 
dramatic change might indicate that microbial contamination related to the population density 
and nearby fecal sources at this site occurs at concentrations lower than 10 CFU per 100 mL, 
which could be an important consideration in future microbial surveillance programs. 
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Table 4.4 Sensitivity of multivariate model to alternative sampling approaches 
 Parameter estimates (β) with: 
  Detection limit: 1 CFU per 100mL 1 CFU per 
10mL 
  Sampling frequency: Monthly Bimonthly1 Quarterly2 Monthly 
Non-spatial variables     
Season (Dry) -1.28 ** -2.10 *** -1.76 * -4.02 *** 
Season (Wet)  0.99 ***  1.19 ***  1.16 ***  0.89 *** 
Population  0.03 ***  0.02 **  0.03 **  0.02 
     
Spatial variables     
Unsanitary latrine  0.04 -0.06 -0.01 -0.13 
Sanitary latrine -0.06  0.08  0.14  0.11 
Open latrine  0.08  0.19 -0.17  0.24 
Pond -0.30 ** -0.25 -0.44 **  0.04 
Irrigation canal -0.75 -0.75  0.12 -1.92 
Drainage canal  0.75 ***  0.70 **   0.45  0.58 
Significance levels: p < 0.1 = *,  p < 0.05 = **, p < 0.01 = *** 
1 Two possible bimonthly sampling schemes are possible. The one with the lowest AIC (beginning in May; i.e. May 
/ July / September etc.) is shown. 
2 Three possible quarterly sampling schemes are possible. The one with the lowest AIC (beginning in June) is shown. 
 
4.4.2 Implications for sanitary risk assessment 
Most previous studies that describe correlations between microbial water quality and 
sanitary risk factors were not intended to predict the probability of contamination (27-29; 40). In 
one of the few predictive models, Hynd et al. (24) developed a logistic regression model for well 
contamination in Ireland and found septic tank distance to be one of the major determinants of 
fecal contamination in shallow wells. Comparison of the models from our study to sanitary 
guidelines that frequently suggest 30 m protection zones indicate that meaningful microbial risk 
reduction for these shallow tubewells would be difficult to achieve by increasing setback 
distances. For example, using the Source Intensity Model of this study (Table 3) at the 0.01 m-1 
decay rate and average values for all spatial and non-spatial parameters (Table 1), increasing the 
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distance to a single drainage canal 30 m away results in a 7% reduction in risk of E. coli 
detection. Increasing the distance further to 100 m results in a total reduced risk of 11%. Another 
reasonable risk reduction strategy, replacing all unsanitary latrines with properly functioning 
ones, could be expected to result in only a 2% reduction in the risk of E. coli detection; however, 
this is likely an underestimate because unsanitary latrines contribute to the contamination of the 
drainage canals.  
The specific parameters estimated in the regression analyses of the current study are 
clearly limited to the immediate study area and other regions of Bangladesh with similar 
subsurface geology and hydrological features. However, a model using this formulation but with 
parameters fit to local conditions could be put into widespread use in low-resource settings 
where untreated sewage affects the microbial safety of shallow groundwater sources. Such an 
approach could allow health workers or government officials to make locally relevant 
recommendations regarding well setback distances and to more effectively prioritize remediation 
efforts. Thus, development organizations and governments conducting water point mapping 
(WPM) campaigns (41; 42) could use this modeling approach to identify the most promising 
infrastructure improvements to protect public health. 
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In this dissertation, the long-standing challenge of predicting the microbial contamination of 
groundwater based on physical models and laboratory experiments was addressed with a new 
model that incorporates knowledge about microbial diversity and die-off rates. The transport of 
bacteria was measured at the 10 cm scale in the laboratory, the 1 m scale in the field and finally, 
correlations between sewage sources in the environment and tubewell contamination were found 
at the 100 – 1000 m scale. The unique contributions that resulted from this study include a 
numerical model and MATLAB code to estimate parameters from column test data using a two-
population, reversible and irreversible attachment model that incorporates microbial die-off rates, 
a new conceptual model that draws upon the reversible attachment phenomena observed in 
Chapter 2 to explain the observed seasonal pattern of tubewell contamination and lastly, a 
newfound understanding of the important role that drainage canals play in flood-protected deltaic 
aquifers through hydraulic forcing and ultimately, enhanced bacterial transport. In the sections 
that follow, some of the key insights from the previous chapters are summarized. 
5.1 Implications of a two-population model for bacterial transport 
The laboratory experiments conducted at 3.5 mM and 20 mM ionic strengths, which are 
representative of field observations demonstrated that bacterial attachment to sediments from the 
Bangladesh field site is reversible and consistent with at least two distinct populations of 
bacterial-surface interaction. The reversibility of attachment is underscored by the high recovery 
of attached bacteria when columns were dissected at the end of the experiments, ranging from 48 
– 112%, even for the high ionic strength experiments, and by the fact that extraction was possible 
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by using deionized water as opposed to surfactants. Whereas simpler single site or two-site 
attachment models were able to fit a few experiments, for many of the columns it was necessary 
to invoke a second population of bacteria in order to fit the hyper exponential spatial 
distributions of retained bacteria. Where present, the two populations manifested themselves as 
one population with a very high irreversible attachment rate that is quickly filtered out even over 
the 10 cm distance of the column experiments and another highly reversible population with a 
much lower irreversible attachment rate. When parameters from these experiments were used in 
a longer-range transport model, the second bacterial population produced concentrations of 1 % 
of the influent levels at distances of 10 m (Figure 2.9) and further transport is largely constrained 
by the bacterial die-off rates, which were also measured. This longer range transport has 
important implications in many areas of the world that lack adequate sanitation infrastructure as 
surface water bodies at our site typically had E. coli levels between 100 and 100,000 CFU / mL 
(Figure 4.2). 
5.2 Physical factors affecting bacterial transport  
The effect of sediment layering and physical heterogeneity was investigated in Chapter 2 
by performing laboratory tests using intact columns of sediment obtained vertically from the 
field site. X-ray images (Figure 2.1) demonstrate the fine layering at the sub-cm scale that occurs 
at the site and probably contributes to the vertical anisotropy reported by others who have 
performed aquifer tests and modeling in the Meghna River delta. The intact cores had lower 
breakthrough of bacteria than any of the repacked sediment columns, regardless of grain size. 
The reduced breakthrough combined with the observations of layering provide some indication 
that lateral transport of bacteria might be more important than vertical transport, a finding that 
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corroborates the modeling results of Chapter 3, which found hydraulic evidence of rapid lateral 
transport occurring at the site.  
 The analysis of physical conditions and bacterial attachment parameters (Figure 2.7) 
indicates that sediment types with relative large grain diameter ( > 0.175 mm) and very little fine 
material (< 2.5% of particles below 0.063 mm diameter) are the conditions most conducive to 
observing a second population of low-attaching bacteria. Furthermore, when the data were fit 
using a single irreversible attachment rate model, the degree of filtration was linearly dependent 
on the percentage of fine material. The percent fines, which could be easily measured in the field 
with a single sieve, could prove a useful guideline for well drillers to determine aquifers with a 
higher risk of microbial contamination. 
5.3 The pond/canal system and groundwater contamination 
The results from monitoring surface and ground water levels, rainfall, microbial and 
chemical water quality at over 100 wells every month for over a year paint a picture of complex 
groundwater and surface water interactions caused by monsoonal rains, drainage canals and 
irrigation. The piezometer measurements of Chapter 3, even when combined with a reversible 
bacteria attachment model using detachment rates observed during column experiments, could 
not explain bacteria being transported to the wells from either the ponds or canals in time to 
produce the concentration peak that occurs 5 – 6 months after the onset of monsoonal rains. 
However, drawing upon the strong influence of ionic strength on attachment and detachment 
observed in the column experiments and the increase in bacteria concentrations following 
decreases in electrical conductivity—a proxy for ionic strength— in shallow tubewells (Figure 
3.4), an alternative conceptual model was developed. In this seasonal model of groundwater 
transport, strong lateral gradients caused by the filling of canals during the dry season due to 
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irrigation cause bacteria to be transported toward nearby wells but largely retained within the 
sediments due to the higher ionic strength. The direction of groundwater flow is reversed during 
the monsoon season when the canals become groundwater sinks, serving their flood control 
purpose by draining surface water in the region. Based on two-dimensional finite element 
modeling using known heads, the release of bacteria in the late monsoon is consistent with the 
arrival of lower ionic strength water from the freshly filled ponds. Thus, reversible bacteria 
attachment is implicated in the contamination observed at the wells but in a more complex 
manner than simple one-directional, down gradient transport. 
5.4 Modeling microbial contamination by sanitary risk factors 
Considering the ubiquitous presence of both working and failing onsite sanitation 
systems (i.e. latrines and septic tanks) in use at the field site and throughout Bangladesh, it stands 
to reason that the density of various sources of sewage contaminated water should be related to 
the degree of aquifer contamination. The source intensity model of Chapter 4 provides evidence 
that such an approach to modeling contamination risk can be used to determine the relative risk 
due to different contamination sources and identify unexpected relationships, such as the 
dominance of the canal system and the apparent protective nature of pond proximity. Modeling 
the source intensity using an exponential decay function—consistent with the simple irreversible 
attachment model of Chapter 2—provides realistic constraints on the distance at which a source 
could influence a nearby well.  
The other important findings of Chapter 4 include the impacts of reduced sampling 
frequency and the overall importance of canals in predicting microbial contamination. A 
sensitivity analysis indicated that reducing the sample frequency to bimonthly or even quarterly 
could still provide consistent and statistically significant estimates for the sanitary risk 
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parameters in the model. A less sensitive 10 mL sampling method (i.e. increasing the detection 
limit of the sampling method from 1 CFU to 10 CFU / 100 mL) as has been proposed for field 
monitoring kits would be much less effective at modeling sanitary risks, at least at this test site. 
Finally, the statistical model of Chapter 4 provides a second, independent line of evidence 
supporting the hydraulic arguments made in Chapter 3 that drainage canals exert a major 
influence on groundwater contamination by fecal indicator bacteria. Future programs to install 
new wells, provide for water treatment or improve sanitation infrastructure should take such 
evidence into consideration when prioritizing the need for water quality interventions among 
different locations and assessing the health risks of using shallow tubewells for drinking water.  
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APPENDIX A: MATLAB CODE FOR NUMERICAL MODEL 
 
ColumnParametersDecay.m 




% this program opens column test data and estimates parameters using the 
% DDM model with exponential decay 
% 
% Inputs: 
%   filename=string with filename including extension 
%   lambda=scalar longitudinal dispersivity 
%   portions[1X2]=proportion of each population (1 and 2) 
%   fitnum=specificies parameter fitting mode (see table below) 
%   weighting [1X2 or 1X3]=weighting factor for breakthrough (1) and retained 
(2) 
%                       3rd argument (not required) specifies if log 
%                       concentrations to be used in obj function (set = 1 
for log)  
%   x0[x1 x2 ..]=initial parameter guess vector (see table below)  
%            
%       Fit #  Model              Guess vector 
%       -----  ----               ------------------------ 
%       1      CFT                [ka1] 
%       2      reversible         [ka1 kd1] 
%       3      two-site           [ka1 kd1 ki1] 
%       4      DDM two-site       [ka1 kd1 ki1 ki2]   *(ka2=ka1, kd2=kd1) 
%       5      DDM fit w          [ka1 kd1 ki1 ki2 w] *(ka2=ka1, kd2=kd1) 
%       6      Fast/slow          [ka1 kd1 ka2 kd2] 
%       7      Fast/slow fit w    [ka1 kd1 ka2 kd2 w] 
%       8      Rev/irr pops       [ka1 kd1 ki2] 
%       9      Rev/irr pops fit w [ka1 kd1 ki2 w] 
%   
%   mu [muC mur mui]   exponential decay rate for liq (muC), reversibly 
%                      sorbed (muS), and irrev sorbed (muS) contaminants 
%                       *if mur and mui missing, will be set = muC% 
%   lb [lb1 ...]       lower bound vector, if only 1 arg then all set to 1 
%   ub [ub1 ...]       upper bound vector, if only 1 arg then all set to 1 
%   c_lim [min max]    concentration axis limits for plot, use [] for auto 
%   s_lim [min max]    retained axis limits for plot, use [] for auto 
%   outpath '/../'     optional path for output files and summary file 
%                         (leave '' if not required) 
% 
% by John Feighery - Jan-Jul 2011 
% 
% 
% Define global variables: 





global k_a k_d k_i; 
global muc mur mui; 










if size(weighting,2)==3   












% Set decay rates: 
muc=mu(1); 
    % Set rest of mu = muC if needed 
    if size(mu,1)==1 
        mur=muc; mui=muc; 
    end 
  
% 
% Assign variables from the test data file: 
fid=fopen(filename); 
testparam=textscan(fid,'%s %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f






q=tpar(20);   
n=tpar(17);  %porosity from CXT_fit 




pct_recovered_ecoli=tpar(28);    % percent e coli recovered 
sediment=textscan(fid,'%s %s %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f 
%f %f %f %f %f %f',1,'delimiter',','); 
sediment=sediment{2}; 
junk=textscan(fid,'%s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %
s %s %s %s %s',1,'delimiter',','); 
headers=textscan(fid,'%s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %s %
s %s %s %s %s %s',1,'delimiter',','); 
% 
 123 
% Read test data: 
testdata = 
textscan(fid,'%f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f %f 
%f %f %f','delimiter',','); 
testdata = cell2mat(testdata); 
% Initialize arrays 
breakthrough=zeros(1,14); 
recovered=zeros(1,6); 
% Assign the test data to numeric arrays: breakthrough 
breakthrough = testdata(:,1:14); 
% Assign the recovered data from the file to array, skipping empty rows 
currentrow=1; 
for count=1:size(testdata,1) 
    if not([testdata(count,15)==-1 isnan(testdata(count,15))]) 
        recovered(currentrow,:)=testdata(count,15:20); 
        currentrow=currentrow+1; 









% Define parameters and ranges: 








% Set the bounds for parameters: 
%  (if less than enough bounds supplied, the most recent one is repeated) 
if isempty(lb)  %default values are set if bounds not supplied 
        lb=[1e-5]; 
end 
if isempty(ub) 
    ub=[5]; 
end 
  
for x=2:size(xCurrent,2)  % fills in extra bounds if necessary 
    if size(lb,2)<x 
        lb(x)=lb(x-1); 
    end 
    if size(ub,2)<x 
        ub(x)=ub(x-1); 





















% *** Plot the results *** 
clf; 
line1=['\fontsize{16} Column ',num2str(colnumber),'\fontsize{14}  
Fit:',num2str(fitnumber),'  R^2=',num2str(fit.stats(2)),'  
w=',num2str(w(2))]; 
line11=['Weighting: Breakthrough=',num2str(wgt(1)),'   
Retained=',num2str(wgt(2))]; 
line2=['\fontsize{14} ka1=',num2str(k_a(1),'%.3e'),'  
kd1=',num2str(k_d(1),'%.3e'),'  ki1=',num2str(k_i(1),'%.3e')]; 
line3=['ka2=',num2str(k_a(2),'%.3e'),'  kd2=',num2str(k_d(2),'%.3e'),'  
ki2=',num2str(k_i(2),'%.3e')]; 
if w(2)==0 








if ~isempty(c_lim)   












    ylim(s_lim); %set the y limit for S if it is provided 
end 




%Create Output file 
if ~isempty(outpath) 
    cd(outpath); 




    fid2=fopen(outname,'w'); 
     
    % Write header data 
    nextline={'Column' colnumber}; 
    fprintf(fid2,'%s,%s\n',nextline{:}); 
    nextline={'Fit Number',fitnumber}; 
    fprintf(fid2,'%s,%d\n',nextline{:}); 
    nextline={'Proportion of pop 2',w(2)}; 
    fprintf(fid2,'%s,%4.2f\n',nextline{:}); 
    nextline={'Weight-breakthrough',wgt(1)}; 
    fprintf(fid2,'%s,%4.2f\n',nextline{:}); 
    nextline={'Weight-retained',wgt(2)}; 
    fprintf(fid2,'%s,%4.2f\n',nextline{:}); 
    nextline={'Long dispersivity',lambda}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'Length',L}; 
    fprintf(fid2,'%s,%4.2f\n',nextline{:}); 
    nextline={'Darcy velocity',q}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'Porosity',n}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'Deadtime',deadtime}; 
    fprintf(fid2,'%s,%f\n',nextline{:}); 
    nextline={'Time of pulse start',tpulse}; 
    fprintf(fid2,'%s,%f\n',nextline{:}); 
    nextline={'Percent e coli recovered',pct_recovered_ecoli}; 
    fprintf(fid2,'%s,%4.2f\n',nextline{:}); 
    nextline={'Mass balance',fit.mass}; 
    fprintf(fid2,'%s,%6.3f\n',nextline{:}); 
    nextline={'RMSE',results.stats(1)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'Rsquare',results.stats(2)}; 
    fprintf(fid2,'%s,%6.4f\n',nextline{:}); 
    nextline={'Number of iterations',size(fit.history,1)}; 
    fprintf(fid2,'%s,%d\n',nextline{:}); 
    nextline={'k_a1',k_a(1)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'k_d1',k_d(1)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'k_i1',k_i(1)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'k_a2',k_a(2)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'k_d2',k_d(2)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    nextline={'k_i2',k_i(2)}; 
    fprintf(fid2,'%s,%e\n',nextline{:}); 
    fprintf(fid2,'\n\n\n\n\n\n\n%s\n','Data:');  % blank lines to use later 
     
    % Write Column Names 




    
fprintf(fid2,'%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,%s,
%s,%s,%s,%s,%s,%s,%s,%s\n',colnames{:}); 
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    % Write the data line by line 
    % since c_fit is the longest of all the datasets 
    % the number of iterations is size(c_fit): 
    for x=1:size(results.c_fit,1) 
        %create single row vector containing all data types: 
            %  fitted breakthrough: 
        PVlineA=results.c_fit(x,1,1)*q/pv; 
        lineA=[results.c_fit(x,1,1) PVlineA results.c_fit(x,2,1) 
results.c_fit(x,2,2) results.c_fit(x,2,3)]; 
        %  fitted retained 
        lineB=[nan nan nan nan nan nan nan nan nan nan nan nan nan]; 
        if x<=size(results.s_fit,1) 
            lineB=[results.s_fit(x,1:5,1) results.s_fit(x,2:5,2) 
results.s_fit(x,2:5,3)]; 
        end 
        %  observed breakthrough: 
        lineC=[nan nan nan nan nan nan]; 
        if x<=size(results.c_obs,1) 
            PVlineC=results.c_obs(x,1)*q/pv; 
            lineC=[results.c_obs(x,1) PVlineC results.c_obs(x,3) 
results.c_obs(x,2) results.c_obs(x,4:5)]; 
        end 
        %  observed retained: 
        lineD=[nan nan nan nan nan]; 
        if x<=size(results.s_obs,1) 
             lineD=[results.s_obs(x,1) results.s_obs(x,3) results.s_obs(x,2) 
results.s_obs(x,4:5)]; 
        end 
        %Write the combined row to the file: 
        lineABCD=[lineA lineB lineC lineD]; 




    end   % end line by line file writing section 
    % close file   
    fclose(fid2); 
     
    % Save the graph to a jpg file 
    set(gcf,'PaperUnits','inches'); 
    set(gcf,'PaperSize',[5 4]); 
    
graphfilename=strcat(['Col_',num2str(colnumber),'_fit_',num2str(fitnumber),'_
plot.jpg']); 
    print('-djpeg',graphfilename); 
     
     
    % Write data to summary file -- each directory used has a summary file 
    % that includes all the runs that used that path 
     
    fid4=fopen('ddm_summary.csv','a'); 
    summaryline={colnumber fitnumber w(2) fit.mass results.stats(1) 
results.stats(2) k_a(1) k_d(1) k_i(1) k_a(2) k_d(2) k_i(2)}; 
    
fprintf(fid4,'%s,%d,%6.3f,%6.3f,%6.3f,%6.3f,%e,%e,%e,%e,%e,%e\n',summaryline{
:}); 
    fclose(fid4); 
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    cd .. 




end     % end of main function 
  
  




% Subfunction to evaluate the objective function: 
  
function [f] = DDM_obj(x) 
  
% This is the objective function to be minimized 
% Currently implementing least squares with separate weights for 
% breakthrough and retained data 
  
% Define global variables: 
global u L tpulse duration tend lambda breakthrough recovered wgt history 
hindex w results; 
global k_a k_d k_i; 







% Set the parameter values based on the fitnumber: 
  
if fitnumber==1 








    k_a(1)=x(1); k_d(1)=x(2); k_i(1)=x(3); k_a(2)=0; k_d(2)=0; k_i(2)=0; 
end 
  
if fitnumber==4  % DDM 
    k_a(1)=x(1); k_d(1)=x(2); k_i(1)=x(3); k_a(2)=k_a(1); k_d(2)=k_d(1); 
k_i(2)=x(4);    
end 
  
if fitnumber==5  % DDM fit w 
    k_a(1)=x(1); k_d(1)=x(2); k_i(1)=x(3); k_a(2)=k_a(1); k_d(2)=k_d(1); 




if fitnumber==6  % Fast/slow fixed 
    k_a(1)=x(1); k_d(1)=x(2); k_a(2)=x(3); k_d(2)=x(4); k_i(1)=0; k_i(2)=0; 
end 
  
if fitnumber==7  % Fast/slow fit w 




if fitnumber==8  % Rev/irr pops 
    k_a(1)=x(1); k_d(1)=x(2); k_a(2)=0; k_d(2)=0; k_i(1)=0; k_i(2)=x(3); 
end 
  
if fitnumber==9  % Rev/irr pops fit w 





if size(history,1)==1  %fill first row of history with initial guesses 




% Evaluate the DDM model using the parameters from x 
DDM_out=DDMeval(k_a,k_d,k_i); 
% 











diff1=zeros(1,1); % initialize  
diff2=zeros(1,1); 
values1=zeros(1,5); % col1=observed, col2=modeled, cols 3&4 are - and + 
errors for obs 




    % 
    % get interpolated model values for each concentration observation 
    % 
    if(isnan(breakthrough(z,8))==0)  %only use the rows with a concentration 
observation 
        values1(index,1)=breakthrough(z,8); 
        values1(index,3:4)=breakthrough(z,9:10); 




        values1(index,5)=breakthrough(z,1);  %this is a vector of obs times 
  
        if values1(index,1)==0 %zero catcher to avoid taking log(0) 
            values1(index,1)=1e-8; 
        end 
        if values1(index,2)==0 
            values1(index,2)=1e-8; 
        end 
         
        index=index+1; 
    end 






    % 
    % get interpolated model values for each concentration observation 
    % 
    if(isnan(recovered(z,4))==0) 
        values2(index,1)=recovered(z,4); 
        values2(index,3:4)=recovered(z,5:6); 
        
values2(index,2)=interp1(DDM_out.retained(:,1,3),DDM_out.retained(:,5,3),reco
vered(z,3),'spline'); 
        values2(index,5)=recovered(z,3); %this is a vector of retained 
distances 
         
        if values2(index,1)==0 %zero catcher to avoid taking log(0) 
            values2(index,1)=1e-8; 
        end 
        if values2(index,2)==0 
            values2(index,2)=1e-8; 
        end 
         
        index=index+1; 
        % 
    end 




    diff1=(log(values1(:,1))-log(values1(:,2)))/mean(log(values1(:,1))); 
    diff2=(log(values2(:,1))-log(values2(:,2)))/mean(log(values2(:,1))); 
    v_1=wgt(1)/(size(values1,1)*(var(log(values1(:,1))))); 
    v_2=wgt(2)/(size(values2,1)*(var(log(values2(:,1))))); 
    sum1=v_1 * sum(diff1.^2); 







%Experimental weighting section.. must be custom programmed each use 
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weightstart=1; % point at which to start different weighting 
specialweight=1; % factor to multiply different weighted points by 
specialweightvector=ones(size(diff1,1),1); 
for count=1:size(diff1,1) 
    if count>=weightstart 
        specialweightvector(count,1)=specialweight; 
    end 
end      
% End experimental weighting section 
  
  
sum1=v_1 * sum((diff1.^2).*specialweightvector); 
sum2=v_2 * sum(diff2.^2); 
end 
  
% Compute stats on current fit: 
  
% Root Mean Squared Error (after Simunek and Hopmans) 
RMSE=sqrt( (sum1+sum2)/(size(values1,1)+size(values2,1)-size(x,1)) ); 
  
% Goodness of Fit 
part1=sum(v_1*values1(:,1).*values1(:,2)) + 
sum(v_2*values2(:,1).*values2(:,2)); 
part2=sum(v_1*values1(:,1)) + sum(v_2*values2(:,1)); 
part3=sum(v_1*values1(:,2)) + sum(v_2*values2(:,2)); 
part4=sum(v_1*(values1(:,1).^2)) + sum(v_2*(values2(:,1).^2)); 






% Value of the objective function: 
f=sum1+sum2; 
  
% Display screen output 
screenoutputheader=['Iter ka1      ka2      kd1      kd2      ki1      ki2      
w     R^2  ObjC     ObjS     ObjTotal\n']; 
  
if screencount>=15 
    fprintf(screenoutputheader); 












% Update results 
results=struct('c_fit',DDM_out.out,'s_fit',DDM_out.retained,'c_obs',[values1(















% DDM model subfunction: 
  
function [DDM_out] = DDMeval(k_a,k_d,k_i) 
% 
% Two-site / two-population numerical solution for the AD equation 
% in one dimension with decay 
% written by John Feighery, Jun 2011 
% 
% decay version (Jun 2011) adds Si expressions to the linear equations to 
% be solved since Si now depends on itself. parameters are modified to 




%   scalars: L=column length, u=pore velocity, tpulse=time pulse reaches 
%     column inlet, duration=pulse duration, tend=time of end of test, 
%     lambda=longitudinal dispersivity (same units as L) 
% 
%   vectors: k_a[2X1]=reversible attach rates for populations 1&2 
%            k_d[2X1]=reversible detach rates for pops 1 & 2 
%            k_i[2X1]=irreversible attach rates for 1 & 2 
%            w[2X1]=proportions of populations 1 & 2 
% Output: 
%   DDM_out= a structure containing: 
%       .out[ntimes+1 X 2 X pops+1] = the concentrations at the  
%            column outlet, columns are: time, conc of population 
%       .retained[nodes X 5 X pops+1] = the retained liq and solid  
%            concentrations.. columns are: distance, Cliq, Si, Sr, Stotal 
%       Note: 3rd slice (pops+1) for each contains totals 
% 
% Define global variables: 
global u L tpulse duration tend lambda w; 
global dx dt; 
global muc mui mur; 
  
  
% Initialization of physical parameters: 
%    L=column length, Cin=concentration of pulse, u=pore velocity 
tpulseND=tpulse*u/L; durationND=duration*u/L; tendND=tend*u/L; 
% dimensionless times: tpulseND=start time of pulse 
%     durationND=duration of pulse, tendND=total time of test 
Dw=0; D=Dw+lambda*u; nu=D/(u*L); 
% lambda=longitudinal dispersivity,  
% Dw=molecular diffusion coeff in water, nu=1/Peclet number 
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% 
Cin_total=1;  % the total influent concentration of all populations 
% 
pops=2;    % set the number of populations 
%    w=proportion of population with type-k kinetics 
Cin=zeros(pops,1);  
Cin=w*Cin_total;  % set influ conc for each population 
% Create dimensionless parameter vectors: 
Ka=zeros(pops,1); Ki=zeros(pops,1); Kd=zeros(pops,1); 
Ka=k_a*L/u; Ki=k_i*L/u; Kd=k_d*L/u; 
% Create dimensionless decay rates: 
Mc=muc*L/u; Mi=mui*L/u; Mr=mur*L/u; 
% 
% Numerical simulation parameters: 
nn=100; %define number of nodes (nn) 
dx=1/nn;  
dt=1*u/L; 
nm=3*nn;  %define size of coefficient matrices (nm) 
ntimes=ceil(tendND/dt); 
% 
% Initialize arrays: 
timeND=(0:dt:(ntimes*dt))';    % non-dimensional time vector 
time=timeND*L/u;  % creates a dimensional time vector 
xout=((0.5*dx):dx:(1-0.5*dx))'; 
out=zeros(ntimes+1,2,pops+1);  % conc at the outlet 




F1=zeros(pops,1); G1=zeros(pops,1); H1=zeros(pops,1); 
% 
% Define the coefficient vectors for each population: 
for k=1:pops 
    a(k)=-dt*nu/(2*(dx^2))-dt/(4*dx); 
    b(k)=1+dt*Ki(k)/2+dt*Ka(k)/2+dt*nu/dx^2+dt*Mc/2; 
    c(k)=-dt*nu/(2*dx^2)+dt/(4*dx); 
    d(k)=-1+dt*Ki(k)/2+dt*Ka(k)/2+dt*nu/(dx^2)+dt*Mc/2; 
    e(k)=-dt*Kd(k)/2; 
    f(k)=-dt*Ka(k)/2; 
    g(k)=1+dt*Kd(k)/2+dt*Mr/2; 
    h(k)=-1+dt*Kd(k)/2+dt*Mr/2; 
    F1(k)=-dt*Ki(k)/2; 
    G1(k)=1+dt*Mi/2; 





% Calculate the concentrations at the new time step: 
for k=1:pops  % do the calculations for each population, k 
    % 
    % Initialize variables: 
    currenttime=0; CinNow=0; 
    cold=zeros(nm,1); 
    cnew=zeros(nm,1); 
    si_new=zeros(nn,1); 
    si_old=zeros(nn,1); 
    cout=zeros(ntimes+1,1); 
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    % 
    %Create the coefficient matrices: 
    diag11M=sparse(1:nn,1:nn,b(k),nm,nm); 
    diag11U=sparse(1:(nn-1),2:nn,c(k),nm,nm); 
    diag11L=sparse(2:nn,1:(nn-1),a(k),nm,nm); 
    diag12=sparse(1:nn,(nn+1):(2*nn),e(k),nm,nm); 
    diag21=sparse((nn+1):(2*nn),1:nn,f(k),nm,nm); 
    diag22=sparse((nn+1):(2*nn),(nn+1):(2*nn),g(k),nm,nm); 
    diag31=sparse((2*nn+1):nm,1:nn,F1(k),nm,nm); 
    diag33=sparse((2*nn+1):nm,(2*nn+1):nm,G1(k),nm,nm); 
    % 
    diag11M(nn,nn)=1+dt*Ki(k)/2+dt*Ka(k)/2+dt/(4*dx); 
    diag11L(nn,(nn-1))=-dt/(4*dx); 
    % 
    A=diag11M+diag11U+diag11L+diag12+diag21+diag22+diag31+diag33; 
    % 
    %Adjust diagonals that change for matrix B: 
    diag11M=sparse(1:nn,1:nn,d(k),nm,nm); 
    diag11M(nn,nn)=-1+dt*Ki(k)/2+dt*Ka(k)/2+dt/(4*dx); 
    diag22=sparse((nn+1):(2*nn),(nn+1):(2*nn),h(k),nm,nm); 
    diag33=sparse((2*nn+1):nm,(2*nn+1):nm,H1(k),nm,nm); 
    % 
    B=diag11M+diag11U+diag11L+diag12+diag21+diag22+diag31+diag33; 
    % 
    for n=2:(ntimes+1)  %calculate conc forward through time for population k 
        currenttime=currenttime+dt; 
        % Set the input concentration for this population and time 
        if currenttime<tpulseND 
            CinNow=0; 
        end 
        if currenttime>=tpulseND 
            CinNow=Cin(k); 
        end 
        if currenttime>=(tpulseND+durationND) 
            CinNow=0; 
        end 
        % 
        % 
        %  cold(1)=CinNow;  <-this is not needed- 
        rhs=-B*cold;  % set the right hand side (knowns) of equation 
        rhs(1)=rhs(1)-2*a(k)*CinNow; % adjust for top BC 
        cnew=A\rhs;  %solve for the new values 
        cout(n)=cnew(nn); %record the outlet concentration 
         
        % (this is not used in new version) Calculate the irreversibly 
adsorbed concentration 
%         si_new=si_old+0.5*Ki(k)*dt*(cold(1:nn)+cnew(1:nn)); 
%         si_old=si_new; 
         
        cold=cnew; 
    end 
    % 
    % Write the current outputs to the kth slice of out and retained 
    out(:,:,k)=[time cout]; 





% Make totals for outputs in the last slice (pops+1): 
for k=1:pops 
    out(:,2,(pops+1))=out(:,2,(pops+1))+out(:,2,k); 
    out(:,1,(pops+1))=out(:,1,1); 
    retained(:,2:5,(pops+1))=retained(:,2:5,(pops+1))+retained(:,2:5,k); 
end 
retained(:,1,(pops+1))=retained(:,1,1); %add the time column to the totals 
slice 
% 









APPENDIX B: SAMPLE INPUT FILE FOR COLUMNPARAMETERSDECAY.M 
File should be in CSV format. Empty cells should contain -1. The file is shown below split 
horizontally over two pages (page 1 is left hand side and page 2 is right hand side). Columns 
labeled with NA are not used in this version 
 
Column 413 
         lambda 0.118 
        column_name 413 
        test_date 39246 
        ionic_strength 3.5 
        PV_used 10.2 
        length 11.5 
        d_column 1.7 
        dead_volume 1.89 
        dead_time 4.19 
        solid_n 0.36 
        solid_rho_b 1.7 
        n_water 0.416 
        PV_water 10.2 
        V_total_grav 24.5 
        V_total_geom 26.1 
        n_CXT 0.36 
        PV_CXT 10.2 
        Q 0.45 
        U 0.199 
        U_m_d 2.86 
        mass_sand 37.87 
        Co_Br 21.0869 
        Co_glacial 
         Co_ecoli 126777 
        Co_phage 
         recovered_glacial 




        recovered_phage 
        sediment new shallow cuttings 
      Data 
         
Time Volume PV Br NA NA NA ecol 
ecol_
minus ecol_plus 
10 9.11 -8.47 
       30 18.20 -7.57 
       50 27.28 -6.68 
       70 36.34 -5.79 
       90 45.44 -4.90 
    
0.00 0.00 0.00 
110 54.53 -4.01 
       130 63.64 -3.12 
       150 72.71 -2.23 
       170 81.82 -1.34 














_plus NA NA NA NA 
1.00 4.13 0.05 11.75 4.29 5.80 -1.00 -1.00 -1.00 -1.00 
2.00 4.35 0.17 7.31 2.24 2.91 -1.00 -1.00 -1.00 -1.00 
3.00 4.70 0.29 5.88 2.03 2.94 -1.00 -1.00 -1.00 -1.00 
4.00 4.96 0.41 5.58 1.93 2.78 -1.00 -1.00 -1.00 -1.00 
5.00 4.80 0.54 5.53 1.70 2.38 -1.00 -1.00 -1.00 -1.00 
6.00 4.90 0.67 13.95 4.82 6.05 -1.00 -1.00 -1.00 -1.00 
7.00 5.11 0.80 9.49 3.47 4.69 -1.00 -1.00 -1.00 -1.00 
8.00 4.92 0.94 2.31 0.66 0.87 -1.00 -1.00 -1.00 -1.00 
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 
 
 
