Yu and Ruppert (2002) proposed the penalized spline estimation procedur. Xia and Härdle (2006) proposed the minimizing average variance estimation (MAVE) method based on local linear approach. In real data analysis, the covariates of PLSIM may include many irrelevant covariates. To indentify significant predictors will enhance the prediction performance of the fitted model. Liang et al. (2010) proposed a variable selection method for mean regression of PLSIM by combining the profile likelihood method and the SCAD penalized approach. Lai and Guo (2012) proposed a two steps variable selection procedure with adaptive LASSO.
Most existing estimation procedures for PLSIM based on either least squares or likelihood approach. When there are outliers in the data or the distribution of model error has a heavy tail, the estimation performance will not be always guaranteed. In order to overcome this shortcoming, proposed minimizing average check loss estimation procedure to conduct quantile regression of PLSIM. proposed a robust variable selection procedure for partially varying coefficient single-index model based on modal regression.
We consider combining the M-estimation and the adaptive LASSO to achieve robustness of estimation and variable selection on the PLSIM.
II. Variable Selection
Suppose that     , , , 1, ,
is a random sample generated from the PLSIM, that is 0 0 
where ni R is the remainder of approximation of ( ) g  . Write
as parameter vector to be estimated.
We then consider an M-estimator for   is a n -consistency estimator of 
III. MAIN RESULTS
To establish asymptotic results of variable selection for PLSIM with M-estimated, the following assumptions are required.
Assumption 1 The density function
bounded and is nonzero on
Assumption 2
The derivative of ( ) g  is bounded for some 2 r  . 
  is relegated to the Appendix.
IV. APPENDIX
we define X  and Z  in such a way that they consist of the first 0 p and 0 q elements of X and Z respectively.
Due to H is a symmetrical matrix, exist a matrix K , such that
Lemma 1 If the Assumption 1~2 is satisfied, then 
Thus, again by Slutsky's theorem and Lemma 1 and Lemma 2, we see that 
