In this supplemental section, we derive explicit expressions for the evolution of the first two moments in the simple gene transcription and translation process. For this derivation, let R denote the population of mRNA molecules, and let P denote the population of proteins in the system. As above, these populations change through four reactions:
The master equation [13] for this system can be written: P i,j (t) = −(k r +k 21 j + γ r i + k p i + γ p j)P i,j (t) + (k+k 21 j)P i−1,j (t) + γ(i + 1)P i+1,j (t) + k p iP i,j−1 (t) + γ p (j + 1)P i,j+1 (t),
where P i,j (t) is the probability that (R, P ) = (i, j) at the time t, conditioned on some initial probability distribution P(t 0 ). In this expression, the first negative term corresponds to the probability of transitions that begin at the state (R, P ) = (i, j) and leave to another state, and the remaining positive terms correspond to the reactions that begin at some other state (R, P ) = (i, j) and transition into the state (i, j).
The mean populations of mRNA and protein molecules can be written as:
The derivatives of these mean values are found simply by substituting (1) into (2):
Similarly, expressions for the second uncentered moments can be written:
and evolve according to the set of ordinary differential equations:
Altogether the various components of the first two moments,
evolve according to the linear time invariant ODE:
These expressions now fully characterize the dynamics of the first two moments of mRNA and protein molecules. With these expressions one can now begin to identify the various
] from properly chosen experimental data sets.
S.2. Non-Identifiability from Stationary Distributions
In this supplemental section, we show conclusively that the parameters of the transcription/translation model cannot be identified from invariant distributions alone. Suppose that the moments of the probability distribution described in (4) has an invariant distribution:
These steady state moments must satisfy the expression:
which can be rewritten in terms of the unknown parameters as:
where
In Eqn. (5) there are two possible cases: (1) the rank of the matrix is full and we are left with the trivial solution Λ = 0, or (2) the matrix has a null-space spanned by {φ 1 , . . . , φ p } and there are an infinite number of parameter sets that will result in the same invariant distribution:
So long as the parameters enter linearly into the propensity functions w(
then one can extend this argument for any finite number of n moments of the stationary distribution. This tells us that the steady state distribution cannot provide enough information to uniquely identify the set of system parameters. Additional information is needed. For example, if the rank of the null space is one, then the knowledge of any one parameter from the set Λ can provide an additional linearly independent equation, and can enable the unique determination of the parameters. If the rank of the null space is p, then at least p additional, linearly independent, pieces of information will be required.
S.3. Implicit Expressions for the Identification of Transcription and Translation Parameters from Transient Data
In this supplemental section, we show how one can obtain an implicit analytical expression for transcription and translation parameters in the absence of feedback (k 12 = 0). For this we define the following variables:
These can be shown to evolve according to the linear ODE:
The first two equations yield k r and γ r as discussed above. With these, one can solve for the z 1 (t) and z 2 (t):
and plug these expressions into the third and fourth equations. This gives the following expressions for the solution:
One can combine many of the known quantities to gather a simpler expression
where C 1 = e −γr(t 2 −t 1 ) z 4 (t 1 ), and
are known expressions. Solving the first expression in terms of k p and substituting that expression into the second yields the implicit expression for γ p :
An explicit expression for γ p does not appear to be immediately obvious. However, by substituting in the known expressions for C 1 , C 2 (τ ), and z 3 (t 1 ), one can easily plot the the left hand side of this expression as a function of γ p . For example, consider the system with the parameter set:
, and the initial condition at t 1 = 0 of
The corresponding response at t 2 = 100s is Assuming that the quantities z(t 1 ) and z(t 2 ) are known exactly, then it is relatively easy to identify the first two parameters k r and k p and substitute these into the expression (7). This expression can then be plotted as a function of the unknown γ p as shown in Figure 4 . The value of γ p is the value at which the expression crosses the measured value for z 4 (t 2 ), which can be found using a simple line search. From the figure it is obvious that this intersection does indeed correspond to the correct value of γ p = 0.001. Once k r , γ r , and γ p are all known, it is simple to solve for k p using (6).
S.4. Non-Identifiability from Protein Mean alone
In this section we show analytically that the parameters of the transcription/translation cannot be identified from the protein mean alone. Consider the expressions for the mRNA and protein means (E{R}, E{P }):
The solution for the mRNA and protein means at t > 0 can be written as:
where R 0 and P 0 are the initial expectations of the mRNA and proteins, respectively. By separating out all of the terms that depend upon unknowns k r , k p and R 0 , the expression for the evolution of E{P (t)} can be rewritten as:
Suppose that the parameters γ r and γ p are known, and that E{P } can be measured at any point in time. In this case, it is immediately obvious that at best one can only determine the two products k p R 0 and k p k r , but one cannot individually determine any of the three individual parameters k r , k p , or R 0 without some additional piece of information, such as measurements describing the variation in the protein populations. . For each strategy, the identification is done by using one, two or four different experiments each with a different known initial condition. Also, different numbers of measurement points are considered which include 10, 20 or 40 points in time, each separated by a time of 100 seconds. 
