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Abstrak 
 
Diabetes retina merupakan gejala komplikasi dari penyakit Diabetes Mellitus yang lmenyebabkan lretina ltidak dapat 
mengirimkan lgambar  lpenglihatan lke lotak lsecara lnormal akibat lpeningkatan lglukosa lpada darah. Dalam lskripsi 
ini lalgoritma lBackpropagation akan ldigunakan luntuk lmengidentifikasi lpenyakit diabetes retina. Dataset lyang lakan 
digunakan ldalam lskripsi ini yaitu dataset lDiabetic lRetinopathy lDebrecen ldiambil ldari lUCI lRepository lMachine 
Learning lsebanyak l1151 ldata lyang lterdiri ldari l19 latribut ldan l1 latribut lmenunjukkan lkelas lyang lakan ldibentuk. 
Dengan menggunakan software weka 3.8.3, identifikasi penyakit diabetes retina dimulai dengan mengubah data kelas 
(output)  dari numeric diubah menjadi kategorik. Data kemudian dilakukan proses klasifikasi menggunakan algoritma 
Backpropagation dengan menentukan inisialisasi awal bobot, inisialisasi awal learning rate, inisialisasi awal jumlah note 
pada lapisan tersembunyi (hidden layer), jumlah iterasi maksimal (epoch). Performa lhasil lidentifikasi lmenggunakan 
algoritma lBackpropagation lmemberikan lhasil lakurasi ltertinggi lsebesar 74,2029% dan waktu yang dibutuhkan 6,13 
detik note hidden layer 6 learning rate 0,25 dan maksimum epoch 1000. 
Kata kunci : identifikasi, diabetes retina, backpropagation. 
 
Abstract 
 
Diabetic Retinopathy is a complication of Diabetes Mellitus which causes the retina to be unable to transfer visual 
images to the brain normally. In this paper the Backpropagation algorithm will be used for classification of Diabetic 
Retinopathy. The dataset that will be used in this paper is the dataset of Debrecen Diabetic Retinopathy taken from the 
1151 UCI Repository Machine Learning data consisting of 19 attributes and 1 attribute adding classes to be formed. Using 
Weka software 3.8.3, starting diabetic retinopathy disease begins by changing the class data (output) from numerically 
converted to categorical. The data is then carried out by the classification process using the Backpropagation algorithm 
by determining the initialize weight, initialize learning rate, initialize note hidden layer, maximum epoch. The 
performance of the test results using the Backpropagation algorithm gives the highest test results of 74,2029% and the 
time taken 6.13 seconds, with note hidden layer 6, learning rate 0,25 and maximum epoch 1000. 
Keyword : identification, diabetic retinopathy, backpropagation. 
 
PENDAHULUAN 
Pada era modernisasi kemajuan teknologi sekarang 
dimanfaatkan agar mudah menjalankan aktifitas dalam 
berbagai bidang seperti sains, sosial, kesehatan dan 
berbagai bidang lainnya. Salah satu teknologi saat ini 
yang sedang berkembang yakni artificial intelligence 
(AI) atau akrab disebut kecerdasan buatan. Salah satu 
aplikasi dari kecerdasan buatan ini untuk pengenalan 
karakter dengan outputan yang baik agar diperoleh hasil 
yang akurat. Jaringan syaraf tiruan (JST) merupakan 
salah lsatu ldari lpendekatan kecerdasan buatan. JST ini 
berkembang pada beberapa tahun terakhir. Secara 
sederhana JST diperkenalkan di tahun 1943 oleh 
McCulloch dan Pitts (Fauset, 1994). JST mempunyai 
pengertian lsebagai lparadigma lpemrosesan lsuatu 
informasil  yangl  terinspirasi l olehl  sisteml  sell lsyaraf  
 
 
 
biologi,l sama halnya otak yang memproses informasi. 
JST dapat lmemecahkan lsuatu lmasalah, seperti 
pengenalan lpola lmaupun lklasifikasi lproses 
pembelajaran. JST memiliki dua jenis pembelajaran 
yaitu metode dengan pengawasan (supervised learning 
method) dan metode tanpa pengawasan (unsupervised 
learning method). Pada penelitian kali ini, penulis 
menggunakan metode Backpropagation dimana metode 
tersebut merupakan jenis supervised learning. 
Diabetes merupakan penyakit dimana seseorang 
mengalami gangguan pada kadar gula (glukosa) diatas 
nilai normal. Salah satu komplikasi penyakit dari 
diabetes adalah diabetes retina (DR). DR merupakan 
kerusakan bagian lretina lmata lyang memiliki dampak 
langsung llterganggunya llpenglihatan loleh llpenderita.  
Gejala lpenderita DR antara lain microaneurysms (MA), 
hemorhages, lhard lexudates, lsoft lexudates ldan 
neovascularis.  
Sebelum data retina diolah, terlebih dahulu citra 
retina di teliti oleh dokter guna untuk mengambil data 
yang di perlukan untuk perhitungan yang akan 
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menyimpulkan apakah si pasien terjangkit diabetes 
retina maupun tidak. Pemeriksaan lmedis lpenderita 
penyakit DR ldilakukan lpengamatan llangsung lpada 
citra lretina lpasien lmenggunakan lkamera fundus. Pada 
skripsi ini diajukan klasifikasi penyakit diabetes retina 
dengan algoritma backpropagation. 
KAJIAN TEORI 
Diabetes Retina (DR) 
DR merupalan penyakit mata yang diakibatkan 
oleh diabetes. DR adalah kondisi yang mempengaruhi 
kerja retina mata. Diabetes retina pada awalnya 
menyebabkan pandangan kabur dan dapat berkembang 
menjadi kebutaan. Komponen sistem otomatis untuk 
penyaringan diabetes retina (Antal, Hajdu, 2014): 
1. Berdasarkan Tingkat Citra (Image-Level). 
a. Penilaian Kualitas (Quality Assessment) 
b. Diagnosa Awal (Pre-screening) 
c. AM/FM (Amplitude-Modulation / Frequency-
Modulation) 
2. Luka Khusus 
a. Microaneurysms (MA). 
b. Eksudat 
3. Komponen Anatomi 
a. Makula. 
b. Cakram Optik (Optic Disc) 
Jaringanl Syarafl Tiruanl (JST) 
JST atau artificial neural network (ANN) adalah 
paradigma lpemrosesan linformasi lyang lterinspirasi 
oleh lsistem lsel lsyaraf lbiologi. lElemen lmendasar dari 
paradigma ltersebut ladalah lstruktur lyang lbaru ldari 
sistem lpemrosesan linformasi. lJST ldibentuk luntuk 
memecahkan lsuatu lmasalah tertentu lseperti 
pengenalan lpola latau lklasifikasi lkarena lproses 
pembelajaran.  
 
Gambarl 1 Susunanl Syarafl Manusial 
Pada lgambar 1 lmenunjukkan lsusunan lsyaraf 
pada lmanusia. lSel lsyaraf lmempunyai lcabang struktur 
input yang disebut dendrit. Axon yakni lsebuah linti lsel 
dan lpercabangan lstruktur loutput. lAxon ldari lsebuah 
sel lterhubung ldengan ldendrit lyang lmelalui lsebuah 
synapsis. lKetika lsebuah lsel lsyaraf laktif, ldapat 
menimbulkan  lsignal lelectrochemical lpada laxon. 
Signal lini lmelalui lsynapsis lmenuju lsel lsyaraf lyang 
lain. lSel lsyaraf llain lakan lmendapatkan lsignal ljika 
memenuhi lbatasan ltertentu lyang lsering ldisebut 
dengan lnilai lambang latau lthreshold.  
Keanalogan antara ljaringan lsyaraf ltiruan ldengan 
jaringan lsyaraf lbiologis lyang lditunjukkan loleh ltabel 
berikut ini: 
Tabel 1 Analog lJaringan lSyaraf lTiruan lTerhadap 
Jaringanl Syarafl Biologisl 
Jaringan Syaraf Tiruanl Jaringan Syaraf Biologis 
Node atau Unit Badan Sel l(Soma) 
Inputl Dendritl 
Outputl Axonl 
Bobotl Sinapsisl 
 
Arsitektur Jaringan 
Arsitektur ljaringan lsyaraf, lyaitu: 
1. Jaringan lLapisan lTunggal 
Hanya lmempunyai lsatu llapisan ldengan 
bobot-bobot lterhubung. lJaringan lini lhanya 
menerima linput lkemudian lsecara llangsung 
akan lmengolahnya lmenjadi loutput. 
 
Gambar 2 Jaringan Syaraf Lapisan  Tunggal 
2. Jaringan Banyak Lapisan 
Memiliki lsatu latau llebih llapisan lyang 
terletak ldiantara llapisan linput ldan llapisan 
output. lAda llapisan lberbobot lyang lterletak 
diantara ldua llapisan lyang lbersebelahan. 
 
Gambar 3 Jaringan Syaraf Banyak Lapisan 
 
JST Backpropagation 
Algoritma lBackpropagation luntuk lmelakukan   
training lterhadap lsuatu ljaringan  lterdiri  ldari  ltiga  
tahap,  lyaitu   lfeedforward  ldari  lpola  linput  ltraining, 
backpropagation ldari lerror lyang lterkait, ldan 
penyesuaian lbobot. 
Langkah - langkah dalam algoritma  
lbackpropagation  loleh  lFausett  l (1994) adalah 
lsebagai lberikut 
KLASIFIKASI PENYAKIT DIABETES RETINA MENGGUNAKAN ALGORITMA BACKPROPAGATION 
30 
 
Langkah 0: Inisialisasi bobot. 
Tetapkan : Maksimum Epoch (iterasi), 
Target Error,  
Learning Rate, 
Note Hidden Layer 
Langkah 1: Ketika lpada lkondisi lberhenti lsalah, 
lakukan llangkah l2 – 9. 
Langkah 2: Untuk   lsetiap   lpasangan   ltraining,   
lakukan llangkah l3 – 8. 
Feedforward 
Langkah 3: Setiap unit input (𝑥𝑖 , 𝑖 = 1, … , 𝑛) 
menerima sinyal input 𝑥𝑖  dan meneruskan 
sinyal tersebut ke semua unit  pada lapisan 
yang ada diatasnya (hidden unit) 
Langkah 4: Setiap hidden unit (𝑧𝑗 , 𝑗 = 1, … , 𝑝) 
menjumlahkan bobot sinyal input. 
𝑧𝑖𝑛𝑗 = 𝑣0𝑗 + ∑ 𝑥𝑖
𝑛
𝑖=1
𝑣𝑖𝑗 
 mengaplikasikan  fungsi  aktivasi  untuk  
menghitung  sinyal output 
𝑧𝑗 = 𝑓 (𝑧𝑖𝑛𝑗) 
 dan  lmengirim  lsinyal  lke  lsemua  lunit  
di  llapisan  ldi  atasnya (output unit). 
Langkah 5: Setiap unit output (𝑦𝑘 , 𝑘 = 1, … , 𝑚) 
menjumlahkan bobot sinyal input. 
𝑦𝑖𝑛𝑘 = 𝑤0𝑘 + ∑ 𝑧𝑗𝑤𝑗𝑘
𝑝
𝑗=1
 
 dan  mengaplikasikan  fungsi  aktivasinya  
untuk  menghitung sinyal output. 
𝑦𝑘 = 𝑓(𝑦𝑖𝑛𝑘) 
Backpropagation 
Langkah 6: Setiap unit output (𝑦𝑘 , 𝑘 = 1, … , 𝑚) 
menerima lpola ltarget lsesuai  ldengan  
pola  ltraining  linput,  lmenghitung  
informasi lerror. 
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑓
′(𝑦𝑖𝑛𝑘) 
 menghitung       koreksi       bobotnya       
(digunakan       untuk memperbaharui 𝑤𝑗𝑘) 
∆𝑤𝑗𝑘 = 𝛼𝛿𝑘𝑧𝑗 
 menghitung lkoreksi lbias l (digunakan 
untuk lmemperbaharui l𝑤0𝑘) 
∆𝑤0𝑘 = 𝛼𝛿𝑘 
 mengirim 𝛿𝑘 ke unit lapisan dibawahnya 
Langkah 7: Setiap lhidden lunit (𝑧𝑗 , 𝑗 = 1, … , 𝑝) 
menjumlahkan ldelta linput l (dari lunit ldi 
lapisan latas). 
𝛿𝑖𝑛𝑗 = ∑ 𝛿𝑘𝑤𝑗𝑘
𝑚
𝑘=1
 
 dikalikan ldengan lturunan ldari lfungsi    
aktivasi luntuk lmenghitung linformasi 
error. 
𝛿𝑗 = 𝛿𝑖𝑛𝑗  𝑓
′(𝑧𝑖𝑛𝑗) 
 menghitung koreksi bobot (digunakan 
untuk memperbaharui 𝑣𝑖𝑗) 
∆𝑣𝑖𝑗 = 𝛼𝛿𝑗𝑥𝑖 
 dan      menghitung      koreksi      bias      
(digunakan      untuk memperbaharui 𝑣0𝑗 ) 
∆𝑣0𝑗 = 𝛼𝛿𝑗 
Update bobot dan bias 
Langkah 8: Setiap unit output (𝑦𝑘 , 𝑘 = 1, … , 𝑚) 
memperbaharui bias dan bobot ( j=0, .... , p) 
𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) = 𝑤𝑗𝑘(𝑙𝑎𝑚𝑎) + ∆𝑤𝑗𝑘 
 Setiap hidden unit (𝑧𝑗 , 𝑗 = 1, … , 𝑝) 
memperbaharui bobot dan bias ( i=0, .... , n) 
𝑣𝑖𝑗(𝑏𝑎𝑟𝑢) = 𝑣𝑖𝑗(𝑙𝑎𝑚𝑎) + ∆𝑣𝑖𝑗  
Langkah 9: Hitung MSE. 
𝑀𝑆𝐸 =  ∑(𝑡𝑘𝑖 + 𝑦𝑘𝑖)
2
𝑛
𝑖=1
 
Algoritma aplikasi 
Setelah  training,  jaringan  saraf  backpropagation  
diaplikasikan ldengan lhanya lmenggunakan lfase  
feedforward ldari lalgoritma ltraining. lLangkah-
langkahnya lsebagai lberikut loleh lFausett (1994): 
Langkah 0: Inisialisasi lbobot l(dari algoritma training). 
Langkah 1: Untuk lsetiap lvektor linput llakukan 
langkah l2-4. 
Langkah 2: Untuk li = 1, ... ,n llset llaktivasi llluntuk 
unit llinput 𝑥𝑖. 
Feedforward 
Langkah 3: Untuk setiap j = 1, . . . , p 
𝑧𝑖𝑛𝑗 = 𝑣0𝑗 + ∑ 𝑥𝑖𝑣𝑖𝑗
𝑛
𝑖=1
 
𝑧𝑗 = 𝑓 (𝑧𝑖𝑛𝑗) 
Langkah 4: Untuk setiap k = 1, . . . , m 
𝑦𝑖𝑛𝑘 = 𝑤0𝑘 + ∑ 𝑧𝑗𝑤𝑗𝑘
𝑝
𝑗=1
 
𝑦𝑘 = 𝑓(𝑦𝑖𝑛𝑘) 
 
 
METODE PENELITIAN 
Jenis Penelitian 
Jenis penelitian pada penelitian ini merupakan 
penelitian eksperimen. Penelitian eksperimen yaitu  
penelitian lyang ldigunakan luntuk lmencari lpengaruh 
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variabel llain ldalam lkonsisi lyang lterkontrol lsecara 
ketat. 
Metode Pengumpulan Data 
Penelitian skripsi ini menggunakan dataset UCI 
Repository (Diabetic Retinophaty Debrecen Data Set). 
Data Diabetic Retinophaty Debrecen Data Set diperoleh 
dari univrsitas Debrecen, Hongoria. Dataset tersebut 
berjumlah 1151 data, dimana data terdiri atas 19 atribut 
dan 1 latribut lyang lterakhir lmenunjukkan lkelas lyang 
akan ldibentuk.  
Berikut atribut pada data : 
Atribut ke 1 
Hasil biner penilaian kualitas  
0 = kualitas buruk, 1 = kualitas yang memadai (baik). 
Atribut ke 2 
Hasil biner dari diagnosa awal  
1 menunjukkan diabetes retina dan 0 sehat. 
Atribut ke 3-8 
Hasil deteksi MA. 
Setiap nilai fitur untuk jumlah MA yang ditemukan 
pada tingkat alpha = 0,5,. . . , 1 
Atribut ke 9-16 
Mengandung informasi untuk eksudat. Namun, 
karena eksudat diwakili oleh serangkaian titik 
daripada jumlah piksel yang membangun luka, fitur 
ini dinormalisasi dengan membagi jumlah luka 
dengan diameter ROI untuk mengkompensasi 
ukuran gambar yang berbeda. 
Atribut ke 17 
Jarak euclidean dari pusat makula dan pusat cakram 
optik untuk memberikan informasi penting 
mengenai kondisi pasien. Fitur ini juga dinormalisasi 
dengan diameter ROI. 
Atribut ke 18 
Diameter cakram optik. 
Atribut ke 19 
Hasil biner dari klasifikasi berbasis AM / FM (S). 
Atribut ke 20 (kelas) 
Label kelas 1 = berisi diabetes retina (label 
akumulasi untuk kelas 1, 2, 3), dan kelas 0 = tidak 
ada tanda-tanda diabetes retina 
Tahapan Penelitian 
Diagram Alir Penelitian 
Secara lumum, ltahapan lpenelitian ldalam 
penelitian lini ldisampaikan lpada ldiagram lalir 
penelitian lpada lgambar lberikut 
 
Diagram 1 Alir Penelitian 
 
Pelatihan Backpropagation 
Berikut diagram alur pelatihan algoritma 
Backpropagation untuk mencapai tujuan pada penelitian 
klasifikasi penyakit diabetes retina. 
 
Diagram 2 Proses Klasifikasi Data dengan Algoritma 
Backpropagation 
PEMBAHASAN 
Pra-pemrosesan Data 
Pra-pemrosesan data di mulai dengan input data 
yang diambil dari dataset Diabetic Retinopathy 
Debrecen sejumlah 19 atribut dan 1 atribut adalah kelas 
output. 
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Kemudian dilakukan pembagian data secara acak 
menggunakan percentage split dengan perbandingan 
data latih dan data uji adalah 70:30. Perbandingan data 
sebenarnya, data latih, dan data uji disajikan dalam 
bentuk tabel berikut: 
 
 Data 
latih 
Data uji Jumlah 
Data 
Normal 383 157 540 
Diabetes 
Retina 
423 188 611 
Jumlah Data 806 345 1151 
 
Pembahasan 
Data diabetic retinopathy Debrecen kemudian 
diimplementasikan menggunakan Algoritma 
Backpropagation, dengan bantuan software Weka 3.8.3. 
Proses jaringan syaraf tiruan backpropagation di mulai 
dengan membaca data input, inisialisasi awal bobot, 
inisialisasi awal learning rate, inisialisasi awal jumlah 
note pada lapisan tersembunyi (hidden layer), jumlah 
iterasi maksimal (epoch). 
Pada skripsi ini telah dilakukan 304 eksperimen 
untuk mendapatkan parameter terbaik, sehingga 
diperoleh akurasi sistem yang tinggi. Dari 304 
percobaan tersebut , data hasil 3 percobaan dengan 
tingkat akurasi terbaik adalah sebagai berikut: 
 
Percobaan pertama 
Dengan parameter note Hidden Layer 6, Learning 
Rate 0,25 , Iterasi maksimal 1000. 
Hasil Klasifikasi Sistem  
Klasifikasi data benar: 256 data (74,2029 %) 
Klasifikasi data salah:   89 data (25,7971 %) 
Jumlah data  345 data 
 
Tabel 2 Confusion Matrix Percobaan Pertama 
n = 345 Hasil Klasifikasi Sistem 
N R 
Kelas 
Sebenarnya 
N NN = 121 NR = 36 
R RN = 53 RR = 135 
 
Percobaan Kedua 
Dengan parameter note Hidden Layer 6, Learning 
Rate 0,8 , Iterasi maksimal 1000. 
Hasil Klasifikasi Sistem  
Klasifikasi data benar: 253 data (73,3333 %) 
Klasifikasi data salah:   92 data (26,6667 %) 
Jumlah data  345 data 
 
 
Tabel 3 Confusion Matrix Percobaan kedua 
n = 345 Hasil Klasifikasi Sistem 
N R 
Kelas 
Sebenarnya 
N NN = 120 NR = 37 
R RN = 55 RR = 133 
 
Percobaan Ketiga 
Dengan parameter note Hidden Layer 6, Learning 
Rate 0,15  , Iterasi maksimal 1000. 
Hasil Klasifikasi Sistem  
Klasifikasi data benar: 251 data (72,7536 %) 
Klasifikasi data salah:   94 data (27,2464 %) 
Jumlah data  345 data 
 
Tabel 4 Confusion Matrix Percobaan Ketiga 
n = 345 Hasil Klasifikasi Sistem 
N R 
Kelas 
Sebenarnya 
N NN = 114 NR = 43 
R RN = 51 RR = 137 
PENUTUP 
Simpulan 
Klasifikasi penyakit diabetes retina menggunakan 
algoritma Backpropagation dilakukan dengan 
menginputkan parameter, yaitu hidden layer (5-20 
dengan rentang 1) , learning rate (0,05 - 0,95 dengan 
rentang 0,05 ) dan  maksimum epoch=1000. Akurasi 
klasifikasi penyakit diabetes retina menggunakan 
algoritma Backpropagation menghasilkan akurasi 
terbaik 74,2029% dan waktu yang dibutuhkan 6,13 detik 
dengan note hidden layer 6 learning rate 0,25 dan 
maksimum epoch 1000. 
Saran 
Saran yang dapat diberikan untuk penelitian 
berikutnya adalah digunakan parameter hidden layer, 
learning rate, dan epoch yang lebih bervariasi agar hasil 
akurasi lebih bagus. 
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