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Abstract
In this paper, for the multilinear oscillatory singular integral operators TA defined by
TAf (x) = p.v.
∫
Rn
eiP (x,y)
Ω(x − y)
|x − y|n+m Rm+1(A;x, y)f (y)dy, n 2,
where P(x,y) is a nontrivial and real-valued polynomial defined on Rn ×Rn, Ω(x) is homogeneous
of degree zero on Rn, A(x) has derivatives of order m in Λ˙β (0 < β < 1), Rm+1(A;x, y) denotes
the (m + 1)th remainder of the Taylor series of A at x expended about y, the author proves that
if Ω ∈ Lq(Sn−1) for some q > 1/(1 − β), then for any p ∈ (1,∞), TA is bounded on Lp(Rn).
Meanwhile, the weighted Lp-boundedness of TA is also given.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
As is well known, oscillatory singular integral operators with polynomial phase are
very useful in the study of Hilbert transforms along curves, singular integrals supported
on lower-dimensional varieties and singular Radon transforms. There has been significant
progress in the study of this type of operators since Ricci and Stein [23] gave the prototyp-
ical work in this area (see [3,9,10,15,16,18,22,23] et al. and references theirein).
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singular integral defined by
TAf (x) = p.v.
∫
Rn
eiP (x,y)
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy, n 2,
where P(x, y) is a real polynomial on Rn, Ω is homogeneous of degree zero on Rn and∫
Sn−1 Ω(x
′) dx ′ = 0, Sn−1 denotes the unit sphere of Rn, A(x) has derivatives of order m
in Rn, Rm+1(A;x, y) is the (m + 1)th (m 1) order remainder of the Taylor series of A
expended at x about y , precisely,
Rm+1(A;x, y)= A(x)−
∑
|γ |m
1
γ !D
γA(y)(x − y)γ .
For operators of this type, there have been many interesting works (see [5–7,14] et al.).
Here, we consider the case that Dγ A ∈ Λ˙β(Rn) (|γ |m), where Λ˙β denotes the Lipschitz
space defined by
Λ˙β(R
n) =
{
f : ‖f ‖Λ˙β = sup
x,h∈Rn, h=0
|∆[β]+1h f (x)|
|h|β < ∞
}
,
where ∆1hf (x) = f (x + h) − f (x), ∆k+1h f (x) = ∆1h(∆k−1h f )(x). It is easy to see that if
0 < β < 1, f (x) ∈ Λ˙β , then∣∣f (x)− f (y)∣∣ |x − y|β‖f ‖Λ˙β , ∀x, y ∈ Rn. (1.1)
For the corresponding multilinear operator related to singular integral defined by
T¯Af (x) = p.v.
∫
Rn
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy,
Chen [4] showed that if Ω ∈ Lip1(Sn−1), then for 1/r = 1/p − β/n,
‖T¯Af ‖r C
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p.
Recently, Lu et al. [17] improved the above result to the case Ω ∈ Lq(Sn−1) for some
q  n/(n − β). These results indicates that for DγA ∈ Λ˙β (|γ | = m), T¯A has the same
mapping properties on the Lebesgue spaces as those of the fractional integral operator T¯
defined by (see [11,19,20] et al.)
T¯ f (x) =
∫
Rn
Ω(x − y)
|x − y|n−β f (y) dy.
It is naturally led to the question whether TA has the same mapping properties on Lp as
those of the fractional oscillatory integral operator.
For the fractional oscillatory singular integral operator with smoothness kernel, Ricci
and Stein [23] showed the following result.
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(i) P(x, y) is a real polynomial of total degree  d , which is nontrivial in the sense that
it cannot be written as P0(x) + P1(y), and
(ii) K(x,y) is a function which satisfies |K(x,y)|  C|x − y|−n+β , |∇K(x,y)| 
C|x − y|−n+β−1,
then the operator T defined by
Tf (x) =
∫
Rn
eiP (x,y)K(x, y)f (y) dy
is bounded on Lp(Rn), where 0 < β < ad(1/2 − |1/p − 1/2|), and the bound of the oper-
ator do depend on the polynomial P(x, y).
In 1996, Y. Ding [9] improved the above result as follows.
Theorem B (cf. [9]). Suppose that Ω is homogeneous of degree zero on Rn and belongs to
Lq(Sn−1) for some q > 1, b(r) ∈ BV(R+), P(x, y) =∑|ξ |k, |η|l aξηxξ yη is a nontrivial
polynomial on Rn ×Rn. Then for the fractional oscillatory singular integral operator
Tf (x) =
∫
Rn
eiP (x,y)
Ω(x − y)
|x − y|n−β b
(|x − y|)f (y) dy,
(i) if 0 < β < min{(l + k)/2k, (l + k)/2l} and q > 1/(1 − β), then T is bounded on
L2(Rn);
(ii) if 1 < p < ∞ (p = 2), 0 < β < min{(l + k)/2k, (l + k)/2l}{1/2 − |1/p − 1/2|} and
q > 1/(1 − β), then T is bounded on Lp(Rn).
Here the bound of T depend on the value of ∑|ξ |=k, |η|=l |aξη|, but not on the other coeffi-
cients of P(x, y).
The aim of this paper is to show that TA enjoys some properties, which are parallel to
those of the fractional oscillatory integral operator T , and to give a positive answer to the
above question. Our main result can be stated as follows.
Theorem 1. Suppose that Ω , Rm+1(A; x, y) is as above, DγA ∈ Λ˙β (|γ | = m), P(x, y) =∑
|ξ |k, |η|l aξηxξyη is a nontrivial polynomial on Rn ×Rn. Then for Ω ∈ Lq(Sn−1),
(i) if 0 < β < min{(l + k)/2k, (l + k)/2l} and q > 1/(1 − β), then
‖TAf ‖2  C(n,m,degP)
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖2;
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q > 1/(1 − β), then
‖TAf ‖p  C(n,m,degP)
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p.
Remark 1. It is worth pointing out that the bound of the fractional oscillatory operators in
Theorems A and B do depend on the coefficients of P(x, y), but the bound of TA in our
theorem is independent of the coefficients of P(x, y).
In addition, we shall also establish the weighted analog of Theorem 1. Suppose that ω is
nonnegative and locally integrable function, recall that ω(·) ∈ Ap, 1 < p < ∞, if for some
constant C > 0,
sup
Q
(
1
|Q|
∫
Q
ω(x) dx
)(
1
|Q|
∫
Q
ω(x)−1/(p−1) dx
)p−1
 C < ∞,
where Q are the cubes whose sides are parallel to the coordinate axes.
The following properties can be found in [13]:
(a) If 1 p1  p2 < ∞, then Ap1 ⊆ Ap2 ;
(b) If ω(x) ∈ Ap, then there exists ε > 0 such that ω(x)ε+1 ∈ Ap ;
(c) If ω(x) ∈ Ap, then for any δ ∈ [0,1), ω(x)1+δ ∈ Ap .
For a weight ω on Rn, we write ‖f ‖p,ω = ‖fω1/p‖p and ω(E) =
∫
E
ω(x) dx . The
weighted version of Theorem 1 is as follows.
Theorem 2. Let Ω , Rm+1(A;x, y) be as above, Dγ A ∈ Λ˙β (|γ | = m), 1 < p < ∞, 0 <
σ = 2ε/p(1 + ε) and 0 < β < σ min{(l + k)/2k, (l + k)/2l}. If p,q, ε, and the weight
functions ω(x) satisfy one of the following conditions, then for Ω ∈ Lq(Sn−1),
‖TAf ‖p,ω  C(n,m,degP)
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p,ω.
(i) 2 < p < ∞, q ′  p, ω(x) ∈ Ap/q ′ , ε ∈ (0,1) such that ω(x)1+ε ∈ Ap/q ′ .
(ii) 1 < p < 2, p  q , ω(x)−1/(p−1) ∈ Ap′/q ′ . For µ satisfying (ω(x)−1/(p−1))(1+µ) ∈
Ap′/q ′ , choose
0 < ε < min
{
(p − 1)/2,µ(p − 1)/(1 + µ)(2 − p)}
such that (ω(x)−1/(p−1))(1+µ)(1+ε) ∈ Ap′/q ′ .
(iii) p = 2, q > 1/(1 − β), ω(x)q ′ ∈ A2, ε > 0 such that (ω(x)q ′)1+ε ∈ A2.
Remark 2. It is sure from (a) and (b) that ε’s and µ’s in Theorem 2 can be chosen.
This paper is organized as follows. In Section 2, we will give some preliminary lemmas.
Next we will prove Theorem 1 in Section 3. Finally, the proof of Theorem 2 will be given
H. Wu / J. Math. Anal. Appl. 296 (2004) 479–494 483in Section 4. We would remark that our some ideas in the proofs of our theorems are taken
from [9,10,14,23]. Throughout the rest of this paper, we always use the letter C to denote
positive constants that may vary at each occurrence, but are independent of the essential
variables.
2. Some lemmas
In this section, we give some preliminary lemmas.
Lemma 1 (cf. [8]). Let A(x) be a function on Rn with mth order derivatives in Lsloc(Rn)for some s > n. Then
∣∣Rm(A;x, y)∣∣ Cm,n|x − y|m ∑
|γ |=m
(
1
|Qyx |
∫
Q
y
x
∣∣Dγ A(z)∣∣s dz
)1/s
,
where Qyx is the cube centered at x with diameter 5
√
n |x − y|.
Lemma 2 (cf. [21]). Let 0 < β < 1, 1 q < ∞, we have
‖f ‖Λ˙β ≈ sup
Q
1
|Q|β/n
(
1
Q
∫
Q
∣∣f (x)− mQ(f )∣∣q dx
)1/q
,
where mQ(f ) = 1/|Q|
∫
Q f (x) dx . For q = ∞, the formula should be interpreted appro-
priately.
Lemma 3 (cf. [21]). Let Q∗ ⊂ Q, g ∈ Λ˙β (0 < β < 1). Then∣∣mQ∗(g) − mQ(g)∣∣ C|Q|β/n‖g‖Λ˙β .
Lemma 4. Let Q be a cube centered at x with diameter r . If Dγ A ∈ Λ˙β (0 < β < 1,
|γ | = m), then for |x − y| < r ,∣∣Rm+1(A;x, y)∣∣Crβ |x − y|m ∑
|γ |=m
‖Dγ A‖Λ˙β .
Proof. Set
AQ(y) = A(y)−
∑
|γ |=m
1
γ !mQ(D
γA)yγ .
It is easy to verify that Rm+1(A;x, y)= Rm+1(AQ;x, y). By Lemma 1, we get∣∣Rm+1(AQ;x, y)∣∣ ∣∣Rm(AQ;x, y)∣∣+ C ∑
|γ |=m
∣∣Dγ AQ(y)∣∣|x − y|m
 C|x − y|m
∑
|γ |=m
(
1
|Qyx |
∫
y
∣∣Dγ AQ(z)∣∣s dz
)1/s
+C|x − y|m
∑
|γ |=m
∣∣DγAQ(y)∣∣,
Qx
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√
n |x − y|. Notice that if |x − y| < r ,
then Qyx ⊂ 5nQ. By Lemmas 2 and 3, we have(
1
|Qyx |
∫
Q
y
x
∣∣Dγ AQ(z)∣∣s dz
)1/s
=
(
1
|Qyx |
∫
Q
y
x
∣∣DγA(z) − mQ(Dγ A)∣∣s dz
)1/s

(
1
|Qyx |
∫
Q
y
x
∣∣Dγ A(z)− mQyx (DγA)∣∣s dz
)1/s
+ ∣∣mQyx (Dγ A)− m5nQ(DγA)∣∣
+ ∣∣m5nQ(DγA) − mQ(Dγ A)∣∣
 C|Q|β/n‖Dγ A‖Λ˙β  Crβ‖Dγ A‖Λ˙β ,
and ∣∣Dγ AQ(y)∣∣= ∣∣DγA(y) − mQ(Dγ A)∣∣C|Q|β/n‖Dγ A‖Λ˙β  Crβ‖Dγ ‖Λ˙β .
Hence∣∣Rm+1(A;x, y)∣∣= ∣∣Rm+1(AQ;x, y)∣∣Crβ |x − y|m ∑
|γ |=m
‖Dγ A‖Λ˙β ,
which completes the proof of Lemma 4. 
3. Proof of Theorem 1
By dilation-invariance, we may assume that
∑
|ξ |=k, |η|=l |aξη| = 1. Write
TAf (x) =
∫
|x−y|<1
eiP (x,y)
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy
+
∫
|x−y|1
eiP (x,y)
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy
:= T 0Af (x) + T ∞A f (x). (3.1)
At first, we estimate ‖T 0Af ‖p , 1 < p < ∞. By Lemma 4, we have∣∣T 0Af (x)∣∣
∫
|x−y|<1
|Ω(x − y)|
|x − y|n+m
∣∣Rm+1(A;x, y)∣∣∣∣f (y)∣∣dy
=
∞∑
j=0
∫
2−j−1|x−y|<2−j
|Ω(x − y)|
|x − y|n+m
∣∣Rm+1(A;x, y)∣∣∣∣f (y)∣∣dy
 C
∑
|γ |=m
‖Dγ A‖Λ˙β
∞∑
j=0
2−jβ
∫
−j−1 −j
|Ω(x − y)|
|x − y|n
∣∣f (y)∣∣dy
2 |x−y|<2
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∑
|γ |=m
‖Dγ A‖Λ˙β
∞∑
j=0
2−jβ2jn
∫
|x−y|<2−j
∣∣Ω(x − y)∣∣∣∣f (y)∣∣dy
 C
∑
|γ |=m
‖Dγ A‖Λ˙β
∞∑
j=0
2−jβMΩf (x)
 C
∑
|γ |=m
‖Dγ A‖Λ˙βMΩf (x),
where MΩ is the maximal operator with rough kernel defined by
MΩf (x) = sup
r>0
1
rn
∫
|x−y|<r
∣∣Ω(x − y)∣∣∣∣f (y)∣∣dy.
Since Ω ∈ Lq(Sn−1) (q > 1), it follows from [2] that for any 1 < p < ∞,
‖MΩf ‖p  C‖f ‖p.
Thus ∥∥T 0Af ∥∥p  C ∑
|γ |=m
‖Dγ A‖Λ˙β‖MΩf ‖p
 C
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p, 1 < p < ∞, (3.2)
where C is independent of the coefficients of P(x, y). It remains to show that∥∥T ∞A f ∥∥p  C ∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p. (3.3)
By letting
T
j
Af (x) =
∫
2j|x−y|<2j+1
eiP (x,y)
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy,
we have
T ∞A f (x) =
∞∑
j=0
T
j
Af (x).
Obviously, in order to obtain (3.3), we only need to prove that there is a constant θ > 0
such that for every 1 j < ∞,∥∥T jAf ∥∥p  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−jθ‖f ‖p, (3.4)
where C is independent of f and j .
486 H. Wu / J. Math. Anal. Appl. 296 (2004) 479–494We turn our attention to the operator
T˜
j
Af (x) = 2jβ
∫
1|x−y|<2
eiP (2
j x,2jy) Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy.
It is easy to check up that the proof of (3.4) can be reduced to showing that∥∥T˜ jAf ∥∥p  C2−θj ∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p. (3.5)
For fixed j ∈ N, we now prove (3.5). Write Rn =⋃d Qd , where each Qd is a cube with
side length 1 and the cube have disjoint interiors. Set fd = f χQd . Since that the support
of T˜ jAfd is contained in a fixed multiple of Qd , so the supports of various terms T˜
j
Afd have
bounded overlaps. Thus∥∥T˜ jAf ∥∥pp  C∑
d
∥∥T˜ jAfd∥∥pp. (3.6)
For each fixed d , denote Q¯d = 10nQd . From [8] we can take ϕd(x) ∈ C∞0 (Rn) such
that 0  ϕd  1, ϕd is identically one on 4
√
nQd and vanishes outside of 6
√
nQd ,
‖Dγ ϕd‖∞  C|Q¯d |−|γ |/n for all multi-index γ (|γ |m).
Let x0 be a point on the boundary of 8
√
nQd . Denote
AQd (y) = A(y)−
∑
|α|=m
1
α!mQ¯d (D
αA)yα,
Aϕd (y) = Rm(AQd ;y, x0)ϕd(y),
and for multi-index α,
T˜ αj h(x) = 2jβ
∫
1|x−y|<2
eiP (2
j x,2jy) Ω(x − y)
|x − y|n+m (x − y)
αh(y) dy.
It is easy to deduce that (see [8, (25)])
T˜
j
Afd(x) = T˜ jAϕd fd(x)
= Aϕd (x)T˜ 0j f (x)−
∑
0<|α|<m
1
α! T˜
α
j (D
αAϕd fd)(x)
−
∑
|α|=m
1
α! T˜
α
j (D
αAϕd fd)(x)
:= G +H + J.
To estimate these three terms, we shall use the following lemma.
Lemma 5. Under the assumptions of Theorem 1, there exists a positive constant δ =
δ(n,degP) such that for any multi-index α and j  0,
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(ii) β − δσ − δσ l/k < 0 and δ < min{1/2, k/2l, k/q ′σ(k + l)} and∥∥T˜ αj h∥∥p  C2(β−δσ−δσ l/k)j‖h‖p, (3.8)
where 1 < p < ∞ (p = 2), σ = 1/2 − |1/p − 1/2|.
Here C is independent of the coefficients of P(x, y).
Proof. Let b(r) = r |α|−m and Ω¯(x) = Ω(x)(x/|x|)α . It is easy to see that Ω¯(x) is homo-
geneous of degree zero and belongs to Lq(Sn−1). Note that
2jβ
∫
2j−1|x−y|<2j
eiP (x,y)
Ω(x − y)
|x − y|n+m (x − y)
αh(y) dy
= 2jβ
∫
2j−1|x−y|<2j
eiP (x,y)
Ω¯(x − y)
|x − y|n b
(|x − y|)h(y) dy.
Checking the argument of Ding in [9, pp. 73–78], we can find that there exists a positive
constant δ = δ(n,degP) such that
(i) β − δ − δl/k < 0 and δ < min{k/2l, k/q ′(k + l)} and∥∥∥∥∥2jβ
∫
2j|x−y|<2j+1
eiP (x,y)
Ω¯(x − y)
|x − y|n b
(|x − y|)h(y) dy
∥∥∥∥∥
2
 C2(β−δ−δl/k+|α|−m)j‖h‖2;
(ii) β − δσ − δσ l/k < 0 and δ < min{1/2, k/2l, k/q ′σ(k + l)} and∥∥∥∥∥2jβ
∫
2j|x−y|<2j+1
eiP (x,y)
Ω¯(x − y)
|x − y|n b
(|x − y|)h(y) dy
∥∥∥∥∥
p
 C2(β−δσ−δσ l/k+|α|−m)j‖h‖p,
where 1 < p < ∞ (p = 2), σ = 1/2 − |1/p − 1/2|.
Here C is independent of the coefficients of P(x, y). This leads to the conclusion of
Lemma 5. 
We now return to the proof of Theorem 1. Let α be a multi-index such that |α|  m,
a straightforward computation (see [8, p. 452]) yields that
DαAϕd (y) =
∑
Cµ,νRm−|µ|(DµAQd ;y, x0)Dνϕd(y). (3.9)
α=µ+ν
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α=µ+ν
Cµ,ν |y − x0|m−|µ||Q¯d |−|ν|/n
×
∑
|η|=m−|µ|
(
1
|Qx0y |
∫
Q
x0
y
∣∣Dη(DµAQd )(z)∣∣s dz
)1/s
 C|Qd |(m−|α|)/n
∑
|γ |=m
(
1
|Qx0y |
∫
Q
x0
y
∣∣DγAQd (z)∣∣s dz
)1/s
 C
∑
|γ |=m
(
1
|Qx0y |
∫
Q
x0
y
∣∣DγA(z) − mQ¯d (Dγ A)∣∣s dz
)1/s
 C|Q¯d |β/n
∑
|γ |=m
‖Dγ A‖Λ˙β  C
∑
|γ |=m
‖Dγ A‖Λ˙β ,
where n < s < ∞.
If |γ | = m, by (3.9) and Lemmas 1–3, we have∣∣DαAϕd (y)∣∣ ∑
α=µ+ν, |µ|<m
Cµ,ν
∣∣Rm−|µ|(DµAQd ;y, x0)Dνϕd(y)∣∣
+
∑
|α|=m
∣∣(DαA(y)− mQ¯d (DαA))ϕd(y)∣∣
 C
∑
|γ |=m
‖Dγ A‖Λ˙β +
∑
|α|=m
∣∣DαA(y)− mQ¯d (DαA)∣∣
 C
∑
|γ |=m
‖Dγ A‖Λ˙β
+
∑
|α|=m
1
|Q¯d |1−β/n
∫
Q¯d
sup
y∈6√nQd
|DαA(y)− DαA(x)|
|y − x|β dx
 C
∑
|γ |=m
‖Dγ A‖Λ˙β .
So, by Lemma 5 we obtain that
‖G‖p  ‖Aϕd‖∞
∥∥T˜ 0j fk∥∥p C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−jθ‖fd‖p, (3.10)
where θ = δ + δl/k − β > 0 for p = 2, and θ = δ(1/2 − |1/p − 1/2|) + δ(1/2 − |1/p −
1/2|)l/k − β > 0 for 1 < p < ∞ (p = 2). Similarly,
‖H‖p  C
∑ ∥∥T˜ αj (DαAϕd fd)∥∥p  C ∑ 2−jθ‖DαAϕd‖∞‖fd‖p0<|α|<m 0<|α|<m
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∑
|γ |=m
‖Dγ A‖Λ˙β 2−jθ‖fd‖p
and
‖J‖p  C
∑
|α|=m
∥∥T˜ αj (DαAϕd fd)∥∥p  C ∑
|α|=m
2−jθ‖DαAϕd‖∞‖fd‖p
 C
∑
|γ |=m
‖Dγ A‖Λ˙β 2−jθ‖fd‖p,
where θ is the same as in (3.10). This completes the proof of Theorem 1. 
4. Proof of Theorem 2
Let us start with a preliminary lemma.
Lemma 6 (cf. [12]). Set
MΩf (x) = sup
r>0
1
rn
∫
|x−y|<r
∣∣Ω(x − y)f (y)∣∣dy.
For Ω ∈ Lq(Sn−1) (1 < q < ∞), if p, q , and ω(x) satisfy one of the following conditions,
then MΩ is bounded on Lpω(Rn), that is, ‖MΩf ‖p,ω  C‖f ‖p,ω.
(i) q ′  p < ∞, p = 1, and ω ∈ Ap/q ′ ;
(ii) 1 < p  q , p = ∞, and ω ∈ Ap′/q ′ ;
(iii) 1 < p < ∞ and ωq ′ ∈ Ap.
Proof of Theorem 2. Similarly to the proof of Theorem 1, by dilation invariance, we may
assume that
∑
|ξ |=k, |η|=l |aξη| = 1. Write
TAf (x) = T 0Af (x)+ T ∞A f (x),
where T 0Af (x) and T ∞A f (x) are the same as in (3.1). From the proof of Theorem 1, we
know that∣∣T 0Af (x)∣∣ C ∑
|γ |=m
‖Dγ A‖Λ˙βMΩf (x).
By Lemma 6, under the assumptions of Theorem 2, we have∥∥T 0Af ∥∥p,ω  C ∑
|γ |=m
‖Dγ A‖Λ˙β‖MΩf ‖p,ω  C
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p,ω, (4.1)
where C is independent of the coefficients of P(x, y).
It remains to prove that∥∥T ∞A f ∥∥p,ω  C ∑ ‖Dγ A‖Λ˙β‖f ‖p,ω. (4.2)|γ |=m
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T ∞A f (x) =
∞∑
j=0
∫
2j|x−y|<2j+1
eiP (x,y)
Ω(x − y)
|x − y|n+mRm+1(A;x, y)f (y) dy
=
∞∑
j=0
T
j
Af (x),
we only need to prove that under the assumptions of Theorem 2, for each j ∈ N, there exist
positive constants ρ and C such that∥∥T jAf ∥∥p,ω  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−ρj‖f ‖p,ω. (4.3)
In order to prove (4.3), we will use the following lemma.
Lemma 7. Suppose that 0 < σ  1, 0 < β < σ min{(l + k)/2k, (l + k)/2l} and q >
1/(1 − β). Then there exists δ > 0 such that
(i) β − δσ − lδσ/k < 0;
(ii) δ < min{k/2l, k/q ′σ(l + k),1/2};
and ∥∥T jAf ∥∥2  C2(β−δ−lδ/k)j‖f ‖2. (4.4)
Proof. Notice that β − δσ − lδσ/k < 0 is equivalent to βk/σ(l + k) < δ, we only need to
prove
βk
σ(l + k) < min
{
1
2
,
k
2l
,
k
q ′σ(l + k)
}
.
From 0 < β < σ min{(l + k)/2k, (l + k)/2l}, we get that β < σ(l + k)/2k and β <
σ(l + k)/2l. Thus
βk
σ(l + k) <
1
2
and
βk
σ(l + k) <
k
2l
.
On the other hand, we have β < 1/q ′ from q > 1/(1 − β). Consequently, βk/σ(l + k) <
k/q ′σ(l + k). Hence the above inequality holds and this proves (i) and (ii). And (4.4) can
be obtained from the proof of (3.4). This proves Lemma 7. 
Now we return to the proof of Theorem 2. Applying Lemma 4, we have
∣∣T jAf (x)∣∣
∫
2j|x−y|<2j+1
|Ω(x − y)|
|x − y|n+m
∣∣Rm+1(A; x, y)∣∣∣∣f (y)∣∣dy
 C
∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ2−jn
∫
j
∣∣Ω(x − y)∣∣∣∣f (y)∣∣dy
|x−y|<2
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∑
|γ |=m
‖Dγ A‖Λ˙β 2jβMΩf (x). (4.5)
Next we will prove (4.2) under the assumptions (i), (ii), and (iii) of Theorem 2, respectively.
(i) 2 < p < ∞, q ′  p, ω(x) ∈ Ap/q ′ and ε ∈ (0,1) such that ω(x)1+ε ∈ Ap/q ′ .
At first, we claim that q > 1/(1 − β) under the above assumption. In fact, since
min{(l + k)/2k, (l + k)/2l}  1 and ε < 1, thus β < σ = 2ε/p(1 + ε) < 1/p. This im-
plies 1 < 1/(1 − β) < p′. It is automatically deduced from q ′  p that q > 1/(1 − β).
Let p1 = (1+ε)(p−2)+2. Then 2 < p < p1 < (1+ε)p and q ′  p < p1. By (b) of the
properties of Ap weights, we know that ω(x)1+ε ∈ Ap/q ′ ⊂ Ap1/q ′ . Invoking Lemma 6(i)
and (4.4), we get that
∥∥T jAf ∥∥p1,ω1+ε  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ‖MΩf ‖p1,ω1+ε
 C
∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ‖f ‖p1,ω1+ε . (4.6)
Denote θ1 = p1/(1 + ε)p, then 0 < θ1 < 1 and 1/p = (1 − θ1)/2 + θ1/p1. Applying the
interpolation theorem with change of measure of Stein–Weiss [1] to (4.4) and (4.6), we can
get that
∥∥T jAf ∥∥p,ω  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2jβθ1+(1−θ1)(β−δ−lδ/k)j‖f ‖p,ω
=
∑
|γ |=m
‖Dγ A‖Λ˙β 2[β−(1−θ1)δ−(1−θ1)δl/k]j‖f ‖p,ω.
Observe that 1 − θ1 = 2ε/p(1 + ε) = σ , it is obvious from Lemma 7 that
β − (1 − θ1)δ − (1 − θ1)δl/k = β − σδ − σδl/k < 0.
Denote ρ = σδ − δσ l/k − β . Then ρ > 0 and∥∥T jAf ∥∥p,ω  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−ρj‖f ‖p,ω.
This proves (4.2) under the assumption (i).
(ii) 1 < p < 2, p  q , ω(x)−1/(p−1) ∈ Ap′/q ′ . For µ satisfying that (ω−1/(p−1))1+µ ∈
Ap′/q ′ , choose ε such that
0 < ε < min
{
p − 1
2
,
µ(p − 1)
(1 +µ)(2 − p)
}
and (ω−1/(p−1))(1+µ)(1+ε) ∈ Ap′/q ′ .
Similarly to the proof of (i), we start with the claim: q > 1/(1 − β) under the above
assumption. In fact, since 0 < ε < (p − 1)/2, we have
β < σ = 2ε/p(1 + ε) < (p − 1)/p(1 + ε) < 1/p′,
that is, 1 < 1/(1 − β) < p. Therefore, q > 1/(1 − β) from p  q .
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β − δσ − lδσ/k < 0 and δ < min
{
1
2
,
k
2l
,
k
q ′σ(l + k)
}
,
and (4.4) holds.
Now let p2 = 2 − (1 + ε)(2 − p); then 1 + ε < p − ε < p2 < p. Consequently,
p2 < p  q and 1 + (p − 1)/(1 − µ) < p2 < p.
This implies 0 < (p − 1)/(1 + µ)(p2 − 1) < 1.
By (a) and (b) of the properties of Ap weights and (ω−1/(p−1))(1+µ)(1+ε) ∈ Ap′/q ′ , we
know that
(ω−1/(p2−1))1+ε = {(ω−1/(p−1))(1+µ)(1+ε)}(p−1)/(1+µ)(p2−1) ∈ Ap′/q ′ ⊂ Ap′2/q ′ .
Now Lemma 6(ii) and (4.5) state that∥∥T jAf ∥∥p2,ω1+ε  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ‖MΩf ‖p2,ω1+ε
 C
∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ‖f ‖p2,ω1+ε . (4.7)
Set θ2 = p2/(1 + ε)p; then 0 < θ2 < 1 and 1/p = (1 − θ2)/2 + θ2/p2. Observe that
1p(1−θ2)/2ω(1+ε)pθ2/2 = ω. Interpolating with change of measure between (4.4) and (4.7),
we have∥∥T jAf ∥∥p,ω  C2βjθ2+(1−θ2)(β−δ−δl/k)j ∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p,ω
= C2j [β−(1−θ2)δ(l+k)/k]
∑
|γ |=m
‖Dγ A‖Λ˙β‖f ‖p,ω.
Since 1 − θ2 = 2ε/p(1 + ε) = σ , we have
ρ := (1 − θ2)δ(l + k)/k − β = σδ + σδl/k − β > 0.
Thus ∥∥T jAf ∥∥p,ω  C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−ρj‖f ‖p,ω,
which implies (4.2) under the assumption (ii).
(iii) p = 2, q > 1/(1 − β), ωq ′ ∈ A2 and ε > 0 such that (ωq ′)1+ε ∈ A2.
Similarly to the argument as those in the proof of (i) and (ii), we can deduce that there
exists δ > 0 such that
β − δσ − lδσ/k < 0 and δ < min
{
1
2
,
k
2l
,
k
q ′σ(l + k)
}
and (4.4) holds.
Also, (ωq ′)1+ε ∈ A2 and (c) of the properties of Ap weights and (4.2) show that
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|γ |=m
‖Dγ A‖Λ˙β 2jβ‖MΩf ‖p,ω1+ε
C
∑
|γ |=m
‖Dγ A‖Λ˙β 2jβ‖f ‖2,ω1+ε . (4.8)
Denote θ3 = 1/(1 + ε), then 0 < θ3 < 1 and 1/2 = (1 − θ3)/2 + θ3/2. Then
12(1−θ3)/2ω(1+ε)2θ3/2 = ω.
Invoking the interpolation theorem with change of measure of Stein–Weiss again, we have∥∥T jAf ∥∥2,ω C ∑
|γ |=m
‖Dγ A‖Λ˙β 2j [β−(1−θ3)(δ+δl/k)]‖f ‖2,ω.
Since 1 − θ3 = ε/(1 + ε) = σ , thus ρ := (1 − θ3)(δ + δl/k) − β = δσ − lδσ/k − β > 0.
This shows that∥∥T jAf ∥∥2,ω C ∑
|γ |=m
‖Dγ A‖Λ˙β 2−jρ‖f ‖2,ω,
which proves (4.2) under the assumption (iii). Theorem 2 is proved. 
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