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Construction of Cyclic and Constacyclic Codes for
b-symbol Read Channels Meeting
the Plotkin-like Bound ∗
Minghui Yang, Jin Li, Keqin Feng
Abstract-The symbol-pair codes over finite fields have been raised for symbol-pair
read channels and motivated by application of high-density data storage technologies
[1, 2]. Their generalization is the code for b-symbol read channels (b > 2). Many MDS
codes for b-symbol read channels have been constructed which meet the Singleton-like
bound ([3, 4, 10] for b = 2 and [11] for b > 2). In this paper we show the Plotkin-like
bound and present a construction on irreducible cyclic codes and constacyclic codes
meeting the Plotkin-like bound.
keywords-Symbol-pair codes, b-symbol read channel, Plotkin bound, codes for mag-
netic storage, cyclic codes.
1 Introduction
Let Fq be the finite field with q elements. For n ≥ 3 and 2 ≤ b ≤ n− 1, we define
the following “b-symbol read” Fq-linear mapping
πb : F
n
q → (F
b
q)
n
x = (x0, x1, . . . , xn−1)→ πb(x ) = (x [b], σ(x [b]), . . . , σ
n−1(x [b]))
where x [b] = (x0, x1, . . . , xb−1) and the “b-symbols”
σi(x [b]) = (xi, xi+1, . . . , xi+b−1) (0 ≤ i ≤ n− 1)
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are the “cyclic” shiftings of x [b], where for l ≥ n, xl = xl−n. The b-distance between x
and y ∈ Fnq is defined as the Hamming distance between πb(x ) and πb(y):
db(x , y) = dH(πb(x ), πb(y)) = wH(πb(x )− πb(y)) = wb(x − y),
where for z ∈ Fnq , wb(z ) = wH(πb(z )) is called the b-weight of z .
A subset C of Fnq is called a code with parameters (n,K, db)q, where K = |C| ≥ 2
and
db = db(C) = min{db(c, c
′) : c, c′ ∈ C, c 6= c′}.
If C is a linear code, namely C is an Fq-subspace of F
n
q , then K = q
k, where k =
dimFq C ≥ 1 and db = min{wb(c) : 0 6= c ∈ C}. For b = 2, C is called as symbol-pair
code which is used for symbol-pair read channels and motivated by the application of
high-density data storage technologies [1, 2]. The generalization for b > 2 [5] can be
considered as error-correcting codes over b-symbol read channels. In fact, such codes
were first introduced even earlier by Levenshtein [6-8] as the sequence reconstruction
problem and used in molecular biology and chemistry.
Basic properties of the codes for b-symbol read channels have been explored and
several bounds have been given to judge the goodness of such codes [1, 2, 5, 9]. Several
constructions of such codes have been presented, particularly for MDS codes which
meet the Singleton-like bound [3, 4, 10, 11]. In this paper we consider the case where
db >
n(qb−1)
qb
. In the next section we present a new bound for this case as an analogue
of usual Plotkin bound [12, Theorem 5.2.4], and construct a series of irreducible cyclic
codes and constacyclic codes (n,K, db)q such that their parameters meet the Plotkin-
like bound.
2 A series of codes for b-symbol channel meeting
the Plotkin-like bound
Firstly we show a new bound on codes for b-symbol channel.
Lemma 1 (Plotkin-like bound) Let b ≥ 2 and C be a code for b-symbol channel
with parameters (n,K, db)q. If db > nθb where θb =
qb−1
qb
, then
K ≤
db
db − nθb
. (1)
Moreover, if the code C meets this bound, namely the inequality (1) is an equality
then C is an equi-b-distance code. Namely, for any distinct codewords c and c′ in C,
db(c, c
′) = db(=
Knθb
K−1
).
2
Proof. The proof of this Lemma is the same as the proof of [12], Theorem 5.2.4. We du-
plicate the proof for convenience of readers. Let C = {c(1), c(2), . . . , c(K)} and consider
the following K × n array over Fbq
A =

 πb(c
(1))
...
πb(c
(K))

 =


c
(1)
[b] σ(c
(1)
[b] ) · · · σ
n−1(c
(1)
[b] )
...
... · · ·
...
c
(K)
[b] σ(c
(K)
[b] ) · · · σ
n−1(c
(K)
[b] )

 = (ajλ), ajλ = σλ(c(j)[b] ) ∈ Fbq.
Let Fbq = {v1, v2, . . . , vqb} and for each j(1 ≤ j ≤ q
b), mjλ be the number of vj
appeared in λ-th column (0 ≤ λ ≤ n− 1). Then
∑qb
j=1mjλ = K for each λ and
K(K − 1)db ≤
∑
1≤i 6=j≤K
db(c
(i), c(j)) =
∑
1≤i 6=j≤K
dH(πb(c
(i)), πb(c
(j)))
=
n−1∑
λ=0
qb∑
j=1
mjλ(K −mjλ) = nK
2 −
n−1∑
λ=0
qb∑
j=1
m2jλ
≤ nK2 − q−b
n−1∑
λ=0
(
qb∑
j=1
mjλ)
2
= nK2 − q−bnK2 = nθbK
2.
Therefore (K−1)db ≤ nθbK which implies the inequality (1). Moreover, if (K−1)db =
nθbK, then db =
1
K(K−1)
∑
c,c′∈C,c 6=c′ db(c, c
′) which implies that C is an equi-b-distance
code.
Now we construct a series of irreducible cyclic codes over Fq meeting the Plotkin-
like bound given by Lemma 1. We fix the following notations.
(A) p is a prime number, f ≥ 1, q = pf .
(B) n ≥ 2, gcd(n, p) = 1.
(C) s is the order of q(modn). Namely, s is the smallest positive integer such that
qs ≡ 1(modn).
(D) Q = qs, F∗Q = 〈γ〉, Q− 1 = ne, α = γ
e, then the order of α is n and Fq(α) = FQ.
(E) TQq : FQ → Fq is the trace mapping from FQ to Fq. This is an Fq-linear mapping.
We consider the following linear code over Fq,
C = {cβ = (T
Q
q (β), T
Q
q (βα), . . . , T
Q
q (βα
n−1)) ∈ Fnq : β ∈ FQ}. (2)
This is a cyclic code. The parity-check polynomial h(x) ∈ Fq[x] of C is the mini-
mal (irreducible) polynomial of α−1 over Fq. From the definition of s we know that
dimFq C = s(= deg(h(x)) and K = |C| = q
s = Q. The length of C is n.
3
Let e′ = gcd(e, Q−1
q−1
) = 1. In the following result we consider the case of e′ = 1.
Since e|Q − 1 and Q = qs. It is easy to see that e′ = 1 if and only if e|q − 1 and
gcd(e, s) = 1.
Theorem 1 Let C be the code over Fq defined by (2). Assume that e
′ = gcd(e, Q−1
q−1
)
is one (namely, e|q − 1 and gcd(e, s) = 1). Then for each b(2 ≤ b ≤ s − 1), the code
C has parameters [n, k, db]q with k = s, db =
Q(qb−1)
eqb
and meets the Plotkin-like bound
given by Lemma 1.
Proof. Since C is an Fq-linear code,
db = db(C) = min{wb(c) : 0 6= c ∈ C}
= min{wb(cβ) : β ∈ F
∗
Q} = min{wH(πb(cβ)) : β ∈ F
∗
Q}
where
πb(cβ) = ((cβ)[b], σ((cβ)[b]), . . . , σ
n−1((cβ)[b]))
and
σλ((cβ)[b]) = (T
Q
q (βα
λ), TQq (βα
λ+1), . . . , TQq (βα
λ+b−1) ∈ Fbq (0 ≤ λ ≤ n− 1).
Therefore, for each β ∈ F∗Q, wH(πb(cβ)) = n−Nβ, where
Nβ = ♯{λ : 0 ≤ λ ≤ n− 1, T
Q
q (βα
λ) = TQq (βα
λ+1) = · · · = TQq (βα
λ+b−1) = 0}
=
n−1∑
λ=0
(
1
q
∑
y0∈Fq
ζT
q
p (y0T
Q
q (βα
λ))
p
1
q
∑
y1∈Fq
ζT
q
p (y1T
Q
q (βα
λ+1))
p . . .
1
q
∑
yb−1∈Fq
ζT
q
p (yb−1T
Q
q (βα
λ+b−1))
p )
=
1
qb
n−1∑
λ=0
∑
y0,...,yb−1∈Fq
ζT
Q
p [α
λβ(y0+y1α+···+yb−1α
b−1)]
p
=
n
qb
+
1
qb
∑
(0,...,0)6=(y0,...,yb−1)∈Fbq
∑
x∈D
ζT
Q
p [xβ(y0+y1α+···+yb−1α
b−1)]
p ,
where D = 〈α〉 = 〈γe〉 is the subgroup of F∗Q with order n. Let F̂
∗
Q be the group of the
multiplicative characters of FQ. We have, for x ∈ F
∗
Q,
∑
χ∈F̂∗
Q
χ(D)=1
χ(x) =
{
e, if x ∈ D
0. otherwise
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Therefore
Nβ =
n
qb
+
1
qb
∑
(0,...,0)6=(y0,...,yb−1)∈Fbq
∑
x∈F∗
Q
ζT
Q
p [xβ(y0+y1α+···+yb−1α
b−1)]
p
∑
χ∈F̂∗
Q
χ(D)=1
1
e
χ(x)
=
n
qb
+
1
eqb
∑
(0,...,0)6=(y0,...,yb−1)∈Fbq
∑
χ∈F̂∗
Q
χ(D)=1
χ(β(y0 + y1α + · · ·+ yb−1α
b−1))GQ(χ)
=
n
qb
+
1
eqb
∑
χ∈F̂∗
Q
χ(D)=1
χ(β)GQ(χ)
∑
(0,...,0)6=(y0,...,yb−1)∈Fbq
χ(y0 + y1α + · · ·+ yb−1α
b−1) (3)
where GQ(χ) is the Gauss sum over FQ defined by
GQ(χ) =
∑
x∈F∗
Q
χ(x)ζ
T
Q
P
(x)
p
and we use the following facts.
(I) From Fq(α) = FQ and 2 ≤ b ≤ s− 1, Q = q
s we know that {1, α, . . . , αs−1} is a
basis of FQ/Fq and y0 + y1α+ · · ·+ yb−1α
b−1 6= 0 for (0, . . . , 0) 6= (y0, . . . , yb−1) ∈ F
b
q.
(II) For δ ∈ F∗Q,
∑
x∈F∗
Q
χ(x)ζ
T
Q
p (δx)
p = χ(δ)GQ(χ).
Let H = {y0 + y1α + · · · + yb−1α
b−1 : (y0, . . . , yb−1) ∈ F
b
q}. Then H is an Fq−
subspace of FQ with dimFq H = b. Moreover, F
∗
q ⊆ H
∗ = H\{(0, . . . , 0)} and H∗ is a
disjoint union of q
b−1
q−1
coset of F∗q in F
∗
Q. Namely,
H∗ = F∗q × S = {δs : δ ∈ F
∗
q, s ∈ S}
where S is a representative set of such q
b−1
q−1
cosets of F∗q in H
∗. By (3) we get
Nβ =
n
qb
+
1
eqb
∑
χ∈F̂∗
Q
χ(D)=1
χ(β)GQ(χ)
∑
y∈H∗
χ(y)
=
n
qb
+
1
eqb
∑
χ∈F̂∗
Q
χ(D)=1
χ(β)GQ(χ)
∑
s∈S
χ(s)
∑
δ∈F∗q
χ(δ)
=
n
qb
+
q − 1
eqb
∑
χ∈F̂∗
Q
χ(D)=χ(F∗q )=1
χ(β)GQ(χ)
∑
s∈S
χ(s) (4)
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Since D = 〈γe〉 and F∗q = 〈γ
Q−1
q−1 〉, we have DF∗q = 〈γ
e′〉 where e′ = gcd(e, Q−1
q−1
) = 1 by
assumption. Therefore the summation in the right-hand side of (4) remains only trivial
character χ = 1. We get Nβ =
n
qb
− q
b−1
eqb
= Q−q
b
eqb
since GQ(χ) = −1 for trivial character
χ = 1, and |S| = q
b−1
q−1
. Then wb(c(β)) = n − Nβ =
(Q−1)qb−Q+qb
eqb
= Q(q
b−1)
eqb
which is
independent of β ∈ F∗Q. Therefore C is an equi-b-distance code with db =
Q(qb−1)
eqb
. From
n = Q−1
e
and K = qk = Q we know that db > nθb(θb =
qb−1
qb
) and K = db/(db − nθb)
which means that the code C for b-symbol channel meets the Plotkin-like bound given
by Lemma 1.
By taking e = q−1, the cyclic code C has parameters [n, k, db]q where n =
Q−1
q−1
, k =
s and db =
Q(qb−1)
(q−1)qb
. In fact, we can get more linear codes by shorten the code C with
such parameters. Let q − 1 = el, then n = Q−1
e
= l · Q−1
q−1
.
We consider the following linear code over Fq
C˜ = {c˜(β) = (TQq (β), T
Q
q (βα), . . . , T
Q
q (βα
n˜−1)) ∈ Fn˜q : β ∈ FQ} (5)
where n˜ = Q−1
q−1
= n/l. Namely, we take c˜(β) as the first n˜ components of c(β). For any
t ≥ 1,
TQq (βα
i+tn˜) = TQq (βα
i)αtn˜ (6)
Since αtn˜ = (αn˜)t ∈ F∗q = 〈γ
n˜〉. It is easy to see from (6) that for any b (2 ≤ b ≤ s−1),
wb(c(β)) = lwb(c˜(β)). Therefore d˜b = db(C˜) = db(C)/l =
Q(qb−1)
(q−1)qb
, and K = db
db−nθb
=
d˜b
d˜b−n˜θb
. We get the following consequence of Theorem 1.
Theorem 2 Let Q = qs,F∗q = 〈γ〉, q − 1 = el, n˜ =
Q−1
q−1
, α = γe and assume that
Fq(α) = FQ and gcd(e, n˜) = 1 (namely, gcd(e, s) = 1). Then for 2 ≤ b ≤ s − 1, the
code C˜ ′ over Fq for b-symbol channel defined by (5) has parameters [n˜, k = s, d˜b]q where
d˜b =
Q(qb−1)
(q−1)qb
and meets the Plotkin-like bound.
Remarks (1) For b ≥ s, db(C) = n and db(C˜) = n˜.
(2) The linear code C˜ over Fq is a “constacyclic”. Namely, if (c0, c1, . . . , cn˜−1) ∈ C˜
then (c1, . . . , cn˜−1, δc0) ∈ C˜ where δ = α
n˜ ∈ F∗q .
(3) For the case e′ = gcd(e, Q−1
q−1
) ≥ 2, in order to determine db(C) we need to
compute the summation in the right-hand side of (4) for nontrivial character χ which
might be difficult in general.
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