Abstract. The idea to use classical hypergeometric series and, in particular, wellpoised hypergeometric series in diophantine problems of the values of the polylogarithms has led to several novelties in number theory and neighbouring areas of mathematics. Here we present a systematic approach to derive second-order polynomial recursions for approximations to some values of the Lerch zeta function, depending on the fixed (but not necessarily real) parameter α satisfying the condition Re(α) < 1. Substituting α = 0 into the resulting recurrence equations produces the famous recursions for rational approximations to ζ(2), ζ(3) due to Apéry, as well as the known recursion for rational approximations to ζ(4). Multiple integral representations for solutions of the constructed recurrences are also given.
The idea to use classical hypergeometric series [9, 11] and, in particular, well-poised hypergeometric series [13] in diophantine problems of the values of the polylogarithms has led to several novelties in number theory and neighbouring fields of mathematics. Here we present a systematic approach to derive second-order polynomial recursions for approximations to the numbers
where the fixed (but not necessarily real) parameter α satisfies the condition Re(α) < 1. Substituting α = 0 into the resulting recurrence equations produces the famous recursions for rational approximations to ζ(2) = 2Z − 2 (0), ζ(3) = Z 3 (0) due to Apéry [1] , as well as the recursion for rational approximations to ζ(4) = Z 4 (0) known as the Cohen-Rhin-Sorokin-Zudilin recursion ( [8, 15, 17] ), which is proper from both the historical and the alphabetic point of view.
To make clear to the reader, what do we mean by a recursion for approximations to a number z ∈ C, we introduce a formal definition. The requirement to such the recursion is to have two linearly independent solutions {u n } n → ∞. In the case z ∈ R (e.g., corresponding to α ∈ Q in the above definitions), we usually restrict ourselves to the sequences {u n } ∞ n=0 , {v n } ∞ n=0 consisting of rational numbers only and may interpret them as denominators and numerators, respectively, of rational convergents to z.
We apologise in advance for facing the reader with, sometimes, cumbersome formulae. Although the ideas of the well-poised hypergeometric construction of linear forms r n = u n z −v n , n = 0, 1, 2, . . . , are simple, the appearance of lengthy formulae is unavoidable in this type of analysis. Our main results are the recursions (4), (8) , (10) , (12) , (13) , and the integral representations (6), (9), (11) (generalizing those of [3] ) for the linear forms {r n } ∞ n=0 .
satisfying the property
Decompose the function R n (t) as the sum of partial fractions,
and use the last representation as in [19] , proof of Lemma 1, to sum the quantity
= u 0n
The property (1) yields u 0n = u 2n = 0 for all n = 0, 1, 2, . . . , hence setting u n = u 1n /2 we obtain the linear forms
with effectively determined coefficients u n and v n . Applying Zeilberger's creative telescoping [12] in the manner of [19] , Section 2 (namely, computing the certificate and the correponding difference annihilating operator for the function (−1) t R n (t), which is rational with respect to either t or n), we arrive at the following recursion satisfied by both the linear forms (3) and their coefficients:
(We justify the latter limit relation by notifying the following consequence of the forthcoming formula (6): r n → 0 as n → ∞.) On the other hand, the series (2) may be easily identified with the very-well-poised hypergeometric 6 F 5 (−1)-series
which admits the double integral representation
(see [17] , Theorem 5). Whipple's transformation ( [2] , Section 4.4, formula (2)) gives one a more direct way to deduce the integral (6): first convert the series (5) into the hypergeometric 3 F 2 (1)-series
and secondly use the Euler-type integral formula for the latter series.
Z 3 (α). This time, take the rational function
After partial-fraction decomposition we arrive at the quantity
with effectively computable coefficients u n and v n . Zeilberger's creative telescoping produces the recursion
while writing r n as a very-well-poised hypergeometric 8 F 7 (1)-series and applying [17] , Theorem 5, we obtain the triple integral
Bailey's transformation ( [2] , Section 6.3, formula (2)) allows us to write the quantity r n as the Barnes-type integral
where the real constant c lies in the interval Re(α) − 1 < c < 0. This gives another way to deduce the recursion (8) , by applying Zeilberger's creative telescoping directly to the latter summation (cf. [18] , Lemmas 1-3, for the proof in the particular case α = 0).
Z 4 (α). Finally, take the rational function
satisfying the property (7) and consider the quantity
Then Zeilberger's creative telescoping gives the recursion (n + 1)
and Theorem 2 in [22] yields the following 5-fold integral:
4. Other recursions. Polynomial recursions for approximations to the numbers
may be constructed by means of simpler (not well-poised) hypergeometric series. Namely, taking
we obtain the second-order recursion
while choosing
we arrive at the recursion
The approach presented above allows to derive a higher-order polynomial recursions for simultaneous approximations to odd and even zeta values and their α-shifts (see [21] ).
Modular remarks.
It is worth mentioning that Apéry's recursions for rational approximations to ζ(2) and ζ(3) (that correspond to the case α = 0 in (4) or (13) and in (8)) have a very nice modular interpretation: the generating function
] becomes a modular form after substituting a suitable modular function z = z(τ ) (see [4, 7] ). This phenomenon happens for several other Apéry-like recursions as well (see [5, 16] ); Zagier's technique in [16] allowed to construct new simple recursions for rational approximations to the numbers (4) and (10) is still beyond reach; see [10, 14, 20] for particular results). Beukers' computations [6] show that it is hard to expect modular parametrizations except in the above mentioned cases of the recursions for rational approximations to ζ(2) and ζ(3): the (Zariski closures of the) Galois groups associated to the linear differential operators annihilating functions U (z) are richer than SL 2 . Beukers considers the recursion for rational approximations to ζ(4) (the case α = 0 in (10)) and shows that the corresponding differential Galois group turns out to be O 5 , while the linear differential operator corresponding to the recursion for rational approximations to Catalan's constant (the case α = 1/2 in (4)) is reducible. We expect that this differential reducibility holds for all α / ∈ Z and that irreducible components of the corresponding differential operators are pullbacks of hypergeometric differential operators. The latter fact is closely related to the general conjecture (due to Dwork, Bombieri, . . . ) on the structure of differential G-operators. While chances to be able to attack this general conjecture seem to be small at the moment, to us it appears to be a nice and quite realistic program to give a direct proof in the case of the above recursions.
