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Résumé : Ces dernières années, les méthodes Galerkin disontinues ont fait l'objet de plusieurs travaux visantà leur mise au point pour la résolution numérique des équations de Maxwell instationnaires. Dans la grandemajorité de es travaux, les omposantes du hamp életromagnétique sont approhées au sein de haque élémentdu maillage par une interpolation polynomiale d'ordre élevé. Diérentes formes d'interpolation polynomiale ontété onsidérées mais auune étude omparative n'a été menée jusqu'ii. On présente dans e rapport les résultatsd'une telle étude réalisée dans le adre de la résolution numérique des équations de Maxwell 1D.Mots-lés : Equations de Maxwell, méthode Galerkin disontinue, interpolation polynomiale.
Numerial study of polynomial interpolation methodsin a disontinuous Galerkin methodfor the numerial solutionof the 1D unsteady Maxwell equationsAbstrat: These last years, disontinuous Galerkin methods have been atively studied and developed in viewof their appliation to the solution of the unsteady Maxwell equations. In the great majority of these works,the omponents of the eletri and magneti elds are approximated within eah mesh element using a highorder polynomial interpolation method. Various forms of polynomial interpolation have been onsidered butthey have not been ompared olletively so far. In this report, we present the results of suh a study that hasbeen realized in the ontext of the numerial solution of the 1D maxwell equations.Key-words: Maxwell equations, disontinuous Galerkin method, polynomial interpolation.
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4 J. Charles al.1 IntrodutionL'életromagnétisme numérique est aujourd'hui une disipline en plein essor. Outre des appliations militairesomme la furtivité radar ou la vulnérabilité de systèmes d'arme, le hamp d'appliation de l'életromagnétismenumérique onerne un large spetre d'appliations industrielles et soiétales. La simulation numérique deproblèmes réalistes dans es domaines met en jeu des géométries omplexes et des milieux de propagationhétérogènes. La modélisation mathématique de e type de problème repose sur le système des équations deMaxwell instationnaires assoié à des onditions initiales et aux limites appropriées. La résolution numérique deséquations de Maxwell est un problème diile. Plusieurs familles de méthodes ont été proposées et développéesdepuis la n des années 60 (diérenes nies, volumes nis, éléments nis). Toutes es méthodes possèdent leursavantages et inonvénients et auune n'est parfaitement adaptée à toutes les situations renontrées en pratique.La méthode numérique idéale devrait posséder diérentes aratéristiques : être exible vis-à-vis de la disrétisation de géométries omplexes et notamment permettre un ranementloal (éventuellement adaptatif) pour la prise en ompte de détails ou singularités géométriques ; être exible vis-à-vis de la disrétisation de milieux de propagation hétérogènes (là enore, le ranementloal joue un rle important) ; avoir une préision d'ordre arbitrairement élevé (si possible, présenter une onvergene exponentielle sui-vant l'ordre d'approximation omme dans les méthodes spetrales) ; autoriser une non-onformité de la disrétisation (i.e. permettre la prise en ompte de maillages aven÷uds ottants) et de l'approximation (i.e. permettre un ordre d'approximation variable déni au niveaude haque élément du maillage) ; être relativement simple à mettre en ÷uvre en deux et trois dimensions d'espae, et de oûts en temps dealul et oupation mémoire raisonnables.Réemment, des méthodes d'éléments nis disontinus (méthodes Galerkin disontinues) en maillages sim-plexes ou non, sont apparues qui semblent être une alternative prometteuse aux méthodes existantes et quiprésentent de nombreux atouts en regard des aratéristiques énumérées i-dessus, notamment pour e quionerne la onstrution de méthodes de préision arbitraire et la gestion de la non-onformité de l'approxima-tion et de la disrétisation [HW02℄-[FLLP05℄-[CFP06℄. Les méthodes Galerkin disontinues sont assez similairesaux méthodes d'éléments nis lassiques, la prinipale diérene étant la relaxation de la ontinuité globalede l'approximation. Le plus souvent, leur mise en ÷uvre repose sur une approximation polynomiale par mor-eaux des omposantes du hamp életromagnétique. La méthode GDDT étudiée dans [FLLP05℄ est basée surune interpolation polynomiale nodale d'ordre arbitrairement élevé (interpolation Pp) de type Lagrange sur desmaillages triangulaires (as à 2 dimensions d'espae - 2D) ou tétraédriques (as à 3 dimensions d'espae - 3D)non-struturés. L'intégration en temps est obtenue au moyen d'un shéma de type saute-mouton préis au se-ond ordre. Globalement, la préision de la méthode GDDT-Pp résultante est limitée au seond ordre du faitdu shéma d'intégration en temps adopté.Le hoix d'une méthode d'interpolation polynomiale doit s'appuyer sur plusieurs ritères parmi lesquels le a-ratère nodal ou modal de l'interpolation, la néessité de formules de quadrature pour le alul d'intégralesélémentaires, le aratére loal ou non des aluls mettant en jeu un simplexe de dimension inférieure (typi-quement, dans les alul d'intégrales sur la frontière du simplexe primal) et le aratère hiérarhique ou nonde l'interpolation en vue de failiter la mise en ÷uvre d'une méthode où l'ordre d'approximation est variableen espae. Eventuellement, on peut aussi souhaiter que l'approximation préserve des propriétés liées au modèled'équations diérentielles résolu omme la positivité de ertaines quantités physiques. Un premier objetif dela présente étude est d'évaluer en détail diérentes méthodes d'interpolation polynomiale en assoiation ave laformulation GDDT-Pp proposée [FLLP05℄.L'obtention d'une méthode GDDT-Pp d'ordre arbitrairement élevé néessite l'utilisation d'un shéma d'intégra-tion en temps de préision ompatible ave l'ordre de l'approximation en espae. Le seond objetif de etteétude est don de traiter de ette question en évaluant l'apport de shémas temporels de type saute-mouton duquatrième ordre et de type Runge-Kutta.Pour haune des problématiques onsidérées, il existe de nombreuses options. Nous en étudions ii ertaines dansle adre de la résolution numérique des équations de Maxwell monodimensionnelles. Toutefois, ette étude s'ins-rit dans une démarhe plus globale qui vise le développement d'une méthode GDDT-Pp d'ordre arbitrairementélevé en maillages tétraédriques pour la simulation numérique de problèmes de propagation tridimensionnels.En partiulier, on herhe à onevoir une méthodologie numérique qui ombine un ranement du maillageINRIA
Méthodes GD d'ordre élevé en 1D 5(h-ranement) dans les zones de moindre régularité de la solution ave un enrihissement de l'ordre d'approxi-mation (p-enrihissement) là où la solution est régulière. Dans e ontexte, il est souhaitable d'opter pour uneméthode d'interpolation qui failite la mise en ÷uvre d'une stratégie p-adaptative.La suite de e rapport est organisée omme suit : la setion 2 traite de la modélisation mathématique duproblème onsidéré. On y rappelle l'origine et l'expression des équations de Maxwell et on préise les onditionsinitiales et aux limites. La setion 3 présente la formulation Galerkin disontinue à la base de ette étude. Lesdiérentes méthodes d'interpolation onsidérées dans ette étude sont présentées dans la setion 4. La setion 5est onsarée à l'intégration en temps. Enn, les résultats numériques dans le adre de la résolution des équationsde Maxwell 1D sont présentés et disutés dans la setion 6.2 Les équations de MaxwellNous rappelons ii les quatre équations fondamentales, appelées équations de Maxwell ou enore équations deMaxwell-Lorentz, qui dérivent omplètement les hamps életriques et magnétiques et leur interdépendanedans le adre de la physique lassique. Ces équations traduisent sous forme loale diérents théorèmes (Gauss,Ampère, Faraday) qui régissaient l'életromagnétisme avant que Maxwell ne les réunisse sous forme d'équationsintégrales. Nous présenterons dans un premier temps la théorie mirosopique fondamentale qui donne leséquations de Maxwell dans le vide en présene de soures, qui peuvent être des harges pontuelles et/ou leursourants életriques mirosopiques assoiés si es harges sont en mouvement dans le référentiel d'étude ; puison abordera la théorie marosopique néessitant l'introdution des hamps D et H.2.1 Equations de Maxwell 3DEquation de Maxwell-GaussCette équation loale donne la divergene du hamp életrique en fontion de la densité de la harge életrique :div(E) = ρ
ε0






,où S est une surfae fermée arbitraire, appelée surfae de Gauss, Qint est la harge életrique totale intérieureà ette surfae et ε0 est la permittivité életrique du vide.Equation de Maxwell-ThomsonCette équation loale donne la divergene du hamp magnétique en fontion du terme de soure, ii identique-ment nul : div(B) = 0. (2)Elle traduit le fait expérimental suivant : il n'existe pas de monople magnétique, 'est à dire une sourepontuelle de hamp magnétique, analogue de la harge életrique pontuelle pour le hamp életrique. Lehamp d'indution magnétique peut toutefois être dérit en termes de ourants et l'équivalent d'un diplemagnétique serait une boule inniment petite. L'absene de harge magnétique entraîne la nullité du uxd'indution magnétique à travers toute surfae fermée S :
∮
S
B.dS = 0.L'équation de Maxwell-Thomson est valable pour tous les régimes et pour tous les milieux et indique simplementque le hamp magnétique B est à ux onservatif.
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6 J. Charles al.Equation de Maxwell-FaradayCette équation loale qui est valable pour tous les régimes et pour tous les milieux, traduit le phénomènefondamental d'indution életromagnétique déouvert par Faraday :rot(E) = −∂B
∂t
. (3)On voit que les variations temporelles du hamp magnétique B sont néessairement liées à la présene d'unhamp életrique E. Sa forme intégrale est la loi de Faraday :
e = −∂Φ
∂t
,où e désigne la fore életromotrie d'indution traversant un iruit fermé Γ et Φ le ux magnétique à travers emême iruit Γ. Cette loi est le pilier de l'indution életromagnétique qui stipule que les variations temporellesdu ux magnétique à travers un iruit induisent l'apparition d'une fore életromotrie qui engendre dans uniruit fermé des ourants appelés ourants induits.Equation de Maxwell-AmpèreOn retrouve le lien entre le hamp magnétique et ses soures dans l'équation de Maxwell-Ampère : la présenedu hamp magnétique B est due à l'existene de ourants életriques (densité de ourant j) et à la dépendaneen temps du hamp életrique E : rot(B) = µ0 j + ε0µ0 ∂E
∂t
, (4)où µ0 orrespond à la perméabilité magnétique du vide. L'équation de Maxwell-Ampère peut être réérite de lamanière suivante : rot(B) = µ0(j + jD) ave jD = ε0 ∂E
∂t
,où jD représente la densité de ourant de déplaement, ourant tif qui traduit une équivalene ave lesvariations temporelles du hamp életrique. Le bilan marosopique de l'équation loale de Maxwell-Ampèrenous donne le théorème d'Ampère généralisé selon lequel le ux du hamp magnétique B à travers un ontourfermé Γ est égal à la somme des intensités traversant Γ :
∮
Γ
B.dl = I + ID,où I est l'intensité du ourant véritable et ID elle du ourant de déplaement à travers le ontour fermé Γ.Ce théorème montre que les soures du hamp magnétique B sont les ourant életriques véritables et eux dedéplaement, es derniers résultant des variations temporelles du hamp életrique.Milieux diéletriquesA l'exeption du vide, tous les milieux matériels dans lesquels peuvent se propager des ondes életromagnétiquessont dispersifs. Nous distinguons essentiellement trois types de milieux : les onduteurs (prinipalement les métaux), les plasmas qui sont des gazs ionisés (omportant don des ions positifs et des életrons), les diéletriques (on appelle ainsi des milieux isolants tels que le verre et de nombreux plastiques).Dans un onduteur, les harges életriques sont libres de se déplaer dans le matériau. Dans les métaux, esharges sont des életrons des ouhes externes des atomes qui forment un gaz d'életrons libres. Nous savonsqu'un hamp életromagnétique variable ne pénètre que faiblement (sur une distane inme appelée épaisseurde peau) dans le métal et se disperse. Dans un onduteur parfait, la ondutivité est innie, l'épaisseur de peauest alors nulle et l'onde ne peut pas se propager dans le milieu.Dans les plasmas, la ondutivité életrique est plus faible que dans les métaux ; elle est essentiellement liée aumouvement des életrons, les ations beauoup plus lourds étant moins mobiles. le passage d'une onde életro-magnétique dans un plasma va engendrer le mouvement des életrons et des ations, réant ainsi des ourants quivont eux-mêmes modier le hamp életromagnétique inident. La propagation d'une onde életromagnétiqueest don diérente de elle qu'elle est dans le vide. INRIA
Méthodes GD d'ordre élevé en 1D 7Lorsque le milieu onsidéré est un diéletrique, il n'existe pas de harges életriques libres suseptibles dese déplaer de façon marosopique, mais des harges liées qui peuvent s'éarter légèrement de leur positiond'équilibre. Les milieux diéletriques sont eux pour lesquels les atomes ne peuvent pas libérer de harges quipartiipent à la ondution du ourant életrique.La polarisationDans un milieu matériel, les harges en présene appartiennent à des strutures omplexes : atomes, moléulesd'un gaz, d'un liquide ou d'un solide. Sous l'inuene d'une exitation életrique extérieure, elles réagissentolletivement : on dit que le milieu se polarise. Bien que les diéletriques, matériaux isolants, ne possèdent pasde harges de ondution, l'appliation d'un hamp E extérieur aboutit à la réation de harges de polarisationpar la déformation des répartitions des harges à l'intérieur des diéletriques. Plus préisement, un diéletriquepolarisé aquiert un moment dipolaire életrique qu'on peut dérire marosopiquement par une densité vo-lumique P, appelée veteur polarisation, telle que dans tout volume élémentaire du diéletrique apparaisse lemoment élémentaire :




,ave P veteur polarisation.De manière similaire, la matière diéletrique polarisée peut être onsidérée omme du vide siège d'une densitévolumique de harges tives. On parle de harges liées, par opposition aux harges véritables, dites libres. Cettedensité de harges liées présente en tout point de la matière diéletrique polarisée s'érit :








,div(E) = ρ + ρp
ε0




div(E) = ρ − div(P)
ε0









div(ε0E + P) = ρrot(B) = µ0(j + ∂
∂t
(ε0E + P))Propriétés diéletriquesQuand on applique un hamp életrique dans un matériau diéletrique, les harges subissent don une fore,mais sont retenues par les fores de ohésion internes de l'atome ou de la moléule, et ne peuvent don sedéplaer que légèrement par rapport à leur position d'équilibre. Il y a alors formation de diples induits dansle matériau, qui réent un hamp de polarisation fontion du hamp életrique appliqué. Les eets életriquessont représentés par un hamp de déplaement qu'on dénit omme suit :
D = ε0E + P [A.s/m
2].RR n° 7177








,div(D) = ρ,div(B) = 0. (6)Dans le vide, et approximativement aussi dans l'air, il n'y a pas de polarisation P, et on a par onséquent










+ j,rot(E) = −∂B
∂t
,div(D) = ρ,div(B) = 0. (7)Sous ette forme, dite loale ou diérentielle, on remarque un omportement symétrique des quatre hamps.Seule l'absene de soures magnétiques rompt ette symétrie et l'introdution d'une densité volumique de ourantmagnétique m ainsi que d'une densité de harge magnétique libre ̺ permettrait de symétriser totalement lesystème de Maxwell. Toutefois la déouverte d'une telle harge a été annonée à maintes reprises, pour êtrehaque fois démentie peu après. Dans ette étude, nous admettrons don que la harge magnétique libre n'existepas.2.2 Disontinuités du hamp életromagnétique et onditions aux limitesDans les équations de Maxwell n'apparaissent que les densités de harges ou de ourants réparties dans unvolume. Lorsque le modèle des soures du hamp impose que es harges ou ourants ne soient présents que surdes ourbes ou des surfaes, les équations de Maxwell doivent être remplaées par des relations dites de passagequi expriment la disontinuité du hamp életromagnétique à la traversée de telles singularités. L'ériture deséquations de Maxwell au sens des distributions permet alors d'expliiter de manière générale les onditions auxlimites ou d'interfae assoiées à e type de problème.Equations au sens des distributionsSoit une distribution TA de R3 assoiée au hamp de veteur A dérivable au sens des fontions vetorielles dansle omplémentaire d'une surfae de disontinuité S orientée et de normale n. On rappelle que la divergene etle rotationnel d'une distribution vetorielle TA s'érivent : INRIA










− rot(H) − n × [H]S δS = −j− jSδS ,
∂B
∂t




n × [H]S = jS,
n × [E]S = 0,
n.[D]S = ρ + ρSδS,
n.[B]S = 0.




n × [H]S = 0,
n × [E]S = 0.










n× Hs = jS,








10 J. Charles al.On en déduit en partiulier qu'à la surfae d'un onduteur parfait, le hamp életrique est normal et le hampmagnétique tangent.Conditions aux limites pour une frontière artiielleNumériquement, nous devons nous restreindre à un domaine de alul borné alors que les ondes életroma-gnétiques se propagent dans un domaine inni. De nombreux auteurs ont herhé à dénir des problèmes auxlimites assoiés bien posés. Des onditions aux limites totalement absorbantes (ou transparentes, i.e. ne géné-rant auune onde parasite à la frontière artiielle) ont été établies mais peuvent diilement être implémentéesnumériquement ar elles ne sont pas loales à la fois en temps et en espae. Cependant, une série de onditionsaux limites absorbantes qui sont une approximation des onditions transparentes sont maintenant bien onnuespour l'équation des ondes et le système de Maxwell. Nous utilisons ii la ondition absorbante d'ordre un deSilver-Müller pour une frontière plaée dans le vide :
n × ES = −z0 n × (n × HS),où z0 représente l'impédane aratéristique du vide dénie par : z0 = √µ0
ε0
.2.3 Formulation onservativeUne formulation onservative lassique des équations de Maxwell en fontion des quatre hamps de veteur E,
H, D et B est donnée par (7). Nous allons utiliser un shéma onservatif en partiulier pour le traitement desdisontinuités des hamps. An de résoudre numériquement e système, nous devons prendre en ompte les loisonstitutives des matériaux dont la forme la plus générale est donnée par :






(13)Les fontions ε et µ de la variable d'espae x sont salaires. Dans l'ensemble de ette étude, nous ne onsidéreronsen fait que des interfaes entre des matériaux isotropes et homogènes (i.e. ε et µ onstants par moreaux). Nousavons souvent omis par la suite la dépendane en fontion de la variable d'espae de la permittivité et de laperméabilité an d'alléger l'ériture.Notons que les lois de Gauss életrique et magnétique div(D) = ρ et div(B) = 0 sont redondantes dans lemodèle ontinu (7) pour une donnée initiale vériant es ontraintes et en onsidérant de plus l'équation deonservation de la harge :
ρ
t











+ rotE = 0. (14)INRIA
Méthodes GD d'ordre élevé en 1D 11Considérons un ouvert Ω, borné et régulier de IR3, de frontière Γ = ∂Ω = Γa ∪ Γm (ave Γa ∩ Γm = ∅) ommereprésenté sur la gure 1.





































 et H =  HxHy
Hz

 ,où on a supposé que le milieu de propagation est onduteur ave j = σE, et où les matries (antisymétriques)



























) ave l ∈ x, y, z,alors une ériture des équations de Maxwell (14) sous forme vetorielle onduit à :
















,soit sous forme ondensée :








 ,où :RR n° 7177



















































.2.4 Hyperboliité du système de MaxwellLe aratère hyperbolique est intrinsèque au système de Maxwell et a une interprétation physique. Les ondeset l'énergie assoiée se propagent en temps ni suivant des diretions partiulières. La prinipale appliationde ette propriété est la onstrution de shémas déentrés, préis à la fois en temps et en espae, qui tiennentnaturellement ompte de la diretion de propagation des ondes. Toutefois, le déentrage du ux introduitmalheureusement de la diusion numérique, et par onséquent la solution est altérée après un nombre de pas detemps signiatif. Ainsi, pour permettre à l'energie de se onserver, nous ferons le hoix dans ette étude d'unshéma reposant sur une formulation à ux entrés.Rappelons que le hamp életromagnétique W vérie l'équation suivante :










Λ+n = diag(max(Λn,k, 0)),
Λ−n = diag(min(Λn,k, 0)), (17)où Λn,k, k = 1, . . . , 6 désignent les valeurs propres de la matrie de ux Ḡn.2.5 RedimensionnementIl est lassique d'exprimer les permittivité et perméabilité des matériaux en fontion de elles du vide :
ε(x) = ε0 εr(x) et µ(x) = µ0 µr(x).On obtient alors des quantités relatives εr et µr sans dimension adaptées aux aluls numériques. La vitesserelative de la lumière est maintenant notée : INRIA








t̃ = c0 t,
H̃ = z0 H,











+ rotE = 0, (19)où ε et µ dénissent des quantités relatives.2.6 Conditions aux limites et initialesSur la frontière Γ, on impose les onditions aux limites suivantes où n désigne la normale sortante à Γ :
{ - sur Γm : n × E = 0,- sur Γa : n × E + zn× (n× H) = n × E∞ + zn× (n × H∞), (20)où z = √µ
ε
et t(E∞,H∞) est un hamp inident donné. La première relation dénit une ondition de réexiontotale (le hamp E ne pénètre pas la frontière Γm omme dans le as d'un métal parfait). La seonde relationest la ondition absorbante de Silver-Müller qui est une approximation du premier ordre de la ondition derayonnement en domaine inni.Enn, on omplète la formulation du problème ontinu par la donnée de onditions initiales :
E0(x) = E(x, 0) et H0(x) = H(x, 0) , ∀x ∈ Ω.2.7 Equations de Maxwell 1DAn d'obtenir une version 1D des équations de Maxwell (19) nous onsidérons omme diretion de propagation
k = (k, 0, 0)t ave une polarisation du veteur hamp életrique telle que E = (0, 0, Ez)t. La polarisationdu veteur hamp magnétique se déduit du produit vetoriel k × E menant à H = (0, Hy, 0)t. De plus, noussupposons que Ez et Hy sont fontions de x et t. Pour plus de larté, nous allégeons les notations en remplaçant
















(21)Ce système peut être réérit sous la forme :
QWt + ∂xF (W) + KW = 0, (22)où W = ( E
H
) , Wt = ∂W
∂t












) et F (W) = ( −H−E ) = AW ave A = [ 0 −1−1 0 ] .RR n° 7177
14 J. Charles al.3 Disrétisation par une méthode Galerkin disontinueComme dans la setion préédente, on ommene par détailler la méthode de disrétisation pour les équationsde Maxwell 3D puis on traite du as 1D.3.1 Equations de Maxwell 3D3.1.1 Formulation faibleLe domaine Ω est supposé disrétisé par une triangulation Th = N⋃
i=1













∇ϕ · F (W)dx +
∫
∂τi
(F (W) · n)ϕdσ = 0.










∇ϕ · F (Wi)dx +
∫
∂τi























.Les quantités εi et µi sont des valeurs des paramètres életromagnétiques onstantes sur l'élément τi. Dans (25),
Vi = {j|τi ∩ τj 6= 0} est l'ensemble des éléments voisins de τi et aij = τi ∩ τj est la fae ommune entre τi et τj ;
nij est le veteur normal sortant à aij dirigé de τi vers τj . Puisque la représentation loale de W est disontinued'un élément à un autre, un traitement partiulier doit être introduit pour l'évaluation de l'intégrale de bordsur la fae aij . Dans le ontexte des méthodes volumes nis, on parle de ux numérique. Nous utilisons ii unux numérique basé sur un shéma entré :
F (W)|aij ≈
F (Wi) + F (Wj)
2
. (26)INRIA
Méthodes GD d'ordre élevé en 1D 15Par suite :



































































(F (W) · n)ϕdσ = 0,
(27)






,on obtient nalement :


















































Nij = Nnij .
(29)
On notera que Nij est une matrie antisymétrique et par suite, Gij est une matrie symétrique.
RR n° 7177






































W∞i .A partir de maintenant, nous désignons par F i l'ensemble des faes de τi et on a F i = F id⋃F ia⋃F im où F id,
























































Wi ≡ PimWi.où l'on a introduit la notation im pour rappeler que la fae aij est ii une fae f ∈ ∂τi ∩ Γm. Ainsi, dansl'expression de Nim, nim désigne la normale à la fae f extérieure à τi. INRIA











+ rot(E) = 0,

































.ave c = 1√
εµ
















































tφiφjdσ.où : φi = (ϕi1, ϕi2, · · · , ϕidi) (φi est un veteur di × 1), Φi est une matrie di × di symétrique dénie positive, Φxki est une matrie di × di, Φii est a priori une matrie di × di symétrique dénie positive,RR n° 7177
18 J. Charles al. Φij est a priori une matrie retangulaire quelonque si di 6= dj (Φij est une matrie di × di symétriquepositive si di = dj).Posons Ei = (Ei1,Ei2, · · · ,Eidi), Hi = (Hi1,Hi2, · · · ,Hidi) (Ei et Hi sont des matries retangulaires 3 × di).Si dans (28) ϕ est remplaée par ϕij pour 1 ≤ j ≤ di alors nous obtenons :


















































































tΦij .Les inonnues étant habituellement sous forme de veteurs, nous réérivons es équations en vetorisant lesmatries Ei et Hi. Dans e qui suit, Ei et Hi désignent maintenant des veteurs 3di × 1 des degrés de libertéloaux Eik et Hik pour k = 1, . . . , di assoiés à la ellule τi. On obtient alors :




































































(Φi)11Qε,i (Φi)12Qε,i · · · (Φi)1diQε,i
(Φi)21Qε,i (Φi)22Qε,i · · · (Φi)2diQε,i... ... ...






(Φi)11Qµ,i (Φi)12Qµ,i · · · (Φi)1diQµ,i
(Φi)21Qµ,i (Φi)22Qµ,i · · · (Φi)2diQµ,i... ... ...








xk · · · (Φxki )1diNxk
(Φxki )21N
xk (Φxki )22N
xk · · · (Φxki )2diNxk... ... ...
(Φxki )di1N
xk (Φxki )di2N






(Φij)11Nij (Φij)12Nij · · · (Φij)1dj Nij
(Φij)21Nij (Φij)22Nij · · · (Φij)2dj Nij... ... ...






(Φij)11Nim (Φij)12Nim · · · (Φij)1diNim
(Φij)21Nim (Φij)22Nim · · · (Φij)2diNim... ... ...




















ia · · · (Φij)didiN2ia





τi, où τi = [xi−1, xi] ave xN = x0 + L (voir la gure 2).
x
1
x x x x x x
2 i i+1 i+2i−1 N−1




T TT T T
1 i i+1 i+2 N
0Fig. 2  Maillage en 1DOn note ϕ une fontion test salaire. Nous partons don de l'équation (22) :RR n° 7177
20 J. Charles al.

















(32)Soit Pi = Pp[τi] l'espae des fontions polynomiales de degré au plus p sur τi. Les degrés de liberté loaux sontnotés Wij ∈ IR2. Soit φi = (ϕi1, ϕi2, · · · , ϕidi) une base loale de Pi et Wi la projetion L2-orthogonale de























.Dans (33), xi = τi ∩ τi+1 est le point ommun entre les segments (suessifs) τi et τi+1. Similairement au as3D, puisque la représentation loale de W est disontinue d'un élément à un autre, un traitement partiulierdoit être introduit pour l'évaluation de F (W) au point xi et on utilise un ux numérique basé sur un shémaentré :
F (W)|xi ≈




, où F (W)ki = F (Wi(xk)) = AWi(xk),e qui onduit à :












(AWi−1(xi−1) + AWi(xi−1))ϕ(xi−1) = 0,



















































(35)où on a de plus supposé que les aratéristiques életromagnétiques εi et µi sont onstantes sur τi. INRIA






































































































W∞N .RR n° 7177
































































soit enore sous forme matriielle loale :
































tφi(xi−1)φi−1(xi−1),où : φi = (ϕi1, ϕi2, · · · , ϕidi) (φi est un veteur di × 1), Φi est une matrie di × di symétrique dénie positive, Φ∗i est une matrie di × di.4 Interpolation polynomiale en 1DLa formulation Galerkin disontinue (36) repose sur l'introdution d'un ensemble de fontions de base loales






Méthodes GD d'ordre élevé en 1D 234.1 PréambuleLe plus souvent, les méthodes Galerkin disontinues font intervenir des fontions polynomiales par moreauxpour représenter les variables d'état du problème. On peut ainsi représenter la solution globale omme la sommedirete de solutions polynomiales loales :
W(x) ≃ Wh(x) =
N⊕
i=1
Whi (xi)Pour alléger la notation dans la suite, on abandonnera l'indie h aratérisant la solution approhée.Il y a 3 diérentes approhes dans l'implémentation des méthodes Galerkin disontinues, à savoir, la version h,la version p, et la version hp. De façon similaire aux méthodes d'éléments nis, la version h (où h représenteune taille aratéristique du pas de disrétisation) autorise la taille des éléments à diminuer pour atteindre laonvergene mais impose à la base polynomiale d'être d'ordre xe au sein de haque élément. Une approximationde type h assure ainsi une exibilité dans la manipulation de omplexités géométriques et permet de répondreaux exigenes de ranements loaux. Dans la version p alternative, un maillage xe est utilisé et la onvergeneest obtenue en augmentant l'ordre du polynme au sein de haque élément. Une approximation de type p présentel'avantage d'aélérer la onvergene dans le as de problèmes réguliers. Si le domaine de alul entier est traitéomme un élément unique, la méthode de type p s'assimile alors à une méthode spetrale. Notons qu'à l'exeptiondes méthodes spetrales globales, la plupart des méthodes de type p requièrent néessairement une déompositionde type h pour générer le maillage initial sur lequel l'approximation de type p est appliquée. Enn la versionhybride hp ombine h-ranement et p-enrihissement loaux et inorpore à la fois les méthodes spetralesmulti-domaines et les méthodes d'éléments nis d'ordre élevé. On parle alors de méthode hp-adaptative.Comme pour la plupart des méthodes de résolution numérique, une disrétisation de type hp requiert de dé-omposer le domaine de alul en régions élémentaires (τi)1≤i≤N : triangles ou quadrangles en 2D, tétraèdres ouparallélépipèdes en 3D, selon la omplexité géométrique du domaine. En une dimension d'espae, le maillage serasimplement onstitué d'une olletion de points. On pourra alors appliquer sur haque sous-domaine élémentaire
(τi)1≤i≤N une approximation polynomiale d'ordre arbitraire et ainsi agir loalement sur le nombre de degrésde liberté pour obtenir la préision désirée. Une omposante importante dans l'implémentation d'une méthodeGalerkin disontinue est le hoix des fontions de base. Typiquement les diérentes bases seront exprimées surl'élément de référene τst = [0, 1] et on utilisera une transformation inversible faisant orrespondre les n÷uds dela maille de référene à eux de la maille réelle, de manière à failiter le alul d'intégrales et de diérentiationspour l'évaluation des matries élementaires intervenant dans la formulation variationnelle du problème. On parlealors d'approximation géométrique ar les n÷uds après transformation et eux de l'élément réel sont onfondus,mais les autres points sont distints. Souvent, la transformation en question est de type ane, mais on doitfaire appel à des transformations d'ordre supérieur lorsqu'il s'agit de prendre en ompte des éléments ourbes.Avant de disuter de diérentes formes d'interpolations polynomiales utilisables en pratique, il est néessaired'introduire les onepts de aratère nodal ou modal de l'interpolation. Une base est dite hiérarhique oumodale si l'ensemble de ses omposantes d'ordre p − 1 est ontenu dans l'ensemble de ses omposantes d'ordre
p, 'est à dire que pour augmenter l'ordre d'une interpolation polynomiale, il sut de rajouter un élément dedegré supérieur à la base déjà onstituée de polynmes à degrés éhelonnés. Une base nodale fait généralementréférene à une base non hiérarhique assoiée à un ensemble de points et se onstruit généralement à partirdes polynmes de Lagrange. Il est important de marquer la distintion entre une représentation nodale et uneméthode de olloation dans laquelle la solution satisfait exatement l'équation à résoudre aux points nodaux.Plusieurs fateurs rentrent en jeu dans le hoix d'une représentation polynomiale pour le hamp W(x) : l'ea-ité numérique de l'interpolation hoisie, le onditionnement des matries élémentaires permettant de mesurerl'ampliation des erreurs d'arrondi des données se propageant au résultat, l'indépendane linéaire de la basehoisie, ainsi que les diérentes propriétés mathématiques d'approximation.L'ériture du problème approhé à partir des équations (37) onduit au système linéaire global :
AWh = fh.La question d'eaité numérique pour e problème approhé est double. Le premier point est diretement reliéau oût numérique de l'intégration des termes des matries élémentaires alors que le seond onerne l'inversionde la matrie du système A qui est une opération potentiellement oûteuse en temps de alul. Toutefois, il estRR n° 7177












, k = 0, · · · , p. (39)On visualise sur la gure 3 les fontions de base de Lagrange sur l'élément de référene τst = [0, 1] pour lesinterpolations P1 à P5.Si l'on note g(x) le polynme d'ordre p+1 s'annulant sur les p+1 points nodaux (xj)0≤j≤p, alors on peut érire





Méthodes GD d'ordre élevé en 1D 25D'après la dénition (39), les polynmes de Lagrange possèdent la propriété de olloation, i.e. ϕpk(xj) = δjk où






k(x).Puisque l'approximation polynomiale passe par tous les points du maillage, on sait que IW(xj) = W(xj)











|ϕpk(x)|,on s'aperçoit que :
‖W − Wh‖∞ = ‖W − W∗ + W∗ − Wh‖∞
≤ ‖W − W∗‖∞ + ‖W∗ − Wh‖∞
≤ (1 + Λ)‖W − W∗‖∞,où ‖.‖∞ est la norme du maximum usuelle et W∗ représente la meilleure approximation polynomiale d'ordre
p. Par onséquent, la onstante de Lebesgue est don liée au problème de la onvergene des polynmes d'in-terpolation et peut s'interpréter omme le fateur d'ampliation de l'erreur dans le proédé d'interpolationde Lagrange. On remarque que la valeur de Λ se détermine à partir des points d'interpolation (xj)0≤j≤p, 'està dire que la meilleure représentation polynomiale sera obtenue pour un jeu de points de olloation qui mi-nimisera la onstante de Lebesgue. L'interpolation de Lagrange en des points équidistants, par exemple, n'estpas une méthode numérique très stable ar elle dépend beauoup de la fontion que l'on herhe à représenter.Généralement, dès que le degré polynomial devient grand ou qu'on augmente le nombre de points, on onstateque le polynme se met à osiller fortement entre les noeuds du maillage ave une amplitude de plus en plusgrande, 'est e qu'on appelle le phénomène de Runge. Il est toutefois possible de minimiser l'osillation despolynmes interpolateurs en utilisant les p+1 points de olloation (xj)0≤j≤p dénis omme étant les raines dupolynme de Thebyhev de degré p + 1. Il s'agit des points de Gauss dont les absisses (relatives à l'intervalle[-1 ;1℄) sont :





j = 0, · · · , p.Ces points de olloation sont irrégulièrement répartis sur l'intervalle, ils sont en partiulier plus resserrés versles frontières de l'intervalle. Les bornes de l'intervalle, ii −1 et +1, ne font pas partie des points de olloationmais il existe d'autres jeux de points (dits de Gauss-Radau et Gauss-Lobatto) qui inluent l'une ou/et l'autredes extrémités du domaine.4.3 Fontions de base de BernsteinSoit un fermé [x0; xp] de R partitionné en p + 1 mailles Ii+1/2 = [xi; xi + 1] de taille ∆x = xi+1 − xi. Lesoordonnées baryentriques (λi(x), λi+1(x)) d'un point x appartenant à Ii+1/2 sont :RR n° 7177
26 J. Charles al.


























Interpolation P1[0, 1] Interpolation P2[0, 1]































Interpolation P3[0, 1] Interpolation P4[0, 1]
















Interpolation P5[0, 1]Fig. 3  Fontions de base de Lagrange sur l'élément [0, 1]
INRIA








λi+1 = λi+1(x) =
x − xi
∆x
.Remarquons que λi + λi+1 = 1, e qui nous permet de dénir les bases de polynmes de Bernstein. Pour unemaille Ii+1/2, on appelle base des polynmes de Bernstein d'ordre p, l'ensemble des p+1 polynmes dénis dans








i+1 . (40)Les polynmes de Bernstein forment une base modale. Ils sont issus du développement en monmes de l'équationbinomiale :
(λi + λi+1)
p ≡ 1.Pour toute maille Ii+1/2 = [xi; xi+1], on a les propriétés suivantes :1. toutes les bases de polynmes de Bernstein partitionnent l'unité,2. tous les polynmes de Bernstein sont positifs ou nuls et vérient :
{
ϕp0(xi) = 1 et ϕpk(xi) = 0 ∀k 6= 0,




k(x) déni pour x ∈ Ii+1/2 est borné par :
min(pk)
0≤k≤p
≤ p(x) ≤ max(pk)
0≤k≤p
.5. tout polynme ϕpk est maximum au point x = xi + kp∆x.Ces bases ont aussi la partiularité d'être les bases positives partitionnant l'unité qui sont stables de manièreoptimale : une perturbation sur les oordonnées d'un polynme implique une erreur d'appréiation du polynme,ette erreur est mesurée par un nombre de onditionnement qui est minimal pour les bases de Bernstein.On visualise sur la gure 4 les fontions de base sur l'élément de référene τst = [0, 1] pour les interpolations P1à P5.4.4 Fontions de base de LegendreLes polynmes de Legendre appartiennent à la famille des polynmes de Jaobi :
{
J αβk , k = 0, · · · , p
}
,solutions du problème de Sturm-Liouville singulier suivant :
d
dx
(1 − x2)w(x) d
dx
J αβk (x) + k(k + α + β + 1)w(x)J αβp (x) = 0, x ∈ [−1, 1], (41)où la fontion de poids est égale à w(x) = (1 − x)α(1 + x)β , ave α, β > −1. L'orthogonalité pondérée de espolynmes est une onséquene direte de l'équation (41) :
∫ 1
−1
(1 − x)α(1 + x)βJ αβr (x)J αβq (x)dx = C(α, β, r)δrq .Les polynmes de Legendre orrespondent au as partiulier où α = β = 0. Ils forment une famille de polynmesorthogonaux sur l'intervalle [0, 1] par rapport à la fontion de poids w(x) = 1 :RR n° 7177
28 J. Charles al.

































Interpolation P1[0, 1] Interpolation P2[0, 1]





































Interpolation P3[0, 1] Interpolation P4[0, 1]




















Interpolation P5[0, 1]Fig. 4  Fontions de base de Bernstein sur l'élément [0, 1]
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< ϕp(x), ϕi(x) >L2(0,1)=
∫ 1
0
ϕp(x)ϕi(x)dx = 0, ∀i = 1, · · · , p − 1.Le premier polynme ϕ0(x) (d'ordre 0) est la onstante 1, puis les polynmes de degrés supérieurs ϕp(x) sontdénis par réurrene :





ϕ1(x) = 2x − 1,
ϕ2(x) = 6x2 − 6x + 1,
ϕ3(x) = 20x3 − 30x2 + 12x− 1,
ϕ4(x) = 70x4 − 140x3 + 90x2 − 20x + 1,
ϕ5(x) = 252x5 − 630x4 + 560x3 − 210x2 + 30x − 1.











j .RR n° 7177
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Interpolation P1[0, 1] Interpolation P2[0, 1]





























Interpolation P3[0, 1] Interpolation P4[0, 1]
















Interpolation P5[0, 1]Fig. 5  Fontions de base de Legendre sur l'élément [0, 1]
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k = yk, k = 0, · · · , p.Autrement dit, les Wij doivent être alulés omme solution du système linéaire :


1 x10 · · · xp0
1 x11 · · · xp1... ... . . . ...
















 ,La matrie de e système est la matrie de Vandermonde dont le déterminant vaut det(V ) = ∏i<j(xj − xi).Si les (xk)0≤k≤p sont distints deux à deux, le déterminant de Vandermonde est don non nul, et le systèmeadmet une solution unique. Comme nous l'avons déjà mentionné dans l'étude des fontions de Lagrange, ettematrie établit la onnetion entre les modes, Wik, et les valeurs nodales, (Wi(xk))0≤k≤p. Si l'on exprime lepolynme d'interpolation dans la base anonique, on doit résoudre un système linéaire de p+1 équations à p+1inonnues. Sous ette forme, le alul, qui néessite d'inverser la matrie de Vandermonde, est don oûteux(O(p3) opérations). De plus, la matrie étant mal onditionnée, la solution de e système se montre don trèssensible aux erreurs d'arrondis. En revanhe, puisque les oordonnées de Wi dans la base des polynmes deLagrange sont simplement donnés par les valeurs pontuelles (yk)0≤k≤p de la fontion à interpoler, le hangementde base permet de simplier la matrie du système en une matrie diagonale faile à inverser.On visualise sur la gure 6 les fontions de base sur l'élément de référene pour les interpolations P1 à P5.4.6 Fontions de base de type TaylorLa formule de Taylor permet l'approximation d'une fontion plusieurs fois dérivable au voisinage d'un pointpar un polynme dont les oeients dépendent uniquement des dérivées de la fontion en e point. En fait ilexiste trois versions de la formule de Taylor de nature très diérentes : la formule de Taylor-Young, la formulede Taylor-Lagrange et la formule de Taylor ave reste intégral, énonées de la moins préise à la plus préise.Notons que les hypothèses néessaires d'une formule à l'autre sont onformément de plus en plus fortes.La formule de Taylor-Young est une formule loale, qui donne des informations au voisinage d'un point. C'estelle notamment qui donne l'existene de développements limités et qui sert pour faire des études loales deourbes. Supposons que f soit à valeurs réelles de lasse Cp sur un intervalle I de R. x0 est un point intérieurà I, alors pour tout h ∈ R tel que x0 + h appartienne à I, on peut érire :





f (k)(x0) + h
pε(h), (44)où ε(h) est une fontion qui tend vers 0 quand h tend vers zéro. La somme nie de l'équation (44) s'appelle lepolynme de Taylor de f à l'ordre p au point x0. Taylor ne s'est pas vraiment préoupé de la forme du reste,il faut attendre ses suesseurs pour voir se développer une maîtrise du reste dans ertaines onditions pluspréises.La formule de Taylor-Lagrange est bien plus puissante que la préédente ar elle permet une étude plus globaleet une majoration eetive du reste. En eet, Supposons que f soit de lasse Cp+1 sur I. Alors, pour tout h ∈ Rtel que x0 + h appartienne à I, il existe θ ∈]0, 1[ tel que l'on ait :








f (p+1)(x0 + θh). (45)Finalement la formule de Taylor ave reste intégral, est la seule à donner une expression préise du reste. Elleest très utile notamment lorsqu'on s'intéresse à la régularité de e reste. Supposons que f soit de lasse Cp+1sur I. Alors, pour tout h ∈ R tel que x0 + h appartienne à I, on a :










(1 − t)pf (p+1)(x0 + th)dt. (46)RR n° 7177
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Interpolation P1[0, 1] Interpolation P2[0, 1]























Interpolation P3[0, 1] Interpolation P4[0, 1]













Interpolation P5[0, 1]Fig. 6  Fontions de base anoniques sur l'élément [0, 1]
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ertaines fontions f , on peut montrer que le reste tend vers zéro quand p tend vers l'inni ; es fontionspeuvent être développées en séries de Taylor dans un voisinage du point x0 et sont appelées des fontionsanalytiques.Le hamp W sera alors approhé par un développement en série de Taylor au entre de l'élément de réfé-rene τst = [0, 1], e qui pourra s'exprimer omme une ombinaison de valeurs moyennes sur l'élément et dedérivées alulées au entre de l'élément. Ainsi les inonnues à déterminer dans ette formulation sont des va-riables moyennées sur l'élément ainsi que leurs dérivées au entre de l'élément. Si nous développons la solutionpolynomiale Wh en une série de Taylor tronquée à l'ordre six au entre de l'élément de référene, il vient :

































.La formule préédente peut se réérire à l'aide de valeurs moyennées sur l'élément et de leurs dérivées au entrede la ellule :














































































On visualise sur la gure 7 les fontions de base sur l'élément de référene pour les interpolations P1 à P5.5 Intégration en tempsDeux types de shéma sont généralement utilisés pour résoudre des problèmes évolutifs : les shémas expliites. Le prinipal avantage de es shémas est la failité de mise en ÷uvre. En général,il est aussi relativement aisé de onstruire des shémas expliites d'ordre élevé. En revanhe, la stabilitéde es shémas est ontrainte par une ondition de stabilité qui peut s'avérer très restritive lorsquele maillage est non-uniforme ( loalement rané) ou/et si l'approximation repose sur une interpolationd'ordre élevé. Parmi es shémas, les plus utilisés pour la résolution numérique des équations de Maxwellsont les shémas de type Runge-Kutta et les shémas de type saute-mouton.RR n° 7177
34 J. Charles al.





















Interpolation P1[0, 1] Interpolation P2[0, 1]

























Interpolation P3[0, 1] Interpolation P4[0, 1]














Interpolation P5[0, 1]Fig. 7  Fontions de base de type Taylor sur l'élément [0, 1]
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hémas impliites. Le plus souvent, es shémas sont inonditionnellement stables. Cependant, ilsonduisent à la résolution d'un système linéaire à haque pas de temps e qui implique des suroûts entermes de temps de alul et d'oupation mémoire. Le hoix ou la mise au point de la méthode derésolution de e sytème linéaire est une étape importante qui onditionne notablement la pertinene d'unshéma impliite.Dans ette étude, on se limite à l'utilisation de shémas expliites.5.1 Présentation des shémasOn se plae ii dans le as 3D mais l'ériture des shémas est identique en 1D. De plus, pour simplier laprésentation, on suppose que Γa = ∅ (et don Fa = ∅). Nous réérivons les systèmes d'équations diérentiellesordinaires (EDO) loaux (31) omme :



























































h − ∆t M−1µ G En+1h ,
En+1h = E
n





h ,où Enh et Hn+ 12h sont les approximations respetives de Eh et Hh en tn = t0 + n∆t et tn+ 12 = t0 + (n + 12)∆t où



























,où :RR n° 7177


















TE2 = −M−1µ G TE1,
TE3 = M
−1









































h l = 1, . . . , 4
Hn+1h = H
(4)
h5.2 Etude de stabilité numériqueNous nous proposons ii d'évaluer numériquement les valeurs maximales autorisées du nombre CFL pour lesshémas d'intégration en temps disutés à la sous-setion 5.1. Pour ela, pour haque shéma en temps, nousréalisons plusieurs simulations pour diérents degrés d'interpolation. Le problème test séletionné pour etteétude est la propagation du mode fondamental (voir la setion 6.1 pour plus de préisions) pour lequel unesolution analytique des équations de Maxwell est onnue. Lors des simulations, on observe les évolutions tem-porelles de l'erreur en norme L2 entre la solution analytique et la solution approhée, ainsi que l'évolutiontemporelle de l'énergie disrète. En partiulier, pour e problème test, l'énergie életromagnétique ontinue estexatement onservée. Dans le as disret, il existe une valeur maximale du pas de temps (i.e. du nombre CFL)qui garantie la onservation de l'énergie életromagnétique disrète. Ainsi par dihotomie, on peut déterminerla valeur limite du nombre CFL au delà de laquelle le shéma devient instable. Par exemple, sur la gure 8, onmontre les évolutions temporelles de l'erreur L2 et de l'énergie disrète pour le shéma RK4 et une méthoded'interpolation linéaire. Les résultats obtenus sont indépendants du type de fontion de base et sont résuméspour toutes les situations onsidérées ii dans la table 1. On note que la ondition CFL est plus élevée pour lesshémas en temps d'ordre 4 (LF4 et RK4) que pour les shémas en temps d'ordre 2 (LF2). De plus, il y a unfateur multipliatif onstant prohe de 2.8 entre les valeurs du nombre CFL pour es deux ordres. Enn, laondition CFL diminue lorsque le degré d'interpolation augmente.
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Erreur L2 Energie disrèteFig. 8  Evolutions temporelles de l'erreur L2 et de l'énergie disrèteRK4 - Interpolation linéaireDegré d'interpolation p Shéma en temps CFL maximum1 LF2 0.501 LF4 1.421 RK4 1.412 LF2 0.242 LF4 0.702 RK4 0.703 LF2 0.153 LF4 0.423 RK4 0.424 LF2 0.104 LF4 0.284 RK4 0.285 LF2 0.075 LF4 0.205 RK4 0.20Tab. 1  Etude de stabilité numérique : valeurs maximales du nombre CFL6 Résultats numériques6.1 Propagation du mode fondamentalOn étudie ii la propagation du mode fondamental dans un intervalle unité aux extrémités duquel on appliqueune ondition aux limites de réexion totale. La solution initiale est donnée par :
E(x, 0) = sin(πx) et H(x, ∆t
2
) = cos(πx) sin(ω
∆t
2
),pour les shémas d'intégration en temps LF2 et LF4 et :
E(x, 0) = sin(πx) et H(x, 0) = 0,pour le shéma d'intégration en temps RK4.L'intervalle [0,1℄ est disrétisé en N − 1 intervalles de taille uniforme ∆x = 1/N et les points de disrétisationsont dénis par xi = i∆x pour i = 0, · · · , N .Toutes les simulations ont été réalisées ave les paramètres suivants : le point de visualisation de l'évolution temporelle de la solution approhée est situé au entre de l'intervallei.e. xv = 0.5,RR n° 7177




0 1Fig. 9  Domaine de alul pour la propagation du mode fondamental le temps nal est xé à tf = 2.10−7 s.Pour es simulations, les ongurations séletionnées dièrent par : le shéma en temps (LF2, LF4 ou RK4), la méthode d'interpolation, le degré d'interpolation (de 1 à 5), le nombre de points de disrétisation (N = 11, 21 ou 41), la ondition CFL (on utilise les valeurs de la table 1).La gure 10 montre la distribution spatiale au temps tf et l'évolution temporelle du hamp életrique. Pourreprésenter l'évolution du hamp életrique au ours du temps, on a hoisi un point de visualisation situé aumilieu de l'intervalle d'étude. Puisque la distane nale parourue a été xé à 60 mètres (i.e. tf = 2.10−7s), onobtient 30 périodes du signal, orrespondant à 30 allers-retours du hamp életrique, la omposante tangentiellehangeant de signe à haque fois que le signal se rééhit à une frontière du domaine. Ainsi, la ourbe d'évolutionspatiale du hamp életrique nous permet de vérier qu'au bout de 30 périodes et sous l'hypothèse de bordsmétalliques parfaitement rééhissant, le mode nal reouvre eetivement le mode initial. Les gures 11 à 13nous montrent que dans le as d'une interpolation linéaire et pour une méthode d'interpolation de Lagrange,l'amplitude du mode fondamental est sous-estimée quelque soit le shéma d'intégration numérique utilisé maisque ette erreur tend à disparaître lorsque le nombre de points de disrétisation augmente.









































 = 0.5 m
Distribution spatiale de E Evolution temporelle de EFig. 10  Propagation du mode fondamental : évolution du hamp életriqueDans le but de omparer les diérentes formes d'approximation polynomiale (Lagrange, Bernstein, Legendre,Canonique et Taylor), on visualise l'évolution temporelle de l'erreur L2 pour haune des bases, pour un ordred'interpolation allant de 1 à 5 et pour haun des shémas en temps onsidérés. La gure 14 montre alorsqu'auune diérene n'est notable entre les diérentes méthodes d'interpolation étudiées, exeption faite dela base de Lagrange pour laquelle l'interpolation quadratique assoiée à un shéma en temps LF4 semblepartiulièrement parasitée. Les gures 15 à 17 nous montrent alors qu'en eet, l'interpolation de Lagrange endes points équidistants n'est pas une méthode numérique très stable et que plus on herhe à raner le maillage,plus les osillations parasites semblent s'intensier.Enn, omme nous l'avons remarqué auparavant, l'énergie életromagnétique disrète doit être onservée. Onpeut alors s'aperevoir sur les gures 18 à 20 que, pour le shéma d'intégration en temps LF2, l'énergie osilleonstamment alors que pour les shémas d'ordres plus élevés, l'énergie parait onstante au ours du temps. OnINRIA
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Fig. 11  Propagation du mode fondamentalChamp életrique à t = Tf , N=11 points































































Fig. 12  Propagation du mode fondamentalChamp életrique à t = Tf , N=21 points































































Fig. 13  Propagation du mode fondamentalChamp életrique à t = Tf , N=41 pointsRR n° 7177
40 J. Charles al.onstate alors une fois de plus que l'interpolation linéaire ne fournit qu'une estimation éloignée de la valeurthéorique qui est égale à 0, 25. On note que pour un shéma d'intégration en temps LF4, il est très failed'appréier l'inuene de l'enrihissement de l'ordre d'interpolation sur la qualité des résultats : plus l'ordre estélevé et plus l'énergie életromagnétique disrète se rapprohe de sa valeur théorique.A présent que nous avons pu estimer qualitativement les diérenes entre les simulations et que nous avonsmesuré le rle du h-ranement et du p-enrihissement, il est bon de répertorier pour haque shéma d'intégrationen temps les valeurs maximales de l'erreur L2 an de pouvoir omparer les gains obtenus entre les diérentsmaillages (voir les tableaux 2 à 4). Bien que peu pereptible pour les shémas d'intégration en temps LF2 etRK4, es résultats soulignent l'importane du ranement du maillage sur la qualité des résultats et égalementl'inuene de l'enrihissement de l'ordre d'approximation sur la qualité de l'interpolation. Cela est enore unefois partiulièrement visible dans le as du shéma d'intégration en temps LF4 (voir le tableau 3) où l'onvoit que l'erreur maximale atteint des valeurs très petites à partir de l'ordre 2 et que d'une manière générale,l'enrihissement de l'ordre d'interpolation ombiné à une disrétisation plus ne du domaine génèrent des gainsonsidérables pour toutes les fontions de base hoisies.Les derniers tableaux 5 à 7 ne font que onrmer de manière enore plus nette l'avantage à hoisir le shémad'intégration en temps LF4 omparativement aux autres shémas en e qui onerne la propagation du modefondamental. On relève enore que les solutions approhées les plus préises sont obtenues pour les degrésd'interpolation 2 à 5 et que l'interpolation linéaire donnant les erreurs les plus importantes ne permet pas dediérentier de manière distinte les shémas d'intégration en temps. On peut également ajouter que pour undegré d'interpolation au moins égal à 2, le shéma RK4 s'avère moins préis que le shéma LF2.En onlusion, nous remarquons que le type d'interpolation polynomiale aete peu la préision des solutionsapprohées. Cei vient du fait que le signal de base est dans le as présent très lisse et peu osillant. An deressentir davantage les avantages et les inonvénients à utiliser une base plutt qu'une autre, intéressons nous àl'étude de la propagation de pulses sur un domaine omportant ette fois-i des onditions absorbantes.
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T5−RK4Fig. 14  Propagation du mode fondamentalEvolution temporelle de l'erreur L2, N=11 pointsRR n° 7177
42 J. Charles al.




















































































L5−RK4Fig. 15  Propagation du mode fondamentalEvolution temporelle de l'erreur L2, N=11 points






















































































L5−RK4Fig. 16  Propagation du mode fondamentalEvolution temporelle de l'erreur L2, N=21 points


















































































L5−RK4Fig. 17  Propagation du mode fondamentalEvolution temporelle de l'erreur L2, N=41 points INRIA
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L5−RK4Fig. 18  Propagation du mode fondamentalEvolution temporelle de l'énergie disrète, N=11 points







































































L5−RK4Fig. 19  Propagation du mode fondamentalEvolution temporelle de l'énergie disrète, N=21 points












































































L5−RK4Fig. 20  Propagation du mode fondamentalEvolution temporelle de l'énergie disrète, N=41 pointsRR n° 7177
44 J. Charles al.Base N=11 points N=21 points N=41 points Gain 11 pts → 21 pts Gain 11 pts → 41 ptsL1 4.16 · 10−1 1.05 · 10−1 2.71 · 10−2 3.96 15.35B1 4.19 · 10−1 1.055 · 10−1 2.71 · 10−2 3.97 15.46G1 4.19 · 10−1 1.055 · 10−1 2.71 · 10−2 3.97 15.46C1 4.19 · 10−1 1.055 · 10−1 2.71 · 10−2 3.97 15.46T1 4.19 · 10−1 1.055 · 10−1 2.71 · 10−2 3.97 15.46L2 3.20 · 10−2 7.94 · 10−3 1.98 · 10−3 4.03 16.16B2 3.20 · 10−2 7.94 · 10−3 1.98 · 10−3 4.03 16.16G2 3.20 · 10−2 7.94 · 10−3 1.98 · 10−3 4.03 16.16C2 3.20 · 10−2 7.94 · 10−3 1.98 · 10−3 4.03 16.16T2 3.20 · 10−2 7.94 · 10−3 1.98 · 10−3 4.03 16.16L3 1.24 · 10−2 3.09 · 10−3 7.71 · 10−4 4.01 16.08B3 1.24 · 10−2 3.09 · 10−3 7.71 · 10−4 4.01 16.08G3 1.24 · 10−2 3.09 · 10−3 7.71 · 10−4 4.01 16.08C3 1.24 · 10−2 3.09 · 10−3 7.71 · 10−4 4.01 16.08T3 1.24 · 10−2 3.09 · 10−3 7.71 · 10−4 4.01 16.08L4 5.50 · 10−3 1.37 · 10−3 3.43 · 10−4 4.01 16.03B4 5.50 · 10−3 1.37 · 10−3 3.43 · 10−4 4.01 16.03G4 5.50 · 10−3 1.37 · 10−3 3.43 · 10−4 4.01 16.03C4 5.50 · 10−3 1.37 · 10−3 3.43 · 10−4 4.01 16.03T4 5.50 · 10−3 1.37 · 10−3 3.43 · 10−4 4.01 16.03L5 2.69 · 10−3 6.715 · 10−4 1.68 · 10−4 4.01 16.01B5 2.69 · 10−3 6.71 · 10−4 1.68 · 10−4 4.01 16.01G5 2.69 · 10−3 6.71 · 10−4 1.68 · 10−4 4.01 16.01C5 2.69 · 10−3 6.71 · 10−4 1.68 · 10−4 4.01 16.01T5 2.69 · 10−3 6.71 · 10−4 1.68 · 10−4 4.01 16.01Tab. 2  Propagation du mode fondamentalValeurs maximales de l'erreur L2, shéma LF2Base N=11 points N=21 points N=41 points Gain 11 pts → 21 pts Gain 11 pts → 41 ptsL1 2.93 · 10−1 7.23 · 10−2 1.94 · 10−2 4.05 15.10B1 2.95 · 10−1 7.24 · 10−2 1.94 · 10−2 4.07 15.21G1 2.95 · 10−1 7.24 · 10−2 1.94 · 10−2 4.07 15.21C1 2.95 · 10−1 7.24 · 10−2 1.94 · 10−2 4.07 15.21T1 2.95 · 10−1 7.24 · 10−2 1.94 · 10−2 4.07 15.21L2 3.41 · 10−4 3.49 · 10−5 4.07 · 10−6 9.77 83.78B2 1.82 · 10−4 1.06 · 10−5 6.49 · 10−7 17.17 280.43G2 1.82 · 10−4 1.06 · 10−5 6.49 · 10−7 17.17 280.43C2 1.82 · 10−4 1.06 · 10−5 6.49 · 10−7 17.17 280.43T2 1.82 · 10−4 1.06 · 10−5 6.49 · 10−7 17.17 280.43L3 3.93 · 10−5 2.65 · 10−6 2.89 · 10−7 14.83 135.99B3 2.94 · 10−5 2.65 · 10−6 2.90 · 10−7 11.09 101.38G3 2.94 · 10−5 2.65 · 10−6 2.90 · 10−7 11.09 101.38C3 2.94 · 10−5 2.65 · 10−6 2.90 · 10−7 11.09 101.38T3 2.94 · 10−5 2.65 · 10−6 2.90 · 10−7 11.09 101.38L4 4.23 · 10−6 2.62 · 10−7 1.63 · 10−8 16.15 259.51B4 4.23 · 10−6 2.62 · 10−7 1.63 · 10−8 16.15 259.51G4 4.23 · 10−6 2.62 · 10−7 1.63 · 10−8 16.15 259.51C4 4.23 · 10−6 2.62 · 10−7 1.63 · 10−8 16.15 259.51T4 4.23 · 10−6 2.62 · 10−7 1.63 · 10−8 16.15 259.51L5 1.09 · 10−6 6.79 · 10−8 4.26 · 10−9 16.05 255.87B5 1.09 · 10−6 6.79 · 10−8 4.26 · 10−9 16.05 255.87G5 1.09 · 10−6 6.79 · 10−8 4.26 · 10−9 16.05 255.87C5 1.09 · 10−6 6.79 · 10−8 4.26 · 10−9 16.05 255.87T5 1.09 · 10−6 6.79 · 10−8 4.26 · 10−9 16.05 255.87Tab. 3  Propagation du mode fondamentalValeurs maximales de l'erreur L2, shéma LF4 INRIA
Méthodes GD d'ordre élevé en 1D 45Base N=11 points N=21 points N=41 points Gain 11 pts → 21 pts Gain 11 pts → 41 ptsL1 2.65 · 10−1 6.87 · 10−2 1.95 · 10−2 3.86 13.59B1 2.67 · 10−1 6.88 · 10−2 1.95 · 10−2 3.88 13.69G1 2.67 · 10−1 6.88 · 10−2 1.95 · 10−2 3.88 13.69C1 2.67 · 10−1 6.88 · 10−2 1.95 · 10−2 3.88 13.69T1 2.67 · 10−1 6.88 · 10−2 1.95 · 10−2 3.88 13.69L2 3.90 · 10−2 1.94 · 10−2 9.72 · 10−3 2.01 4.01B2 3.90 · 10−2 1.94 · 10−2 9.72 · 10−3 2.01 4.01G2 3.90 · 10−2 1.94 · 10−2 9.72 · 10−3 2.01 4.01C2 3.90 · 10−2 1.94 · 10−2 9.72 · 10−3 2.01 4.01T2 3.90 · 10−2 1.94 · 10−2 9.72 · 10−3 2.01 4.01L3 2.33 · 10−2 1.17 · 10−2 5.83 · 10−3 1.99 4.00B3 2.33 · 10−2 1.17 · 10−2 5.83 · 10−3 1.99 4.00G3 2.33 · 10−2 1.17 · 10−2 5.83 · 10−3 1.99 4.00C3 2.33 · 10−2 1.17 · 10−2 5.83 · 10−3 1.99 4.00T3 2.33 · 10−2 1.17 · 10−2 5.83 · 10−3 1.99 4.00L4 1.56 · 10−2 7.78 · 10−3 3.89 · 10−3 2.01 4.01B4 1.56 · 10−2 7.78 · 10−3 3.89 · 10−3 2.01 4.01G4 1.56 · 10−2 7.78 · 10−3 3.89 · 10−3 2.01 4.01C4 1.56 · 10−2 7.78 · 10−3 3.89 · 10−3 2.01 4.01T4 1.56 · 10−2 7.78 · 10−3 3.89 · 10−3 2.01 4.01L5 1.11 · 10−2 5.55 · 10−3 2.78 · 10−3 2.00 3.99B5 1.11 · 10−2 5.55 · 10−3 2.78 · 10−3 2.00 3.99G5 1.11 · 10−2 5.55 · 10−3 2.78 · 10−3 2.00 3.99C5 1.11 · 10−2 5.55 · 10−3 2.78 · 10−3 2.00 3.99T5 1.11 · 10−2 5.55 · 10−3 2.78 · 10−3 2.00 3.99Tab. 4  Propagation du mode fondamentalValeurs maximales de l'erreur L2, shéma RK4Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 1.42 1.57 1.11B1 1.42 1.57 1.10G1 1.42 1.57 1.10C1 1.42 1.57 1.10T1 1.42 1.57 1.10L2 93.84 0.82 0.009B2 175.82 0.82 0.005G2 175.82 0.82 0.005C2 175.82 0.82 0.005T2 175.82 0.82 0.005L3 315.52 0.53 0.002B3 421.77 0.53 0.001G3 421.77 0.53 0.001C3 421.77 0.53 0.001T3 421.77 0.53 0.001L4 1300.24 0.35 0.0003B4 1300.24 0.35 0.0003G4 1300.24 0.35 0.0003C4 1300.24 0.35 0.0003T4 1300.24 0.35 0.0003L5 2467.89 0.24 0.0001B5 2467.89 0.24 0.0001G5 2467.89 0.24 0.0001C5 2467.89 0.24 0.0001T5 2467.89 0.24 0.0001Tab. 5  Propagation du mode fondamentalComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=11 pointsRR n° 7177
46 J. Charles al.Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 1.45 1.53 1.06B1 1.46 1.53 1.06G1 1.46 1.53 1.06C1 1.46 1.53 1.06T1 1.46 1.53 1.06L2 227.51 0.41 0.002B2 749.06 0.41 0.0005G2 749.06 0.41 0.0005C2 749.06 0.41 0.0005T2 749.06 0.41 0.0005L3 1166.04 0.26 0.0002B3 1166.04 0.26 0.0002G3 1166.04 0.26 0.0002C3 1166.04 0.26 0.0002T3 1166.04 0.26 0.0002L4 5229.01 0.18 0.00003B4 5229.01 0.18 0.00003G4 5229.01 0.18 0.00003C4 5229.01 0.18 0.00003T4 5229.01 0.18 0.00003L5 9889.54 0.12 0.00001B5 9882.18 0.12 0.00001G5 9882.18 0.12 0.00001C5 9882.18 0.12 0.00001T5 9882.18 0.12 0.00001Tab. 6  Propagation du mode fondamentalComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=21 pointsBase Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 1.40 1.39 0.99B1 1.40 1.39 0.99G1 1.40 1.39 0.99C1 1.40 1.39 0.99T1 1.40 1.39 0.99L2 486.49 0.20 0.0004B2 3050.85 0.20 0.00007G2 3050.85 0.20 0.00007C2 3050.85 0.20 0.00007T2 3050.85 0.20 0.00007L3 2667.82 0.13 0.00005B3 2658.62 0.13 0.00005G3 2658.62 0.13 0.00005C3 2658.62 0.13 0.00005T3 2658.62 0.13 0.00005L4 21042.94 0.09 0.000004B4 21042.94 0.09 0.000004G4 21042.94 0.09 0.000004C4 21042.94 0.09 0.000004T4 21042.94 0.09 0.000004L5 39436.62 0.06 0.000002B5 39436.62 0.06 0.000002G5 39436.62 0.06 0.000002C5 39436.62 0.06 0.000002T5 39436.62 0.06 0.000002Tab. 7  Propagation du mode fondamentalComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=41 pointsINRIA






Centre du pulse initial
1Fig. 21  Domaine de alul pour la propagation d'un pulseToutes les simulations ont été réalisées ave les paramètres suivants : le point de visualisation de l'évolution temporelle de la solution approhée est situé en xv = 1.5, le temps nal est xé à tf = 0.333.10−8 s, pour haun des pulses étudiés, le signal de base est entré en x = 1, le nombre de points de disrétisation est suessivement xé à N = 81, N = 121 et N = 201.Pulse gaussien. Les ourbes de distribution spatiale et de l'évolution temporelle du hamp életrique sontdonnées sur la gure 22. Si l'on s'intéresse à la propagation du pulse gaussien pour haque maillage (voir lesgures 23 à 25), on remarque que l'amplitude du signal nal est orrete dans haque situation mais que lapartie inférieure gauhe de la ourbe ainsi que le sommet semblent présenter des diérenes d'une simulationà une autre. Les zooms représentés sur les gures 26 à 28 onernent la partie inférieure gauhe du pulse etillustrent des résultats intuitifs : plus l'ordre d'interpolation est faible et plus la ourbe nale s'éarte de savaleur théorique. Par ailleurs, e défaut sur la ourbe n'est presque pas visible lorsque l'on utilise un shémad'intégration en temps RK4, seul l'ordre 1 fait apparaitre une diérene. Les zooms eetués sur le sommet dupulse gaussien (voir les gures 29 à 31) ne permettent pas de voir l'inuene du p-enrihissement mais nousmontrent que le déalage des ourbes orrespondant à haque ordre est le plus important pour le shéma RK4et que es éarts s'amménuisent lorsque que l'on rane le maillage.L'évolution temporelle de l'erreur L2 pour haune des bases et pour haun des shémas en temps est montréesur la gure 32. On voit là que le shéma RK4 donne les résultats les plus singuliers partiulièrement en e quionerne les ordres d'interpolation 1 et 2. Comme préédemment, on omplète es ourbes ave l'évolution del'erreur L2 pour une base de Lagrange lorsque le nombre de points de disrétisation augmente (voir les gures33 à 35). Ces derniers résultats illustrent le faible gain qu'il semble y avoir entre plusieurs jeux de disrétisationpour le e as test.Les tableaux 8 et 9 nous indiquent que les shémas en temps LF2 et LF4 semblent ne pas se dinstinguer réellementet présentent tous deux la même régularité au niveau des gains, auune base ne semble mieux adaptée qu'uneautre. Le tableau 10 en revanhe voit ses gains diminuer lorsque le degré d'interpolation s'enrihit et l'onremarque que dans le as d'un shéma en temps RK4 et en isolant le as partiulier de l'interpolation linéaire,le fait de raner la disrétisation du domaine n'améliore pas ou peu la préision des résultats.Si l'on se penhe sur les tableaux 11 à 13, on retrouve un éart onsidérable entre les résultats d'une interpolationlinéaire et eux d'une interpolation d'ordre plus élevé. De plus, haun des tableaux atteste la supériorité dushéma RK4 qui se distingue très nettement des autres shémas et pour lequel le fateur d'ampliation le plusimportant est atteint pour une interpolation quadratique.
RR n° 7177
48 J. Charles al.




































 = 1.5 m
Evolution spatiale de E Evolution temporelle de EFig. 22  Propagation du pulse gaussien : évolution du hamp életrique































































Fig. 23  Propagation du pulse gaussienChamp életrique à t = Tf , N=81 points































































Fig. 24  Propagation du pulse gaussienChamp életrique à t = Tf , N=121 points































































Fig. 25  Propagation du pulse gaussienChamp életrique à t = Tf , N=201 points INRIA
Méthodes GD d'ordre élevé en 1D 49


































































Fig. 26  Propagation du pulse gaussienChamp életrique à t = Tf , N=81 points


































































Fig. 27  Propagation du pulse gaussienChamp életrique à t = Tf , N=121 points


































































Fig. 28  Propagation du pulse gaussienChamp életrique à t = Tf , N=201 pointsRR n° 7177
50 J. Charles al.

























































Fig. 29  Propagation du pulse gaussienChamp életrique à t = Tf , N=81 points

























































Fig. 30  Propagation du pulse gaussienChamp életrique à t = Tf , N=121 points

























































Fig. 31  Propagation du pulse gaussienChamp életrique à t = Tf , N=201 points INRIA
Méthodes GD d'ordre élevé en 1D 51






















































































































































































































































































































































































































T5−RK4Fig. 32  Propagation du pulse gaussienEvolution temporelle de l'erreur L2, N=81 pointsRR n° 7177
52 J. Charles al.
















































































L5−RK4Fig. 33  Propagation du pulse gaussienEvolution temporelle de l'erreur L2, N=81 points


















































































L5−RK4Fig. 34  Propagation du pulse gaussienEvolution temporelle de l'erreur L2, N=121 points
















































































L5−RK4Fig. 35  Propagation du pulse gaussienEvolution temporelle de l'erreur L2, N=201 points INRIA
Méthodes GD d'ordre élevé en 1D 53Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 3.29 · 10−2 2.19 · 10−2 1.31 · 10−2 1.50 2.51B1 3.30 · 10−2 2.20 · 10−2 1.32 · 10−2 1.50 2.51G1 3.30 · 10−2 2.20 · 10−2 1.32 · 10−2 1.50 2.51C1 3.30 · 10−2 2.20 · 10−2 1.32 · 10−2 1.50 2.51T1 3.30 · 10−2 2.20 · 10−2 1.32 · 10−2 1.50 2.51L2 1.44 · 10−2 9.58 · 10−3 5.75 · 10−3 1.50 2.50B2 1.44 · 10−2 9.58 · 10−3 5.75 · 10−3 1.50 2.50G2 1.44 · 10−2 9.58 · 10−3 5.75 · 10−3 1.50 2.50C2 1.44 · 10−2 9.58 · 10−3 5.75 · 10−3 1.50 2.50T2 1.44 · 10−2 9.58 · 10−3 5.75 · 10−3 1.50 2.50L3 8.98 · 10−3 5.99 · 10−3 3.59 · 10−3 1.50 2.50B3 8.98 · 10−3 5.99 · 10−3 3.59 · 10−3 1.50 2.50G3 8.98 · 10−3 5.99 · 10−3 3.59 · 10−3 1.50 2.50C3 8.98 · 10−3 5.99 · 10−3 3.59 · 10−3 1.50 2.50T3 8.98 · 10−3 5.99 · 10−3 3.59 · 10−3 1.50 2.50L4 5.99 · 10−3 3.99 · 10−3 2.39 · 10−3 1.50 2.51B4 5.99 · 10−3 3.99 · 10−3 2.39 · 10−3 1.50 2.51G4 5.99 · 10−3 3.99 · 10−3 2.39 · 10−3 1.50 2.51C4 5.99 · 10−3 3.99 · 10−3 2.39 · 10−3 1.50 2.51T4 5.99 · 10−3 3.99 · 10−3 2.39 · 10−3 1.50 2.51L5 4.19 · 10−3 2.79 · 10−3 1.68 · 10−3 1.50 2.49B5 4.19 · 10−3 2.79 · 10−3 1.68 · 10−3 1.50 2.49G5 4.19 · 10−3 2.79 · 10−3 1.68 · 10−3 1.50 2.49C5 4.19 · 10−3 2.79 · 10−3 1.68 · 10−3 1.50 2.49T5 4.19 · 10−3 2.79 · 10−3 1.68 · 10−3 1.50 2.49Tab. 8  Propagation du pulse gaussienValeurs maximales de l'erreur L2, shéma LF2Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 4.01 · 10−2 2.67 · 10−2 1.60 · 10−2 1.50 2.51B1 4.02 · 10−2 2.67 · 10−2 1.60 · 10−2 1.50 2.51G1 4.02 · 10−2 2.67 · 10−2 1.60 · 10−2 1.50 2.51C1 4.02 · 10−2 2.67 · 10−2 1.60 · 10−2 1.50 2.51T1 4.02 · 10−2 2.67 · 10−2 1.60 · 10−2 1.50 2.51L2 1.80 · 10−2 1.20 · 10−2 7.18 · 10−3 1.50 2.51B2 1.80 · 10−2 1.20 · 10−2 7.18 · 10−3 1.50 2.51G2 1.80 · 10−2 1.20 · 10−2 7.18 · 10−3 1.50 2.51C2 1.80 · 10−2 1.20 · 10−2 7.18 · 10−3 1.50 2.51T2 1.80 · 10−2 1.20 · 10−2 7.18 · 10−3 1.50 2.51L3 1.08 · 10−2 7.18 · 10−3 4.31 · 10−3 1.50 2.51B3 1.08 · 10−2 7.18 · 10−3 4.31 · 10−3 1.50 2.51G3 1.08 · 10−2 7.18 · 10−3 4.31 · 10−3 1.50 2.51C3 1.08 · 10−2 7.18 · 10−3 4.31 · 10−3 1.50 2.51T3 1.08 · 10−2 7.18 · 10−3 4.31 · 10−3 1.50 2.51L4 7.18 · 10−3 4.79 · 10−3 2.87 · 10−3 1.50 2.50B4 7.18 · 10−3 4.79 · 10−3 2.87 · 10−3 1.50 2.50G4 7.18 · 10−3 4.79 · 10−3 2.87 · 10−3 1.50 2.50C4 7.18 · 10−3 4.79 · 10−3 2.87 · 10−3 1.50 2.50T4 7.18 · 10−3 4.79 · 10−3 2.87 · 10−3 1.50 2.50L5 4.79 · 10−3 3.19 · 10−3 1.92 · 10−3 1.50 2.49B5 4.79 · 10−3 3.19 · 10−3 1.92 · 10−3 1.50 2.49G5 4.79 · 10−3 3.19 · 10−3 1.92 · 10−3 1.50 2.49C5 4.79 · 10−3 3.19 · 10−3 1.92 · 10−3 1.50 2.49T5 4.79 · 10−3 3.19 · 10−3 1.92 · 10−3 1.50 2.49Tab. 9  Propagation du pulse gaussienValeurs maximales de l'erreur L2, shéma LF4RR n° 7177
54 J. Charles al.Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 1.74 · 10−2 1.16 · 10−2 6.92 · 10−3 1.50 2.51B1 1.72 · 10−2 1.15 · 10−2 6.90 · 10−3 1.50 2.49G1 1.72 · 10−2 1.15 · 10−2 6.90 · 10−3 1.50 2.49C1 1.72 · 10−2 1.15 · 10−2 6.90 · 10−3 1.50 2.49T1 1.72 · 10−2 1.15 · 10−2 6.90 · 10−3 1.50 2.49L2 1.06 · 10−4 3.13 · 10−5 1.04 · 10−5 3.39 10.19B2 1.675 · 10−5 9.445 · 10−6 9.46 · 10−6 1.77 1.77G2 1.675 · 10−5 9.445 · 10−6 9.46 · 10−6 1.77 1.77C2 1.675 · 10−5 9.445 · 10−6 9.46 · 10−6 1.77 1.77T2 1.675 · 10−5 9.445 · 10−6 9.46 · 10−6 1.77 1.77L3 1.34 · 10−5 9.75 · 10−6 9.73 · 10−6 1.37 1.38B3 1.31 · 10−5 9.75 · 10−6 9.73 · 10−6 1.34 1.35G3 1.31 · 10−5 9.75 · 10−6 9.73 · 10−6 1.34 1.35C3 1.31 · 10−5 9.75 · 10−6 9.73 · 10−6 1.34 1.35T3 1.31 · 10−5 9.75 · 10−6 9.73 · 10−6 1.34 1.35L4 9.54 · 10−6 9.70 · 10−6 9.82 · 10−6 0.98 0.97B4 9.54 · 10−6 9.70 · 10−6 9.82 · 10−6 0.98 0.97G4 9.56 · 10−6 9.71 · 10−6 9.82 · 10−6 0.98 0.97C4 9.54 · 10−6 9.70 · 10−6 9.82 · 10−6 0.98 0.97T4 9.54 · 10−6 9.70 · 10−6 9.82 · 10−6 0.98 0.97L5 9.66 · 10−6 9.78 · 10−6 9.87 · 10−6 0.99 0.98B5 9.66 · 10−6 9.78 · 10−6 9.87 · 10−6 0.99 0.98G5 9.66 · 10−6 9.78 · 10−6 9.87 · 10−6 0.99 0.98C5 9.66 · 10−6 9.78 · 10−6 9.87 · 10−6 0.99 0.98T5 9.32 · 10−6 9.54 · 10−6 9.73 · 10−6 0.98 0.96Tab. 10  Propagation du pulse gaussienValeurs maximales de l'erreur L2, shéma RK4Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 0.82 1.89 2.30B1 0.82 1.92 2.34G1 0.82 1.92 2.34C1 0.82 1.92 2.34T1 0.82 1.92 2.34L2 0.80 135.85 169.81B2 0.80 859.70 1074.63G2 0.80 859.70 1074.63C2 0.80 859.70 1074.63T2 0.80 859.70 1074.63L3 0.83 670.15 805.97B3 0.83 685.50 824.43G3 0.83 685.50 824.43C3 0.83 685.50 824.43T3 0.83 685.50 824.43L4 0.83 627.88 752.62B4 0.83 627.88 752.62G4 0.83 626.57 751.05C4 0.83 627.88 752.62T4 0.83 627.88 752.62L5 0.87 433.75 495.86B5 0.87 433.75 495.86G5 0.87 433.75 495.86C5 0.87 433.75 495.86T5 0.87 449.57 513.95Tab. 11  Propagation du pulse gaussienComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=81 pointsINRIA
Méthodes GD d'ordre élevé en 1D 55Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 0.82 1.89 2.30B1 0.82 1.91 2.32G1 0.82 1.91 2.32C1 0.82 1.91 2.32T1 0.82 1.91 2.32L2 0.80 306.07 383.39B2 0.80 1014.29 1270.51G2 0.80 1014.29 1270.51C2 0.80 1014.29 1270.51T2 0.80 1014.29 1270.51L3 0.83 614.36 736.41B3 0.83 614.36 736.41G3 0.83 614.36 736.41C3 0.83 614.36 736.41T3 0.83 614.36 736.41L4 0.83 411.34 493.81B4 0.83 411.34 493.81G4 0.83 410.92 493.31C4 0.83 411.34 493.81T4 0.83 411.34 493.81L5 0.87 285.28 326.18B5 0.87 285.28 326.18G5 0.87 285.28 326.18C5 0.87 285.28 326.18T5 0.87 292.45 334.38Tab. 12  Propagation du pulse gaussienComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=121 pointsBase Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 0.82 1.89 2.31B1 0.82 1.91 2.32G1 0.82 1.91 2.32C1 0.82 1.91 2.32T1 0.82 1.91 2.32L2 0.80 552.88 690.38B2 0.80 608.47 758.99G2 0.80 608.47 758.99C2 0.80 608.47 758.99T2 0.80 608.47 758.99L3 0.83 368.96 442.96B3 0.83 368.96 442.96G3 0.83 368.96 442.96C3 0.83 368.96 442.96T3 0.83 368.96 442.96L4 0.83 243.38 292.26B4 0.83 243.38 292.26G4 0.83 243.38 292.26C4 0.83 243.38 292.26T4 0.83 243.38 292.26L5 0.875 170.21 194.53B5 0.875 170.21 194.53G5 0.875 170.21 194.53C5 0.875 170.21 194.53T5 0.875 172.66 197.33Tab. 13  Propagation du pulse gaussienComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=201 pointsRR n° 7177
56 J. Charles al.Pulse triangulaire. Les ourbes de distribution spatiale et d'évolution temporelle théoriques du hamp Esont données sur la gure 36 et les ourbes orrespondant à une approximation numérique utilisant la base deLagrange sont données sur les gures 37 à 39. La première remarque onerne l'amplitude du signal, l'évaluationdu sommet étant déliate et impréise, une disrétisation minimale du domaine est requise an de s'assurer d'uneapproximation orrete de la valeur maximale. Ensuite, omme nous l'avions vu dans le as type préédent, desirrégularités apparaissent à la base du pulse mais ette fois i, le phénomène est plus marqué pour le shéma entemps LF2 et tend à se dissiper lorsque le maillage se rane.L'évolution de l'erreur L2 pour haune des bases et pour haun des shémas en temps est donnée sur la gure40. Il en ressort que le shéma d'intégration en temps RK4 semble le plus préis mais également le plus instablepour la propagation d'un pulse triangulaire. Les gures 41 à 43 nous montrent que plus le nombre de points dedisrétisation est important, plus les ourbes d'erreurs se lissent. L'étude des tableaux 14 à 16 indiquent que leshéma RK4 donne les meilleurs résultats de préision et que les shémas de type saute mouton ont des valeursd'erreur très prohes d'un tableau à l'autre bien qu'il semble que le shéma en temps LF2 réagisse mieux au
h-ranement que le shéma LF4. On note que désormais, ertains résultats dièrent d'une base à l'autre, equi laisse penser qu'un signal moins lisse devrait permettre de juger de l'intérêt d'une base plutt qu'une autre.Les derniers tableaux 17 à 19 nous permettent alors de vérier que le shéma RK4 est bien le plus avantageuxà utiliser pour e as test, bien que la diérene ave les autres shémas ne soit pas aussi importante que dansle as du pulse gaussien. On remarque par ailleurs que ette fois i, le gain le plus important ne onerne plusl'interpolation quadratique omme e fut le as pour la propagation du pulse gaussien mais une interpolationd'ordre 4.






































 = 1.5 m
Evolution spatiale de E Evolution temporelle de EFig. 36  Propagation du pulse triangulaire : évolution du hamp életrique
INRIA
Méthodes GD d'ordre élevé en 1D 57































































Fig. 37  Propagation du pulse triangulaireChamp életrique à t = Tf , N=81 points































































Fig. 38  Propagation du pulse triangulaireChamp életrique à t = Tf , N=121 points































































Fig. 39  Propagation du pulse triangulaireChamp életrique à t = Tf , N=201 pointsRR n° 7177
58 J. Charles al.








































































































































































































































































































































































T5−RK4Fig. 40  Propagation du pulse triangulaireEvolution temporelle de l'erreur L2, N=81 points INRIA
Méthodes GD d'ordre élevé en 1D 59






































































L5−RK4Fig. 41  Propagation du pulse triangulaireEvolution temporelle de l'erreur L2, N=81 points












































































L5−RK4Fig. 42  Propagation du pulse triangulaireEvolution temporelle de l'erreur L2, N=121 points










































































L5−RK4Fig. 43  Propagation du pulse triangulaireEvolution temporelle de l'erreur L2, N=201 pointsRR n° 7177
60 J. Charles al.Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 1.37 · 10−1 1.23 · 10−1 3.15 · 10−2 1.11 4.35B1 1.42 · 10−1 1.23 · 10−1 3.41 · 10−2 1.15 4.16G1 1.42 · 10−1 1.23 · 10−1 3.41 · 10−2 1.15 4.16C1 1.42 · 10−1 1.23 · 10−1 3.41 · 10−2 1.15 4.16T1 1.42 · 10−1 1.23 · 10−1 3.41 · 10−2 1.15 4.16L2 2.30 · 10−2 1.60 · 10−2 8.30 · 10−3 1.44 2.77B2 2.35 · 10−2 1.59 · 10−2 8.40 · 10−3 1.48 2.80G2 2.35 · 10−2 1.59 · 10−3 8.40 · 10−3 1.48 2.80C2 2.35 · 10−2 1.59 · 10−3 8.40 · 10−3 1.48 2.80T2 2.35 · 10−2 1.59 · 10−3 8.40 · 10−3 1.48 2.80L3 1.53 · 10−2 8.75 · 10−3 5.32 · 10−3 1.75 2.88B3 1.46 · 10−2 8.64 · 10−3 4.96 · 10−3 1.69 2.94G3 1.46 · 10−2 8.64 · 10−3 4.96 · 10−3 1.69 2.94C3 1.46 · 10−2 8.64 · 10−3 4.96 · 10−3 1.69 2.94T3 1.46 · 10−2 8.64 · 10−3 4.96 · 10−4 1.69 2.94L4 9.33 · 10−3 6.42 · 10−3 3.43 · 10−3 1.45 2.72B4 8.51 · 10−3 5.76 · 10−3 3.27 · 10−3 1.48 2.60G4 8.62 · 10−3 5.85 · 10−3 3.29 · 10−3 1.47 2.62C4 8.51 · 10−3 5.76 · 10−3 3.27 · 10−3 1.48 2.60T4 8.51 · 10−3 5.76 · 10−3 3.27 · 10−4 1.48 2.60L5 6.72 · 10−3 4.49 · 10−3 2.40 · 10−3 1.50 2.80B5 5.97 · 10−3 3.97 · 10−3 2.26 · 10−3 1.50 2.64G5 5.97 · 10−3 3.97 · 10−3 2.26 · 10−3 1.50 2.64C5 5.97 · 10−3 3.97 · 10−3 2.26 · 10−3 1.50 2.64T5 Tab. 14  Propagation du pulse triangulaireValeurs maximales de l'erreur L2, shéma LF2Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 5.565 · 10−2 3.79 · 10−2 2.18 · 10−2 1.47 2.55B1 5.91 · 10−2 3.82 · 10−2 2.27 · 10−2 1.55 2.60G1 5.91 · 10−2 3.82 · 10−2 2.27 · 10−2 1.55 2.60C1 5.91 · 10−2 3.82 · 10−2 2.27 · 10−2 1.55 2.60T1 5.91 · 10−2 3.82 · 10−2 2.27 · 10−2 1.55 2.60L2 2.64 · 10−2 1.77 · 10−2 1.01 · 10−2 1.49 2.61B2 2.66 · 10−2 1.79 · 10−2 1.02 · 10−2 1.49 2.61G2 2.66 · 10−2 1.79 · 10−2 1.02 · 10−2 1.49 2.61C2 2.66 · 10−2 1.79 · 10−2 1.02 · 10−2 1.49 2.61T2 2.66 · 10−2 1.79 · 10−2 1.02 · 10−2 1.49 2.61L3 1.50 · 10−2 9.60 · 10−3 5.68 · 10−3 1.56 2.64B3 1.45 · 10−2 9.64 · 10−3 5.58 · 10−3 1.50 2.60G3 1.45 · 10−2 9.64 · 10−3 5.58 · 10−3 1.50 2.60C3 1.45 · 10−2 9.64 · 10−3 5.58 · 10−3 1.50 2.60T3 1.45 · 10−2 9.64 · 10−3 5.58 · 10−3 1.50 2.60L4 9.61 · 10−3 6.37 · 10−3 3.70 · 10−3 1.51 2.60B4 9.36 · 10−3 6.20 · 10−3 3.67 · 10−3 1.51 2.55G4 9.40 · 10−3 6.22 · 10−3 3.67 · 10−3 1.51 2.56C4 9.36 · 10−3 6.20 · 10−3 3.67 · 10−3 1.51 2.55T4 9.36 · 10−3 6.20 · 10−3 3.67 · 10−3 1.51 2.55L5 6.56 · 10−3 4.32 · 10−3 2.525 · 10−3 1.52 2.60B5 6.19 · 10−3 4.13 · 10−3 2.45 · 10−3 1.50 2.53G5 6.19 · 10−3 4.13 · 10−3 2.45 · 10−3 1.50 2.53C5 6.19 · 10−3 4.13 · 10−3 2.45 · 10−3 1.50 2.53T5 Tab. 15  Propagation du pulse triangulaireValeurs maximales de l'erreur L2, shéma LF4 INRIA
Méthodes GD d'ordre élevé en 1D 61Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 3.09 · 10−2 2.21 · 10−2 1.45 · 10−2 1.40 2.13B1 3.39 · 10−2 2.38 · 10−2 1.53 · 10−2 1.42 2.22G1 3.39 · 10−2 2.38 · 10−2 1.53 · 10−2 1.42 2.22C1 3.39 · 10−2 2.38 · 10−2 1.53 · 10−2 1.42 2.22T1 3.39 · 10−2 2.38 · 10−2 1.53 · 10−2 1.42 2.22L2 1.73 · 10−2 9.64 · 10−3 4.29 · 10−3 1.79 4.03B2 1.65 · 10−2 8.77 · 10−3 4.07 · 10−3 1.88 4.05G2 1.65 · 10−2 8.77 · 10−3 4.07 · 10−3 1.88 4.05C2 1.65 · 10−2 8.77 · 10−3 4.07 · 10−3 1.88 4.05T2 1.65 · 10−2 8.77 · 10−3 4.07 · 10−3 1.88 4.05L3 6.34 · 10−3 3.99 · 10−3 1.82 · 10−3 1.59 3.48B3 4.61 · 10−3 2.87 · 10−3 1.37 · 10−3 1.61 3.36G3 4.61 · 10−3 2.87 · 10−3 1.37 · 10−3 1.61 3.36C3 4.61 · 10−3 2.87 · 10−3 1.37 · 10−3 1.61 3.36T3 4.61 · 10−3 2.87 · 10−3 1.37 · 10−3 1.61 3.36L4 3.71 · 10−3 2.51 · 10−3 1.10 · 10−3 1.48 3.37B4 2.11 · 10−3 1.46 · 10−3 7.42 · 10−4 1.45 2.84G4 2.34 · 10−3 1.55 · 10−3 7.93 · 10−4 1.51 2.95C4 2.11 · 10−3 1.46 · 10−3 7.42 · 10−4 1.45 2.84T4 2.11 · 10−3 1.46 · 10−3 7.42 · 10−4 1.45 2.84L5 3.12 · 10−3 2.23 · 10−3 1.05 · 10−3 1.40 2.97B5 1.88 · 10−3 1.35 · 10−3 8.05 · 10−4 1.39 2.34G5 1.88 · 10−3 1.35 · 10−3 8.05 · 10−4 1.39 2.34C5 1.88 · 10−3 1.35 · 10−3 8.05 · 10−4 1.39 2.34T5 Tab. 16  Propagation du pulse triangulaireValeurs maximales de l'erreur L2, shéma RK4Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 2.46 4.43 1.80B1 2.40 4.19 1.74G1 2.40 4.19 1.74C1 2.40 4.19 1.74T1 2.40 4.19 1.74L2 0.87 1.33 1.53B2 0.88 1.42 1.61G2 0.88 1.42 1.61C2 0.88 1.42 1.61T2 0.88 1.42 1.61L3 1.02 2.41 2.37B3 1.01 3.17 3.15G3 1.01 3.17 3.15C3 1.01 3.17 3.15T3 1.01 3.17 3.15L4 0.97 2.51 2.59B4 0.91 4.03 4.44G4 0.92 3.68 4.02C4 0.91 4.03 4.44T4 0.91 4.03 4.44L5 1.02 2.15 2.10B5 1.04 3.18 3.29G5 1.04 3.18 3.29C5 1.04 3.18 3.29T5 1.04 3.18 3.29Tab. 17  Propagation du pulse triangulaireComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=81 pointsRR n° 7177
62 J. Charles al.Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 3.25 5.57 1.71B1 3.22 5.17 1.61G1 3.22 5.17 1.61C1 3.22 5.17 1.61T1 3.22 5.17 1.61L2 0.90 1.66 1.84B2 0.89 1.81 2.04G2 0.89 1.81 2.04C2 0.89 1.81 2.04T2 0.89 1.81 2.04L3 0.91 2.19 2.41B3 0.90 3.01 3.36G3 0.90 3.01 3.36C3 0.90 3.01 3.36T3 0.90 3.01 3.36L4 1.01 2.56 2.54B4 0.93 3.95 4.25G4 0.94 3.77 4.01C4 0.93 3.95 4.25T4 0.93 3.95 4.25L5 1.04 2.01 1.94B5 0.96 2.94 3.06G5 0.96 2.94 3.06C5 0.96 2.94 3.06T5 0.96 2.94 3.06Tab. 18  Propagation du pulse triangulaireComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=121 pointsBase Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 1.44 2.17 1.50B1 1.50 2.23 1.48G1 1.50 2.23 1.48C1 1.50 2.23 1.48T1 1.50 2.23 1.48L2 0.82 1.93 2.35B2 0.82 2.06 2.51G2 0.82 2.06 2.51C2 0.82 2.06 2.51T2 0.82 2.06 2.51L3 0.94 2.92 3.12B3 0.89 3.62 4.07G3 0.89 3.62 4.07C3 0.89 3.62 4.07T3 0.89 3.62 4.07L4 0.93 3.12 3.36B4 1.12 4.41 4.95G4 0.90 4.15 4.63C4 1.12 4.41 4.95T4 1.12 4.41 4.95L5 0.95 2.29 2.40B5 0.92 2.81 3.04G5 0.92 2.81 3.04C5 0.92 2.81 3.04T5 0.92 2.81 3.04Tab. 19  Propagation du pulse triangulaireComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=201 pointsINRIA
Méthodes GD d'ordre élevé en 1D 63Pulse réneau. Les ourbes de distribution spatiale et d'évolution temporelle sont données sur la gure 44.Les gures 45 à 47 qui représentent la propagation du pulse réneau pour haque maillage dans le as d'unebase de Lagrange font apparaître beauoup plus d'irrégularités sur les ourbes que préédemment. Cette fois-i,les osillations parasites étant les plus prononées pour le shéma en temps LF2 et les faibles pour le shéma entemps RK4.L'évolution de l'erreur L2 pour haune des bases et pour haun des shémas en temps onsidéré est donnée surla gure 48. Il ressort de es ourbes que pour le shéma LF2, l'interpolation linéaire est très nettement moinspréise que les interpolations d'ordre plus élevées alors que ette diérene se ressent moins pour un shéma entemps LF4 et disparait pour un shéma en temps RK4. Pour e as test, les ourbes ne sont plus lisses e quiempêhe une bonne appréiation des résultats, toutefois le shéma RK4 semble elui pour lequel le erreurs sontles plus faibles mais également elui pour lequel les instabilités ont tendane à s'amplier ave le ranementdu maillage (voir gures 49 à 51).Les tableaux 20 à 22 donnent la valeur maximale de l'erreur L2 pour haune des bases d'interpolation et nousonrment que la meilleure préision est apportée par le shéma RK4. Ces tableaux nous indiquent égalementque la base de Lagrange réagit globalement légèrement mieux que les autres au ranement du maillage. De plus,on remarque qu'à présent, même si le hoix d'une base inuene peu la préision des résultats, ertaines bases defontions tendent à se distinguer par rapport à d'autres, les résultats n'étant plus aussi réguliers qu'auparavant.Pour nir, les derniers tableaux 23 à 25 valident le fait que le shéma RK4 semble le mieux adapté pour lapropagation d'un pulse réneau et partiulièrement dans le as d'une interpolation linéaire omme nous l'avionsdéja observé auparavant.





































 = 1.5 m
Evolution spatiale de E Evolution temporelle de EFig. 44  Propagation du pulse réneau : évolution du hamp életrique
RR n° 7177
64 J. Charles al.































































Fig. 45  Propagation du pulse réneauChamp életrique à t = Tf , N=81 points































































Fig. 46  Propagation du pulse réneauChamp életrique à t = Tf , N=121 points































































Fig. 47  Propagation du pulse réneauChamp életrique à t = Tf , N=201 points INRIA
Méthodes GD d'ordre élevé en 1D 65






































































































































































































































































































































































T5−RK4Fig. 48  Propagation du pulse réneauEvolution temporelle de l'erreur L2, N=81 pointsRR n° 7177
66 J. Charles al.










































































L5−RK4Fig. 49  Propagation du pulse réneauEvolution temporelle de l'erreur L2, N=81 points




































































L5−RK4Fig. 50  Propagation du pulse réneauEvolution temporelle de l'erreur L2, N=121 points




































































L5−RK4Fig. 51  Propagation du pulse réneauEvolution temporelle de l'erreur L2, N=201 points INRIA
Méthodes GD d'ordre élevé en 1D 67Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 1.03 · 100 3.84 · 10−1 9.80 · 10−1 2.68 1.05B1 1.93 · 100 7.95 · 10−1 1.93 · 100 2.43 1.00G1 1.93 · 100 7.95 · 10−1 1.93 · 100 2.43 1.00C1 1.93 · 100 7.95 · 10−1 1.93 · 100 2.43 1.00T1 1.93 · 100 7.95 · 10−1 1.93 · 100 2.43 1.00L2 2.70 · 10−1 2.37 · 10−1 1.71 · 10−1 1.14 1.58B2 2.78 · 10−1 2.95 · 10−1 1.76 · 10−1 0.94 1.58G2 2.78 · 10−1 2.95 · 10−1 1.76 · 10−1 0.94 1.58C2 2.78 · 10−1 2.95 · 10−1 1.76 · 10−1 0.94 1.58T2 2.78 · 10−1 2.95 · 10−1 1.76 · 10−1 0.94 1.58L3 2.88 · 10−1 2.19 · 10−1 1.83 · 10−1 1.32 1.57B3 1.85 · 10−1 3.56 · 10−1 1.41 · 10−1 0.52 1.31G3 1.85 · 10−1 3.56 · 10−1 1.41 · 10−1 0.52 1.31C3 1.85 · 10−1 3.56 · 10−1 1.41 · 10−1 0.52 1.31T3 1.85 · 10−1 3.56 · 10−1 1.41 · 10−1 0.52 1.31L4 2.29 · 10−1 1.68 · 10−1 1.58 · 10−1 1.36 1.45B4 1.65 · 10−1 2.25 · 10−1 1.195 · 10−1 0.73 1.38G4 1.71 · 10−1 2.27 · 10−1 1.23 · 10−1 0.75 1.39C4 1.65 · 10−1 2.25 · 10−1 1.195 · 10−1 0.73 1.38T4 1.65 · 10−1 2.25 · 10−1 1.195 · 10−1 0.73 1.38L5 2.10 · 10−1 1.54 · 10−1 1.40 · 10−1 1.36 1.50B5 1.44 · 10−1 1.59 · 10−1 1.01 · 10−1 0.91 1.43G5 1.44 · 10−1 1.59 · 10−1 1.01 · 10−1 0.91 1.43C5 1.44 · 10−1 1.59 · 10−1 1.01 · 10−1 0.91 1.43Tab. 20  Propagation du pulse réneauValeurs maximales de l'erreur L2, shéma LF2Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 3.46 · 10−1 3.17 · 10−1 2.46 · 10−1 1.09 1.41B1 4.41 · 10−1 4.15 · 10−1 2.95 · 10−1 1.06 1.49G1 4.42 · 10−1 4.15 · 10−1 2.95 · 10−1 1.07 1.50C1 4.42 · 10−1 4.15 · 10−1 2.95 · 10−1 1.07 1.50T1 4.42 · 10−1 4.15 · 10−1 2.95 · 10−1 1.07 1.50L2 2.77 · 10−1 2.68 · 10−1 1.79 · 10−1 1.03 1.55B2 2.81 · 10−1 2.87 · 10−1 1.81 · 10−1 0.98 1.55G2 2.81 · 10−1 2.87 · 10−1 1.81 · 10−1 0.98 1.55C2 2.81 · 10−1 2.87 · 10−1 1.81 · 10−1 0.98 1.55T2 2.81 · 10−1 2.87 · 10−1 1.81 · 10−1 0.98 1.55L3 2.85 · 10−1 2.01 · 10−1 1.78 · 10−1 1.42 1.60B3 1.65 · 10−1 2.35 · 10−1 1.06 · 10−1 0.70 1.56G3 1.65 · 10−1 2.35 · 10−1 1.05 · 10−1 0.70 1.57C3 1.65 · 10−1 2.35 · 10−1 1.04 · 10−1 0.70 1.59T3 1.65 · 10−1 2.35 · 10−1 1.05 · 10−1 0.70 1.57L4 1.92 · 10−1 1.60 · 10−1 1.22 · 10−1 1.20 1.57B4 1.30 · 10−1 1.73 · 10−1 8.19 · 10−2 0.75 1.59G4 1.28 · 10−1 1.78 · 10−1 8.36 · 10−2 0.72 1.53C4 1.30 · 10−1 1.73 · 10−1 8.19 · 10−2 0.75 1.59T4 1.30 · 10−1 1.73 · 10−1 8.19 · 10−2 0.75 1.59L5 1.92 · 10−1 1.46 · 10−1 1.31 · 10−1 1.32 1.47B5 1.24 · 10−1 1.41 · 10−1 8.68 · 10−2 0.88 1.43G5 1.24 · 10−1 1.41 · 10−1 8.68 · 10−2 0.88 1.43C5 1.24 · 10−1 1.41 · 10−1 8.68 · 10−2 0.88 1.43Tab. 21  Propagation du pulse réneauValeurs maximales de l'erreur L2, shéma LF4RR n° 7177
68 J. Charles al.Base N=81 points N=121 points N=201 points Gain 81 pts → 121 pts Gain 81 pts → 201 ptsL1 2.27 · 10−1 2.40 · 10−1 1.80 · 10−1 0.95 1.26B1 2.13 · 10−1 1.92 · 10−1 1.79 · 10−1 1.11 1.19G1 2.13 · 10−1 1.92 · 10−1 1.79 · 10−1 1.11 1.19C1 2.13 · 10−1 1.92 · 10−1 1.79 · 10−1 1.11 1.19T1 2.13 · 10−1 1.92 · 10−1 1.79 · 10−1 1.11 1.19L2 2.13 · 10−1 2.07 · 10−1 1.39 · 10−1 1.03 1.53B2 1.87 · 10−1 1.66 · 10−1 1.19 · 10−1 1.13 1.57G2 1.87 · 10−1 1.66 · 10−1 1.19 · 10−1 1.13 1.57C2 1.87 · 10−1 1.66 · 10−1 1.19 · 10−1 1.13 1.57T2 1.87 · 10−1 1.66 · 10−1 1.19 · 10−1 1.13 1.57L3 2.39 · 10−1 1.69 · 10−1 1.53 · 10−1 1.41 1.56B3 1.14 · 10−1 1.06 · 10−1 7.47 · 10−2 1.08 1.53G3 1.14 · 10−1 1.06 · 10−1 7.47 · 10−2 1.08 1.53C3 1.14 · 10−1 1.06 · 10−1 7.47 · 10−2 1.08 1.53T3 1.14 · 10−1 1.06 · 10−1 7.47 · 10−2 1.08 1.53L4 1.55 · 10−1 1.49 · 10−1 9.78 · 10−2 1.04 1.58B4 9.09 · 10−2 8.11 · 10−2 5.86 · 10−2 1.12 1.55G4 9.49 · 10−2 8.63 · 10−2 6.04 · 10−2 1.10 1.57C4 9.09 · 10−2 8.11 · 10−2 5.86 · 10−2 1.12 1.55T4 9.09 · 10−2 8.11 · 10−2 5.86 · 10−2 1.12 1.55L5 1.50 · 10−1 1.13 · 10−1 9.67 · 10−2 1.33 1.55B5 9.02 · 10−2 8.50 · 10−2 6.57 · 10−2 1.06 1.37G5 9.02 · 10−2 8.50 · 10−2 6.57 · 10−2 1.06 1.37C5 9.02 · 10−2 8.50 · 10−2 6.57 · 10−2 1.06 1.37Tab. 22  Propagation du pulse réneauValeurs maximales de l'erreur L2, shéma RK4Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 2.98 4.54 1.52B1 4.38 9.06 2.07G1 4.37 9.06 2.08C1 4.37 9.06 2.08T1 4.37 9.06 2.08L2 0.97 1.27 1.30B2 0.99 1.49 1.50G2 0.99 1.49 1.50C2 0.99 1.49 1.50T2 0.99 1.49 1.50L3 1.01 1.21 1.19B3 1.12 1.62 1.45G3 1.12 1.62 1.45C3 1.12 1.62 1.45T3 1.12 1.62 1.45L4 1.19 1.48 1.24B4 1.27 1.82 1.43G4 1.34 1.80 1.35C4 1.27 1.82 1.43T4 1.27 1.82 1.43L5 1.09 1.40 1.28B5 1.16 1.60 1.37G5 1.16 1.60 1.37C5 1.16 1.60 1.37Tab. 23  Propagation du pulse réneauComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=81 pointsINRIA
Méthodes GD d'ordre élevé en 1D 69Base Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 1.21 1.60 1.32B1 1.92 4.14 2.16G1 1.92 4.14 2.16C1 1.92 4.14 2.16T1 1.92 4.14 2.16L2 0.88 1.14 1.29B2 1.03 1.78 1.73G2 1.03 1.78 1.73C2 1.03 1.78 1.73T2 1.03 1.78 1.73L3 1.09 1.30 1.19B3 1.51 3.36 2.22G3 1.51 3.36 2.22C3 1.51 3.36 2.22T3 1.51 3.36 2.22L4 1.05 1.13 1.07B4 1.30 2.77 2.13G4 1.28 2.63 2.06C4 1.30 2.77 2.13T4 1.30 2.77 2.13L5 1.05 1.36 1.29B5 1.13 1.87 1.66G5 1.13 1.87 1.66C5 1.13 1.87 1.66Tab. 24  Propagation du pulse réneauComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=121 pointsBase Gain LF2 → LF4 Gain LF2 → RK4 Gain LF4 → RK4L1 3.98 5.44 1.37B1 6.54 10.78 1.65G1 6.54 10.78 1.65C1 6.54 10.78 1.65T1 6.54 10.78 1.65L2 0.96 1.23 1.29B2 0.97 1.48 1.52G2 0.97 1.48 1.52C2 0.97 1.48 1.52T2 0.97 1.48 1.52L3 1.03 1.20 1.16B3 1.33 1.89 1.42G3 1.34 1.89 1.41C3 1.36 1.89 1.39T3 1.34 1.89 1.41L4 1.30 1.62 1.25B4 1.46 2.04 1.40G4 1.47 2.04 1.38C4 1.46 2.04 1.40T4 1.46 2.04 1.40L5 1.07 1.45 1.35B5 1.16 1.54 1.32G5 1.16 1.54 1.32C5 1.16 1.54 1.32Tab. 25  Propagation du pulse réneauComparatif des gains obtenus sur l'erreur maximale L2 entre les diérents shémas en temps pour N=201 pointsRR n° 7177
70 J. Charles al.7 SynthèseLes résultats des simulations de la propagation du mode fondamental et de pulses de diérents types ont étérelativement instrutifs. Ils montrent que les signaux initiaux peu lisses (voire disontinus) permettent de mieuxévaluer l'inuene des diérents ingrédients numériques (méthode d'interpolation, degré d'interpolation, typeet préision du shéma en temps). Ces exemples illustrent aussi à quel point le hoix d'un shéma d'intégrationen temps à son importane sur la préision des résultats ; il s'est avéré au ours de ette étude que le shémaen temps RK4 est largement supérieur aux autres shémas en temps de type saute mouton pour la propagationd'un pulse quelonque et que dans le as de la propagation du mode fondamental le shéma en temps LF4 étaitde loin le plus avantageux.An de mieux évaluer les diérentes méthodes d'interpolation polynomiale et de faire ressortir plus distintementles fores et les faiblesses de haune, il serait intéressant de prolonger ette étude en onsidérant par exempledans le as test de la propagation du mode fondamental un domaine non-uniforme et de prendre en omptepour la propagation des pulses un domaine qui ne soit plus homogène mais hétérogène où la permittivité et laperméabilité seraient alors fontion de la variable d'espae.Référenes[CFP06℄ G. Cohen, X. Ferrieres, and S. Pernet, A spatial high-order hexahedral disontinuous Galerkin methodto solve Maxwell's equations in time domain, J. Comp. Phys. 217 (2006), 340363.[FLLP05℄ L. Fezoui, S. Lanteri, S. Lohrengel, and S. Piperno, Convergene and stability of a disontinuous Ga-lerkin time-domain method for the heterogeneous Maxwell equations on unstrutured meshes, ESAIM :Math. Model. and Numer. Anal. 39 (2005), no. 6, 11491176.[HW02℄ J.S. Hesthaven and T. Warburton, Nodal high-order methods on unstrutured grids. I. Time-domainsolution of Maxwell's equations, J. Comput. Phys. 181 (2002), 186221.[SSW02℄ H. Spahmann, R. Shuhmann, and T. Weiland, High order expliit time integration shemes forMaxwell's equations, Int. J. Numer. Model. 15 (2002), no. 6, 419437.[Yee66℄ K.S. Yee, Numerial solution of initial boundary value problems involving Maxwell's equations inisotropi media, IEEE Trans. Antennas and Propagat. 14 (1966), no. 3, 302307.
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