We provide conditions that classify cover times for sequences of random walks on random graphs into two types: One type (Type 1) is the class of cover times that are of the order of the maximal hitting times scaled by the logarithm of the size of vertex sets. The other type (Type 2) is the class of cover times that are of the order of the maximal hitting times. The conditions are described by some parameters determined by the underlying graphs: the volumes, the diameters with respect to the resistance metric, the coverings or packings by balls in the resistance metric. We apply the conditions to and classify a number of examples, such as supercritical Galton-Watson trees, the incipient infinite cluster of a critical Galton-Watson tree and the Sierpinski gasket graph.
1 Introduction and main results
Introduction
Let G = (V (G), E(G)) be a finite, connected graph and τ cov (G) be the first time at which the simple random walk on G visits every vertex. The cover time for the simple random walk is defined by t cov (G) := max
Cover times depend deeply on structural properties of the underlying graphs. Erdős-Rényi random graphs in several regimes are good examples. It is well known that as the percolation probability changes from the supercritical regime to the critical regime, the structure of the Erdős-Rényi random graph (such as the volume, the diameter) evolves. Cooper and Frieze [9] and Barlow, Ding, Nachmias and Peres [4] estimated the cover time for the simple random walk on the Erdős-Rényi random graph in the supercritical and critical cases, respectively and showed that the order of the cover time also evolves. We will investigate the relationship between cover times and structures of the underlying graphs in a more general setting.
In order to introduce our general framework, we consider the maximal hitting time defined by t hit (G) := max
where τ x (G) is the hitting time of x by the simple random walk on G.
In general, the following inequality holds for any finite, connected graphs:
The inequality on the right-hand side is often called Matthews bound (see Lemma 2.4) . In view of (1.1), it is useful to classify cover times into the following two extreme types (see Definition 1.1 for the precise definition):
(i) cover times that are of the order of t hit (G) · log |V (G)| (we will call them Type 1), (ii) cover times that are of the order of t hit (G) (we will call them Type 2).
Note that the maximal hitting time can be estimated via the volume and the diameter with respect to the resistance metric of the underlying graph (see Lemma 2. 2 for the precise statement).
In this paper, we will provide sufficient conditions that classify cover times for a sequence of random walks on random graphs into Type 1 and Type 2 in terms of the volume, the resistance diameter and the covering or packing number of the underlying graphs (see section 1.2 for precise definitions of these parameters). We apply the conditions to many examples (see Table 1 below). Although details of some specific cover times are already known, the novelty of this paper is that we first unify separate methods of estimating cover times into one and add some new examples such as supercritical Galton-Watson trees and critical Galton-Watson trees conditioned to survive.
We provide intuitions for the sufficient conditions. Roughly speaking, if one can find a packing consisting of a large number of big disjoint balls with respect to the effective resistance metric, then the cover times will be of Type 1 (Theorem 1.3). Many supercritical random graphs admit such packings. For example, we can take a family of large number of big trees as a packing for supercritical Galton-Watson family trees and supercritical Erdős-Rényi random graphs (see section 3.1, 3.3).
On the other hand, it can be shown that cover times will be of Type 2 if the number of balls required to cover the underlying graphs increases no more than (double) exponentially, as the radii of balls with respect to the resistance metric decrease exponentially (Theorem 1.4). A wide variety of critical random graphs and fractal graphs satisfy this property (see section 3.5, 3.6, 3.8).
General bounds on cover times have been studied previously(see [18] , [4] , [13] ). The Matthews bound (see Lemma 2.4 ) and the lower bound in terms of Gaussian free fields [13] together with the Sudakov minoration (see Lemma 2.5) give very useful ingredients for obtaining the condition for Type 1. The upper bound via Gaussian free fields [13] and the Dudley's entropy bound (see Lemma 2.7) are essential to the conditions for Type 2.
In the next subsection, we give our main results. For a set S, we will write |S| to denote the cardinality of S. Throughout this paper, we use c, c ′ , c 1 , c 2 , . . . to denote constants that does not depend on the size of G.
Main results
To state our main results, we first prepare some definitions.
, N ∈ N be a sequence of random weighted graphs, where V (G N ) is the vertex set, E(G N ) is the edge set and µ N is a nonnegative symmetric weight function on V (G N ) × V (G N ) which satisfies µ N xy > 0 if and only if {x, y} ∈ E(G N ). We assume that these weighted graphs are defined on a common probability space with a probability measure P and that G N is a finite, connected graph, P-a.s. In this paper, the following four parameters (volume, resistance diameter, packing number, covering number) play important roles in estimating cover times. The volume of G N is defined by
The effective resistance is a powerful tool for studying random walks on weighted graphs (see Lemma 2.2). For x, y ∈ V (G N ), x = y, we define the effective resistance between x and y by
where
We define the resistance ball with radius r centered at x ∈ V (G N ) by
We call a family of resistance balls {B The packing number for (G N , r) is defined by
We call a family of resistance balls {B
The covering number for (G N , r) is defined by
The discrete time random walk on
be the first time at which the random walk visits every vertex of V (G N ). We define the cover time for the random walk on G N as follows:
We also define the maximal hitting time for the random walk on G N by
where τ x (G N ) is the hitting time of x ∈ V (G N ) by the random walk on G N . We give the precise definitions of types for a sequence of cover times.
Remark 1.2 By (1.1), the upper bound of the event in (1.2) and the lower bound of the event in (1.3) always hold.
We are now ready to state our main theorems. We first state the sufficient condition for cover times to be Type 1. We will say that a sequence of events (B N ) N ≥0 holds with high probability (abbreviated to w.h.p.) if lim N →∞ P(B N ) = 1. 
Then there exists c 3 > 0 such that w.h.p.,
(2) Suppose that there exist c 4 , c 5 > 0 and functions v, r :
Then there exists c 6 > 0 such that w.h.p.,
(3) Under conditions (1.4) and (1.5), (t cov (G N )) N ∈N is Type 1.
We next state sufficient conditions for cover times to be Type 2. 6) and there exists a random non-increasing sequence (ℓ
Then there exists c > 0 such that for all λ ≥ c and sufficiently large N ∈ N, 
Then there exists c > 0 such that for all λ ≥ c and sufficiently large N ∈ N, 4) and (1.5) in Theorem 1.3 hold P-almost surely for sufficiently large N ∈ N, the results of Theorem 1.3 also hold P-almost surely for sufficiently large N ∈ N. (3) If the events of (1.6), (1.7) and (1.9) in Theorem 1.4 hold P-almost surely for sufficiently large N ∈ N, the results of Theorem 1.4 also hold P-almost surely for sufficiently large N ∈ N (λ will be replaced by some constants). (4) On some class of planar graphs, the condition (1.5) always holds; Let (G N ) N ≥0 be a sequence of P-a.s. finite, planar connected random graphs with maximum degree c > 0 and µ N xy = 1 for all {x, y} ∈ E(G N ). Suppose that there exists c 7 > 0 and a function v :
Then by Lemma 3.1 of [15] , (1.5) holds with the function v and r(N ) = log v(N ).
(5) Typically, we take an exponentially decreasing sequence as (ℓ
Applying these theorems, we will estimate and classify cover times for several specific random graphs. We give a list of the results in Table 1 . We explain the notation in Table 1 . The notation m is the mean of the offspring distribution of the corresponding branching process. Supercritical Erdős-Rényi random graphs I, II have the percolation probability c/N , f (N )/N respectively, where c > 1 is a constant and lim N →∞ f (N )/ √ N = lim N →∞ log N/f (N ) = 0. 'IIC' is the abbreviation of 'incipient infinite cluster' and p N is the survival probability up to N level (see subsection 3.5). 
Concerning the IIC for critical Galton-Watson family trees, Aldous [1] and Barlow, Ding, Nachmias and Peres [4] have estimated the cover times for critical Galton-Watson family trees for finite variance offspring distributions. Our result extends these results to the case where the offspring distribution is in the domain of attraction of a stable law with index α ∈ (1, 2]. Our result clarifies that the cover time for the IIC depends on the survival probability of the branching process up to some level.
In addition to this example, we give new estimates on cover times for supercritical Galton-Watson family trees, the range of random walk in Z d , d ≥ 5 and Sierpinski gasket graphs.
Note that for supercritical Erdős-Rényi random graphs, better estimates are already known [9, 14] and that for critical Erdős-Rényi random graphs, the correct order is already known [4] . We cite these examples to compare Type 1 and Type 2.
In Section 3.2, we will estimate the cover time for the largest supercritical percolation cluster inside a box in Z d , d ≥ 2. However, we are not able to obtain the correct order (see Remark 3.4) .
Note that there are graphs where the cover times can not be classified as either Type 1 or Type 2. For example, let G N be a deterministic graph with unit weights consisting of a complete graph with N vertices and a N other vertices, each attached by a single edge to a distinct vertex of the complete graph, where a N is a positive number satisfying 2
, Lemma 2.2 and Lemma 2.6 below, we have for some c, c
This implies that if lim
N →∞ a N = ∞ and lim N →∞ log a N log N = 0, then the sequence of cover times (t cov (G N )) N ∈N is neither Type 1 nor Type 2. We give the outline of this paper. In Section 2, we prove Theorem 1.3 and Theorem 1.4. In Section 3, using Theorem 1.3 and Theorem 1.4, we estimate and classify cover times for the examples in Table 1 .
Proof of Theorem 1.3 and Theorem 1.4
In this section, we prove Theorem 1.3 and Theorem 1.4.
Known results
We state some known results on cover times and Gaussian free fields that we will use in this paper.
Throughout the following lemmas, G = (V (G), E(G)) will be a finite, connected graph and µ will be the weight function with µ(G) := x,y∈V (G) µ xy . Let {η x } x∈V (G) be the Gaussian free field on G defined on a probability space with a probability measure P. Recently, Ding, Lee and Peres [13] proved the following surprising result, which says that cover times have a close relationship with Gaussian free fields. 
The following commute time identity is well-known and useful for estimating the maximal hitting time. See, for instance, Theorem 2.1 of [7] or Proposition 10.6 of [18] . Lemma 2.2 Let τ x be the hitting time of x ∈ V (G) by the random walk on G.
For all x, y ∈ V (G),
In particular,
. Π is an edge-cutset between x and y if Π is a subset of E(G) such that every path from x to y has an edge belonging to Π. The following Nash-Williams inequality is useful for obtaining lower bounds on effective resistances. See, for example, Proposition 9.15 of [18] .
be a sequence of edge-cutsets between x and y with Π k ∩ Π ℓ = ∅ for all k = ℓ. Then,
Proof of Theorem 1.3
We provide the proof of Theorem 1.3. The following lemma is known as the Matthews bound. See, for example, Theorem 11.2 of [18] (see also the original work of Matthews [19] ). Lemma 2.4 Let (X n ) n≥0 be an irreducible Markov chain on a finite state space V and t cov , t hit be its cover time and maximal hitting time, respectively. Then,
We also use the next fact, called Sudakov minoration. See, for instance, Lemma 2.1.2 of [25] .
Lemma 2.5 Let {η x } x∈V (G) be a Gaussian free field on a weighted graph G. There exists c > 0 such that for all
Proof of Theorem 1.3. We first prove (1). By Lemma 2.2 and (1.4), we get w.h.p.,
So, using Lemma 2.4, (1.4) and (2.1) , we have that w.h.p.,
Next, we prove (2) . Let x 1 , · · · , x npac(G N ,c4r(N )) be vertices satisfying that the set of resistance balls {B
Using (1.5), Lemma 2.1 and Lemma 2.5, we have that there exist c 7 , c 8 > 0 such that w.h.p.,
2)
The inequalities (1.4), (2.1) and (2.2) imply the conclusion of (3).
Proof of Theorem 1.4
We prove Theorem 1.4. The following fact is a minor extension of Theorem 1.1 of [4] and provides useful general upper bounds on cover times. Lemma 2.6 Let G = (V (G), E(G)) be a graph and µ be the weight function with µ(G) := x,y∈V (G) µ xy . Let (ℓ k ) k≥0 be a non-increasing sequence with ℓ 0 = diam R (G), ℓ k0−1 > 0 and ℓ k0 = 0 for some k 0 ∈ N. There exists c > 0 such that
Lemma 2.6 follows from the following result. See, for example, Theorem 11.17 of [17] .
Lemma 2.7 Let I be a finite set and {η x } x∈I be a Gaussian process. Set d(x, y) := E(η x − η y ) 2 and
Then there exists c > 0 such that
2 ). Since n cov (G, ℓ) is non-increasing with respect to ℓ, we have
Lemma 2.1, Lemma 2.7 and (2.3) imply the conclusion. Proof of Theorem 1.4. First, we prove (1). Fix λ ≥ 1, sufficiently large N ∈ N and θ ∈ (0, 1). Set
By (1.6), (1.7) and Lemma 2.6, we have for some c 1 > 0 that
which implies the conclusion of (1). Next, we prove (2). Fix λ ≥ 1, sufficiently large N ∈ N, and θ ∈ (0, 1). By (1.9), Lemma 2.2 and the fact that t cov (G N ) ≥ t hit (G N ) P-a.s., we have that
which implies the conclusion of (2). Using Lemma 2.2 and the results of (1) and (2), we can easily obtain the conclusion (3). We omit the detail.
Examples
In this section, we estimate and classify cover times for a number of specific random graphs by using Theorem 1.3 and Theorem 1.4. Given a graph G, we will write d G (x, y) to denote the graph distance between x and y in the graph G. From Subsection 3.1 to 3.7, we assume that µ N xy = 1 for all {x, y} ∈ E(G N ) and N ∈ N P-a.s.
Supercritical Galton-Watson family trees
Let (Z N ) N ≥0 be a Galton-Watson process defined on a probability space with probability measure P and T be its family tree. We assume that m := E(Z 1 ) ∈ (1, ∞). T ≤N and T N are the first N generations and the set of N -th generation of T respectively. In particular, Z N = |T N |.T N is a set of vertices among Nth generation that have infinite line of descent. We consider the conditional measure P := P( · | Z n = 0 for all n ∈ N). We prove the following proposition.
Proposition 3.1 There exist c 1 , c 2 > 0 such that P-a.s., for sufficiently large
and (t cov (T ≤N )) N ∈N is Type 1.
In the proof, we use the following well-known fact. See, for example, Theorem 1 (page 49), Theorem 3 (page 30) and Lemma 4 (page 31) of [2] .
Under the probability measure P(·|Z n = 0 for all n ∈ N), (Z N ) N ≥0 is a Galton-Watson process whose offspring distribution has generating functionf
where f is the generating function of Z 1 and q := P(Z n = 0 for some n ∈ N). Z N C N = W P-a.s., P(W < ∞) = 1 and P(W = 0) = q.
Proof of Proposition 3.1. We check almost-sure versions of (1.4) and (1.5) in Theorem 1.3 with log v(N ) = r(N ) = N. By the Chebyshev inequality, we have for all α > m,
So, by the Borel-Cantelli lemma, |T ≤N | ≤ α N for sufficiently large N ∈ N, P-a.s.
. We also setZ N := |T N |. By Lemma 3.2 (1), (Z N ) N ≥0 is a GaltonWatson process with mean m and zero extinction probability. By applying In particular, we have
for sufficiently large N ∈ N, P-a.s., for all 1 < α < m. By Remark 1.5 (2), the conclusion holds.
The largest supercritical percolation cluster inside a box in Z d
We consider Bernoulli bond percolation model on Z d . In this model, each edge in E d is open with probability p and closed with probability 1 − p independently, where
We write the corresponding probability measure on {0, 1}
there exists an open path in S connecting x and y}.
The critical probability is defined by
We prove the following results.
Remark 3.4 Unfortunately, we are not able to obtain the correct order of the cover time. If diam R (C 2 (N )) is of order log N as stated in Corollary 3.1 of [5] , we can obtain the correct order (N 2 (log N ) 2 ) of the cover time for C 2 (N ). However, from the proof of Corollary 3.1 of [5] , we can only obtain that diam R (C 2 (N ) ) is of order (log N )
2 . In particular, we can only state that
We use the following lemmas.
Let G = (V (G), E(G)) be a finite graph. For S ⊂ V (G), we define the external boundary of S under the graph G by ∂ e S := {x ∈ V (G)\S : there exists y ∈
where the maximum is taken over all connected subsets S of V (G) satisfying
) be a finite graph. There exists c > 0 such that for all x, y ∈ V (G),
where ∂ e S is the external boundary of S under the graph C d (N ).
Proof of Proposition 3.3. First, we prove the upper bounds by checking (1.4) in Theorem 1.3 with log v(N ) = log N and r(N ) = (log N )
, then we get for some c 5 > 0,
Therefore, by Lemma 3.6 and Lemma 3.7, there exists c 6 > 0 such that w.h.p.,
By Theorem 1.3 (1), we obtain the upper bound. Next, we prove the lower bound for d = 2 by checking (1.5) in Theorem 1.3 with log v(N ) = log N and r(N ) = log N.
We define a square with side length 2k centered at u and its internal boundary by
(N ). Under the induced graph G cN with vertex set [−cN, cN ]
2 ∩ Z 2 for some sufficiently large constant c > 0, (Π j ) 1≤j≤a(N ) is a sequence of edge-cutsets between x k and x ℓ . So, we have by Lemma 2.3 that for some c 9 > 0,
where R GcN eff (·, ·) is the effective resistance in the graph G cN . Therefore, by Theorem 1.3 (2) and Lemma 3.5, we obtain the lower bound for d ≥ 3.
Supercritical Erdős-Rényi random graph I
Let G(N, p) be the Erdős-Rényi random graph. This is obtained from the complete graph with N vertices by retaining each edge with probability p independently. We assume that p = c N , where c > 1 is a positive constant. Let C N be the largest connected component of G (N, p) .
We revisit Theorem 2a of [9] . Note that Cooper and Frieze [9] has obtained a better estimate than the following Proposition 3.8. See Remark 3.9 below. Proposition 3.8 There exist c 1 , c 2 > 0 such that
and (t cov (C N )) N ∈N is Type 1.
Proof. We check (1.4) and (1.5) in Theorem 1.3 with v(N ) = N and r(N ) = log N. It is known that w.h.p., (1 − ǫ)
N for any ǫ > 0, where x is the solution of x = 1 − e −cx in (0, 1) (see Section 3.1.3 of [9] ). By Theorem 6 of [8] , there exists c 3 > 0 such that w.h.p.,
The largest connected component C N consists of a 2-core C 2 (the largest subgraph of C N with minimum degree 2) and a mantle M (a collection of trees which are sprouting from different vertices of C 2 ). By Lemma 9 and P7a of [9] , w.h.p., there exists a subset V ′ ⊂ C N which satisfies the following: 
Remark 3.9 In [9], Cooper and Frieze proved that for any ǫ > 0, w.h.p.,
Supercritical Erdős-Rényi random graph II
We consider the Erdős-Rényi random graph G(N, p) again. Here we assume that p = We revisit Theorem 1.1(i) of [14] . Note that Jonasson [14] has obtained a better estimate than the following Proposition 3.10. See Remark 3.12 below. Proposition 3.10 There exist c 1 , c 2 > 0 such that
and (t cov (G(N, p))) N ∈N is Type 1.
In the proof, we use the following lemma. (
. We write T to denote its family tree. We use the notation T ≤N , T N as in Subsection 3.1. We set p N := P(Z N > 0). In [16] , Kesten considered the Galton-Watson tree conditioned to survive:
Lemma 3.13 ([16] , Lemma 1.14) For any family tree T of k generations,
We set P 0 (T ) = |T k |P (T ≤k = T ). P 0 has a unique extension to a probability measure P on the set of infinite family trees.
By this lemma, we can take a family tree with the distribution P. We write this by T * and call it incipient infinite cluster. We set Z * N := |T * N |. Proposition 3.14 There exist c 1 , c 2 , c > 0 such that for all λ, N ≥ c,
where ℓ(N ) is a slowly varying function at infinity satisfying p N = N
Remark 3.15 Barlow, Ding, Nachmias and Peres [4] proved that in the case α = 2, conditioned on the event {|T | ∈ [N, 2N ]}, t cov (T )/N 3 2 is tight.
In the proof, we use the following facts. 
N }. Then there exist c 5 , c 6 > 0 such that for all N ∈ N and λ > 0,
Proof of Proposition 3.14. By Lemma 3.16 (2) and the fact that N ≤ diam R (T * ≤N ) ≤ 2N P-a.s., the conditions (1.6) and (1.9) in Theorem 1.4 hold for v(N ) = N p −1 N and r(N ) = N. So, we only need to check (1.7) with r(N ) = N. The idea of the following argument came from the proof of Theorem 3.1 of [4] . We write T * ,x to denote the subtree rooted at x ∈ T * . Set r
We assume λ ≥ c 7 , where c 7 is a sufficiently large positive constant. Set for all 0 ≤ j ≤ 2 k+2 − 1,
We define
We define ℓ
log N log 2 ⌋ − 2 and 1 ≤ j ≤ 2 k+2 − 1. By Lemma 2.2 of [16] (note that in [16] , Kesten assumed the variance of offspring distribution is finite, but the same result holds under our situation), forλ > 0,
where T is a family tree of r 
Therefore, forλ > 2,
).
By the Chebyshev inequality, the first term is bounded by 2λ (λ−2) 2 . By Lemma 3.16 (1) (2), the second term is bounded by c 8 j c9λ−c10 for some c 8 , c 9 , c 10 > 0.
So, we have that
for some c 11 , c 12 > 0.
From this fact, we have that
for some c 13 > 0. So, by (3.3) and Lemma 3.16 (2), (1.7) in Theorem 1.4 holds with r(N ) = N.
We can also say that t cov (T *
To prove this fact, we use the following result. 
Proof of Proposition 3.17.
Using the proof of Proposition 2.5 of [12] (in page 1429) when α ∈ (1, 2) and Lemma 3.18 when α = 2, we have that for λ ≥ 1 and some c 14 , c 15 > 0, lim inf
This implies the conclusion. 
Critical percolation clusters
We also set Γ p (x, r;Ĝ N ) := sup
where H p (x, r; G) := {∂B p (x, r; G) = ∅}, the supremum is taken over all subgraphs ofĜ N and P G is a percolation probability measure on G. In particular, we write P := PĜ N . We assume that 4) and that there exist c 1 , c 2 > 0 and a : (0, ∞) → (0, ∞) such that for sufficiently large λ > 0 and N ≥ a(λ),
Remark 3.19 In the case thatĜ N is the complete graph with N vertices and p = 1/N , it is known that (3.5) holds (see Theorem 2 of [21] ).
We revisit Theorem 3.1 of [4] . Proposition 3.20 Under the assumption (3.4) and (3.5), there exist c 3 , c 4 > 0 such that for sufficiently large λ > 0 and N ≥ max{λ 3 , a(λ)},
and (t cov (C N )) N ∈N is Type 2.
Remark 3.21 Barlow, Ding, Nachmias and Peres [4] have already considered the cover time for the critical random graphs.
To prove this proposition, we use the following facts (most of them are proved in [20] ). where A is the constant in (3.4).
(2) There exists c 6 > 0 such that for sufficiently large N ∈ N, λ > 0,
There exists c 7 > 0 such that for sufficiently large λ > 0 and N ≥ λ 2 ,
(4) There exists c 8 > 0 such that for sufficiently large λ > 0, N ≥ max{λ 3 , a(λ)},
To prove (3) of this lemma, we use Proposition 5.6 in [20] . So, we recall some terms in [20] . 
Proof of Lemma 3.22 By the proof of Theorem 1.2 and Theorem 1.3 of [20] in page 1281, (1) holds. The results of (2) are proved in [20] in page 1274 and 1283. The result of (4) follows from (3) and (3.5) . So, we only prove (3). We use Lemma 3.23 with
Suppose that x is not L-lane rich for (k, r) and diam(C(x)) ≥ (
⌋ such that for all j ∈ I, the number of lanes for (x, r, j) is less than L. For j ∈ I, let Π j be a set of all lanes for (x, r, j). Note that by the property of
, there exists a vertex x 0 in ∂B p (x, r;Ĝ N p ). Since Π j is an edge-cutset between x and x 0 for all j ∈ I, we get by Lemma 2.3 for sufficiently large λ > 0, N ≥ λ 2 ,
Therefore, we have
By (3.6), we get for some c 10 > 0,
By Lemma 3.23 and (3.8), we have for some c 11 > 0 and sufficiently large
. So, by the Chebyshev inequality and (3.9), we have
Proof of Proposition 3.20. By Lemma 3.22 (2) (4), (1.6) and (1.9) in Theorem 1.4 hold for v(N ) = N 2/3 and r(N ) = N 1/3 . So, we only need to check (1.7) with r(N ) = N 1/3 . The condition (1.7) follows from Lemma 3.22 and a minor modification of the proof of Theorem 3.1 of [4] . To make the paper self-contained, we briefly recall the argument of [4] . Fix x ∈ V (Ĝ N ), 0 ≤ k ≤ k N 0 := 2⌊log 2 log N ⌋, sufficiently large λ > 0, and N ≥ max{λ 4 , a(λ)}. By (3.6),
we have a sequence (r
nected by a path which does not intersect
Under the events that diam(C(x)) ≤ λN
, we get for some c 12 > 0, 
3.7 The range of random walk in
We write (S n ) n≥0 to denote the simple random walk in Z d started from 0 which is defined on a probability space with probability measure P. Let G N be a graph with vertex set V (G N ) := {S n : 0 ≤ n ≤ N } and edge set E(G N ) := {{S n−1 , S n } : 1 ≤ n ≤ N }. We prove the following proposition.
Proposition 3.24 There exist c 1 , c 2 > 0 such that P-a.s., for sufficiently large
and (t cov (G N )) N ∈N is Type 2.
Let (S −n ) n≥0 be an independent copy of (S n ) n≥0 and set S = (S n ) n∈Z . Let T be the set of cut-times, that is, T := {n : S (−∞,n] ∩ S [n+1,∞) = ∅}. We can write T ∩ (0, ∞) = {T n : n ∈ N}, where 0 < T 1 < T 2 < . . . . Set cut-points C n := S Tn . We use the following fact. It is not hard to check that By Remark 1.5 (3), we complete the proof.
Sierpinski gasket graphs
Let p 1 , p 2 , p 3 be vertices of an equilateral triangle in R 2 . We define three contraction maps ψ i : R 2 → R 2 , i = 1, 2, 3 as follows:
G N is a graph with the following vertex and edge sets: To prove this proposition, we prepare some notations. For i 1 , . . . , i n ∈ {1, 2, 3} and n ≤ N, let G We use the following lemma. The resistance estimate is obtained, for example, from arguments in section 7 of [3] or section 1.3 of [24] . N . We only need to check an almost-sure version of (1.7) with r(N ) = ( By Remark 1.5 (3), we complete the proof.
Remark 3.28 It will be possible to estimate cover times for Sierpinski gasket graphs in higher dimensions and nested fractals by applying arguments similar to the above proof.
