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Attrition (aka participant "dropout") is the loss of participants from a program/initiative or 
longitudinal (e.g., “pre/post”) data collection, and it tends to be worse the longer the 
timeframe (West et al., 2004).  Of course, the best way to deal with attrition is to prevent it, 
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Abstract 
Attrition (participant "dropout") is the loss of participants from a 
program/initiative or longitudinal (e.g., pre/post) data collection.  If participants 
dropout for non-random, systematic reasons, those factors bias the sample and 
limit the study or evaluation’s generalizability.  The importance of statistically 
diagnosing participant attrition can scarcely be overstated, given that P/CVE 
research and evaluations are commonly concerned, not merely with the results 
from a given sample of participants, but whether, how, or to what extent the 
results might generalize to other, perhaps much broader samples.  Therefore, the 
threat to generalizability, posed by non-random participant attrition, threatens the 
very reason for conducting many, if not most, P/CVE-related research and 
evaluations.   
Non-random attrition prevents research and evaluations from making 
valid claims or inferences about their target populations, and to know whether 
attrition likely threatens the validity of a project’s findings, one must test for it.  
The present article includes step-by-step guidance on how to diagnose participant 
attrition, including discussion of the implications: implications that potentially can 
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and there exists a body of knowledge, and associated techniques, designed to enhance 
participant retention (e.g., see Davis et al., 2002).  Nevertheless, attrition happens; the 
question is, to what extent it matters.   
  If participants dropout completely at random, that is not a problem (from a data 
analytic perspective); that doesn’t threaten the findings’ generalizability.  The only analytic 
drawback to completely random attrition is the reduction in sample size and commensurate 
reduction in statistical power (i.e., the ability to detect significant program effects/outcomes).  
Even if attrition isn't completely random, but is entirely explainable by other measured 
variables (e.g., attrition attributable to age, sex, etc.) the analyses still can be performed 
(Bhaskaran & Smeeth, 2014).2   
  However, if participants dropout for a reason—because of something systematic 
(perhaps the program is disproportionately uncomfortable for certain participants, or there are 
logistical barriers that tend to cause certain participants to dropout)—such factors bias the 
sample and limit the study or evaluation’s generalizability to the participant characteristics of 
those remaining in the study (Kazdin, 2003).  In other words, non-random attrition prevents 
research and evaluations from making valid claims or inferences about their target 
populations, and to know whether attrition likely threatens the validity of a project’s findings, 
one must test for it.  (See below for the recommended method for this test.) 
The importance of statistically diagnosing participant attrition can scarcely be 
overstated, given that P/CVE research and evaluations are commonly concerned, not merely 
with the results from a given sample of participants, but whether, how, or to what extent the 
results might generalize to other, perhaps much broader samples.  Therefore, the threat to 
 
2 If missing data are attributable to other measured variables, the data within the strata of those measured 
variables might be missing completely at random, and—as such—can by analyzed within those strata without 
concern for the biasing effects of missing data (Bhaskaran & Smeeth, 2014).   
Alternatively, data that are missing either completely at random (MCAR) or missing at random (MAR) 
can be estimated (e.g., through Multiple Imputation or Full Information Maximum Likelihood [FIML] 
estimation), and analyses can continue as otherwise intended. 
Bear in mind that if more than one variable has missing data, those variables’ data might be missing for 
different reasons (e.g., MCAR, MAR, or missing not at random MNAR).  Therefore, although it can be time-
consuming, it is necessary to diagnose the degree of randomness of missing data per variable (Grace-Martin, 
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generalizability, posed by non-random participant attrition, threatens the very reason for 
conducting many, if not most, P/CVE-related research and evaluations.  Consequently, it is 
astonishing that analysis and discussion of attrition has not been routinely integrated 
into P/CVE research and evaluations.  Consider the following thought experiment: when 
was the last time that you read a P/CVE-related report where participant attrition was 
reported, not to mention statistically diagnosed, and (if applicable) mitigated?3 
 
How to Diagnose Participant Attrition 
 
To diagnose attrition, the first data-analytic step is to create a variable in the dataset (call it 
“Attrition,” or the like) and code each participant (i.e., each case, each unit of analysis) on that 
variable using a binary system (e.g., 1 = attriter vs. 0 = completer).  Then, using logistic 
regression, the variable “attrition” is set as the dependent variable, and the variable that codes 
each case for its group membership (e.g., comparison group 1 vs. comparison group 2, etc.) is 
set as the independent variable—along with any pretest/program intake measure(s) of interest 
(hereafter “pretest”), and the interaction of group membership with the pretest measure(s)—to 
determine if group membership, and/or any pretest measures, are significantly associated with 
attrition.  In other words, this test reveals the extent to which attrition significantly varies 
between and across the groups.  Of course, one hope that it does not significantly vary: by 
convention, resulting in p-values greater than .05.4  In performing this test, with one or more 
pretest variables, it is important not to adjust the p-values for alpha slippage (aka “alpha 
inflation,” West et al., 2000).  Such adjustments (e.g., the Bonferroni correction) are 
 
3 See Koehler (2017) for an early work that spoke to the importance of measuring attrition of P/CVE programs. 
4 This assumes that the analysis has been performed properly: notably, that any/all outliers have been identified 
through inspection of the residuals and their associated metrics of influence (e.g., Cook’s Distance and 
Leverage).  Typically, any case that is beyond conventional tolerances for the residuals, and one or more 
influence metrics, may be considered an outlier and should be considered for exclusion from the analysis.   
Additionally, logistic regression is sensitive to high correlations (multicollinearity) between predictor 
variables.  Therefore, if more than just the variable for “group membership” is entered as an independent 
variable, collinearity diagnostics must be examined.  Although there is no universally accepted cutoff value for 
determining the presence of multicollinearity (Senaviratna & Cooray, 2019), tolerance values as severe as  ≤ 0.1 
can be considered cause for concern (ibid.), though tolerance values < .2 might also indicate problematic 
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counterproductive to the sensitivity of this procedure intended to identify possible causes of 
attrition (ibid.). 
 
Main Effect for Pretest Measure(s) 
 
If the logistic regression reveals a significant main effect for a given pretest measure, that 
indicates that one should be especially reluctant to generalize the results of the program to the 
broader population of interest (i.e., the population from which the sample was selected, West 
et al., 2004).  Such a finding indicates that participants remaining in the program are no longer 
equivalent to the population from which they were sampled; specifically, they differ (at least) 
according to the pretest measure(s) that demonstrated a significant main effect.  In short, the 
difference(s) between those remaining in the program, vs. those of the sampled population, 
might be at least partially responsible for a program’s outcomes. 
 
Main Effect for Group Membership/Condition  
 
If the logistic regression reveals that attrition is significantly associated with a main effect for 
group membership (i.e., condition)—without a significant interaction between group 
membership and pretest scores—that indicates that at least one of the groups is systematically, 
and especially, prone to dropouts/failures.  In other words, if there is significantly different 
attrition, based on group membership, it indicates that there is something about the 
program/intervention that affects the likelihood that participants will (dis)continue their 
participation (West et al., 2004).  For example, one of the conditions might be relatively too 
difficult (or otherwise frustrating) to participants, or—conversely—it might be too easy (or 
otherwise boring) to them.  Therefore, if there is a main effect for group membership, posttest 
outcomes of the program cannot be attributed solely (if at all) to the intervention itself, but to 
another factor that, at least partially, influences the extent to which individuals are willing to 
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Interaction of Pretest Measure(S) with Group Membership/Condition 
 
If the logistic regression reveals that attrition is significantly associated with the interaction of 
participants’ pretest measure(s) and their group membership, that indicates that whether or not 
participants dropout from (or continue with) the program is associated with (i.e., predictable 
by) the measured pretest attribute(s).  At first glance, a significant interaction would seem to 
indicate yet another shortcoming, if not failure, of the program.  However, diagnosing the 
interaction (i.e., parsing the so-called “simple effects” of the significant pretest measure, per 
group) will reveal how attrition varies between the groups, according to the pretest 
measure(s).  By doing so, the simple effects might reveal that attrition is relatively low for a 
certain type of participant.   
As a hypothetical example, consider two types of P/CVE-related training programs: 
one featuring an intensive (e.g., lengthier and/or challenging) curriculum vs. one featuring a 
basic (e.g., shorter and/or less challenging) curriculum.  It would not be surprising to find a 
main effect of attrition for the intensive program.  However, curriculum type might interact 
with certain pretest attributes: for example, participants’ level of prior experience in the 
domain taught by the curriculum.  If so, as depicted in Figure 1, one might find that attrition is 
especially low (perhaps at its lowest)—even in the intensive program—among those who are 
relatively more experienced.  In short, the more challenging curriculum appealed to this type 
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Figure 1 
Attrition by Program Type and Participants’ Level of Experience 
 
 
This example also touches upon a common misunderstanding that, if attrition rates are 
equivalent between program types (i.e., between groups), there is unlikely to be any 
interpretive problems with respect to comparing those programs’ outcomes (Tabachnick & 
Fidell, 2007; West et al., 2004).  To illustrate why that cannot be assumed, consider (for 
example) that in a basic/easy program, the “most skilled” 5% of participants might drop out 
(e.g., they become bored, or have little need for what the program has to offer); whereas, in an 
intensive/challenging program, the “least skilled” 5% of participants might drop out (e.g., due 
to frustration with the challenges of the program).  Such attrition rates, though equivalent, 
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programs appear to have null/equivalent outcomes—not because of the programs’ approaches 
per se, but because of the performance of those who did not drop out of the programs.  
Therefore, even equivalent attrition across groups should be subject to closer inspection (i.e., 
tested for an interaction between group membership and participants’ pretest/intake attributes, 
Tabachnick & Fidell, 2007). 
 
Implications of an Interaction of Pretest Measure(S) with Group Membership 
As illustrated by Figure 1, diagnosing a significant interaction between the pretest 
measure(s) and group membership may reveal, not only who is most likely to discontinue 
their participation, but—conversely—who is most likely to continue their participation.  As 
mentioned, in the present example, attrition was at its lowest, in the intensive program, among 
those who were relatively more experienced.  This statistical diagnosis is important for (at 
least) the follow three reasons.  First, it serves as evidence that the program might not be 
critically flawed.  Instead, it points to whom the program might be relatively successful (i.e., 
the type of participants who remained in the program).  As such, the second way that this 
diagnosis is important is that it might help program managers to refocus the program’s 
content or activities to orient them toward those for whom attrition was relatively low.  
Concomitantly, the third way that this diagnosis is important is that it might help program 
managers to refocus the program’s marketing or recruitment strategies to orient them either 
toward those for whom attrition was relatively low, or to vary the marketing or recruitment 
strategies according to the pretest-by-group interaction.  (In the previous example, marketing 
the intensive curriculum to those who have greater experience would likely be more 
appealing/effective, than to those with lesser experience, and vice versa with respect to 
marketing the basic curriculum.)  
Therefore, this bit of "bad news"—that there is an aspect of the intervention that is 
influencing dropouts—could be good news in disguise: as mentioned, that the program could 
be revised to tailor it to the types of participants who might benefit most from a given 
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streamlined (perhaps more efficient) curriculum, or informing a more focused (perhaps less 
costly) marketing strategy, or informing participant triage, so that participants are enrolled in 
the program type that they are most likely to complete, based on their pretest attributes. 
 
Conclusion 
One would be unable to take advantage of the aforementioned insights unless attrition is both 
measured and diagnosed as described above. Furthermore, as mentioned, presumed 
programmatic outcomes might actually be illusory: at least partially (if not largely) the result 
of attrition, instead of the result of the program’s content or activities per se.  In short, there is 
simply no sound reason not to measure and diagnose attrition, and—at the risk of placing too 
strong a point on the matter—to fail to do so is tantamount to malpractice. 
Consequently, attrition should be analyzed at the earliest opportunity—if possible, while 
the program is ongoing, or (better yet) in a program’s pilot phase—to diagnose whether 
attrition represents a systemic problem with the program that might warrant immediate 
correction.  Even if analyses reveal that attrition is not significantly associated with group 
membership and/or pretest measures, it is ethical practice to describe the sample 
characteristics (e.g., demographics) of attriters in reports about a given P/CVE program 
(Williams, 2020). 
If your projects have never measured or diagnosed attrition, so be it, but—from this time 
forward—resolve always to measure and diagnose this critical (and potentially program-
salvaging) factor.  We owe this, not only to those who fund our P/CVE programs, but to our 
P/CVE program participants who might benefit from a program that is better tailored to reach 
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