Abstract. Using the Nevanlinna representation of the reciprocal of the Cauchy transform of probability measures, we introduce a two-parameter transformation U T of probability measures on the real line R, which is another possible generalization of the t-transformation. Using that deformation we define a new convolution by deformation of the free convolution.
1. Introduction. In this paper we are going to introduce a transformation of probability measures on the real line R, which is another possible generalization of the t-transformation investigated in [BW1] (see also [BW2] , [Wo1] ). We will call it the Ttransformation.
The definition still bases on the reciprocals of the Cauchy transforms as for the t-transformation, but we will use two parameters, the diagonal graph of which gives the original t-transformation. To define this transformation we will use the Nevanlinna representation of the reciprocal of the Cauchy transform of probability measures, in contrast to the (a, b)-transformation, [KY2] , where we have used the Maassen representation.
Using that deformation we define a new convolution by deformation of free convolution in Section 4.
The central limit measure with respect to the T-deformed free convolution is the same as the one for the original t-deformation and (a, b)-deformation. Because the Tdeformation does not commute with the dilation of measures, proof of the central limit theorem in not as immediate as was for the (a, b)-deformation. We prove the central limit theorem for the T-deformation of free convolution in Section 5.
The Poisson limit depends on the two parameters and is different from the Poisson measure for the (a, b)-deformation. In Section 6 we calculate the Poisson measure for the T-deformed free convolution.
The subsequent sections are devoted to the study of the deformation of the conditionally free convolution. In Section 7 we show that the T-deformed free convolution is different from the convolution obtained as the deformed conditionally free convolution.
In the last section we prove the central limit theorem and Poisson limit theorem for the N -fold T-deformed convolution arising from the conditionally free convolution and show that the central limit measure is still the Kesten measure κ t . An explicit formula of the Poisson measure is also given.
Preliminaries
2.1. The Cauchy transform. Let µ be a probability measure on the real line R, µ ∈ Prob(R). We then denote by G µ (z) the Cauchy transform of the measure µ, for z ∈ C + = {z ∈ C : Im z > 0}, defined as follows
The Cauchy transform G µ (z) is analytic in the open upper half plane C + = {z ∈ C : Im z > 0} and takes values in the open lower half plane C − = {z ∈ C : Im z < 0}, G µ (z) :
Remark 1. For compactly supported probability measures µ the Cauchy transform G µ (z) and the generating function of moments of µ for z in some neighbourhood of zero
Theorem 1 (Nevanlinna theorem). A function F is the reciprocal of the Cauchy transform of some probability measure µ, that is, F(z) = 1 Gµ(z) , if and only if there exist a unique real number α and a unique positive measure ρ such that for z ∈ C
We will call the representation (2.2) the Nevanlinna representation.
For a proof of this fact see for instance [Do] , [Bh] .
Proposition 1. The constant α in the Nevanlinna representation of the reciprocal of the Cauchy transform of the measure µ is equal to Re 1 Gµ(i) . We will call it the Nevanlinna constant of the measure µ.
Proof. Using the Nevanlinna representation for z = i we obtain
and because
Taking the real part we obtain Re 1 Gµ(i) = α. We will also use the representation of the Cauchy transform coming from the following lemma proved by Maassen ([Ma] , see also [Ak] , [AG] ) which characterizes the reciprocals of the Cauchy transforms of measures with finite variance:
+ is the reciprocal of the Cauchy transform of a probability measure µ with finite second moment if and only if there exists a positive finite Borel measure τ on R and real constant α 0 such that for
Remark 2. The representation (2.3) of the reciprocal F (z) of the Cauchy transform of some probability measure µ with finite second moment will be called the Maassen representation. The constant α 0 is equal to the first moment of the measure µ.
It is known, see Akhiezer [Ak] and Akhiezer and Glazman [AG] , that we have the following connection between measures in Nevanlinna and Maassen representations:
Remark 3. Let the reciprocal of the Cauchy transform of a probability measure µ be represented in both Nevanlinna form (2.2) and in the Maassen form (2.3). Then
Remark 4. Assume that the measure µ has the first moment equal to zero and the Maassen representation
The Nevanlinna constant of the measure µ is equal to
Lemma 2. Assume that the measure µ is symmetric and determined by its moments and has the Maassen representation
Then the Maassen measure τ is also symmetric and determinate. Moreover, the Nevanlinna constant of the measure µ is equal to zero.
Proof. For the Cauchy transform of a symmetric measure µ we have
which means that for the Maassen representation we also have
which implies that
so the measure τ is symmetric. Using theorems from [ST] we obtain that the measure τ is also determinate. Moreover, by Remark 4 we have
Recall that for a probability measure µ and positive number λ we denote by D λ µ the dilation by λ, i.e.
Let us note that we have the following relation between moments of a measure µ and of its dilation
Moreover, we have the following
Remark 5. The Cauchy transform of a probability measure µ and the Cauchy transform of its dilation are related by
Proposition 2. Assume that a probability measure µ has its first moment equal to 0 and the following Maassen representation for z ∈ C + :
Proposition 3. Assume that a probability measure µ has mean zero and the following Maassen representation
with the measure τ µ such that the absolute first moment exists (that is,
In particular, for λ → 0
Proof. From Proposition 2 we obtain that
we have
2.2. Free convolution. We are going to recall some basic facts on the free convolution [VDN] , [HiP] . The free convolution µ 1 µ 2 is linearized by the series of free cumulants R µ1 (n) and R µ2 (n). These series are related to the respective measures by the Speicher [Sp] moment-cumulant formulae
where NC(n) is the set of noncrossing partitions of the set {1, . . . , n}. Solving the above equation for R µi (n) we obtain
where (1, . . . , n) denotes the partition with one block containing all the points.
Remark 6. The first free cumulant of a probability measure µ is equal to the mean of µ. The second free cumulant of a probability measure µ is equal to the variance of µ, R µ (2) = σ 2 µ . The cumulants are associated to the respective R -transform, which is a function analytic in a neighbourhood of zero U through the relation
In terms of the R -transform this relation corresponds to the following relation 1
where G µ (z) is the Cauchy transform of the measure µ. The fact, that R -transform is analytic in a neighbourhood of zero follows from Bercovici and Voiculescu's result [BV1] .
2.3. Conditionally free convolution and product of states. In the papers [BLS] , [BS1] the authors present the construction of the conditionally free products and convolutions. We recall their definitions and essential properties. In analogy to the free convolution µ 1 µ 2 , which is linearized by the series of free cumulants R µ1 (n) and R µ2 (n), the conditionally free convolution of pairs of measures
(µi,νi) (n) the conditionally free cumulants. These series are related to the respective measures by the moment-cumulant formulae
where a block π l is called inner when there exists another block π j with a, b ∈ π j with the property that a < p < b for all p ∈ π l . All blocks which are not enveloped in such a way are called outer. Equivalently one can say that outer blocks π j have depth d(π j ) = 0 and inner
The cumulants are associated to respective R-transforms through the relations
In terms of the R-transforms the relations (2.8) and (2.9) correspond to the following relations
where G µ (z) is the Cauchy transform of the measure µ. The functions R c (µi,νi) (z), R νi (z) are analytic in some neighbourhood of zero.
The moments of the N -fold conditionally free convolution can be calculated from the formula
The conditionally free convolution of pairs of probability measures (µ i , ν i ) is a single probability measure µ, however, as noted in [BLS] , if we associate to it the free convolution ν = ν 1 · · · ν N , we obtain an associative convolution of pairs of measures. The associativity property allows us to reduce the N -fold convolution to the binary convolution, thus
3. Definition and properties of T-transformation. By the Nevanlinna theorem, (Theorem 1), a function F(z) is the reciprocal of the Cauchy transform of a probability measure if and only if there exists a positive measure ρ and a real number a = Re(
Proposition 4. Let µ be a probability measure on the real line R. Let t be a real number and s be a positive real number and let T = (t, s). The function G µ (T) (z) defined for z ∈ C + , a real number t and a non-negative number s by the formula
is the reciprocal of the Cauchy transform of a unique probability measure which we will denote by U T µ or µ (T) .
Remark 7. This construction generalizes the t-transformation of measures, where t = s > 0 we have
Remark 8. Lemma 2 shows that for symmetric measures the Nevanlinna constant is equal to zero. It implies that for symmetric measures the T-transformation is equal to the t-and the (a, b)-transformation.
Corollary 1. We obtain the following expression for the Cauchy transform of the Ttransformation of a measure µ
where a = Re Proof. For T = (t, s) from the Nevanlinna theorem it follows that for z ∈ C
Definition 1. For T = (t, s) ∈ R × R + the measure µ (T) will be called the T-transformation of the measure µ and the transformation U T : µ → µ (T) will be called the T-transformation. We have for z ∈ C
Remark 9. The Dirac measure δ 0 is the only invariant measure of the T-transformation.
Remark 10. For T = (t, s) we have the following relation between the Nevanlinna constant of a measure µ and of its T-transformation
.
Now we would like to describe the change of moments, which is done by our transformation. Let µ be a compactly supported probability measure and
Lemma 3. For any positive integer n we have
(1) for the original measure
for the deformed measure
Proof. We use the relation between the Cauchy transform of a measure µ and the generating function of its moments (2.1)
for z in some neighbourhood of 0. From the definition of the T-transformation (3.1) we have
and using the Leibniz formula for differentiation we obtain the formula at z = 0:
It is obvious that the second formula is equivalent to the first one.
Proposition 5. Let T = (t, s), T = (t,s). For a probability measure µ, real numbers t,t and real nonnegative numbers s,s the following properties are satisfied:
(1) U T is a multiplicative semigroup:
where T • T = (t, s) • (t,s) = (tt, ss); (2) for t = 0, s = 0 letT = (1/t, 1/s). Then U T and UT are inverses of each other; (3) dilation of measures does not commute with the transformation U
Proof.
(1) For z ∈ C + we have
By Lemma 10 we have
hence we obtain
a multiplicative semigroup. (2) This is obvious. (3) By Remark 5 showing the relation between the Cauchy transforms of a measure µ and its dilation we have
On the other hand
and because in general
dilation and T-transformation do not commute. Instead we have the following relation
GENERALIZATION OF THE t -TRANSFORMATION

175
(4) We have
Example 1. We calculated the T-transformation of a probability measure, which is supported in δ 0 and δ 1 . We will use these results later on. Let
T-deformation of convolution.
Consider two probability measures µ, ν on the real line, a real number t and a positive number s and a convolution ⊕ (for instance classical convolution, free or Boolean convolution). We define the T-deformation of the convolution ⊕ by the relation
Proposition 6. If a given convolution ⊕ is associative, then for t ∈ R, s > 0 the T-deformation of the convolution ⊕ is also associative.
Proof. For measures µ, ν, θ we have
Suppose that for a given convolution ⊕ we have a cumulant transformation, that is, a map µ → {R µ (n)} which satisfies the following linearization property
Then there exist cumulants for T-transformation. Indeed, we have Remark 11. If the convolution ⊕ has cumulant transformation R then for any t ∈ R, s > 0 and any positive integer n define
But as in the case of t-transformation cumulants are not uniquely defined, since for any sequence σ = (σ n ) the new cumulant defined as R ⊕ T µ (n) = σ n R ⊕ T µ (n) also has the linearization property.
5. Central limit theorem for T-deformed free convolution. Now we will study the limit of a sequence of measures of the form
Lemma 4. Let µ be a compactly supported probability measure on the real line with mean zero and the following Maassen representation
with the measure τ µ such that its absolute first moment exists. Then
(5.1)
Proof. Using the relation between moments of measure and of its dilation (2.4) and Lemma 3 we obtain
By Proposition 3 we have
In particular for λ → 0 and for n = 1 we have
For n = 2 we have
Hence by induction for λ → 0 and n
Lemma 5. Let µ be a compactly supported probability measure on the real line with mean zero, variance equal to 1 and the Maassen measure τ such that its first absolute moment exists. Then
Proof. Let us observe that for a measure µ with mean zero and variance equal to 1 the measure D λ µ has the first moment m D λ µ (1) = 0 and the second moment m D λ µ (2) = λ 2 . The measure U T (D λ µ) has the first moment
and the second moment
Because of the moment-cumulant formulae for the free convolution (2.6), for the Tdeformation of dilation of measures we have
Moreover, for k = 3 by the moment-cumulant formula
hence by Lemma 4 we have
and by induction: if in π there exists a block B such that |B| ≥ 3, then
If not, there must be at least two blocks,
This fact ends the proof.
Theorem 2 (Central limit theorem for the T-deformed free convolution). Let T = (t, s) and µ be a compactly supported probability measure on the real line with mean zero, variance equal to 1 and the Maassen representation
where the first absolute moment of τ µ exists. Then the sequence
N µ is weak-convergent to the Kesten measure κ s with parameter s.
Proof. The sequence of N -fold T-convolution of the measure µ is of the form
−1 ν N and because by definition for an arbitrary measure ν
and therefore
and ω s is the semicircular law with mean 0 and variance s. Hence the sequence
Because the Cauchy transform of such a Wigner measure is equal to
, hence the measure ξ is equal to the t-transformation of the measure ω s , which means that ξ is equal to the Kesten measure κ s with parameter s.
6. Poisson type limit theorem for T-deformed free convolution. For a number λ > 0 consider the sequence of measures
We define the Poisson measure as the limit (if it exists)
Recall that from Example 1 it follows that the Cauchy transform of the T-transformed measure µ N is equal to
The related cumulants and R-transform are defined as follows
We can use cumulants R T µ (n) and calculate
where
with respect to composition of functions. To calculate it we have to solve a quadratic equation. A straightforward calculation gives
,
It gives for the respective Voiculescu's R -transform
For the measure
we get
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Taking the limit as N → ∞ we obtain
which gives that
we obtain
Using the relation (6.1) once again we can calculate the Cauchy transform of the measure U T (p λ ). Indeed, we have 1
which implies that G U T (p λ ) (z) = 2 + 2 z − s λ − t λ − (2 − 2 z + s λ + t λ) 2 − 16 s λ 2(2 z + s λ − t λ) .
we can apply the definition of the T-transformation (3.1) and obtain
λ(12 s − 4 t − (s + t) 2 λ) + 16(2 + (s + t)λ) 2 + λ 2 (4(−3 s + t) + (s + t) 2 λ) 2 2 , we obtain G p λ (z) = st(4A(s − t) − t(−2 + (2 − 4s)z + sλ + tλ + (2 − 2z + sλ + tλ) 2 − 16sλ)) 4(−1 + s)st 2 z 2 + bz + c , × ((4 t − 5 z)(−1 + z) + s(4 + z)).
We will show that 8. The N -fold convolution. In this section we will only consider the T -convolution of N measures as
(µ i , U T µ i ).
Theorem 3 (Central limit theorem). Let T = (t, s) and µ be a compactly supported probability measure on the real line with mean zero and variance equal to 1 and the Maassen representation 1
when the first absolute moment of τ µ exists. Then the sequence
is weak-convergent to the Kesten measure κ s as N → ∞.
Proof. The sequence of N -fold T -convolutions of the measure µ is of the form thus by a similar argument as in the case of the central limit theorem in [BLS] , the sequence µ n is weak-convergent to the pair (κ s , ω s ), defined by the requirement R Theorem 4 (Poisson type limit theorem). For λ > 0 define for all N µ N = 1 − λ N δ 0 + λ N δ 1 , N ≥ 1.
Then for T = (t, s) we have
