Summary
Introduction
Area V5 of the primate visual cortex has given us profound insights into the organization of the brain, and chief amongst these is the functional specialization that is a feature of the different visual areas within it (Zeki, 1974a (Zeki, , 1978 . The specialization of V5 itself, in both monkey and man, is for visual motion, one of the most primordial visual signals. Because of the importance of motion vision for quick detection and early evasion, both of which might involve conscious decisions, one would naturally assume that signals reach V5 rapidly, perhaps more rapidly than other visual areas which are concerned with other attributes of the visual scene, such as form or colour. The input to V5 is dominated by the magnocellular or M system which is well suited to register motion and which also provides an important input to other prestriate areas such as V3 and the thick stripes of V2 (for a review, see Zeki and Shipp, 1988) . One might, therefore, expect that a motion stimulus would activate these areas, in addition to V5, which is precisely what human imaging studies have shown . Here the electrophysiological literature presents us with a puzzle.
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Studies of evoked visual activity in human cerebral cortex that have employed motion have concluded that the prestriate cortex, including area V5, is not activated by motion (Maier et al., 1987; van Dijk et al., 1987) ; other studies have concluded that any activity in the prestriate cortex follows that in the striate cortex (VI) in a sequential manner (Drasdo et al, 1993; Probst et al., 1993) , with peak times in prestriate cortex variously given at the surprisingly long latencies of between 163 and 220 ms after onset of visual motion. But evoked potentials recorded from the scalp give a somewhat imperfect guide both to the timing of arrival of signals in the cortex and to the origin of the evoked activity (Regan, 1989; Celesia et al, 1993) . A far better measure of the arrival of signals is obtained by intracortical electrodes and direct extracellular recordings from human brains have shown that the earliest signals reach the striate cortex with latencies of -30 ms (Wilson el al, 1983; Ducati et al, 1988) , while recordings from the monkey striate and prestriate cortex have detected neuronal activity at -30 ms for flash, pattern reversal and moving stimuli (Kraut et al, 1985; Petersen et al, 1988; Raiguel et al, 1989; Schroeder et al, 1991; Kawano et al, 1994) .
Here enters the second puzzle in the picture provided by evoked potential studies. It has been supposed that if signals reach the prestriate cortex they do so through VI, never directly (Kaufman and Williamson, 1990; Drasdo et al, 1993; Probst et al, 1993) . Such conclusions sit oddly with the evidence derived from anatomical studies in the monkey which show that not only is there an input to V5 from VI (Cragg, 1969; Zeki, 1969 Zeki, , 1971 ) but that there is also a direct input to the prestriate cortex which by-passes VI, either from the lateral geniculate nucleus (Fries, 1981; Yukie and Iwai, 1981) or from the pulvinar (Standage and Benevento, 1983) . What the function of these direct pathways may be has not been clarified, but our studies with patient G.Y., blinded by a lesion in VI, show that he can discriminate consciously the direction of motion of crude visual stimuli under conditions in which signals reach the prestriate cortex, including areas V5 and V3, directly, without passing through VI (Barbur et al., 1993) . Such results suggest that the direct input to the prestriate cortex, even though less prominent than the one through VI, may nevertheless be a significant input, capable of mediating an independent, conscious visual perception of motion without the active participation of VI.
Thus the two connected problems-of the timing of arrival of visual signals linked to motion in the visual cortex and of the sequence in which the striate and prestriate cortex are activated-seemed to be worth investigating. Thirty years of evoked potential literature has taught us that such a study is fraught with difficulties, for there is no obvious and straightforward relationship between the evoked activity registered from the scalp and the underlying firing of cells in the cortex (Regan, 1989; Celesia et al, 1993) . In spite of these difficulties, the results of clinical studies suggested to us that we could use this apparently imperfect technique to advantage to solve our problem. The clinical evidence relates to the perception of motion in the absence of VI or of V5. We found a very interesting difference in the effects of VI and V5 lesions on visual motion perception. In both types of lesion some degree of crude visual motion perception is possible and, in both, the affected patient is consciously aware of having seen the visual stimulus. But there the similarity ends. Patients with lesions in VI can only detect high contrast stimuli that are rapidly displaced, e.g. at >15° s" 1 , and our studies with PET have shown that this residual vision is mediated by prestriate cortex (Barbur et al., 1993) . By contrast, the studies that we and others have done on patient L.M., with a lesion in V5, have shown that such residual visual motion that she has is limited to very slow speeds, <6° s~', presumably mediated through the intact areas of the cortex, including areas VI and a functionally impaired V3 (Hess et al., 1989; Shipp et al, 1994) . We hoped that these clinical observations contained within them the answer to our dilemma, for if fast motion were able to activate prestriate cortex without VI and slow motion VI without prestriate cortex, then this may be the key to finding parallel activation. Our experiment revolves therefore around the question of whether signals from fast moving stimuli have direct access to prestriate cortex. Our working hypothesis was very simple: we reasoned that signals from slow moving stimuli reach VI first and are then relayed to the prestriate cortex in the conventional sequential manner, consistent with the previously published evoked response literature; by contrast, signals from fast moving stimuli are relayed directly to V5 and possibly V3, without passing first through VI, a result that would be inexplicable by an exclusively sequential model of the visual cortex. Put more simply, we reasoned that subcortical nuclei send parallel inputs into striate and prestriate cortex, but that whether the two inputs become active simultaneously depends on the speed of the stimulus. If true, this would imply that the direct input to the prestriate cortex depends upon the stimulus and is not an immutable feature; there is, in other words, a dynamic parallelism. At any rate, it seemed worth testing this hypothesis. In the event, it provided us with surprising results, not hinted at by the evoked potential literature.
A brief, preliminary report of these results has been published elsewhere (ffytche et al., 1994) .
Methods

General background
To undertake such a study, we needed a technique that had enough temporal resolution to show the arrival of fast signals in the visual cortex, and enough spatial resolution to be able to distinguish between striate and prestriate activation. The only technique with adequate temporal resolution is the visual evoked response, even though, with the exception of those who have used intracortical electrodes (Ducati et al, 1988) , specific electrical filters (Whittaker and Siegfried, 1983) or large numbers of averages (Yoneda et al., 1995) the method itself has not hinted that signals might arrive in the visual cortex at delays of <35 ms. The principle behind this technique is that a visual stimulus sets in train a series of neuronal responses that produce electrical currents within the brain. These evoked currents are a result of voltage gradients set up within the cortex along the long axis of pyramidal cells, by post-synaptic depolarization and hyperpolarization (see Lopes da Silva and Van Rotterdam, 1987) . The currents are much smaller than the spontaneous background cerebral activity and are only detectable after signal averaging, but it is these same voltage gradients that are recorded as the visual evoked response of the EEC The magnetic fields produced by the currents are detectable as the visual evoked response of the MEG. The electrical field detected by the EEG and the magnetic field detected by the MEG are thus intimately connected, both being manifestations of the same cortical current. No matter where the evoked current is located within the brain, and there may be several currents each arising from a different cortical area, it will always have an electrical gradient and a magnetic field associated with it. What is less at University College London on September 11, 2012 http://brain.oxfordjournals.org/ Downloaded from certain is whether these fields can always be detected outside the head. There are three issues to consider here: (i) the distance of the neuronal source current from the magnetic and electrical sensors; (ii) the cancellation of equal and opposite currents; (iii) the orientation of the neuronal source current with respect to the surface of the head.
With respect to issue (i), direct comparisons of depth and surface electrodes (Cooper et al., 1965; Alarcon et al., 1994) have shown that physiological activity deep inside the head cannot be directly detected by electrodes or magnetic sensors outside the head; rather the EEG and the MEG are dominated by activity in the cortex immediately below it. Since our areas of interest, VI and the prestriate cortex (more specifically areas V5 and V3), are known to be on the surface of the brain, at least in part, we felt confident that the external detectors would be close enough to the evoked currents in these areas to detect their electrical and magnetic fields. VI is situated on the occipital pole, extending onto the medial surface of each hemisphere, while V5 and upper V3 are on the lateral surface of each occipital lobe, the latter extending onto the medial surface (see Watson et al., 1993; Shipp et al., 1995) .
Issue (ii) is of the cancellation of currents. If several currents are induced around a spherical dendritic tree, e.g. that of a stellate cell, then the currents on one side of the neuron will cancel the currents on the other side producing a 'closed field' and, as a result, no magnetic or electrical field will extend outside the head (Lorente de No, 1947) . A 'closed field' can also occur on a larger scale following the activation of an approximately spherical area of cortex, but the overall configuration of areas VI, V5 and V3, none of which is spherical, suggests that, while some cancellation of current would take place, these areas produce an electrical or magnetic field detectable outside the head.
Issue (iii) is of the orientation of the current. Radial currents do not produce an external magnetic field (see Romani, 1989) . This is because the magnetic field produced by a current is orthogonal to the axis of the electrical gradient (Faraday's right hand rule) and, more importantly, because a radial current within a sphere produces secondary currents that cancel the component of the magnetic field which extends outside the head. Figure 1 demonstrates how a current flowing from the depth to the surface of the cortex on the crest of a gyrus will produce a magnetic field that does not extend outside the head and is thus not detectable, however close it is to an external MEG sensor. By contrast, the area of electrical positivity is directly under the skull, very close to the EEG electrode, and is thus easily recorded. Conversely, currents in the wall of a gyrus, again flowing from the depth to the surface of the cortex, will produce a magnetic field that, in this case, does extend outside the head, and an area of electrical positivity that will make less of a contribution to the EEG.
As the EEG and MEG methods are complementary we decided to use simultaneous recording of the evoked electrical and magnetic fields to test our hypothesis [electromagnetoencephalography (EMEG)]. While we were satisfied that we could fulfil our prerequisite temporal resolution we were left with the problem of spatial resolution. The MEG has a better spatial resolution than the EEG because it is less affected by the blurring effects of the skull and cerebrospinal fluid (Romani, 1989 ) but we remained concerned that, in order to localize a source such as V5 or V3, we would need to rely on a further mathematical interpretation of the recordings, a procedure riddled with uncertainties. This results from the fact that the external EEG and MEG fields cannot give a unique answer to the location of a source within the head. A straightforward analogy would be that knowing a sealed opaque jar contains £10 does not enable one to say which coin combinations make up the sum. This problem is known as the inverse problem and a number of mathematical strategies have been developed to provide a solution, none of which can give a unique source location and each of which is open to criticism (Balish and Muratore, 1990) . In order to avoid the ambiguity inherent in an inverse solution we therefore preferred to localize our current sources with a different technique. We turned to the results of our previous studies, in which we had used the technique of PET to detect changes in regional cerebral blood flow when subjects were presented with a moving as opposed to a stationary checkerboard . Changes in regional cerebral blood flow were found in VI and the prestriate cortex, including areas V2, V3 and V5. The PET technique, however, lacks the temporal resolution to show the sequence of activation between these areas. It seemed reasonable to combine the temporal merits of the EMEG with the spatial merits of PET. Using the locations derived from our published PET studies and the laws that govern the electrical and magnetic fields produced by the current sources, we used a computer model to predict what the activity on the scalp would look like when these different areas in the visual cortex are active. We then looked at the real evoked EMEG data to see if and when these predicted fields occurred, and hence the sequence of activation between cortical areas. In summary, we compensated for the poor spatial resolution of the evoked response by localizing our sources with published PET evidence and we compensated for the poor temporal resolution of PET studies by using the EMEG approach.
Modelling
The details of the modelling procedure are described in the Appendix, but we will present the results here and show that the electromagnetic field distributions allowed us to distinguish striate and prestriate activity. Figure 2 shows the EMEG field produced when current sources are placed in both hemispheres on the modelled cortical surface in area VI, along the length of the calcarine fissure, the lingual gyrus and the cuneus (Stensaas et al., 1974) . On the right is the electrical field (high potentials light, low potential dark) with a maximum on the mid- line. The EEG amplitude declines steeply laterally so that at 10 cm from the midline the voltage is less than one-tenth of its maximum value. The associated magnetic field is shown on the left and demonstrates a quadrapolar pattern with a pair of magnetic fields, one going into the head and one coming out, on each side of the midline. Hence, with appropriately placed MEG sensors, one would expect to see a phase reversal between the midline and lateral occiput or above and below the equator. An important conclusion was that the EMEG field is dominated by the region of striate cortex that extends onto the occipital pole, the cortical representation of the fovea. The consequence is that, as long as the occpital pole is activated, the distribution of EMEG remains the same, even if a moving stimulus is better detected in the periphery of the visual field and hence the anterior extent of the calcarine fissure.
The exact position of human area V5 with respect to the gyral anatomy, whether it lies predominantly on the crest or in the wall of the gyrus, is important as it influences the distribution of the predicted magnetic field. Figure 3A shows a section of human inferior temporal gyrus, stained to show the patterns of myelination. In this example, the myelinated area which corresponds to Flechsig's Feld 16 and to area V5 as well appears on the crest of the gyrus and extends onto both walls (S. Zeki, unpublished data) . If the gyrus is orientated radially in the skull, then it is predominantly activity in the walls that will be detected by MEG sensors.
The result of placing current sources in V5 bilaterally, after incorporating the anatomical and PET evidence into the model, is shown in Fig. 3B . The electrical field is the opposite of that produced by VI, with an electrical maximum lateral to the midline and a voltage gradient of 5:1 from lateral to midline. The maximum lateral voltage is in a region that is not covered by the conventional 10-20 or the Queen Square electrode system [see Regan (1989) for a description of the electrode positions], which necessitated the development of our own electrode system {see below). In contrast, the magnetic field, while shifted laterally, is qualitatively the same as the result of placing sources in VI.
Finally, Fig. 4 shows the distribution of magnetic and electrical fields when sources are placed in VI and V5 simultaneously. The important difference between this pattern and that produced by sources in VI alone is that, for simultaneous striate and prestriate sources, there is more activity lateral to the midline, resulting in a smaller voltage gradient (3:1 as opposed to 10:1). This pattern is unaltered when we include prestriate sources in a region of the cortex corresponding to area V3 , Shipp et al., 1995 .
In our model we assume that the density of evoked current is the same in different regions of the cortex, so that the amplitude of the surface EEG or MEG produced by a given area results simply from a combination of its size, its orientation and its distance from the scalp. Of course the polarity of the electrical field and the direction of the magnetic field that the modelling program calculates is arbitrary, depending on whether we model the current source flowing from the surface to the depth of the cortex or vice versa. What does not change, even by inverting the currents, is the surface map or topography of the fields. It should also be noted that, since the model itself describes the EMEG topography at an arbitrary point in time, it does not in itself give any temporal information. While the modelling program can give a mathematically correct estimate of the distribution of electrical and magnetic fields, it is in a sense unnecessary as, on a very simple level, it is obvious that activity on the lateral surface of the brain will produce an EEG field that extends further from the midline than activity originating in the occipital pole alone. Considering the marked differences in EEG field distributions on the scalp we felt confident that we should be able to differentiate striate from prestriate activity and thus be able to determine the sequence of activation of these areas. If a moving stimulus of appropriate velocity activates prestriate as well as striate cortex, then this should be reflected in the surface distribution of electrical activity recorded over the occiput. In contrast, the predicted magnetic activity was similar regardless of the cortical areas modelled; we therefore decided to concentrate on the pattern of evoked electrical activity and to use the simultaneous MEG recordings to aid our interpretation of the results.
Stimuli
Because we had used the published PET results to localize our current sources and to model the predicted EMEG fields, it was important to match the characteristics of the checkerboard used in our PET study as closely as possible. We therefore used the identical checkerboard in our evoked response experiments and kept the luminance, contrast and the position in the visual field the same. However, unlike the PET experiments in which each subject viewed the moving checkerboard presented for 90 s six times, many more presentations are required to obtain an evoked response. We had to shorten the presentation time, but we were also aware MEG EEG that the time we chose would have a substantial effect on the waveform of the evoked response. The percentage time a checkerboard moves with respect to the amount of time it remains stationary (duty cycle) and the time between successive movements (interstimulus interval) alters the waveform of the evoked activity (Schlykowa et al., 1993; Bach and Ullrich, 1994) . Since our main concern was to detect the first signals arriving in the cortex and determine whether they arrived sequentially or in parallel, it seemed reasonable to choose a duty cycle and interstimulus interval that emphasized the earliest components of the evoked response. The only other checkerboard characteristic that needed to be changed was the check size. Like presentation time, the check size also has an important influence on the EEG Fig. 4 The result of modelling sources in VI and V5 simultaneously. The conventions are as in previous figures.
waveform of the evoked response. We chose smaller checks (11' and 22') that emphasized the earliest components of the response (Onofrj et ai, 1991; Bodis-Wollner et ai, 1992) . The choice of a control stimulus with which to compare our movement evoked responses, ideally one that did not activate the prestriate cortex, proved more awkward. One problem resulted from the fact that it was difficult to eliminate the impression of motion in reversing checkerboard stimuli. In the pattern reversal condition, all checks changed from black to white and visa versa at the same time, producing a strong sensation of a jumping movement. Similarly, a stimulus designed to match the moving checkerboard for the number of contrast changes occurring in a given time (asynchronous pattern reversal) resulted in a strong impression of incoherent motion. Another problem was that, in the macaque, the appearance of a stationary checkerboard (pattern onset)-without an obvious directional or motion componentactivates the neurons of V5 and the related area V5A (MST) within 30 ms (Kawano et ai, 1994) . One might predict, therefore, that all three stimuli would activate the prestriate cortex in exactly the same way as a moving checkerboard and thus prove poor controls. One solution was to use the opposite of pattern onset-pattern offset-where the checkerboard changes to an isoluminant grey. This stimulus did not produce an obvious impression of motion. In the end we decided to use pattern offset and the two reversal conditions to compare with fast motion.
Subjects and materials
Six male volunteers with normal corrected vision were tested with ethical approval. All gave their informed consent. Subjects 1 and 2 had previously been investigated with PET and the locations of VI/V2, V3 and V5 established. All six subjects had electrical evoked responses. Since we were using the MEG as a secondary measure, however, only half of these had simultaneous electrical and magnetic evoked responses. Table 1 shows the number of evoked response averages from each subject for each of the five conditions. The asynchronous reversal condition was tested in one subject and not used in the statistical comparisons. Subject 2 was unable to complete all four conditions, and we therefore have no record of his response to slow motion. The repeated averages from the same condition were summed to derive a single, individual mean response. Amplitude and latency values from the six individual mean responses were used in the statistical tests and the individual mean responses were combined to make grand average responses for each condition, thus ensuring that each subject contributed equally to the results.
The stimuli were presented on a high resolution Amiga monitor (Commodore Business Machines Inc., West Chester, Pa., USA) with a screen refresh rate of 50 Hz (20 ms frame rate) and consisted of a stationary random checkerboard, identical in all conditions, covering the central 30°X20° of the visual field, each check subtending 11' or 22', presented for 900 ms (45 frames) at a contrast of 91% and a luminance of 109 cd/m 2 with a central fixation point (as the checkerboard is not symmetrical, this value is the luminance of a matched, isoluminant grey field). To elicit a movement response, the stationary phase was followed by coherent horizontal motion in one direction at between 5° s "' and 22° s ~', for 200 ms (10 frames), using a hardware scroll to redraw the checkerboard displaced by a fixed number of pixels each frame. In the pattern offset condition, the stationary phase was followed by the checkerboard changing to an isoluminant grey, while in the pattern reversal condition the stationary phase was followed by a reversal of the checks from black to white and white to black and a second reversal in the opposite direction at 200 ms. In the asynchronous pattern reversal condition, the stationary phase was followed by a 200-ms period in which each check reversed independently and at random, in order to match the contrast changes at each point on the screen in the fast motion condition. Thus the moving or asynchronously reversing stimuli appeared to be identical when the field of view was restricted to a small region. The frequency of reversals in the asynchronous condition could be altered to match both the slow and fast moving stimuli (see Fig. 5 ).
In order to minimize magnetic noise and thus allow simultaneous recording of EEG and MEG, we placed the monitor as far from the MEG sensors as possible. To increase the visual angle subtended by the checkerboard to match the PET experiments, an optical system was designed to magnify the distant screen. Subjects lay prone on a pneumatic bed with their heads supported by a head rest. They viewed the monitor using a fixed pair of binoculars and mirror (see Fig. 6 ).
Recording arrangements
The EEG was recorded using a grid of nine Ag/AgCl electrodes with 5 cm spacing over the hemisphere (one right and one left) that showed the greater V5 regional cerebral blood flow response in our previous PET study . In the four subjects who had not undergone a PET study, the grid was applied to the right hemisphere. The electrode locations (Fig. 7) were arranged so that the activity in striate and prestriate cortex predicted by our model would be detected; thus for a right hemisphere application the top left electrode was placed at Oz (10% of the nasion-inion distance above the inion). To bring the lowest row of electrodes as close to the inferior surface of the skull as possible, subjects lay with their necks maximally flexed. In subject 5 an additional six electrodes were placed in symmetrically equivalent locations over the left hemisphere and a further electrode 5 cm above Oz. All electrode impedances were maintained below 3 kQ and were referenced to Fz (midline electrode 30% of distance from nasion to inion). The EEG was band pass filtered between 0.3 s (30% reduction at 0.5 Hz) and 700 Hz on a Mingograph EEG Universal (Siemens Elma). The MEG was recorded using a hexagonal array of six second-order gradiometer pick-up coils coupled to radiofrequency superconducting quantum interference devices. The gradiometers operate at liquid helium temperatures and are housed in a non-magnetic glass-fibre dewar. The pickup coils were balanced in situ after each thermal cycle from room temperature. The dewar was supported from the ceiling by a wooden gantry that allowed it to be moved and tilted to optimize positioning with respect to the occiput. The recordings took place in an unshielded environment with noise levels of 22-24 fT/VHz above 2 Hz. To help minimize ambient noise the recording sessions were performed at night. The MEG was band pass filtered between 0.75 and 100 Hz with additional notch filters at 50 and 150 Hz to remove mains interference. The MEG sensor positions with respect to the occiput were recorded in two of the subjects by measuring the distance of three markers on the dewar rim from appropriate EEG electrodes.
Triggered by a pulse from the Amiga, an epoch of at least 312 ms of the filtered EEG and MEG was digitized at 1.6 KHz on a Microlink 16 channel 12 bit A/D converter, using a sample and hold procedure. A 60 ms pre-stimulus interval -was included in each epoch by triggering the A/D converter before the start of the moving, reversing or offset phase of the visual stimulus. The A/D converter was connected via an IEEE 488 standard bus to an IBMcompatible 486DX2 PC. Data acquisition and averaging were controlled by in-house software. A threshold voltage that discriminated eye blink or electromyographic artifact and artifact free EEG was set for each subject. Epochs exceeding the threshold were rejected on-line. One hundred sweeps of artifact-free EEG or EMEG were summed and averaged for each response. After DC linear trend and baseline correction, the averages were digitally filtered between 3 and 45 Hz using a discrete Fast Fourier transform method. All voltage measurements were made with respect to the pre-stimulus interval. For each electrode the voltage was displayed numerically in steps of 600 (is and the timing of the most negative number in the 60-120 ms time window was taken to be the latency of Nl. In some electrodes the response in the same time window was dominated by PI, with the Nl component appearing as a deflection on the positive wave. In these instances the latency of Nl was taken as the most negative number in the deflection. Contour maps of the voltage distribution over the occiput were produced by linear interpolation method. Statistical comparisons were made using a two-way, repeated measures ANOVA (Electrode location X Condition) after normalization of the N1 component (McCarthy and Wood, 1985) . Correlations in the time window of / = 0 ms to t = 270 ms between the evoked activty at Oz and each of the remaining eight electrodes (elecX) were produced for a range of time differences between the two records (7) using the formula:
Results
The results demonstrate three salient features: that the EMEG topography in the movement evoked response cannot be explained by the activation of striate cortex alone; that signals arrive in the striate and prestriate cortex in parallel; that the parallelism is dependant on the characteristics of the stimulus.
The grand average EMEG distributions in each of the five conditions are presented in Figs 8-10 and show several features. Figure 8A shows the grand average of fast motion responses. The evoked response is widely distributed over the occiput and, comparing these results with those in Fig. 8B , where the EEG electrodes are placed on both sides of the head, it can be seen that the response is symmetrical across the midline; it follows that we are not losing information by recording from one side of the head only. The evoked EEG activity shows an early positivity (P°), with an onset of 47 ms at the midline and 35 ms laterally. There follows a sequence of negative and positive waves (Nl, PI, N2). Since, for our purposes, the arrival of signals in the different cortical areas were of greatest interest, we have restricted our analysis to the earliest responses-the P° and Nl waves.
The distribution of EEG voltage over the nine electrodes at the peak of the Nl response (78 ms) is shown in Fig. 8E where the maximum EEG amplitude is at the midline and there is a moderate downward gradient of voltage from midline to lateral electrodes (1.5:1). Simultaneously with the Nl response, the MEG shows a phase reversal (magnetic field coming out of the head in one set of sensors and going into the head in another) between the medial (6 and 5) and the lateral (1 and 3) MEG sensors (Fig. 8F) . The distribution of the Nl and the associated MEG phase reversal closely matched our predictions of simultaneous striate and prestriate activity, whether the latter is due to V5 alone, or V5 and V3 (cf. Fig. 4 ). In fact, this distribution is specific to fast motion as the contour maps in Fig. 9C and F demonstrate. In both . Figure 9B and E shows the simultaneous MEG phase reversal. The EMEG distribution in both control conditions matches our modelled predictions for striate activity (see Fig. 2 ). The difference in EEG distribution between fast motion and control conditions at Nl can be tested using a two-way ANOVA for repeated measures, after standardizing the Nl amplitude (see McCarthy and Wood, 1985 Having established that the recorded EMEG field in the fast motion condition matches the modelled prediction for simultaneous striate and prestriate activity, we can turn to a consideration of the sequence of activation of these areas. An important observation is the fact that the lateral prestriate EEG activity starts at the same time or indeed slightly before the midline activity. This is evidenced by the change in EEG distribution between 63 and 78 ms shown in Fig. 8E . At 63 ms the EEG map matches the modelled distribution for V5 activity with a lateral peak and a midline minimum (cf .  Fig. 3B) ; 15 ms later the map has changed to the simultaneous striate and prestriate pattern. The change in the contour map results from the fact that the Nl peak recorded laterally precedes the midline Nl peak by 2 ms (77±8 ms lateral electrode 6 versus 79±8 ms Oz). This latency shift is small compared with the differences in latency between subjects at any one electrode, although it is statistically significant in a subgroup of three individuals with responses of the same latency and prominent lateral Nl activity (P < 0.05-twotailed t test for related samples). A more elegant way of demonstrating the latency shift is to compare the entire Nl wave at the midline and laterally, rather than use the single value for latency. In order to enhance Nl before making the comparison, we first normalize the latency of Nl in each subject by shifting the individual mean responses in time until Nl in each subject is aligned at the Oz electrode. The resultant 'latency-normalized' grand average response is filtered between 18 and 24 Hz to further emphasize the Nl component, although the result remains the same without this selective filtering. We then assess the relative timing of Nl at each electrode with respect to Oz by using the correlation method described above. Nl in the lateral electrodes 6 and 9 best matches Oz at approximately -6 ms (correlation electrode 6 = 0.75; electrode 9 = 0.85), con- firming that lateral Nl activity (the activity we are attributing to V5) precedes the midline or striate activity (Fig. 10D) . If we make the assumption that signals cannot be relayed through an area without causing an EMEG deflection, then we are forced to one sole conclusion, namely that signals are arriving in the prestriate and striate cortex independently and in parallel.
Our argument that the parallel activation of the prestriate cortex is velocity-dependant would be greatly strengthened if the early V5 activity were not found with slow moving stimuli. This is exactly what we found. For slow moving stimuli, the lateral activity follows the medial activity by 5 ms (100±8 ms Oz, 105±10 ms lateral: P < 0.05-twotailed / test for related samples of five individual means). Correlating the entire Nl wave medially and laterally, as for fast motion, the lateral Nl in electrodes 6 and 7 follows the midline by -12 ms (Fig. 10D correlation electrode 6 = 0.7; correlation electrode 3 = 0.75). Figure 10A shows that the slow motion response (shown in black) is delayed with respect to the fast motion response (shown in grey); in order to illustrate the difference between slow and fast motion, we have normalized the responses at Oz for each individual in both conditions to a single value. The results are presented in Fig. 10E where the temporal relationships between the two conditions and electrode location for the Nl response are summarized.
In order to ensure that eye movement artifact did not account for the more lateral distribution of the fast motion activity, we recorded the electro-oculogram of one subject. Eye movements are associated with MEG activity detectable at virtually any scalp area (Oakley et al., 1989) and could be a source of EEG artifact by influencing the reference electrode. The record, shown in Fig. 11 , demonstrates that the evoked response is not contaminated by eye movement.
Discussion
From the results given above, we draw the following conclusions, (i) Signals relating to fast visual motion reach the prestriate cortex before they reach the striate cortex. It follows that there are parallel inputs to striate and prestriate cortex, at least as far as motion is concerned, (ii) Signals relating to slow visual motion do not reach the motionspecialized prestriate cortex in parallel, but rather are relayed through VI. It follows that the parallelism we speak of is not rigid and ever present; rather it is dynamically tuned to the stimulus.
EEG, MEG and modelling
In discussing the evoked activity we will highlight several points.
(i) Our evoked responses to pattern offset and pattern reversal EEG are identical to those obtained in other studies (Onofrj et al., 1991; Halliday, 1993) . In the fast motion condition the PI response corresponds to the activity described by Clarke (1973a, b) , Spekreijse et al. (1985) and Van Dijk et al. (1987) .
(ii) The evoked response does not end with the P° and Nl waves, and there are obvious differences between the motion and pattern offset conditions when considering PI and N2 (cf. Figs 8A and 9A ), but we have restricted ourselves to a consideration of the early components as these later activities must reflect not only the signals arriving in an area for the first time, but also processing within an area, as well as the return of signals along the descending projections from higher areas that characterize the circuitry of the visual cortex (Zeki and Shipp, 1988) .
(iii) Our analysis of the different conditions is not of the amplitude of the early evoked activity, which varies between conditions, but rather its distribution as revealed in the Nl contour maps. The amplitude of Nl is greatest for pattern offset or pattern reversal, less for fast and slow motion and absent for asynchronous reversal. We believe that this does not imply that more signals reach the cortex in the former as compared with the latter conditions but rather that some stimuli are able to evoke a clear early component, while others are not.
(iv) The evoked responses vary in the prominence of P°i n the grand average figures; being a distinct feature of fast and slow motion, but not of pattern reversal and pattern offset.
(v) The MEG has a distinct phase reversal from midline to lateral occiput in all stimulus conditions, although the amplitude of the reversal varies with the size of Nl. As our modelling predicted, the addition of prestriate activity in the fast motion condition, while changing the EEG topography, did not alter the MEG topography.
The interpretation of our evoked responses, attributing the differing patterns of activation to different cortical areas, depends on the validity of our model. We have used the average Talairach brain in the model (Talairach and Tournoux, 1988) and are thus obscuring individual variations in the gyrification of the occipital lobe and in the location of the functionally specialized areas (Brindley, 1972; Ono et al., 1990; Watson et al., 1993) . However, this possible limitation is an advantage when using this model to interpret an average evoked response from several individuals. We also make the assumption that the summed postsynaptic activity that causes a change in regional cerebral blood flow will, if synchronized, be a current source that contributes to the evoked potential. There is some evidence that this is the case (Celesia et al., 1982 (Celesia et al., , 1984 but, to our knowledge, no direct measurements comparing regions of increased cerebral blood flow and the location of cortical currents have been made. Finally, our at University College London on September 11, 2012 http://brain.oxfordjournals.org/ Downloaded from latency and amplitude comparisons assume that the Nl wave recorded by a given electrode reflects physiological activity in the cortex immediately beneath it. An alternative interpretation might be that the Nl wave is the sum of activity in several disparate cortical regions, remote from the electrode and that the differences in the shape and latency of Nl result from changes in the contribution each region makes to the final wave. Whichever interpretation is chosen, both lead to the same conclusion, that different visual areas or combinations of areas process slow motion, fast motion and control stimuli.
The absolute latencies of signal arrival in the visual cortex
All the physiological evidence suggests that signals can reach the visual cortex at very short latencies. The optic nerve contains a range of fibre diameters and should, therefore, have a range of conduction velocities (Chako, 1948) . The fastest conducting fibres have been described in cat optic nerve and found to conduct at a velocity of 70 m s~' (HsiangTung Chang, 1956 ). The fastest fibres in the monkey, which we prefer to use for our comparisons, have a speed of 20 m s~' for fibres outside the eye and 1.2 m s~' for the intraretinal portion (Ogden and Miller, 1966) . Assuming that some fibres in the human optic nerve have similar conduction velocities, we estimate that the fastest signals can reach the cortex of V5 in -30 ms. Our figure is based on the following calculations: (i) a 22 ms latency between onset of the visual stimulus and a response in the retinal ganglion cell (Kuffler, 1953) ; (ii) 1 mm of intraretinal nerve fibre (1 ms conducted at 1.2 m s"'); (iii) 12 cm between the ganglion cell layer of the retina and the cortex (6 ms if conducted at 20 m s~'); (iv) delays of 0.5 ms at the synapse in the lateral geniculate nucleus or, if the route via the superior colliculus and pulvinar is used, a delay of 1 ms. This should give a minimum latency of -30 ms from onset of the visual stimulus to arrival of signals in V5 or VI, not taking into account synaptic delays within the cortex itself. Our estimate of minimal latency cannot be exact as we know that the ganglion cell response depends on the contrast and luminance of the stimulus (Kuffler, 1953; Shapley and Victor, 1978 ) and we do not know how the human ganglion cell would respond under our experimental conditions. On the other hand, the very fast predicted latency compares well with the figures presented in Table 2 .
Given that the peak of activity (P°) that we have recorded from what we presume to be the prestriate cortex is 49 ms, it follows that there is a lag of -20 ms between the first arrival of signals in the cortex and the ability of a technique such as visually evoked EEG or MEG to detect them. There are several explanations to account for this difference. The first is that, because of the range of conduction velocities in the optic nerve, signals will arrive in an area spread over time, thus accounting for the range of response latencies within any given region of cortex (Wilson et al, 1983; Raiguel et al, 1989) . The peak of an evoked response component like P° may thus reflect the average latency of signals arriving in an area while the onset of the scalp recorded evoked response may be better related to the minimum latency. The onset of P° in the fast motion condition is at 35 ms in the lateral electrodes and 47 ms medially, a result that is in closer agreement with the intracortical recordings. Since a certain minimum number of cortical neurons must be active and synchronized to be detectable through the attenuating effects of CSF, bone and scalp, it may be that the fastest conducting fibres are too few in number to be detected (Cooper et al, 1965) .
Another explanation follows from the demonstration that, for pattern reversal, visual stimuli in monkey visual cortex, the first signals arriving in the cortex from the lateral geniculate nucleus form a closed field (Schroeder et al, 1991) . In other words, while activity is demonstrable in the layer 4C of the striate cortex with intracortical electrodes, this activity is not detectable by surface electrodes. Assuming that these findings apply equally to the human brain, it is thus quite possible that, in the movement response as in the reversal, the arrival of signals in layer 4 of V5 or layer 4C of VI will not be externally recordable and therefore that the first activity we detect is caused by later processing within the same areas. Whatever the cause of the discrepancy between the onset of the surface and intracortical recordings, if we assume that the explanation is the same for VI and V5, then we can use the peak of activity in the earliest waves (P° and Nl) as an index, admittedly an imperfect one, of signals arriving in the two areas. The fact that the lateral prestriate activity is detectable on the scalp before the medial striate activity implies parallelism even if we are estimating the arrival of signals a few milliseconds too late.
Comparison to transcranial magnetic stimulation results
The experiments undertaken in this laboratory using transcranial magnetic stimulation (TMS) (Beckers and Zeki, 1995) to interfere with the ability to perceive motion suggest that signals from moving stimuli reach V5 before 30 ms, a result entirely compatible with the neurophysiology of the visual pathway in man and in close agreement with the results presented here. The estimate of arrival of signals derived from this study is slightly later (35 ms) but the difference could easily be accounted for by any of the explanations given above. The TMS experiment also suggested that the significant processing of motion signals in VI occurs 30-60 ms after V5. The present study did not detect such a time difference between the activation of V5 and VI, nor have direct extracellular recordings from the monkey cortex. The simplest explanation to account for the difference between the TMS and the electrophysiological results would be that, for fast moving stimuli, the perceptually Ducati et al. (1988 ) Petersen et al. (1988 ) Raiguel et al. (1989 ) Schroeder et al. (1991 Maunsell and Gibson (1992) Givre et al. (1994) important processing is mediated by early signals arriving in V5; disrupting the early parallel input to VI is of no consequence. Early signals may reach V1 and be detectable using electrophysiological techniques, but may not be necessary for the perception of motion. It might be that these fast signals arriving in V1 are not coding motion information, but may be conveying different aspects of the stimulus, pattern components for example. The later motion signals that do reach VI may pass along slower conducting fibres and therefore, by stimulating VI at 60 ms, motion perception is impaired. Whatever the explanation, the two techniques seem to provide complementary insights into the visual cortex, for the TMS method can show the timing of perceptually salient signals in a way that scalp or even cortically recorded electrophysiology cannot. Despite a century of endeavour, we are far from understanding the relationship between activity in neuronal populations and conscious experience.
Parallel inputs to striate and prestriate cortex
Our evoked responses have led us to conclude that there are two motion pathways to the visual cortex. One that is dominant when the motion is slow and is perhaps derived mainly from the parvocellular layers of the lateral geniculate nucleus; it arrives first in VI and conveys information to the prestriate cortex in the conventional sequential manner reported by others. We speculate that, in this case, the primary cortical processing occurs in VI. Translated to the pathological state, this allows a patient with a lesion in V5 to discriminate slow motion through the intact visual areas, including VI, as has been already shown (Hess et al., 1989; Shipp etai, 1994) . The second pathway becomes increasingly dominant as stimuli move at speeds in excess of 6° s" 1 . It is probably derived mainly from the magno-cellular layers of the lateral geniculate nucleus and passes to VI, V5 and possibly V3 in parallel, without a hierarchical relay. We speculate that it is this pathway that allows a patient with a lesion in VI, and therefore an apparent hemianopia, to discriminate rapid motion presented to his 'blind field' consciously (see Barbur et al., 1993) . The experiments we report in this paper are therefore, in a sense, no more than a formal demonstration of conclusions that can be directly derived from the published clinical literature and it is surprising that no one has yet done so. Here we emphasize that we are not stating that all visual inputs to cortex have parallel components that go to VI and to the prestriate cortex; in fact, our results show that the parallelism is a dynamic process, even within a single sub-modality such as motion, and may depend upon the characteristics of the visual stimulus.
The notion of a parallel input to striate and prestriate cortex should not seem outrageous. There is much in both the anatomical and physiological literature that favours such a conclusion, although the evidence is based largely on the monkey. Anatomically, it has been shown that there is a direct input to the prestriate cortex from both the lateral geniculate nucleus (Fries, 1981; Yukie and Iwai, 1981) and the pulvinar (Standage and Benevento, 1983) . Although this alternative pathway has been little studied compared with the massive pathway that reaches V5 through VI, there is no reason to suppose that it has no function or that it does not contribute in an important way to the physiology of V5. One can get an idea of its importance by studying that physiology in animals in which VI has been inactivated, either through lesions or by cooling (Rodman et al., 1989; Girard et al., 1992) . The characteristic physiology of V5, the presence of directional selectivity (Zeki, 19747?) , is not lost; rather it is maintained, with the cells losing only their narrow sensitivity profiles for direction. The conclusion derived from these animal studies by Bullier et al. (1993) is that the accessory visual motion pathway which arrives in V5 without passing through VI carries signals 'which may not reach consciousness'. In fact, the importance of this alternative pathway in man is shown in our studies on a patient blinded by lesions of VI, who is nevertheless conscious of both the at University College London on September 11, 2012 http://brain.oxfordjournals.org/ Downloaded from presence and direction of motion in his blind field (Barbur et al., 1993) . In this patient, areas V5 and V3 are active. Clearly such residual capacity can only be accounted for by the activity of this alternative pathway which reaches V5 without passing through VI and can therefore mediate a simple and crude conscious vision without pre-or postprocessing in VI. Moreover, the notion that signals may arrive in V5 before VI is evident in the only direct electrophysiological study to compare the timing of arrival of signals in VI and V5 (Raiguel et al., 1989) , although the authors did not draw the obvious conclusion. For if, as their results show, the shortest latency cells are found in V5, the conclusion would be the same as the one that we have drawn from our present study, namely that there is a fast parallel pathway to V5 which bypasses VI. Finally, intracerebral recordings in monkey V5A (MST), an area closely related to area V5, have demonstrated an 8 ms shift in latency (from 52 to 60 ms) with an associated decrease in spike count when comparing fast (20° s~') with slow (10° s" 1 ) motion (Kawano et al., 1994) . While the human scalp activity occurs 16 ms later, this shift is equivalent to the change in amplitude and latency of the lateral EEG activity between the slow and fast motion conditions described here. We believe that the shift in latency reflects the change from direct to indirect inputs to the prestriate cortex.
Comparison of results with previous evoked potential studies
The evidence for parallel inputs to striate and prestriate cortex is therefore not new; it is simply that its significance was not appreciated and the conclusions were not drawn. We discuss below the question why previous studies using the evoked potential technique have failed to identify this important principle of the organization of the visual pathways, bearing in mind that the aims of studies may differ, that the technology available today is better than that available only a few years ago and that much of the information which allows us to interpret our results in a new way has only been recently described.
There are probably several reasons which have allowed us to identify a fast, parallel, early component which evoked response studies had not identified before. Among these is the problem of how to interpret the evoked EMEG waveform. Some authors have not attempted to interpret the evoked activity in physiological terms (Clarke, 1973a, b; Schlykowa et al., 1993; Bach and Ullrich, 1994) . Other studies have chosen specific stimulus characteristics for the purpose of studying the late EEG activity evoked by motion and have therefore lost the opportunity to investigate the onset of the early waves (Schlykowa et al, 1993) . The shift in the waveform from dominant early to dominant late components results from changes in the interstimulus interval and the duty cycle {see Bach and Ullrich, 1994) . These authors have argued that because of adaptation, the evoked component specific to motion will get smaller if, during each moving/ stationary cycle, the moving phase is longer than the stationary phase. Using this argument, they identified the later negativity as being motion specific. In fact, our evidence suggests that the distribution and latency of the earliest detectable activity has motion specific components as well. Another reason why earlier studies may not have identified parallel activation of VI and V5 is because of the velocity dependence. Table 3 , below, shows that, with the exception of Clarke's study, all have used speeds of 6° s" 1 or less, and most have been below 5° s~', i.e. speeds at which the early, parallel, activity in V5 is not detectable in our records. Although Clarke did not demonstrate parallel activation with fast stimuli, he was only using two electrodes and did not, therefore, map the surface distribution of EEG activity. Thus, even though he noted a shift in the latency of PI with high velocities (>10°s~' ), he made the reasonable, though incorrect, assumption that the evoked motion response at these speeds was the same as the pattern offset response.
The difference between our findings and the previously published literature may also lie in the techniques we have used. Previous studies (e.g. Maier et al., 1987; Probst et al., 1993) have relied on a mathematical solution of the inverse problem to localize current sources; we did not do so, but used instead the published PET data to infer the position of the source. Mathematical dipole solutions can obscure the distributed nature of a current source by constraining the position of the source to one or more points. The dipole solution is a poor mathematical approximation that accounts for the evoked EEG or MEG field, but does not necessarily need to reflect the true location of the physiological activity {see Balish and Muratore, 1990) .
Finally, in a more general but no less important sense, one gets the distinct (and understandable) impression that the time-old picture of a visual input to the brain for which VI is the exclusive gateway, together with an absence of information about the visual areas of the prestriate cortex in the human brain, constrained authors to interpret their results in a more classical tradition. For example, some authors considered that one cannot obtain prestriate activity using motion stimuli. Maier et al. {1987) , using principle component analysis of the scalp recorded EEG, state that the motion 'component shows a clear area 17 origin', while Van Dijk et al. (1987) , recording subdurally from the macaque using strips of electrodes state that the 'motion specific' responses 'originate in the primary visual cortex'. But Van Dijk's subdural strips did not extend into the superior temporal sulcus, where V5 is buried in the monkey. In the human brain V5 is superficial and in preliminary direct recordings from the human occipital cortex that we have carried out with David Sandeman and Stuart Butler and their colleagues at Bristol, we have found that the cortical evoked response to motion does arise in V5 as well as VI. Probably for similar historical reasons, the evidence for parallelism was not entertained even when the evoked potential evidence could be interpreted to suggest just such a possibility. For example, as late as 1991, Ossenblok and Spekreijse found in their studies with pattern onset that, of the three components, the earliest could be traced to 'area 18', the middle component to VI and the last component to 'area 19'. In spite of this, they do not discuss the possibility of a parallel input, even if only to dismiss it.
The evidence that we give here confirms therefore the classical picture of a sequential input to cortical areas, but goes beyond, to show that there is an alternative, parallel and stimulus-dependent, input to V5. It follows that the visual input to area V5 is a good deal more complex than we had previously supposed and that parallel retino-cortical inputs to it and to VI constitute one of its important features. It shows, moreover, that these parallel inputs are in daily use and are therefore not, as Gross (1991) has argued on the basis of cortical and sub-cortical lesions in monkeys, redundant in the intact brain, expressing themselves only in the pathological state. The fact that the parallelism that we describe, depends upon the characteristics of the stimulus and is not a mandatory pathway, active whenever a visual stimulus is in motion, should perhaps be seen in a somewhat broader context, as an extension of the concept of operational connections (Zeki, 1990 (Zeki, , 1993 . That concept supposes that when two areas, A and B, are in anatomical connection, not all the operations carried out by A are relayed to B but only those that are of importance to B; different sets of operational connections may come into use and transmit signals to B, depending upon the operation. In the same way, the presence of a parallel anatomical pathway from the retina to V5 does not mean that it is always in use but only when the stimulus in the field of view necessitates it.
Conclusion
A straightforward and simple clinical observation of the consequences of lesions in human VI and V5 on motion perception, together with the results of studies on single cell responses in the human and monkey brain, have led us to a study that, without recourse to anatomical tracing methods, has given us new and unexpected insights into the circuitry underlying visual motion perception. We have used the relative merits of several different techniques in combination, in order to overcome the shortcomings of each individually. The MEG and EEG equipment that we have used is relatively unsophisticated, with only nine electrodes and six gradiometers. In addition, both the EEG and the MEG methods have their limitations, partly because of the insoluble inverse problem and partly because of our poor understanding of how to interpret a surface electrical or magnetic wave in terms of the underlying physiology. The PET method that we have relied on has no temporal resolution and stimulation methods such as TMS, and can only disrupt with confidence cortical areas that are at or very near the brain surface, thus limiting their use. There are, of course, other non-invasive techniques that we could turn to and the most promising among these is that of functional MRI. We plan to use this method in the future but it was perhaps fortunate that we did not do so for this study, for it can only indicate changes in neurophysiological activity indirectly by measuring changes in blood flow. It follows that the temporal resolution of functional MRI is limited by the latency of the change in blood flow in response to a stimulus, which is 500 ms (Cohen and Bookheimer, 1994) . This is much too slow to detect the changes that we report here, which show that many of the important events leading to conscious visual perception are well over before the first change in blood flow is detected by functional MRI. This is not to imply that there are not other significant cortical processes related to visual motion and to other visual processes which occur much later and would therefore be amenable to better study with functional MRI, but only that the study of the arrival of signals in the areas of the cerebral cortex is beyond its current temporal resolution. Thus, in the absence of the perfect investigative tool, we have opted for the interim solution of combining methods, none of them ideal but which, jointly, have allowed us to investigate problems of great interest with existing technology. At any rate, it is a source of satisfaction to us that, using relatively simple methods and results already published, we were able to gain a new and unexpected, if small, insight into the complexities of the visual brain.
