In this paper, we prove the low-regularity global well-posedness of the adibatic limit of the Quantum Zakharov system and consider its semi-classical limit, i.e., the convergence of the model equation as the quantum parameter tends to zero. We also show ill-posedness in negative Sobolev spaces and discuss the existence of ground-state soliton solutions in high spatial dimensions. §1. Introduction. In this paper, we study well-posedness as well as ill-posedness of the adiabatic limit of the quantum Zakharov system and its nonlinear Schrödinger limit as the quantum parameter tends to zero. We are motivated by the classical Zakharov system [32] :
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which describes the propagation of Langmuir waves in an ionised plasma. Here a complex-valued E(x, t) describes a slowly-varying envelope of a rapidly oscillating electric field, and a real-valued n(x, t) describes the deviation of the ion density from its mean. Classical solutions satisfy the conservation of mass and energy as follows:
The ion acoustic speed is proportional to λ > 0, and the adiabatic limit λ → ∞ was studied by Schochet-Weinstein [32] . In that regime, the second time-derivative term becomes negligible, at least formally, and under the assumption that n + |E| 2 vanishes at the infinity, the limiting function E satisfies the cubic focusing nonlinear Schrödinger equation (NLS):
Physically the adiabatic limit corresponds to the assumption that the fluctuation in electric fields instantaneously affects that of plasma. Under some hypotheses, they proved [29] that (1) is locally well-posed in some time interval [0, T ] (with T independent of λ), and also identified rigorously the nonlinear Schrödinger limit, both in the strong and weak sense, as λ → ∞. Later Ozawa-Tsutsumi found the optimal convergence rate for this nonlinear Schrödinger limit [28] .
On the other hand, the following more detailed model accounts for the quantum effects on the nonlinear interaction between Langmuir waves and ion-acoustic waves:
where ǫ = w i k B T e > 0; is the Planck's constant divided by 2π, w i , ion plasma frequency, k B , Boltzmann's constant, and T e , the electrons' temperature. As before, the classical solutions of (3) satisfy the mass and energy conservation as follows:
for a quick variational treatment on conservation laws, see [20] . The consideration of ǫ would for example be experimentally relevant in the case of dense and cold plasmas, which occur in astrophysical scenarios; see [15, 18, 19] for more physical background.
To come to the focus of this note, we formally take λ → ∞ in (3), assuming n+(I −ǫ 2 ∆) −1 |E| 2 −−−− → |x|→∞ 0 and re-labelling the quantity of interest from E to u, thereby obtaining the following integro-differential initial-value problem:
This can be thought of as a modified NLS (mNLS). More precisely, the extra bi-Laplacian term is expected to play a significant role for a long-time behaviour of solutions. On the other hand, the linear operator J ǫ ≔ (I − ǫ 2 ∆) −1 is a non-local Fourier multiplier that converges (in tempered distributions) to the delta function as ǫ → 0. By now it is folklore in the community of nonlinear equations that a PDE posed within a subcritical regime is solvable in the sense of well-posedness. Indeed the equation above is locally well-posed in L 2 (R) and moreover globally well-posed in H s (R) for s ≥ 2, thanks to mass/energy conservation, Strichartz estimates and the Gagliardo-Nirenberg inequality (see proposition 2.5 of [12] in particular). Nevertheless, we have not been able to find a global result regarding low regularity well-posedness in the literature-this is what we aim to achieve here. Before we more precisely state our main results, we briefly review the well-posedness theory of (1) and (3) .
The study of well-posedness theory of (1) by now is a mature subject -we give a list of (some) references in chronological order for completeness: [27, 22, 6, 16, 10, 3, 2] . On the other hand, a lot of rigorous study of (3), has taken place since 2010. Guo-Zhang-Guo proved that (3) is globally well-posed for data (E 0 , n 0 ,
where k ≥ 2 and d = 1, 2, 3, and that the classical limit holds as the quantum parameter tends to zero [17] . Jiang-LinShao further obtained well-posedness results at lower regularities by carefully estimating the non-linear interactions of waves of different frequencies in the presence of the bi-Laplacian operator [20] . Fang-Lin-Segata proved that solutions of (3) converge to those of (1) at an optimal rate as the wave speed approaches infinity [12] . Chen-Fang-Wang proved global well-posedness of (3) in 1D when the electric field component is only assumed to be square-integrable; this at least formally generalises the classical result of Colliander-Holmer-Tzirakis with the quantum parameter tending to zero [8, 10] . Fang-Shih-Wang further contributed in obtaining low-regularity well-posedness results, which again formally recovered another classical result by Gibibre-Tsutsumi-Velo [16] . Finally Fang-Kuo-Shih-Wang generalised the result of [17] by obtaining a refined version of the semi-classical limit, with a convergence rate [14] .
A difficulty in obtaining global existence results for mNLS occurs in H s (R) when s ∈ (0, 1 2 ]; for s = 0, the global result is immediate due to mass conservation. For s > 1 2 , one can exploit the fact that H s (R) defines an algebra to obtain an exponential bound on the growth of Sobolev norm, which prevents finite time blow-up. To overcome this obstacle, we adopt the method of Fourier restricted norms, first initiated by Bourgain [5] . This method was also used to obtain well-posedness of KdV on R for s > − 3 4 by Kenig-Ponce-Vega [21] , and a similar bilinear estimate was obtained in a negative Sobolev space for 1D NLS with quadratic nonlinearities [24] . The goal is to obtain a sufficient degree of smoothing, measured in Fourier restriction norm, for non-local nonlinearities. Though the argument follows closely those of the references above, a careful analysis on the quartic dispersion relation introduced by the bi-Laplacian is needed. To this end, we state our main result: Then we consider the semi-classical limit of (4). The smoothing estimate obtained above is to no avail since the implicit constant is not uniform with respect to ǫ > 0 as ǫ → 0; for the same reason, Strichartz estimates are not a useful tool in this context. However a direct estimate on the Duhamel formula yields the desired result if we are in the Sobolev algebra regime, i.e., s > 1 2 . We are able to obtain the desired convergence result locally in time, but we are only able to obtain a partial convergence result when the solution flow is not restricted to a finite-time interval. This long-time asymptotics case is much more difficult and interesting since it is known that the solutions to (2) and (4) do not scatter. For the topic of soliton existence for NLS, see the appendix of [30] , and for the existence and stability of solitions for mNLS in d = 1, 2, 3, see [13] . By adopting the variational method used in [33] , we extend the result of Fang-Segata-Wu by showing that solitons exist in higher spatial dimensions as well. As for the first part of the next statement, it is of interest to ask whether the Sobolev algebra assumption can be removed.
Theorem II. Let s > 
Furthermore let U(t) = e it∆ and U ǫ (t) = e it(∆−ǫ 2 ∆
2 ) be the solution maps for the linearised equations of (2) and (4), respectively. Then for every s ∈ R, there exists some
We also study the ill-posedness of (4) in negative Sobolev spaces. Due to Galilean symmetry, the solution map for (2) fails to be uniformly continuous for s ∈ (−∞, 0) and even worse, the map exhibits norm inflation 1 for s ≤ − 1 2 ; see [23, 9, 25] . However it is unknown whether there is Galilean invariance in the presence of bi-Laplacian operator, and therefore a direct proof of the failure of uniform well-posedness is unavailable. Instead we show that u (ǫ) − u stays small for a short time. More precisely, we prove the following:
such map fails to be uniformly continuous (in their usual Banach space topology).
We briefly outline how this paper is organised. In section 2, we introduce various norms and useful notations. In section 3, we prove theorem I by obtaining a smoothing estimate and a polynomial bound on the growth of Sobolev norm of the solution. In section 4, we consider the semi-classical limit. Using an estimate obtained in this section, we obtain an ill-posedness result in negative Sobolev spaces. In section 5, we apply the variational method to obtain soliton solutions in higher dimensions. §2: Set-up and Notation. The quartic dispersion relation plays an important role in our analysis. We define d ǫ (ξ) ≔ ξ 2 + ǫ 2 ξ 4 for ǫ ≥ 0. To run a fixed point argument, we work on the Fourier restriction space X s,b ±(ǫ) (also known as dispersive Sobolev space) where s, b ∈ R, ǫ ≥ 0 and u ∈ X s,b
where we adopt the PDE convention of Fourier transform as follows: 
where 
.
The space of continuous spacetime functions u : 
We say that u is a H s x -strong solution of (4) 
and an open ball B ⊆ H s (R) containing g such that for every u 0 ∈ B, there exists a unique strong solution u ∈ X, and the data-to-solution map u 0 → u is continuous with respect to H s (R) to C 
]dτ defines a contraction on some Fourier restriction space, provided that we obtain appropriate nonlinear estimates on N(u) ≔ J ǫ (|u| 2 )u. We state useful facts that we shall need in subsequent proofs.
We also state elementary calculus facts that are used repeatedly:
where
2. Let A > 0 and 0 < a < 1. Then,
proof of Lemma 2.2. For the first statement, see [11] . As for the second statement, let
δ in distribution where δ is the Dirac delta function.
proof of Lemma 2.3 . See section 1.5 of [7] for the first part. The second part follows from the dominated convergence theorem.
The majority of this section is devoted to obtaining the following estimate: 
By letting u = v = w, the proposition above immediately yields:
A straightforward application of fixed point argument yields:
Corollary 2.6. The mNLS is locally well-posed (in subcritical sense) in H s (R) for every s ≥ 0. Furthermore the data-to-solution map is Lipschitz in any closed ball in H s (R).
Remark. Local well-posedness can be established by an application of Strichartz estimates, which is by now well understood. Recall that a biharmonic admissible (B-admissible) pair is a pair (q, r) such that
If (q, r) and (q,r) are B-admissible pairs and
Unfortunately the Strichartz estimate does not directly yield the global existence result for infinite energy data. Moreover the estimate blows up as ǫ → 0, and therefore this is an insufficient tool to study the semi-classical limit. For references on B-admissible Strichartz estimate, see [14, 4] .
proof of Corollary 2.6. Let s, γ, δ, a, ǫ and b be as above.
where C is a fixed implicit constant that satisfies
. Then, Γ : X → X. Now we show that Γ is a contraction on X, and hence there exists a unique fixed point, the desired strong solution. Note that uniqueness in X implies that in X s,b (ǫ),δ by shrinking δ if necessary.
First, note the following algebraic manipulation of nonlinearity:
, and therefore by shrinking δ if necessary, Γ is a contraction on X.
To show continuous dependence on initial data, let g, g n ∈ H s (R) such that g n − −−− → n→∞ g and let u, u n the corresponding solutions, respectively. Let u be defined on [−δ, δ] and fix 0 < T < δ. Then there exists a sufficiently large N ≥ 1 such that u n is well-defined on [−T, T ] for all n ≥ N. Arguing as above,
which proves the claim as n → ∞. The Lipschitz regularity of data-to-solution map is proved similarly.
Similar to the Zakharov system, (4) admits the conservation of L 2 -norm and the energy defined as follows:
Hence the solutions for mNLS are globally well-posed in L 2 (R). On the other hand, by Gagliardo-Nirenberg inequality, one can show that smooth solutions in H 2 (R) are bounded for all times, from which global wellposedness in H 2 (R) is deduced. For s ≥ 2, one can further show that the Sobolev norm of solutions grow exponentially in time by applying Gronwall's inequality to the Duhamel integral formula. In the following proposition, we show that the Sobolev norm of solutions grow polynomially in time for all s ≥ 0 as an application of proposition 2.4. We note, however, that our growth rate is not sharp. 
proof of Theorem I. From corollary 2.6, the mNLS is locally-wellposed in subcritical sense.
Hence T = ∞.
To prove proposition 2.4, we need a technical lemma, whose proof is contained in the appendix, that gives a lower and upper bound to the unique negative root r(ξ 1 ) of a cubic polynomial in ξ 2 :
2 , 2d ǫ (ξ)) and let r(ξ 1 ) denote the unique negative root of P. Then,
where the implicit constant does not depend on ξ.
Remark. The main idea of the next proof adopts that of [21, Lemma 2.4] where the analysis of KdV (cubic dispersion) leads to an algebraic manipulation of a second-order polynomial; on the other hand, our model equation (quartic dispersion) demands an appropriate bound on a third-order polynomial.
proof of Proposition 2.4. We can neglect the δ-dependence in our proof as the following shows. Suppose
Noting that the implicit constant is independent of δ, we take infimum over all possibleũ, thereby obtaining the desired result. Henceforth we ignore the δ-dependence and prove the estimate by duality. Let u, v, w ∈ X s,b
Then by Plancherel's theorem and triangle inequality,
We apply Cauchy-Schwarz inequality on the product of f, g, h and the rest. The former, followed by Young's inequality, yields
The remaining part of Cauchy-Schwarz inequality, followed by
After changing the variable
We further reduce this task by doing τ 1 , τ 2 integration as follows (lemma 2.2.1): 
is a cubic polynomial in ξ 2 with an inflection point at ξ 2 = − ξ 1 2 , and therefore after changing the variable ξ 2 → ξ 2 − ξ 1 2 , the integral becomes
In doing ξ 2 -integral, if ξ 1 < 0, then via another change of variable ξ 2 → −ξ 2 , the integral is invariant when
is replaced with 4ǫ 2 |ξ 1 |ξ
Similarly the expression above can be replaced with 4ǫ 2 |ξ 1 |ξ
leaving the integral invariant.
Another change of variable ξ 2 → ξ 2 |ξ 1 | 1/3 , followed by ξ 1 → −ξ 1 , eliminates the ξ 1 -dependence in the leading coefficient of this cubic polynomial, and our task simplifies to showing the following estimate:
It is easy to see that sup ξ∈R can be reduced to sup ξ>0 , which we assume henceforth; if ξ < 0, let ξ ′ = −ξ and do a change of variable ξ 1 → −ξ 1 in the integral. However, we must consider τ > 0, τ < 0 separately.
Case I. τ < 0.
Since
ǫ 1, it suffices to show sup ξ,τ
We do the ξ 2 -integral in three disjoint regions: (−∞, r) ∪ (r, 0) ∪ (0, ∞).
(i) Consider the Taylor expansion of |P(ξ 2 )| on (−∞, r) at ξ 2 = r.
Integrating these lower bounds, we obtain
, and
Hence,
and the desired result follows by integrating with respect to ξ 1 .
(ii) Let ξ 2 ∈ (r, 0). Since r is a root of P(ξ 2 ),
Using this lower bound,
On the other hand,
where the inequality holds since (12ǫ
(iii) Similarly on ξ 2 ∈ (0, ∞),
where we use the two lower bounds of |P(ξ 2 )| = P(ξ 2 ) ≥ max 4ǫ 2 ξ 3 2 , |ξ 1 | 2/3 (ǫ 2 ξ 2 1 + 2)ξ 2 to argue as before. This concludes the proof for case I.
. In either cases, the analysis reduces to showing sup ξ,τ
which can be done as in case I.
On this region, τ−d ǫ (ξ) −2γ ≤ 1, and therefore, we need to extract an algebraic decay in ξ from the double integral. As before, we derive good lower bounds on |p(ξ 2 )| on three disjoint regions, (−∞, r) ∪(r, 0) ∪(0, ∞) and bound the integral separately. Moreover we can assume ξ > 1 without loss of generality since (ξ, τ) :
2 , 2d ǫ (ξ)] is a compact subset of R 2 , and therefore, extreme value theorem applies on our double integral.
(i) On ξ 2 ∈ (−∞, r),
Consider a change of variable z = ξ 
where we use lemma 2.8.2 as a lower bound on |r| and lemma 2.2.2 in the last inequality.
(ii) On ξ 2 ∈ (r, 0), we have |P(
, and therefore,
We change variable z = ξ 
Consider the following change of variable:
2 . Then,
where in the last inequality, we combine lemma 2.2.2 with z −2b |z| −1 on the region of integration. On the other hand, we use 4ǫ 2 ξ
≥ 0 as another lower bound to derive a similar estimate for |ξ 1 | > 2ξ on which |ξ 1 − ξ| ≥ |ξ 1 | 2 . 
2 ) once and for all. By the local theory in
Time evolving u (ǫ) iteratively for j = 1, 2, ... and t ∈ (( j − 1)δ, jδ],
Noting that t ≃ 1 + |t| and that C ′ , C ′′ are universal constants that only depend on the given parameters, there exists a non-decreasing function C s such that
For example, one can explicitly check that
Now, suppose k ≥ 1 and that the inductive hypothesis holds for j = 0, 1, ..., k − 1, and let s ∈ I k . Fix a ∈ (0, for somec > 0. Iteratively applying smoothing estimate for N(u (ǫ) ) and using triangle inequaltiy (a + b)
Hence for all t ≥ 0,
and therefore, there exists a non-decreasing function C s such that
In this section, we study the ǫ → 0 problem. Heuristically the mNLS is a perturbation of NLS, and it is our goal to make this statement rigorous. We first study the convergence of linear evolution. 
There exists some u
proof of Proposition 4.1. We use the characterisation of Fourier multiplier on L 2 (R d ) where the operator norm of a Fourier multiplier equals the L ∞ norm of the corresponding symbol. Since
= 2 for all ǫ > 0 and t ∈ R \ {0}. This proves the first claim.
Noting that
by triangle inequality and unitarity, it suffices to show that the latter tends to zero uniformly in t ∈ [0, T ]. Since |e
), we will show lim
We first observe that 1 − cos(ǫ 2 t|ξ| 4 ) converges to zero as ǫ → 0 for a fixed t and ξ. For n ∈ N, we observe that ξ n = ξ n (ǫ, t) = (cos
n whenever |ξ| ≤ ξ n (ǫ, t). Estimating I in two different regions, we obtain
which yields the desired result as n → ∞. This proves the second claim.
and hence uniform equicontinuity on [0, T ]. This proves the third claim.
2 . Then we claim
First, observe that
By a direct computation,
where J ± 1 4 (x), the Bessel functions of the first kind, are the two linearly independent solutions to
here the ′ is the derivative with respect to x. The right-hand side of our direct computation is known to be an increasing function in t ∈ [0, ∞) whose limit as t → ∞ is π
To study the convergence of nonlinear evolution, we need to control the nonlinear term in the Duhamel formula, and it suffices, but most likely not necessary, to assume that our solutions are continuous in space. 
, by using that H s (R) is a Sobolev algebra, where T ≃ R −2 where the implicit constant is independent of ǫ > 0. Then by writing the solution in an integral form, and by applying Gronwall's inequality, one can deduce
for some C = C(R, s). In fact, we show that the inequality above holds for all t ≥ 0. For a contradiction, suppose the desired inequality is false for some time element and define
Then T 0 ≔ T 1 = T 2 > 0 where the strict inequality is by the previous local wellposedness argument. If T 0 were to satisfy the desired inequality, then we can run another local wellposedness argument, which would contradict the maximality of T 1 . Hence there exists ǫ 0 > 0 such that u (ǫ 0 ) (T 0 ) H s > Re CT 0 . However by continuity,
proof of Theorem II. The second part of the statement is proposition 4.1.4. As for the first, the strategy is to write the solutions in the integral form and show that the difference goes to zero as ǫ → 0 by applying Gronwall's inequality. 
To proceed with the nonlinear estimates, note that
, where
We estimate one by one.
and similarly
As for I 3 , we have
By Arzelà-Ascoli argument, we show that the right-hand side converges to 0 uniformly on t
is uniformly equicontinuous, which proves the claim. Then there exists ǫ 1 > 0 such that if ǫ ∈ (0, ǫ 1 ), then
Lastly, by a change of variable, we have
Choose N sufficiently big such that
This estimate combined with the fact that F ǫ (t, τ) − −− → ǫ→0 0 pointwise on Ω T by Dominated Convergence implies the desired result by Arzelà-Ascoli.
Hence there exists ǫ 2 > 0 such that if ǫ ∈ (0, ǫ 2 ), then
and therefore
By restricting ǫ ∈ (0, min(ǫ 0 , ǫ 1 , ǫ 2 )), we obtain
from which Gronwall's inequality yields the following:
where C = C(R, s, T ). Since δ > 0 is arbitrary, the proof is complete.
From the following lemma follows the failure of uniform continuity of the data-to-solution map corresponding to (2): 
proof of Theorem III.. We study the time-evolution for the difference v ≔ u (ǫ) − u where u (ǫ) (0) = u(0) via various Sobolev embeddings and Gronwall's inequality to obtain an upper bound on
Observe that the linear contribution of the solution is always zero since v(0) = 0. Hence any contribution to the solution directly comes from F and N at least for a short time.
Writing the solution in the Duhamel form and using the unitarity of U ǫ (t) in Sobolev spaces, we obtain
where t ∈ [0, T ] for some T to be determined later.
We first estimate F(τ) H s . The complete integrability of cubic NLS on R gives ∂ where for convenience, we denote the integrand as L for Lagrangian. Then formally, we obtain the following EulerLagrange equation:
We are interested in the existence of strictly positive solution that obtains the minimum value of the action. From the proposition above, u is our desired solution for (13) . Since the action functional I is sufficiently smooth, in Moreover since the linear part of the Lagrangian has a moderate growth rate, in fact quadratic in u, v and their higher derivatives, whereas the nonlinear part is smooth in (u, v), every weak solution is a classical solution. We first check that I is well-defined.
Since the estimates in the proof below are used throughout, we include them explicitly.
proof of Lemma 5.2. For d = 1, 2, a straightforward application of Sobolev embedding yields
However 
where s ∈ R and the implicit constant only depends on φ. If the nonlinear estimate were to hold, then
The version of mountain-pass theorem that we use [31, Theorem 1.15] assumes that the action is C 2 , which can be checked by the following direct computation:
The non-existence of non-trivial solutions in d ≥ 12 immediately follows from the following Pohozaev's identity,and from Lemma 5.4, we conclude c = 0, a contradiction by the strict local minimality of I at the origin. To elaborate, we first consider the case 1 ≤ d ≤ 5 where
However for 6 ≤ d ≤ 9, we need to use the fact that {u n } is bounded not only in H 1 (R d ), but also in H 2 (R d ) to rule out δ = 0. In particular, consider the following: For ξ 1 ∈ (2ξ, ∞), we make use of and this proves our claim as in the previous case for ξ 1 ∈ (ξ, 2ξ).
To show the third statement, we recall that |r| is decreasing for ξ 1 ∈ [0, ξ), and therefore for such It suffices to show that there exists a constant C > 0 such that the following holds: Then using the following identity sinh −1 (t) = ln(t + √ 1 + t 2 ), ∀t ∈ R, and letting α 1 , α 2 be the arguments in the numerator and denominator of sinh 
