shown to have comparable performance to an adaptive statistic proposed by Randles and Hogg (1973) when used against shift alternatives. and to have a much superior performance against stochastically ordered alternatives.
Although not mentioned in Behnen (1974 Behnen ( , 1975 , it was known independently to both Behnen and Scholz (personal correspondence, June and July, 1975) that this statistic is expressible in terms of the L 2-norm of the density function of the concave majorant of the usual 2-sample empirical distribution function. The asymptotic distribution of the statistic was left as an open question, although Behnen (1974) provided extensive simulations for selected sample sizes up to m=n=100 which suggested to us the asymptotic normality of the statistic.
2-
In a completely different context, Scholz (1981) proposed a procedure for the combination of p-values from independent tests of significance.
The procedure, utilizing Roy's union-intersection principle, results in a statistic that is expressible similarly in terms of the L 2-norm of the density function of the concave majorant of the l-sample Uniform empirical distribution function. Exact distributions are obtained by Scholz for the very small sample sizes which are important for this context. Simulations were also carried out by Scholz (personal communication) for moderate sample sizes to evaluate the feasibility of approximations using asymptotic theory.
Scholz is derived in Section 3 and that of the 2-sample statistic of Behnen is obtained in Section 5. The method used in Section 3 utilizes a conditional representation of the concave majorant of the Uniform empirical distribution function in terms of a sequence of Poisson and gamma random variables. This representation is detailed in Section 2. This method is an extension of that used in Pyke (1965) and due originally to Le Cam (1958) . The 2-sample case is proved in Section 5 using a strong invariance principle together with the asymptotic normality of the L 2-norms of the slope processes of the convex minorants of a sequence of truncated Brownian Bridges. The latter is derived in Section 4.
As is pointed out in the remarks in Section 6, it is possible to prove the 2-sample result by an analogue of the method presented in Sections 2 and 3. On the other hand, it is possible to prove the l-sample result by a method analogous to that of Sections 4 and 5. This is done in Groeneboom (1981), Theorem 3.2) where a detailed study of the concave majorant of Brownian motion is. presented.
3-

The Representation Theorem
In this section, we describe the specific construction that is used to provide a tractable representation for the concave majorant of the uniform empirical process. To do this, the following notation is needed.
Let F n denote the Uniform empirical distribution function, and write A F n for its concave majorant, the function on [0, 1] formed as it were by stretching a rubber band over the top of F n. Let nn be the number ) and n, n,nn n, n,n
A n Ã = (Qn,l'···' Qn,n)· If f n denotes the density (slope) of F n, then the statistic that motivated this paper is which can be written in terms of the above notation as 4- (2.1a) in which Jni/nD ni is the slope of the i-th segment of the concave majorant. The concave majorant of a sequence of partial sums of interchangeable r.v.'s was studied by Sparre Andersen (1954) who derived in particular the distribution of the number of vertices. Implicit in that paper is the following result for our problem where the interchangeable r.v's are the n+l spacings formed from the n independent Uniform (0,1)
observations. (For any .r.
•.ve-.'.sX, '1, .w.e .write fxandf xty for marginal and conditional density functions when well defined.)
, n = Lemma 2.1. For non-negative integers ql , ... , qn wlth Ej=l jqj n, (2.2) and n -q, = II j J /qJ'! j=l Proof. Conditionally given the ordered set of Uniform spacings, all permutations thereof are equally likely. With probability 1, all spacings and partial sums thereof are distinct. Partition the spacings into ql subsets of size 1, q2 subsets of size 2, and so on, with Ej=l jqj = n.
The remaining spacing forms a subset of its own, Within each subset of size j, the probability is l/j of choosing a permutation whose partial sums lie below the line segment joining the end points (Spitzer1s Lemma; Spitzer (1956) , cf. Feller (1968), p. 423.) The qj subsets of size j 5-can be permuted qj! times. Finally, the slopes of the line segments determined by each of the subsets can be ordered in exactly one way by decreasing slopes to form a concave majorant with the required~(n) =~(n). Rewrite the spacings {Oni} of the concave majorant in a specific order as follows. First, write 0 0 for°, the only zero-step spacing; n nnn then write all of the one-step spacings in the order of increasing magnitude (which is the same as the order of appearance in the concave majorant): then write all of the two-step spacings, and so on. In this order, denote them Then the following representation holds, where~(n) = (N 1,···, N n).
Note: We delete the parameter n from the notation whenever it is unlikely to cause confusion. The statistic L n is shown to be asymptotically normal by studying a related statistic suggested by Theorem 2.1. First of all, notice that
which suggests that one might study the conditional limiting distribution of Observe first of all that the conditions Tn = nand Sn = n are equivalent to W n = 1 and V n = o. Secondly, observe that under these conditions, Un reduces to
which is conditionally equal in law to the same expression with L n replaced * by Ln. The particular choice of Un in (3.2) was not easy to obtain. Its 8- One may also write No
-(3 log nf~2 ·~j(Soo-j)3/jSoo
specific combination of terms is essential in order to provide the desired asymptotic normality. The form given by (3.2) makes it easy to see the effect of the conditions W n = 1 and V n = O. It may, however, be simplified as
in which the randomness has been removed from the denominator in the first term while the second term is of smaller order. This form is more tractable for computation of higher order expansion terms. Proof. Clearly E(V n) = 0 and E(W n) = 1. Also
Moreover, for j>2, E Sji = J-1 , 
'The orders of the asymptotic variances, are thereby established.
To determine the limiting distribution of (Un' V n, W n), it suffices to show that all linear combinations, aU n + bV n + cW n converge in law and to specify the limiting distribution. Since the variances converge, it suffices to proceed as follows. In view of (3.5a), write Un = rj=3(X nj+Ynj}+En, where
(3 log n) (E j =3(j -1 -log n) = O«log n . 10- We note that EX nj~0 =EY nj. It is easy to show that both A j and B j are uniformly bounded in j>4, since and by the c r-inequa1ity (cf'. Loeve (1963) , p., 155)
where Y 1, Y 2, ... are independent Exponential r.v.'s with mean 1. Straightforward computations show that E(X 1 +.
•. + X m)8~C m 4 for any independent r.v.'s with means zero. Therefore,
Similarly,
Hence
We have thus established that Un~> U, a N(O,l) r.v.
To determine the limiting joint distribution of (V n, W n), we compute the characteristic function
.j=l Sj1-J (3.9)
. Now, as j~~while j/n~u€(O,l), we have by the Central limit for
Recognizing a Riemann sum in the exponent of (3.9), the limit becomes as desired. It is straightforwardly checked by direct integration that the exponent in (3.10) may be written as Since the Njls are independent (3.13)
nm n m n w~ere Tn = E~=l j N j = nW n· Moreover, under the condition that W m = kIm (equivalently, T m = k) and V n = 0 (equivalently, Sn: = E~=l E~~l Sji = n), it is well known that n-15 m is a Beta (k, n-k) r.v., while under the single condition V n = 0, then Sm is a Gamma (k,l) r.v.
Therefore, for k = 1,2, ... , nand 0 < vn-~+ kIn < 
14-
Upon substituting (3.13) and (3.14) into (3.12), one obtains a tractable unconditional form for the conditional characteristic function of Urn whiCh can be used to prove the desired result. A significant step in the proof of this result will be the determination of the limiting behavior of the functions P nm and r nm in order to permit the use of the dominated convergence theorem in (3.12). To this end, we prove the following lemmas . Pn exp Lj=l J s .
For k~n, the coefficient of sk in (3.16) will be the same as the coefficient of sk in Pn(l-S)-l since the two functions differ in the exponent by powers of s higher than n. For k > n, the latter would be greater. This proves (3.15). The rest of the Lemma is clear. 0 Lemma 3.3. For m=o(n), Pnm(k/n) + 1, as n + 00, uniformly for k < cn for some c < 1.
Proof. By (3.13) and Lemma 3.2, it only remains to show that the numerator of P nm satisfies is the characteristic function of Tn-T m• Integration by parts shows that the right hand side of (3.18) is equal to
Since P n = p[Tn=n] = P[T n = n-k] for all k~n, then similarly one obtains P = {2n )-1 !2~En e i t j 9 {t}e-{n-k)it dt n~0 j=l n where
is the characteristic function of Tn' Hence Proof. By (3.14) and Stirling's formula, Now, when 0 < m%v+k < n, In both of the above results, Lemmas 3.3 and 3.4, the uniformity requires that k < cn for some c < 1. Since k is a sample val ue for Tm~the application of these results will require that for m= o(n), We can now state and prove the main result. Proof. In view of (3.5) and the discussion leading up to it,~is equal in law to the conditional law of Un given V n = 0 and W n = 1. But for o <m< n where
The object of the proof will be to show that~nm(t) + exp(-t 2/2) and ' Rnm(t) + 0 as n, m+~. We first study~nm(t).
By the form for~nm in (3.12), by the convergence in law of (U m' V m, Wm)
given in Lemma 3.1, and by th~convergence of the ratios P nm and r nm given in Lemmas 3.3 and 3.4, it follows that if m=o(n), then itU limn-+OO $nm(t) = limn-+OO E[e mPnm(Wm)rnm(Vm' Wm)] Consider now the second term Rnm(t). In analogy to (3.12), the conditional defining relation in (3.16) is equivalent to 19- In view of the above derivation of (3.23), the convergence of Rnm{t) to zero will be complete if we can show that Un -U m~> O. For this, it will be necessary to be more specific about the choice of m. The only condition so far has been that m = o(n). In what follows we will need further to assume that {log m)llog n ... 1. (To see that this is possible, consider 10.g m/10g n = 1 -1/10g log n, for which m= 0en) and log m/log n ... 1). To see that this suffices, set
so that by (3.5a) 
4.~-norm of slopes of convex minorants of truncated Brownian bridges.
We shall prove the following result. Notice that all functions J€ Msatisfy the inequalities
The class Mis also considered in Behnen(1975) 
{G(t-)I\ G(t+), if t e 0 and G(t) > G(t-)AG(t+) H(t) -G(t), otherwise.
Then H(t) ='G(t), if t s 0 and hence, since j is a step-function which only has jumps in 0, (4.8) 
z"
Ik,n by Ik,n= k2 , k+l 2 , k=0,1, .... ,2 -2, Ik,n= k2 ,1~tf k= -1, ,n
i=l ci,n -1, l:i=l c i ,nti,n -t and 6 n t > l:i=l c i ,n 6n ti,n e , This implies that there are points t ' , with It~n-t1' n l~2 -n, such that
t-z'; 1 c. t ; < 2 and G t > r: 1 c. 6 t :
-e 1= 1,n 1,nn 1= 1,n 1,n (let t.
and t~belong to the same interval I k ,and use the definition of G ). 1,n 1,n ,n n
The sequence lG n } is increasing and hence lim n Gn(t) + 2e. We also have G(t)2.Gn(t), for all n, .and thus lim n + ClO Gn(t) ='G(t).
Since the sequence {G }converges pointwise to G, the right~cont~nuous The functions G n and G are uniformly bounded below on (a,l-a) and zero outside this interval. This implies that the slopes gn and g are uniformly bounded on (0,1). Hence, by dominated convergence, 1im n + co lI'9 n -g1l2 =O.
Choose nO such that 119 nll2 > 11' 911 2 -e , for n~nO' By the first part of the proof there exists for each n a step-function JnE M, such that -/(O,l)G ndJ> lI'9 n lk-e:, where the points of jump of I n, say ul,n, ... ,up(n),n' belong to disjoint intervals Ik,n and are contained in [a,l-a]. By the definition of G n there exist points u',n' •.
•. 'up(n),n such that G(ui ,n) < Gn(u i ,n) + e and ui,n and ui,n belong to the same interval Ik,n' Furthermore, let J~be the right-continuous step-function which has the same J'umos as I n, but at the ooints u: instead of u, (note that in . . 1,n 1,n genera1J~.M).· Then,by (4.21,wehave for n~nO' It is also clear from (4.2) and the definition of the points ui,n that
Thus, for n sufficiently large we can find a J~( M, obtained from J~by, making slight adjustments of mass, which satisfies In the sequel we will restrict our attention to the set where H N 1 is well-defined and we shall omit the expressdon "wt th probabtlity one": vie 'define the (random) dfs F m and G n by 
CJ
Now, using the same notation as in Lemma 5.1, we define 
30-
Concluding Remarks
Both limit theorems involve non-negative random variables, namely, square L 2-norms. As such, one possible guide to the rate of convergence is the sample size required before zero is 3 standard deviations from the mean under the approximating Normal distribution. In the one-sample case, this requires log n =3(3 log n)~or n > 5 x 101~For 2 standard deviations, one requires n~162,755. The results are similar for the 2-samp1e statistic. By this, one sees the extreme slowness of the converc::nIIIA ..,~rl norms find functions of the statistics for which the convergence is much improved.
Behnen (1974) used the L 2-norm itself, that is, the square-root transformation, for his Monte Carlo simulations. Here, the asymptotic variance is constant and the corresponding sample sizes are 854 and 20, respectively.
Monte Carlo simulations of sample sizes n = 4(1)10 (20,000 replications) and 50 (5,000 replications) for the log transformation have been carried out by Scholz (personal communication). They indicate tails that are still too heavy for n =50. Behnen (1974) had earlier provided simulations for the two-sample statistic for selected sample sizes up to m =n =100. Although the convergence is slow, the fit was sufficiently close to suggest the asymptotic normality of the statistic.
It is possible to generalize the representation approach used for Theorem 3.1 to obtain an alternate proof of the two-sample result, Theorem 5.1. The only difficulty is in defining a suitable I randomization' of the coincidences that can now occur in order that the resultant distribution of 31.. heights remain the same as in (2,2), The coincidences enter because f m • unlike F mt has its jumps occurring at the equi-distant points' {i/N}.
One approach is to affix small (continuous) random perturbations to these points to prevent ties among the slopes of the segments of the concave majorant without changing~ignificantly the value of the statistic. Once this is done t one uses Negative Binomial rather than Gamma random variables for the {Sj'i}'
