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Abstract
Two BPHZ convergence theorems are proved directly in Euclidean position space, with-
out exponentiating the propagators, making use of the Cluster Convergence Theorem
presented previously. The first theorem proves the absolute convergence of arbitrary
BPHZ-renormalized Feynman diagrams, when counterterms are allowed for one-line-
reducible subdiagrams, as well as for one-line-irreducible subdiagrams. The second
theorem proves the conditional convergence of arbitrary BPHZ-renormalized Feynman
diagrams, when counterterms are allowed only for one-line-irreducible subdiagrams.
Although the convergence in this case is only conditional, there is only one natural
way to approach the limit, namely from propagators smoothly regularized at short
distances, so that the integrations by parts needed to reach an absolutely convergent
integrand can be carried out, without picking up short-distance surface terms. Neither
theorem requires translation invariance, but the second theorem assumes a much weaker
property, called “translation smoothness”. Both theorems allow the propagators in the
counterterms to differ, at long distances, from the propagators in the direct terms. For
massless theories, this makes it possible to eliminate all the long-distance divergences
from the counterterms, without altering the propagators in the direct terms. Massless
theories can thus be studied directly, without introducing a regulator mass and taking
the limit as it tends to zero, and without infra-red subtractions.
Preface
BPHZ renormalization was introduced by Bogoliubov and Parasiuk [1, 2, 3], follow-
ing earlier work by Dyson [4, 5], and Salam [6, 7]. A BPHZ convergence proof, in
the parameter space of the exponentiated propagators, was given by Hepp [8]. A
power-counting convergence theorem, in Euclidean momentum space, was proved by
Weinberg [9], and a simplified version of the theorem was proved by Hahn and Zimmer-
mann [10]. The theorem was extended to Minkowski signature by Zimmermann [11].
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These theorems were used to give a BPHZ convergence proof, in momentum space, by
Zimmermann [12].
The aim of the present paper, and the preceding one, [13], is to find out how to
calculate BPHZ-renormalized Feynman diagrams, directly in Euclidean position space,
without exponentiating the propagators. The original motivation was to study the
renormalization of the Group-Variation Equations [14, 15]. A brief discussion of the
problems involved, and the way they are overcome, is given in Section 6.3 of [14].
The Cluster Convergence Theorem [13] is intended to serve as a position-space sub-
stitute for Weinberg’s momentum-space power counting theorem, giving a guarantee
that a position-space integral will converge, if the integrand satisfies certain bounds.
The present paper gives a way, for an arbitrary BPHZ-renormalized position-space in-
tegrand, of cutting up the Cartesian product, of the configuration space of the vertices,
and the list of all the forests, into a finite number of sectors, each of which is, itself, the
Cartesian product, of a subset of the configuration space of the vertices, and a suitable
set of forests, such that the bounds on the integrand, required to apply the Cluster
Convergence Theorem, can be proved to hold, in each sector. The idea of σ-clusters,
used in the Cluster Convergence Theorem, arose from seeking an analogue, in position
space, of the momentum space “clusters”, used by ’t Hooft [16].
What follows this preface is the LATEX2e transcription of my 1993 paper, with
references added. Conventions, some definitions, and some basic combinatoric results,
are given in Section 2, on page 21. The Cluster Convergence Theorem is reviewed
in Section 3, on page 27. The sectors described above are constructed in Section 4,
on page 29. The BPHZ integrands, for the forests in such a sector, are combined, by
means of the Taylor remainder formula, into a form suitable for bounding, in Section
5, on page 73. The main result of Section 5 is Lemma 22, on page 93.
The First Convergence Theorem, in Section 6, on page 101, establishes the absolute
convergence, in Euclidean position space, of an arbitrary BPHZ-renormalized Feynman
diagram, when counterterms are permitted for one-line reducible subdiagrams, as well
as for one-line irreducible subdiagrams. Translation invariance is not required.
The Second Convergence Theorem, in Section 7, on page 135, establishes the con-
ditional convergence, in Euclidean position space, of an arbitrary BPHZ-renormalized
Feynman diagram, when counterterms are permitted only for one-line irreducible sub-
diagrams. Although the convergence is only conditional, there is only one natural
way to approach the limit, namely by smooth short-distance regularizations of the
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propagators, so that the integrations by parts, needed to reach absolutely convergent
integrands, can be performed without picking up short-distance surface terms. The
result is demonstrated to be independent of the details, of the smooth short-distance
regularizations of the propagators, provided they satisfy the broad requirements given.
Once the integrations by parts are done, the short-distance regularizations of the prop-
agators can be dropped. Translation invariance is not required, but a much weaker
property, called translation smoothness, is assumed.
The proof of the Second Convergence Theorem, Theorem 2, on page 166, involves
the addition and subtraction of additional counterterms for one-line reducible subdia-
grams, which are then shown to be conditionally convergent. This method enables the
integrations by parts to be done, after a suitable change of variables, without crossing
the boundaries of the sectors, that the Cartesian product of the configuration space
of the vertices, and the list of all the forests, is cut up into, for the application of the
Cluster Convergence Theorem. The necessary algebraic identities are established in
Lemma 34, on page 154, and Lemma 35, on page 155.
The results in Sections 2 to 7 are presented in a general form, without specific
reference to Feynman diagrams, and the application of the results of these sections, to
BPHZ-renormalized Feynman diagrams, is explained in Section 8, on page 223.
Both the convergence theorems allow the use of propagators, in the counterterms,
which differ, at long distances, from the propagators in the direct terms, so that, for
theories with massless particles, the long-distance divergences, in the counterterms,
can be cut off, without altering the propagators in the direct terms. The form of
the long distance cutoff, allowed for the propagators, in the counterterms, is that the
propagator is multiplied by a factor, that is equal to 1, when the distance between the
propagator ends is less than a fixed, nonzero, distance, then decreases smoothly, from 1,
to 0, as the distance between the propagator ends increases, to a larger fixed distance,
then is equal to 0, when the distance, between the propagator ends, is greater than
the larger fixed distance. This factor is assumed to be continuously differentiable, as
many times as needed. For theories with dimensional transmutation, such as QCD, the
fixed, nonzero, distance, at which the smooth long-distance cutoffs of the propagators
in the counterterms commence, can serve as the origin of the renormalization mass
scale, while for theories with a dimensional coupling constant, such as gravity, the
long-distance cutoffs would commence at a numerical multiple of the distance defined
by the dimensional coupling constant. The idea of seeking a BPHZ convergence proof,
in which the propagators, in the counterterms, are allowed to differ, at large distances,
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from the propagators in the direct terms, so that, for theories with massless particles,
the non-physical infra-red divergences, which the standard BPHZ method produces
in the counterterms, would not occur, was suggested by a method used to calculate
certain UV counterterms, by Chetyrkin, Kataev, and Tkachov [17].
If long-distance cutoffs on massless propagators in the counterterms, as allowed
by the convergence proofs in the present paper, are not used, then for theories with
massless particles, it is necessary to use the BPHZL method [18, 19, 20, 21], which
involves introducing a regulator mass for massless particles, performing the usual BPHZ
subtractions in the presence of the regulator mass, to remove the UV divergences, then
performing further subtractions, around the limit of zero regulator mass, to remove the
IR divergences, before the regulator mass is allowed to tend to zero. This method was
recently used in [22].
The existence of overlapping divergences means that the way the BPHZ forests
are grouped into good sets of forests, such that the short-distance divergences cancel
between the members of a good set of forests, has to be different, in different regions
of the configuration space of the vertices of the diagram, just as it has to be different,
in different regions of the parameter space of the exponentiated propagators, in Hepp’s
method, and in different regions of momentum space, in Zimmerman’s method. In the
present paper, the basis of the contruction of the good sets of forests, for each position-
space configuration, x, of the vertices of the Feynman diagram, is the definition, on
page 37, of a set, Ω (x), whose members are pairs, (F,G), of forests, such that F ⊆ G,
and each member, A, of G, that is not a member of F , is, in an appropriate sense, a
“cluster”, in the position-space configuration, x, of the vertices of the diagram, after
contracting all the members of F that are strict subsets of A, and ignoring the positions
of the outer ends of any legs of A, that lie outside a member of F that contains A as a
strict subset. The idea is that a “cluster” is a subdiagram whose vertices are all close
to one another, in the position-space configuration, x, of the vertices of the diagram,
and thus may need to have a counterterm subtracted, in order to cancel an ultraviolet
divergence, that would otherwise come from somewhere near x, in the configuration
space of the vertices of the diagram. An example of what can go wrong, if one does not
contract the members of F , that are strict subsets of A, before applying the “cluster”
condition, is given on pages 159 to 160 of [14]. The precise definition, of a “cluster”, is
chosen so that one obtains Lemma 7, on page 43, Lemma 10, on page 56, and Lemma
11, on page 58. Lemma 7 states that if (F,G) and (F ′, G′) are members of Ω (x), such
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that (F ∪ F ′) ⊆ (G ∩G′), then G∪G′ is a forest, and ((F ∩ F ′) , (G ∪G′)) is a member
of Ω (x). Once one has Lemma 7, it follows by combinatorics alone, in Lemma 8, on
page 50, and Lemma 9, on page 55, independent of the details of the definition of a
“cluster”, that for any forest, F , there is a unique member, (P,Q), of Ω (x), such that
P ⊆ F ⊆ Q holds, and there is no member, (P ′, Q′), of Ω (x), different from (P,Q),
such that P ′ ⊆ P and Q ⊆ Q′ both hold. The good set of forests, to which the forest,
F , belongs, at the position-space configuration, x, of the vertices of the diagram, is then
the set of all the forests, G, such that P ⊆ G ⊆ Q holds. And if (P,Q) is a member
of Ω (x), that defines a good set of forests, in this way, then Lemma 10 gives lower
bounds, used on page 122, on the diameters, in the position space configuration, x, of
the vertices of the diagram, of the members, A, of P , that have two or more vertices,
after contracting the members of P that are strict subdiagrams of A, and Lemma 11,
used on page 131, ensures that if A is either the whole diagram, or a member of P ,
that has two or more vertices, then, after contracting the members of P , that are strict
subdiagrams of A, the connected components of any σ-cluster, of the restriction of the
diagram to A, are, under appropriate conditions, members of (Q ⊢ P ).
It seems possible that analogues of the set Ω (x), described above, might also be
used as the basis for constructing good sets of forests, in the parameter space of the
exponentiated propagators, and in momentum space. The situation is simplest in the
space of the integration parameters of the exponentiated propagators, usually called the
α-parameters, because the R-operation does not change the value of the α-parameter
of a line, whereas it does change the lengths of lines, and the diameters of subdiagrams,
in position space, because it changes the positions of the inner ends of the legs of a
subdiagram, when that subdiagram is contracted, and it also changes the magnitudes
of the line momenta, in momentum space, because it sets the external momenta of a
subdiagram to zero, in the internal lines of that subdiagram, when that subdiagram is
contracted.
An example of a definition of Ω (α), in the parameter space of the exponentiated
propagators, broadly analogous to the definition of Ω (x), and for which an analogue
of Lemma 7 can be derived, is as follows. For each forest, F , subdiagram, A, and
assignment, α, of the values of the α-parameters of the lines of the diagram, we define
λ (F,A, α) to be the maximum value of α∆, among the internal lines, ∆, of A, that
are not internal lines of any member, of F , that is a strict subset of A. This implies
that for forests, F , and G, such that F ⊆ G, λ (G,A, α) ≤ λ (F,A, α) holds. We then
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define Ω (α) to be the set of all ordered pairs, (P,Q) of forests of one-line-irreducible
subdiagrams, such that P ⊆ Q, and such that, for all A ∈ (Q ⊢ P ), and for every
line, ∆, with one end in A, and its other end not in A, but not outside any member
of Q, if any, that contains A as a strict subset, λ (Q,A, α) < α∆. One can prove
that this definition implies that, if (P,Q) ∈ Ω (α), and A is a connected subdiagram,
with at least two vertices, then λ (Q,A, α) = λ (P,A, α). Hence for all F , such that
P ⊆ F ⊆ Q, λ (F,A, α) = λ (Q,A, α) = λ (P,A, α). To prove the analogue of Lemma
7, suppose that (P,Q) ∈ Ω (α) and (P ′, Q′) ∈ Ω (α), and (P ∪ P ′) ⊆ (Q ∩Q′). Suppose
some member, A, of Q ⊢ P , overlaps some member, A′, of Q′ ⊢ P ′. For any ordered
pair, (F,C), of a forest, F , and a member, C, of F , let T (F,C) denote the set of all
the members, D, of F , such that C ⊆ D. Then T (F,C) is a nonempty finite set,
totally ordered by the subset relation. Now let B be the largest member of T (Q,A),
that overlaps any member of T (Q′, A′), and let B′ be the largest member of T (Q′, A′)
that overlaps any member of T (Q,A). Then B overlaps B′, B′ does not overlap
any member of Q, that contains B as a strict subset, and B does not overlap any
member of Q′, that contains B′ as a strict subset. Hence there is a line, ∆, with one
end in (B ∩ B′), and its other end in B′, but not in B, and not outside any member
of Q, that contains B as a strict subset, and there is a line, ∆′, with one end in
(B ∩B′), and its other end in B, but not in B′, and not outside any member of Q′, that
contains B′ as a strict subset. Then (P,Q) ∈ Ω (α) implies that λ (Q,B, α) < α∆ ≤
λ (P ′, B′, α), and (P ′, Q′) ∈ Ω (α) implies that λ (Q′, B′, α) < α∆′ ≤ λ (P,B, α). But
(P ∪ P ′) ⊆ (Q ∩Q′) implies that P ⊆ (P ∪ P ′) ⊆ Q, and P ′ ⊆ (P ∪ P ′) ⊆ Q′, hence
λ ((P ∪ P ′) , B, α) < λ ((P ∪ P ′) , B′, α), and λ ((P ∪ P ′) , B′, α) < λ ((P ∪ P ′) , B, α),
which is a contradiction. Hence no member ofQ overlaps any member ofQ′, so (Q ∪Q′)
is a forest. Now let A be any member of (Q ∪Q′) ⊢ (P ∩ P ′), and ∆ be any line, with
one end in A, and its other end not in A, but not outside any member of (Q ∪Q′), if
any, that contains A as a strict subset. Then (P ∪ P ′) ⊆ (Q ∩Q′) implies that either
A ∈ Q ⊢ P or A ∈ Q′ ⊢ P ′. Suppose A ∈ Q ⊢ P . The end of ∆, that is not in A, is
not outside any member of Q, that contains A as a strict subset, hence (P,Q) ∈ Ω (α)
implies λ (Q ∪Q′, A, α) ≤ λ (Q,A, α) < α∆. The result λ (Q ∪Q′, A, α) < α∆ also
follows from A ∈ Q′ ⊢ P ′. Hence ((P ∩ P ′) , (Q ∪Q′)) ∈ Ω (α).
The analogue, in Hepp’s convergence proof [8], of the good set of forests defined by
the pair (P,Q) of forests, as above, is the collection of the Hepp trees, T = (U,M, σ),
defined on page 308 of [8], such that U = Q, and the set of all the members, A, of
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U, such that σ (A) ≤ 0, is P . It would be interesting to find out whether or not
the good sets of forests defined by Ω (α), as above, in each Hepp sector, bear some
relation to the partial sums of counterterms, FT (U), which Hepp decomposes the
BPHZ-renormalized integrand into, in Lemma 2.4(a) of [8], and whose contributions
Hepp bounds, in Lemma 3.2 of [8], although consideration of the first good set of forests,
in Fig. 5 of [8], shows that the correspondence cannot be exact. The correspondence
with Hepp’s terminology, here, is that the members of P are the vertices of the graph,
together with Hepp’s “twigs”, and the members of Q, that are not members of P , are
Hepp’s “boughs”. It would also be interesting to see if a suitable definition of Ω (p),
for momentum space, could be extracted from Zimmermann’s proof of convergence in
momentum space, [12]. The criterion for a subdiagram to be a “cluster”, for given
momenta in the lines of the diagram, in Euclidean signature momentum space, would
broadly be that the magnitude of the momentum, in each of its internal lines, be
larger than the magnitude of the momentum, in any of its legs, but, due to the fact
that the R-operation changes the magnitudes of the momenta, in the internal lines
of subdiagrams, the precise criterion might need to be chosen carefully, in order to
obtain analogues of Lemmas 7, 10, and 11. Zimmermann is able to avoid dividing the
momentum space of the diagram into tessellating sectors, because the momentum space
power-counting theorem, whose hypotheses he has to satisfy, is expressed in terms of
the power-counting behaviour of the integrand, as the loop momenta tend to infinity,
within hyperplanes of various dimensions. Thus, on each hyperplane, he can divide up
the set of all forests, into good sets of forests, in a manner appropriate for bounding
the integrand on that hyperplane, without being concerned about the fact that the
hyperplanes intersect one another, and the way he divides up the set of all forests,
into good sets of forests, at a given point in the momentum space of the diagram,
will in general be different, according to which hyperplane through that point he is
considering. The good sets of forests, on a given hyperplane, in Section 4 of [12], are
defined by the pairs (B,C), where, in Zimmermann’s terminology, C is a complete
forest, with respect to that hyperplane, and B is the base of C.
To make practical use of BPHZ renormalization, for physically interesting gauge
theories, it is necessary to ensure that the Slavnov-Taylor identities [23, 24, 25], which
are the quantum form of the BRST invariance [26, 27] of the properly gauge-fixed
classical action, are preserved. The BRST invariance of the gauge-fixed classical action
implies, if the effects of renormalization are ignored, that the vacuum expectation values
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of BRST-invariant quantities, hence of gauge-invariant quantities, are independent of
the choice of the gauge-fixing term in the action. This follows from the fact that,
in the standard framework of Fadeev and Popov [28, 29, 30] and ’t Hooft [31], the
sum of the gauge-fixing and Faddeev-Popov terms in the gauge-fixed action is a BRST
variation, and, if the effects of renormalization are ignored, vacuum expectation values
of BRST-invariant quantities are unaltered by the addition of a BRST variation to the
action. Indeed, in the example of Yang-Mills theory, if we implement the gauge fixing
by Nakanishi-Lautrup auxiliary fields Ba, (which simply become Lagrange multipliers,
in gauges such as Landau gauge and radiation gauge, where the gauge-fixing parameter
α vanishes), we can write the BRST variation as:
δBRST =
∫
ddx
(
(Dµφ)ax
δ
δAµax
− 1
2
fabcφbxφcx
δ
δφax
+ iBax
δ
δψax
)
which is nilpotent identically, (δBRST)
2 = 0, and independent of the form of the gauge-
fixing term in the action. Here (Dµφ)ax = ∂µφax + Aµbxfabcφcx. Then the sum of the
gauge-fixing and Fadeev-Popov terms in the action can be written as
1
g2
δBRST
(
ψaFa − iα
2
ψaBa
)
where Fa is the gauge-fixing function, for example Fa = ∂µAµa for covariant gauges,
and Fa = ∂iAia for radiation gauge. So in a covariant gauge, we have:
1
g2
(
iBa (∂µAµa) +
α
2
BaBa + ψa
(
∂µ (Dµφ)a
))
=
1
g2
δBRST
(
ψa (∂µAµa)− iα
2
ψaBa
)
Thus we can interpolate between different choices of gauge-fixing function, and different
gauge parameters, by adding different BRST variations to the action. So to demon-
strate that vacuum expectation values of BRST-invariant quantities are independent
of the choice of the gauge-fixing function and the gauge parameter, it is sufficient to
demonstrate that vacuum expectation values, of BRST-invariant quantities, are unal-
tered by the addition, to the action, of an infinitesimal multiple of a BRST variation.
The change of a vacuum expectation value, resulting from the addition of an infinites-
imal term to the action, is, in Euclidean signature, equal to the negative of that same
vacuum expectation value, with the infinitesimal addition to the action, now included
in the pre-exponential factor. Thus the change of the vacuum expectation value of a
product of BRST-invariant quantities, say X, . . . , Y , resulting from the addition, to the
action, of an infinitesimal multiple, say η, of a BRST variation, say δBRSTZ, is equal
8
to the vacuum expectation value of a BRST variation, namely
−ηδBRST (X . . . Y Z) = −ηX . . . Y (δBRSTZ)
On the other hand, by making an infinitesimal change of variables in the functional
integral, A˜µax = Aµax+εδBRSTAµax, φ˜ax = φax+εδBRSTφax, ψ˜ax = ψax+εδBRSTψax, and
B˜ax = Bax+ εδBRSTBax, where ε is an infinitesimal anticommuting constant, and using
the facts that the value of a functional integral is unaltered by a change of integration
variables, the action is BRST invariant, and the Jacobian of this particular change
of variables is exactly equal to 1, one finds that the vacuum expectation value, of a
BRST variation, is equal to 0. The way in which the effects, of an infinitesimal change
in the choice of the gauge-fixing term in the action, cancel among groups of Feynman
diagrams contributing to the vacuum expectation value of a physical quantity, if the
effects of renormalization are ignored, was demonstrated, for Yang-Mills theory, by
Mills [32]. Conversely, if the effects of renormalization violate BRST invariance, or,
in other words, violate the Slavnov-Taylor identities, the vacuum expectation values
of physical quantities will usually not be independent of the choice of the gauge-fixing
term in the action, which means that the predictions of the theory will fail to be
Lorentz-covariant, if the calculations are done in a physical gauge, such as radiation
gauge, or the theory will have negative-norm states, whose effects do not cancel out, if
the calculations are done in a Lorentz-covariant gauge. The proof of the cancellation
of the effects of negative-norm states, in a Lorentz-covariant gauge, is usually called a
unitarity proof, because it implies that the S-matrix, restricted to the physical states,
is unitary. The unitarity proofs of ’t Hooft for renormalized Yang-Mills theory [31],
and of Sterman, Townsend, and van Nieuwenhuizen for renormalized supergravity [33],
explicitly use only linear identities, called Ward-Takahashi identities [34, 35], that
depend only on the linear terms in the BRST variation, but the argument assumes
the validity of the full nonlinear Slavnov-Taylor identities, that correspond to the full
non-linear BRST variation.
The BPHZ-renormalized Feynman diagrams generally violate the Slavnov-Taylor
identities, but, in consequence of the convergence proof, the violation is by a finite
amount. It is therefore necessary to seek, at each successive order in the loop expansion,
(i.e. the expansion in powers of ~), additional finite local counterterms, which, when
added to the action, restore the validity of the Slavnov-Taylor identities. If no such
finite local counterterm exists, the theory is said to have a gauge “anomaly” [36, 37,
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38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56], which results
in the shortcomings mentioned above. The possible anomalies are constrained by the
Wess-Zumino consistency condition [57, 58, 59, 60], which has led to the complete
classification of the possible anomalies, in some types of gauge theories [61, 62, 63,
64, 65, 66, 67, 68]. An explicit example of a finite counterterm, that restores a Ward-
Takahashi identity for a gauge-field propagator in an Abelian gauge theory, when the
position-space integral, in the counterterm, is cut off at large distances, is given in
Section 5.4.1 of [14], although the detailed form of the long-distance cutoff, in that
example, is different from that considered in the present paper.
The Slavnov-Taylor identities relate vacuum expectation values (VEVs) or corre-
lation functions that involve not only the fields themselves, but also, certain products
of the fields at coincident points in position space, namely the products that occur in
the non-linear terms in the BRST variations of the fields. This is necessary in order to
have a set of VEVs or correlation functions that is closed under the BRST variations.
Fortunately, the BRST transformation is nilpotent, when Nakanishi-Lautrup auxiliary
fields are used for the gauge-fixing, or, otherwise, when the antighost field equation
is used, so the required set of field products is limited to the BRST variations of the
fields. The products of fields, at coincident points in position space, are defined to be
Zimmermann normal products [69, 70, 71]. VEVs and correlation functions involving
normal products are defined by BPHZ renormalization, just as if the normal product
vertices in a diagram were additional vertices in the action, even though their posi-
tions are not integrated over. It is therefore natural to introduce position-dependent
“sources” for the normal products, and add the normal products, multiplied by their
“sources”, to the action. The Slavnov-Taylor identities take a very compact form,
when such “sources” are introduced for the BRST variations of the fields, and it is this
compact form of the Slavnov-Taylor identities, for the action that has had the BRST
variations of the fields, multiplied by the “sources” for the BRST variations, added to
it, that is required to be preserved by renormalization, since this allows for the fact
that the BRST variations also get infinite correction terms, due to the BPHZ defini-
tion of VEVs and correlation functions involving normal products, and allows finite
counterterms dependent on the “sources” for the BRST variations, as well as the finite
counterterms independent of these “sources”, to be added to the action, order by order
in the loop expansion, in order to restore the validity of the Slavnov-Taylor identities.
The study of the Slavnov-Taylor identities makes use of a number of relations,
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sometimes called quantum action principles [72, 73, 74, 75, 76, 77], that involve not
only normal products, but also, slight generalizations, called oversubtracted normal
products, and anisotropic normal products. An oversubtracted normal product is a
normal product, X , that is assigned an integer, n, greater than the dimension of X ,
that is to be used, instead of the dimension of X , in determining the maximum degree
of the Taylor expansion, of the BPHZ counterterm, for any subdiagram that includes
X . The dimension of a monomial in the fields and derivatives, here, means the num-
ber of derivatives, plus, for each field, half the dimension, at short distances, of the
corresponding propagator, which is (d−2)
2
for a propagating boson, and (d−1)
2
for a prop-
agating fermion, in d dimensions. An anisotropic normal product is a normal product
that is assigned two or more different degrees of oversubtraction, depending on which
legs of the normal product are internal lines, and which are external lines, of a subdi-
agram that includes the normal product. The oversubtracted and anisotropic normal
products are related to the ordinary normal products by linear relations, called Zim-
mermann identities [69, 70, 71], which state, for example, that the difference between
an oversubtracted normal product, and the corresponding ordinary normal product, is
equal to a linear combination, with coefficients that vanish, at zeroth order in pertur-
bation theory, of normal products, of dimension less than or equal to the integer, n,
that is assigned to the oversubtracted normal product, as above. Both the quantum
action principles, and the Zimmermann identities, might need to be modified, when
the propagators, in the counterterms, are allowed to differ, at large distances, from the
propagators in the direct terms, as allowed by the convergence proofs, in the present
paper.
In general, the additional finite counterterms, that are allowed to be added to the
Lagrangian, at a given order in the loop expansion, or, in other words, at a given or-
der in the expansion in powers of ~, are the most general linear combinations of local
monomials in the fields and their derivatives, of dimension not exceeding the maximum
dimension of the BPHZ counterterms that occur at that order in the loop expansion,
and which preserve the subgroup of the full Poincare´ group preserved by the tree level
Lagrangian, and the global internal symmetries of the tree level Lagrangian. Thus,
in Lorentz-covariant gauges, the counterterms are required to be Lorentz-invariant,
while in gauges such as radiation gauge, where some terms in the tree-level Lagrangian
depend on a special direction, defined by a unit vector, nµ, the counterterms are also
allowed to depend on nµ. The coefficients of the finite counterterms are fixed by requir-
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ing, firstly, that the Slavnov-Taylor identities are preserved, then, secondly, any further
independent coefficients, whose values affect the physical predictions of the theory, are
fixed, by fitting the predictions of the theory, to a finite number of experimental mea-
surements, then, finally, the remaining independent coefficients, whose values do not
affect the physical predictions of the theory, are fixed, by choosing a finite number of
normalization conditions on the correlation functions or proper vertices, which serve
to stabilize the gauge in which the calculations are being done. If, after the Slavnov-
Taylor identities have been preserved, the number of independent coefficients, whose
values affect the physical predictions of the theory, does not increase with increasing
order in the loop expansion, the theory is said to be renormalizable, and makes defi-
nite predictions, with no scope for adjustment, for the rates of physical processes, once
the values of the relevant coefficients have been determined, by fitting the results of a
finite, fixed set of experimental measurements. An example of a renormalizable theory
is the Standard Model [78] in 3 + 1 space-time dimensions, in which case the relevant
coefficients correspond to the masses, mixing angles, and coupling constants in the
tree-level Lagrangian, whereas gravity and supergravity [79, 80] in 3 + 1 dimensions,
and Yang-Mills theory in more than 4 dimensions, are not renormalizable.
By making use of the quantum action principles, the Zimmermann identities, and
the Wess-Zumino consistency condition, Becchi, Rouet, and Stora [81, 82] explicitly
demonstrated, for the Abelian Higgs-Kibble model [83, 84, 85], and the SU(2) Higgs-
Kibble model [86, 87], in which all particles are massive, and the Adler-Bell-Jackiw
anomaly [38, 39] is absent, that the Slavnov-Taylor identities could be preserved, to all
orders in the loop expansion, by suitable choices of the additional finite counterterms,
and that when the Slavnov-Taylor identities are preserved, the physical S-matrix is
unitary, in a class of Lorentz-covariant gauges, and is independent of the normalization
conditions imposed on the BPHZ-renormalized proper vertices, that correspond to a
specification of the choice of gauge, within the class of Lorentz-covariant gauges con-
sidered. The practical techniques that have been developed, for the explicit calculation
of the additional finite counterterms, that restore the validity of the Slavnov-Taylor
identities, order by order in the loop expansion, are sometimes referred to as algebraic
renormalization [88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 22].
For Yang-Mills theories, a theorem of Joglekar and Lee [99, 100] states that a
general BRST-invariant local polynomial, in the fields and their derivatives, of Fadeev-
Popov ghost number zero, is equal to the sum of a gauge-invariant polynomial in the
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field strengths F aµν and their gauge-covariant derivatives, and a BRST variation. If an
analogous result also held for other gauge theories, then the non-discrete physically
significant adjustable parameters of the BPHZ renormalized theory, which remain un-
determined, at a given order in the loop expansion, after satisfying the Slavnov-Taylor
identities at that order, and thus have to be fitted to experiment, reducing the pre-
dictiveness of the theory, would be in one-to-one correspondence with the non-trivial
adjustable parameters of the corresponding (on-shell) gauge-invariant classical action,
allowing terms with higher derivatives, up to and including the maximum number of
derivatives required, in the BPHZ counterterms, at that order in the loop expansion.
“Non-trivial”, here, means that the coefficients of higher-derivative terms that vanish
when the field equations of the zero-loop theory are satisfied, are not counted, because,
for small values of their coefficients, those terms can be absorbed by a redefinition of the
fields. Coefficients of total derivative terms are also not counted. Thus, in particular,
pure Einstein gravity, in 3+ 1 dimensions, gets no new adjustable physical parameters
at one loop order, because
√−gR2 and √−gRµνRµν vanish when the vacuum Einstein
equations are satisfied, and
√−g(R2 − 4RµνRµν + RµναβRµναβ) is a total derivative
[101, 102]. “(On-shell) gauge-invariant” means that, for gauge transformations such
as the local supersymmetry variations of supergravity without auxiliary fields [103],
whose commutator includes a trivial gauge transformation, as defined in Section 2.4 of
[104], the gauge variations of the higher derivative terms are only required to vanish
when the field equations that follow from the zero-loop action are satisfied, because,
for small values of the coefficients of the higher derivative terms, their gauge varia-
tions can, in that case, be cancelled, by the addition of appropriate additional terms
to the gauge transformation rules. It might be interesting to look at supergravity in
eleven dimensions [105, 106, 107, 108, 109, 110, 111, 112], and Horˇava-Witten theory
[113, 114, 115, 116, 117, 118, 119, 120, 121], from this point of view.
The compact form of the Slavnov-Taylor identities, for the action that has had the
BRST variations of the fields, multiplied by the “sources” for the BRST variations,
added to it, is sometimes called the Zinn-Justin equation [122], when it is expressed in
terms of the generating functional of the proper vertices, defined in the standard way,
by the application of a Legendre transformation, with respect to the fields and their
sources, to the generating functional of the connected Green functions. The Legen-
dre transformation does not affect the “sources” for the BRST variations, which are
treated, in effect, like position-dependent “coupling constants”, that may also have
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Lorentz and Yang-Mills indices. The zero-loop form of the Zinn-Justin equation is
called the Batalin-Vilkovisky master equation [123, 124, 125, 126, 127, 128, 129, 130,
131, 132, 133, 134, 135, 136, 137], and is thought to provide a comprehensive frame-
work for studying the gauge-fixing of gauge theories, at the zero-loop order. In this
context, the “sources”, for the BRST variations of the fields, are usually called “an-
tifields”. An alternative framework for the BPHZ renormalization of gauge theories,
that appears to focus on the quantum-corrected Batalin-Vilkovisky master equation,
written in terms of Zimmermann normal products, rather than on the Slavnov-Taylor
identities, has been proposed by De Jonghe, Par´is, and Troost[138]. A formal proof,
that the quantum-corrected Batalin-Vilkovisky master equation implies that physical
quantities are independent of the choice of the gauge-fixing terms in the action, was
given by Fuster, Henneaux, and Maas [137].
The definition of the BPHZ counterterms, in position space, depends on the choice
of the contraction weights, ωAB, as defined on page 31, where A and B are subdiagrams
of a Feynman diagram, such that B is a subdiagram of A. However, when the action
is translation-invariant, the change to a counterterm, that results from a change of the
contraction weights, vanishes when the degree of divergence is zero, and is a total di-
vergence, when the degree of divergence is greater than zero. Indeed, for a subdiagram,
A, with n vertices, and a set of contraction weights, ω, let λi ≡ ωA{i}, 1 ≤ i ≤ n, where
i runs over the vertices of A. Then
∑n
i=1 λi = 1, and a typical overall counterterm, for
A, has the form:
CA (z)|λ =
=
∫
dndxδd
(
n∑
i=1
λixi − z
)
I (x)
N∑
r=0
1
r!
((
m∑
j=1
(x¯j − z) .yˆj
)r
E (y1, . . . , ym)
)
y1=...=ym=z
Here I (x) = I (x1, . . . , xn), the internal function of A, includes the internal propagators
of A, which may differ, at long distances, in the counterterm, from the corresponding
propagators in the direct term, as allowed by the convergence proofs in this paper.
I (x) may also include BPHZ counterterms for strict subdiagrams of A. Translation
invariance means that, for arbitrary u, I (x1 + u, . . . , xn + u) = I (x1, . . . , xn). N is the
degree of divergence. m is the number of legs of A, which is the number of fields, in the
corresponding formal counterterm, in the Lagrangian. x¯j is the position of the inner
end of the jth leg of A, before the contraction of A. If none of the subdiagrams of A
have been contracted, then each x¯j will simply be one of the xi, while if some of the
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subdiagrams of A have been contracted, some of the x¯j might be linear combinations
of some of the xi, with total weight 1. yˆjµ means
∂
∂yjµ
, where µ is the Lorentz index.
E (y1, . . . , ym) is the external function of A. In the Feynman diagram, y1, . . . , ym are
the positions of the ends, in A, of the propagators that form the legs of A, and are
thus evaluated at x¯1, . . . , x¯m, before the contraction of A, and at z, . . . , z, where z =∑n
i=1 λixi, after the contraction of A. In the Feynman diagram, E (y1, . . . , ym) also
depends, implicitly, on the positions of the external vertices of the diagram, and, also,
on the positions of any vertices of the diagram, not in A, that have not yet been
integrated over. In the counterterm, on the other hand, E (y1, . . . , ym) is the product of
some fields, ϕ1 (y1) . . . ϕm (ym), all of which are evaluated at z, after the differentiations
have been performed.
Let ω′ be another set of contraction weights, and let λ′i ≡ ω′A{i}, 1 ≤ i ≤ n,
so that
∑n
i=1 λ
′
i = 1. Let x
′
i = xi +
∑n
k=1 (λ
′
k − λk)xk, 1 ≤ i ≤ n. Hence ∂x
′
i
∂xj
=
δij + λ
′
j − λj, which has determinant equal to 1. Furthermore,
∑n
i=1 λix
′
i =
∑n
i=1 λ
′
ixi,
and
∑n
i=1 λ
′
ix
′
i =
∑n
i=1 (2λ
′
i − λi)xi, hence xi = x′i +
∑n
k=1 (λk − λ′k)x′k. Hence the
above counterterm, evaluated with the contraction weights ω′, is:
CA (z)|λ′ =
=
∫
dndxδd
(
n∑
i=1
λ′ixi − z
)
I (x)
N∑
r=0
1
r!
((
m∑
j=1
(x¯j − z) .yˆj
)r
E (y1, . . . , ym)
)
y1=...=ym=z
=
=
∫
dndx′δd
(
n∑
i=1
λix
′
i − z
)
I (x′)
N∑
r=0
1
r!
((
m∑
j=1
(
x¯′j +
(
n∑
k=1
(λk − λ′k) x′k
)
− z
)
.yˆj
)r
×
×E (y1, . . . , ym)
)
y1=...=ym=z
where I used the translation invariance of I (x), and the fact that, since each x¯j is a
linear combination, of total weight 1, of the xi, we have x¯j = x¯
′
j +
∑n
k=1 (λk − λ′k) x′k,
for all 1 ≤ j ≤ m.
Hence, renaming x′i as xi, we have:
CA (z)|λ′ − CA (z)|λ =
=
∫
dndxδd
(
n∑
i=1
λixi − z
)
I (x)
N∑
r=0
1
r!
(((
m∑
j=1
(
x¯j +
(
n∑
k=1
(λk − λ′k) xk
)
− z
)
.yˆj
)r
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−
(
m∑
j=1
(x¯j − z) .yˆj
)r)
E (y1, . . . , ym)
)
y1=...=ym=z
=
=
∫
dndxδd
(
n∑
i=1
λixi − z
)
I (x)
(
N∑
s=1
1
s!
((
n∑
k=1
(λk − λ′k) xk
)
.
(
m∑
j=1
yˆj
))s
×
×
N−s∑
t=0
1
t!
(
m∑
j=1
(x¯j − z) .yˆj
)t
E (y1, . . . , ym)
)
y1=...=ym=z
=
=
∫
dndxδd
(
n∑
i=1
λixi
)
I (x)
(
N∑
s=1
1
s!
((
n∑
k=1
(λk − λ′k)xk
)
.
(
m∑
j=1
yˆj
))s
×
×
N−s∑
t=0
1
t!
(
m∑
j=1
x¯j .yˆj
)t
E (y1, . . . , ym)
)
y1=...=ym=z
=
=
N∑
s=1
1
s!
∂
∂zµ1
. . .
∂
∂zµs
(∫
dndxδd
(
n∑
i=1
λixi
)
I (x)×
×
(
n∑
k1=1
(
λk1 − λ′k1
)
xk1µ1
)
. . .
(
n∑
ks=1
(
λks − λ′ks
)
xksµs
)
×
×
(
N−s∑
t=0
1
t!
(
m∑
j=1
x¯j .yˆj
)t
E (y1, . . . , ym)
)
y1=...=ym=z


where the second-last step resulted from shifting all the xi by z, and using the trans-
lation invariance of I (x), again.
More generally, a change, to the contraction weights, will result in a change to
the finite counterterms that need to be added, in order to satisfy the Slavnov-Taylor
identities. The convergence proofs, in the present paper, are given for an arbitrary,
fixed set of contraction weights, that satisfies conditions (i), (ii), and (iii), on page
31. These conditions allow a substantial amount of flexibility in the choice of the
contraction weights, as discussed on pages 31 and 32.
For the application of the results to the Group-Variation Equations [14], the renor-
malization of the gauge-invariant quantities, in terms of which the Group-Variation
Equations are expressed, is also required. It was originally intended that these would
be the VEVs and correlation functions of generalized Wilson loops formed from paths
consisting of finite numbers of straight line segments. However, these have rather com-
plicated properties under renormalization, with infinities depending on the angles made
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by the straight line segments, at the vertices where they meet, and further singulari-
ties appearing whenever the vertices are positioned such that two of the straight line
segments intersect. The intention was to divide these VEVs and correlation functions
by “short distance factors”, consisting of the same VEVs and correlation functions,
but calculated with propagators smoothly cut off at long distances, and then to re-
write the Group-Variation Equations as equations for these ratios, the “long-distance
factors”, which would not be sensitive to the fine details of the paths. It now seems
likely, however, that this program could be carried out in a more practical manner, by
using, as the basic gauge-invariant quantities, not the generalized Wilson loops formed
from paths consisting of finite numbers of straight line segments, but rather, the “point-
pinned loops”, formed from the same sequences of points in four-dimensional Euclidean
space, as the corners of the paths, but having, between each successive pair of path
vertices, not the straight Wilson line between the two vertices, but rather, a factor(
esD
2
)
xi,yj¯
=
=
(
es∂
2
)
xy
δij¯+
∫ s
0
du
∫
d4z
(
eu∂
2
)
xz
(
Aij¯ (z) .∂z + ∂z .Aij¯ (z)
) (
e(s−u)∂
2
)
zy
+. . .
where Dµ is covariant derivative for a scalar field in the SU(n) fundamental, x and y
are the positions of the two vertices, and i and j¯ are the colour indices, to be traced
along the loop as usual. The idea is that, for small enough real s, the paths from x to
y, that appear in the sum over paths, in the path integral representation of the above
factor, will be strongly suppressed by the standard Gaussian factors,
(
e(un+1−un)∂
2
)
znzn+1
=
e
−
(zn+1−zn)
2
4(un+1−un)
(4pi (un+1 − un))2
,
for paths that wander significantly away from the straight line from x to y. In that
case, the pointed-pinned loop, with a suitably small si for each segment, will have
approximately the same long-distance factor as the generalized Wilson loop formed
from the corresponding straight line segments. On the other hand, it seems reasonable
to anticipate that the point-pinned loops might have much simpler properties, under
renormalization, then the corresponding generalized Wilson loops, formed from the
corresponding straight line segments. The simplest guess would be that a point-pinned
loop needs only two divergent “wave-function renormalization” factors, when all the
vertices are at different positions in four-dimensional Euclidean space: a fixed divergent
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factor, N , for each vertex, and a factor e−m
2si for each segment, with a fixed divergent
“mass”, m.
It seems possible, that the technique of allowing the propagators in the counterterms
to differ, at long distances, from the propagators in the direct terms, might also be
implemented in Hepp’s method, by introducing an appropriate upper limit to the
parameter integrals, for the propagators in the counterterms, and checking to see if
this caused any problems in Hepp’s convergence proof. Similarly, it seems possible that
the long-distance cutoffs on the propagators, introduced to define the short-distance
factors in the Group-Variation equations, could also be introduced, in Hepp’s method,
by means of an appropriate upper limit to the parameter integrals. Furthermore, to
the extent that position-dependent background fields, coupling to composite operators,
have to be introduced, for example for the purpose of studying the Slavnov-Taylor
identities, or for calculations in position-dependent gravitational backgrounds, it seems
possible that a smooth position-dependence of the backgrounds might be dealt with
in Hepp’s method, by introducing an independent “source”, jµ, or pµ, in the Gaussian
exponent, for each vertex, at which position-dependence of the coupling constant, or
the background, is required, doing the Gaussian integrals over the vertex positions in
the usual way, then differentiating with respect to the “sources”, to bring down the
required pre-exponential factors of the vertex positions, before setting the “sources”
to zero. In momentum space, the result of doing the Gaussian integrals over the
positions of the vertices, in the presence of the “sources”, would look like Symanzik’s
formula [139] [140], with a momentum coming in at every vertex, rather than just at the
“external” vertices, of the diagram. Moreover, it appears that a tolerable “Gaussian”
representation, with n integration parameters, of the Wilson area law, for the VEV
of a loop that approximately follows a loop formed from n straight line segments,
can be obtained by a simple improvement of the ansatz discussed in Section 8.1.3
of [14], based on Douglas’s formula for the area of a minimal-area spanning surface
[141] [142]. Finally, the limiting process proposed in [14], for calculating the path
integrals weighted by the window factors, in which the smoothly-varying long-distance
factors are only “tied”, or “stitched”, to the paths, at a finite number of points, and
the path sums between the “stitch points”, weighted by the short-distance factors,
are done exactly, in terms of modified Feynman diagrams, with the limiting process
consisting of increasing the number of points at which the long-distance factors are
“stitched” to the paths, is also formulated in terms of exponentiated propagators.
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Thus, it seems possible, that if the Group-Variation Equations are expressed in terms
of the point-pinned loops, instead of generalized Wilson loops formed from straight
line segments, and if the area-law ansatz, based on Douglas’s formula, can also be
extended to an ansatz for the loop correlation functions, so that it gives tolerable
results in circumstances where a minimal-area spanning surface, of higher topology,
actually exists, then all the ingredients required to calculate the right-hand sides of the
Group-Variation Equations, for a realistic ansatz, might actually be available within
the Hepp framework of exponentiated propagators, which would, in that case, probably
be the method of choice, for practical calculations. Perhaps it might, after all, be
possible to study the Group-Variation Equations within the framework of dimensional
regularization [143, 144, 145, 146, 147, 148].
Thus if the Group-Variation Equations can, in fact, be reformulated in terms of
point-pinned loops, in the manner just described, then the original motivation for the
present paper, which was the unsuitability of exponentiated propagator and momen-
tum space methods, for the calculation of VEVs and correlation functions of general-
ized Wilson loops, formed from straight line segments, is largely removed. Perhaps,
however, the proof of the possibility of using propagators in the counterterms, which
differ, at large distances, from the propagators in the direct terms, so that for theo-
ries with massless particles, the long-distance divergences can be eliminated from the
counterterms, without altering the propagators in the direct terms, might have some
practical utility, and lead to the proof of analogous results, for the parameter space
and momentum space methods.
A different method of renormalization, in the absence of translation invariance,
was given by Brunetti and Fredenhagen [149], who deal with the case of Minkowski
signature, and base their construction on the method of Epstein and Glaser [150].
A proof of the BPHZ renormalizability of λφ4 field theory, in a Euclidean signature
four-dimensional curved gravitational background, was given by Bunch [151].
Remarkable progress towards the analytic solution of SU(N) Yang-Mills theory, at
large N , in 2 + 1 dimensions, has recently been reported in [152].
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1 Introduction.
Many attempts to make QCD into a quantitative theory for hadrons involve the use
of Wilson loops. When a Feynman diagram contributing to a Wilson loop expectation
value is calculated, some of the vertices of the diagram must be integrated along the
loop. It is desirable to be able to carry out the calculation of the such a diagram
directly in position space, and in particular it is desirable to understand in as much
detail as possible how the cancellation of short-distance divergences, when the diagram
is renormalized, works in position space. In an earlier paper, “Cluster Convergence
Theorem”, we presented a power-counting convergence theorem for use in Euclidean
position space, and in this paper we use the Cluster Convergence Theorem to present
a BPHZ convergence proof directly in Euclidean position space.
In Section 6 of this paper we prove, as Theorem 1, the absolute convergence, in Eu-
clidean position space, of renormalized diagrams when the BPHZ forests are allowed to
include all connected subdiagrams, (both one-line-reducible and one-line-irreducible),
that are divergent by power-counting.
In Section 7 of this paper we prove, as Theorem 2, the convergence, not necessarily
absolute, in Euclidean position space, of renormalized diagrams when the BPHZ forests
are only allowed to include one-line-irreducible subdiagrams. In this case we give the
result both in a form that involves taking a limit from regularized propagators, and in
a form that makes no use of regularized propagators.
Our methods enable any renormalized Feynman diagram to be calculated directly
in Euclidean position space, without any use of momentum space or Gaussian integral
techniques.
In Section 8, “Applications”, we explain the derivation of our formula for the renor-
malized integrand, and we show that for QCD, our form of the R-operation requires no
counterterms whose total number of gauge fields plus derivatives plus 3
2
times quark
fields is greater than 4, so that power-counting renormalizability is achieved.
For Theorem 1 we make no assumption of translation invariance, nor of any related
property, and for Theorem 2 we assume not translation invariance but a much more
general property of translation smoothness.
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2 Preparations.
Let A and B be any sets. We shall use the convention that the notation A ⊆ B means
“A is a subset of B”, and includes the possibility that A = B. We shall write A ⊂ B,
and say “A is a strict subset of B”, to indicate that A is a subset of B but not equal
to B. The notation A ⊢ B (“A outside B”) means the set of all the members of A
that are not members of B.
The word “ifif” is short for “if and only if”.
For any finite set A, the notation # (A) indicates the number of members of A. If
n is an integer ≥ 0, an n-member set is a finite set A such that # (A) = n.
The symbol ∅ denotes the empty set.
For any set X such that every member of X is an ordered pair, we define D (X),
the domain of X , to be the set of all the first components of members of X , and R (X),
the range of X , to be the set of all the second components of members of X .
A map is a set M whose members are all ordered pairs and which satisfies the
requirement that if (a, b) ∈M and (e, f) ∈M then a = e implies b = f .
Note that if M is a map, then D (M) is finite ifif M is finite and that if M is finite
then # (D (M)) = # (M) and # (R (M)) ≤ #(M).
IfM is a map and i is a member of D (M) then the notationMi denotes the second
component of the unique member of M whose first component is i.
When a subscript appears on a subscript, for example xAα, the interpretation is
always x(Aα), never (xA)α.
An expression such as xAα, where two subscripts appear side by side, can arise
either as an abbreviation of x(A,α), (which arises when the ordered pair (A, α) is a
member of the domain of the map x), or as an abbreviation of (xA)α, (which arises
when the member xA of the range of the map x, is itself a map).
For any sets A and B, we shall denote by BA the set whose members are all the
maps whose domain is A and whose range is a subset of B.
A bijection is a map M such that if (a, b) ∈ M and (e, f) ∈ M then b = f implies
a = e.
For any ordered pair (M,A) of a map M and a set A, we define ↓ (M,A), the
restriction of M to the domain D(M) ∩A, to be the subset of M whose members are
all the members (a, b) of M such that a ∈ A holds. Thus ↓ (M,A) is a map whose
domain is D (M) ∩ A.
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For any set F whose members are all themselves sets we define U (F ) to be the
union of all the members of F .
For any nonempty set F such that every member of F is a set, we define I (F ) to
be the intersection of all the members of F .
A partition is a set F such that every member of F is a set, no member of F is
empty, and for every two distinct members A and B of F , A ∩ B = ∅ holds. And if A
is any set, then a partition of A is a partition F such that U (F ) = A.
For any partition V we define Ξ (V ) to be the set whose members are all the
nonempty subsets A of U (V ) such that if B is any member of V , then either B ⊆ A
holds or B ∩ A is empty. We note that if V is any partition, and we define a map M
whose domain is the set of all the nonempty subsets of V by specifying that for each
nonempty subset X of V , MX ≡ U (X), then M is a bijection whose domain is the set
of all the nonempty subsets of V and whose range is Ξ (V ). Thus if V is a finite set,
then Ξ (V ) is a finite set and # (Ξ (V )) = 2#(V ) − 1.
If F is a set such that every member of F is a set, then we define M (F ) to be the
set whose members are all the members A of F such that there is no member B of F
such that B ⊂ A holds, and we define B (F ) ≡ (F ⊢ M (F )).
For any ordered pair (F, i) of a set F such that every member of F is a set, and a
member i of U (F ), we define C (F, i) to be the intersection of all the members A of F
such that i ∈ A holds, and we note that i ∈ C (F, i) always holds, and that if F is a
partition, then C (F, i) is equal to the unique member of F that has i as a member.
For any ordered pair (F,A) of a set F such that every member of F is a set, and
a set A, we define P (F,A) to be the set whose members are all the members B of F
such that B ⊂ A holds and there is no member C of F such that B ⊂ C ⊂ A holds.
A wood is a set F such that every member of F is a set, no member of F is
empty, U (F ) is finite, every member of U (F ) is a member of some member ofM (F ),
# (M (F )) ≥ 2 holds, and for every two distinct members A and B of F , at least one
of A ⊢ B and A ∩ B and B ⊢ A is empty.
We note that if F is any wood and A and B are any members of F , then exactly
one of the four possibilities A = B, A ⊂ B, B ⊂ A, and A ∩ B = ∅ holds. Thus if
F is a wood and A and B are any members of M (F ), then either A = B holds or
A∩B = ∅ holds. Hence M (F ) is a partition. And furthermore, by the definition of a
wood, every member of U (F ) is a member of some member of M (F ), hence M (F )
is a partition of U (F ).
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And we note furthermore that if F is a wood and i is any member of U (F ), then
C (F, i), which by definition is the intersection of all the members of F that have i as
a member, is equal to the unique member of M (F ) that has i as a member.
If V is any partition such that U (V ) is finite and # (V ) ≥ 2 holds, then a wood of
V is a wood F such that M (F ) = V holds.
We note that if V is any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
then V is itself a wood of V , and furthermore if F is any wood of V , then V ⊆ F holds.
If A and B are any sets, then we shall say that “A overlaps B” ifif none of A ⊢ B,
A∩B and B ⊢ A is empty. In other words, A overlaps B ifif none of A ⊆ B, A∩B = ∅,
and B ⊆ A are true.
Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, and let F
and G be any woods of V . Then we may verify directly from the definition of a wood
of V , that F ∩G is also a wood of V .
Furthermore, let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
and let F and G be any woods of V such that no member of F overlaps any member of
G. Then we may again verify directly from the definition of a wood of V , that F ∪G
is also a wood of V .
We note that it is true in general that if a nonempty set X is totally-ordered and
finite, then X has both a unique maximal, or largest, member, and a unique minimal,
or smallest, member. In particular, if F is a nonempty finite set such that every
member of F is itself a set, and for every two distinct members A and B of F , exactly
one of A ⊂ B and B ⊂ A holds, then there is a unique member Z of F such that
A ⊆ Z holds for all members A of F , and there is a unique member Y of F such that
Y ⊆ A holds for all members A of F . We shall call Z the largest member of F , and Y
the smallest member of F .
Now if F is a wood, A is a set, and B and C are any two distinct members of
P (F,A), then exactly one of B ⊂ C, B ∩ C = ∅, and C ⊂ B holds, since both B
and C are members of the wood F . But B ∈ P (F,A) implies that B ⊂ C cannot
hold, and C ∈ P (F,A) implies that C ⊂ B cannot hold, hence B ∩ C = ∅ must hold.
Furthermore, every member of P (F,A) is a member of F , hence no member of P (F,A)
is empty. Hence P (F,A) is a partition.
Now let B be any member of F such that B ⊂ A holds, and let X be the set whose
members are all the members C of F such that B ⊆ C and C ⊂ A both hold. Then
B ∈ X holds, hence X is nonempty. Furthermore, if C and D are any two distinct
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members of X , then B ⊆ (C ∩D) holds, hence C ∩D is nonempty, hence exactly one
of C ⊂ D and D ⊂ C holds. Hence X has a unique member E such that C ⊆ E holds
for all members C of X . Now E ⊂ A holds by the definition of X , and furthermore,
if K is a member of F such that E ⊂ K and K ⊂ A both hold, then K would be a
member of X such that E ⊂ K holds, contradicting the fact that C ⊆ E holds for all
members C of X . Hence there is no member K of F such that E ⊂ K and K ⊂ A
both hold, hence E is a member of P (F,A). Hence for every member B of F such
that B ⊂ A holds, there is a unique member E of P (F,A) such that B ⊆ E holds.
Now suppose that A is a member of (Ξ (M (F )) ⊢ M (F )), or in other words,
suppose that A is any subset of U (F ) such that A neither overlaps any member of
M (F ) nor is a subset of any member of M (F ). Let i be any member of A. Then i
is a member of U (F ) hence by the definition of a wood, the set C (F, i) is a member
ofM (F ) hence, since A neither overlaps any member ofM (F ) nor is a subset of any
member of M (F ), C (F, i) ⊂ A holds. Hence by the preceding paragraph there is a
unique member E of P (F,A) such that C (F, i) ⊆ E holds, hence there is a member
E of P (F,A) such that i ∈ E holds. Hence P (F,A) is a partition such that every
member of P (F,A) is a strict subset of A, and if i is any member of A then there
exists a member E of P (F,A) such that i ∈ E holds. Hence P (F,A) is a partition of
A such that # (P (F,A)) ≥ 2 holds.
For any wood F , we define the wood F¯ by F¯ ≡ F ∪ {U (F )}.
For any ordered pair (F,B) of a wood F and a nonempty set B, we define Y (F,B)
to be the smallest member A of F such that B ⊆ A holds, if any members A of F exist
such that B ⊆ A holds, and to be equal to the empty set ∅ if there are no members A
of F such that B ⊆ A holds.
We note that if F is any wood, and B is any member of F such that B 6= U (F ), then
B ∈ P (F,Y ((F¯ ⊢ {B}) , B)) holds, and furthermore the member Y ((F¯ ⊢ {B}) , B)
of F¯ is the only member A of F¯ such that B ∈ P (F,A) holds. For Y ((F¯ ⊢ {B}) , B)
is by definition the smallest member of F¯ to contain B as a strict subset. Furthermore,
since F¯ is equal to F apart from the fact that U (F ) is a member of F¯ , while U (F )
may or may not be a member of F , P (F¯ , A) is equal to P (F,A) for every member A
of F¯ . Now B ⊂ Y ((F¯ ⊢ {B}) , B) certainly holds, and moreover there is no member
C of F such that B ⊂ C ⊂ Y ((F¯ ⊢ {B}) , B) holds, for any such member C of F
would be a member of F¯ , since F ⊆ F¯ holds, and there is no such member C of F¯
since Y ((F¯ ⊢ {B}) , B) is the smallest member of F¯ to contain B as a strict subset.
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Hence B ∈ P (F,Y ((F¯ ⊢ {B}) , B)) holds. Now let A be any member of F¯ such that
B ∈ P (F,A) holds. Then B ⊂ A holds and there is no member C of F such that
B ⊂ C ⊂ A holds. Now if there was a member C of F¯ such that B ⊂ C ⊂ A held
then C would be a strict subset of U (F ) hence could not be equal to U (F ), hence C
would be a member of F . Hence there is no member C of F¯ such that B ⊂ C ⊂ A
holds, hence A is the smallest member of F¯ to contain B as a strict subset, hence
A = Y ((F¯ ⊢ {B}) , B) holds.
We note that it follows directly from this that if F is any wood then F is equal to
the disjoint union of P (F,A) for all the members A of B (F¯ ), together with the set
U (F ) if U (F ) is a member of F .
We observe that for any wood F , the inequality
# (M (F )) ≤ #(F ) ≤ (2# (M (F ))− 1)
holds. For M (F ) is a subset of F , hence # (M (F )) ≤ #(F ) certainly holds, and F
is a subset of F¯ , hence # (F ) ≤ # (F¯ ) holds, and moreover M (F¯ ) =M (F ) holds.
Now for each integer i ≥ 2 let ni denote the number of members A of B
(
F¯
)
such
that # (P (F,A)) = i. Then we count the number of members of F¯ in two ways:
(1) #
(
F¯
)
= #(M (F )) +
∑
i≥2
ni
(2) We note that F¯ is equal to the disjoint union of P (F,A) for all the members A of
B
(
F¯
)
, together with the member U (F ) of F¯ . Hence
#
(
F¯
)
= 1 +
∑
i≥2
ini
From these two equations we deduce directly that
#
(
F¯
)
= 2# (M (F ))− 1−
∑
i≥3
(i− 2)ni
Hence to maximize #
(
F¯
)
we take ni as small as possible for all i ≥ 3, (thus we take
ni = 0 for all i ≥ 3), hence the maximum possible value of #
(
F¯
)
is (2# (M (F ))− 1).
For any ordered triple (F,A, i) of a wood F , a member A of (Ξ (M (F )) ⊢ M (F )),
and a member i of A we define K (F,A, i) to be the unique member B of P (F,A) such
that i ∈ B holds.
For any finite set A we define Q (A) to be the set whose members are all the
two-member subsets of A, and we note that # (Q (A)) = 1
2
#(A) (# (A)− 1).
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For every ordered pair (A,H) of a set A, and a set H such that every member of H
is a set, we define T (A,H) to be the subset of A whose members are all the members
i of A such that there is no member B of H such that i ∈ B and B ⊆ A both hold.
For every ordered pair (F,H) of a wood F , and a set H such that every member
of H is a set, we define O (F,H) to be the set whose members are all the members i
of U (F ) such that there exists a member A of F such that i ∈ A holds and there is no
member B of H such that i ∈ B and B ⊆ A both hold.
For every ordered triple (F,H, i) of a wood F , a set H such that every member of
H is a set, and a member i of O (F,H), we define Z (F,H, i) to be the largest member
A of F such that i ∈ A holds and there is no member B of H such that i ∈ B and
B ⊆ A both hold.
For any sets A and B we define K (A,B) to be the set whose members are all the
sets C such that A ⊆ C and C ⊆ B both hold, and we note that K (A,B) is equal to
the empty set ∅ if A ⊆ B does not hold.
For any ordered triple (F,A,B) of a wood F , a nonempty set A, and a set B, we
define Y (F,A,B) to be the set whose members are all the members C of F such that
A ⊂ C and C ⊆ B both hold, and we note that Y (F,A,B) is equal to the empty set
∅ if A ⊂ B does not hold.
The symbol N denotes the set of all the finite integers greater than or equal to zero,
the symbol Z denotes the set of all the finite integers, and the symbol R denotes the
set of all the finite real numbers.
If d is an integer ≥ 1, then Ed denotes d-dimensional Euclidean space.
We define S (s), for all s ∈ R, by
S (s) ≡
{
0 if s < 0 holds
1 if s ≥ 0 holds
And we define T (s), for all s ∈ R, by
T (s) ≡
{
1 if s < 0 holds
0 if s ≥ 0 holds
We note that S (s) + T (s) = 1 holds for all s ∈ R.
Throughout this paper, a variable with the ˆ sign above it, indicates the partial
derivative with respect to that variable. For example yˆ is short for ∂
∂y
.
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3 Review of the Cluster Convergence Theorem.
A greenwood is a wood F such that every member of M (F ) has exactly one member,
and if A is any finite set such that # (A) ≥ 2 holds, then a greenwood of A is a
greenwood F such that U (F ) = A holds. We say a greenwood F is high ifif U (F ) ∈ F
holds.
If d is an integer ≥ 1, x is a map such that D (x) is finite, # (D (x)) ≥ 2 holds,
and R (x) is a subset of Ed, and σ is a real number such that 0 < σ < 1 holds, then
a σ-cluster of x is a nonempty subset A of D (x) such that either # (A) = 1 holds, or
else |xi − xj | < σ |xk − xm| holds for all i ∈ A, j ∈ A, k ∈ A, and m ∈ (D (x) ⊢ A).
We note that every one-member subset of D (x) is always a σ-cluster of x, and that
D (x) is always a σ-cluster of x.
We denote the set whose members are all the σ-clusters of x by F (x, σ).
We note that no two σ-clusters of x can overlap. For if A and B are two overlapping
subsets of D (x) then A has a member, say i, that is not a member of B, (A ∩B) has
at least one member, say j, and B has at least one member, say k, that is not a
member of A. Hence # (A) ≥ 2 and # (B) ≥ 2. Hence if A is a σ-cluster of x then
|xi − xj | < σ |xj − xk|, and if B is a σ-cluster of x then |xj − xk| < σ |xi − xj |, hence
A and B cannot both be σ-clusters of x.
It follows from this that F (x, σ) is a high greenwood of D (x).
For any ordered triple (x, σ, F ) whose first component is a map x such that D (x) is
finite, # (D (x)) ≥ 2, and R (x) ⊆ Ed, and whose second component is a real number
σ such that 0 < σ < 1, and whose third component is a high greenwood F of D (x),
we define the number A (x, σ, F ) by
A (x, σ, F ) ≡
{
1 if F (x, σ) = F
0 if F (x, σ) 6= F
}
.
For any finite set J such that # (J) ≥ 2 holds, we define H (J) to be the set whose
members are all the high greenwoods F of J . Then the following identity holds for all
x ∈ EJd and for all 0 < σ < 1. ∑
F∈H(J)
A (x, σ, F ) = 1.
(We note that A (x, σ, F ) is 0 unless D (x) ∈ F holds, for D (x) is always a σ-cluster
of x.)
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For any ordered pair (x, L) whose first component is a map x such that D (x) is
finite, # (D (x)) ≥ 2, and R (x) ⊆ Ed, and whose second component is a real number
L ≥ 0, we define the number B (x, L) by
B (x, L) ≡
{
1 if |xi − xj | ≤ L holds for all i ∈ D (x) and j ∈ D (x)
0 otherwise
}
,
and we note that
B (x, L) =
∏
∆≡{i,j}∈Q(D(x))
S (L− |xi − xj |)
holds, where S (u) was defined on page 26, for all u ∈ R, to be equal to 1 for u ≥ 0,
and equal to 0 otherwise.
If A is a finite set then a set of powers for A is a map α such that Q (A) ⊆ D (α)
holds, and for each member ∆ of Q (A), α∆ ∈ R holds.
For any ordered pair (x, α) whose first component is a map x such that D (x) is
finite, # (D (x)) ≥ 2, and R (x) ⊆ Ed, and whose second component is a set of powers
α for D (x), we define
Ψ (x, α) ≡
∏
∆≡{i,j}∈Q(D(x))
|xi − xj |−α∆ .
For any ordered pair (α,A) such that A is a finite set and α is a set of powers for
A, we define
Γ (α,A) ≡
∑
∆∈Q(A)
α∆.
If F is a greenwood and d is an integer ≥ 1, then a good set of powers for (F, d) is
a set of powers α for U (F ) such that Γ (α,A) < d (# (A)− 1) holds for every member
A of B (F ).
The Cluster Convergence Theorem can now be stated as follows:
Let d be any integer ≥ 1, J be any finite set such that # (J) ≥ 2, F be any high
greenwood of J , α be any good set of powers for (F, d), σ be any real number such
that 0 < σ < 1, and L be any real number ≥ 0. Let i be any member of J , z be any
member of Ed, and W be the subset of E
J
d whose members are all the members x of
EJd such that xi = z. Then the integral of A (x, σ, F )B (x, L) Ψ (x, α) over W is finite.
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4 Good Sets of Woods.
If A is a set, and U is a set such that every member of U is a set, we shall say that A
is U-connected ifif for every partition {B,C} of A into two nonempty parts B and C,
there exists a member E of U such that B ∩ E and C ∩ E are both nonempty.
Lemma 1. Let U be any set such that every member of U is a set, and let X be
any nonempty set such that every member of X is a U -connected set and I (X) is
nonempty. Then U (X) is a U -connected set.
Proof. Let {J,K} be any partition of U (X) into two nonempty parts. Now by
assumption I (X) is nonempty. Let i be a member of I (X). Then i is a member
of exactly one member of {J,K}. Let M be the member of {J,K} that has i as a
member, and let N be the other member of {J,K}. Then M ∩A is nonempty for every
member A of X , (since i is a member of every member of X), and furthermore since
N is a nonempty subset of U (X), there exists at least one member B of X such that
N ∩ B is nonempty. Let B be a member of X such that N ∩ B is nonempty. Then
{(M ∩ B) , (N ∩B)} = {(J ∩ B) , (K ∩ B)} is a partition of B into two nonempty parts
hence, since B is U -connected, there exists a member E of U such that E intersects
both (M ∩B) and (N ∩B), or in other words, such that E intersects both (J ∩ B)
and (K ∩B), hence there exists a member E of U such that E intersects both J and
K.
(We note that the example U = {{1, 3} , {2, 3} , {1, 4} , {2, 4}},
X = {{1, 2, 3} , {1, 2, 4}}, shows that I (X) being nonempty and every member of X
being U -connected does not imply that I (X) is U -connected.)
If A is a set and U is a set such that every member of U is a set, then a U-connected
component of A is a nonempty subset B of A such that B is U -connected and B is not
a strict subset of any U -connected subset of A.
Lemma 2. Let A be a set, let U be a set such that every member of U is a set, and
let F be the set whose members are all the U -connected components of A. Then F is
a partition of A.
Proof. We shall first prove that any member i of A is a member of a unique U -
connected component B of A.
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Let i be any member of A, and let X be the set whose members are all the U -
connected subsets C of A such that i ∈ C holds. Then i is a member of I (X), hence
I (X) is nonempty, hence by Lemma 1, U (X) is U -connected. And furthermore, U (X)
is not a strict subset of any subset C of A such that C is U -connected, for if C is any
U -connected subset of A such that U (X) ⊆ C holds, then C is a U -connected subset
of A such that i ∈ C holds, hence C is a member of X , hence C ⊆ U (X) holds, hence
C is equal to U (X). Hence U (X) is a U -connected component of A, hence U (X) ∈ F
holds.
Furthermore, U (X) is the only member B of F such that i ∈ B holds. For let B
be any member of F such that i ∈ B holds. Then B is a U -connected subset of A such
that i ∈ B holds, hence B ∈ X holds, hence B is a subset of U (X). Furthermore,
since B is a U -connected component of A by the definition of F , B cannot be a strict
subset of the U -connected subset U (X) of A, hence B = U (X) holds.
Finally we note that, since every member of F is a subset of A, U (F ) ⊆ A holds,
and furthermore, since every member of F is a U -connected component of A, and by
definition the empty set ∅ is not a U -connected component of A, the empty set ∅ is
not a member of F .
Hence F is a partition of A.
If d is any integer ≥ 1 and x is any map such that D (x) is finite and R (x) ⊆ Ed
holds, then by definition V (x), the convex hull of x, is the set of all members y of Ed
such that there exists a member s of RD(x) such that si ≥ 0 holds for all i ∈ D (x),∑
i∈D(x) si = 1 holds, and y =
∑
i∈D(x) sixi holds.
Lemma 3. Let A be any nonempty finite set, x be any member of EdA , and u and v
be any members of the convex hull of x. Then |u− v| ≤ max
i∈A
j∈A
|xi − xj |.
Proof. Let s ∈ RA be such that si ≥ 0 holds for all i ∈ A,
∑
i∈A si = 1, and
u =
∑
i∈A sixi all hold, and let t ∈ RA be such that tj ≥ 0 holds for all j ∈ A,∑
j∈A tj = 1, and v =
∑
j∈A tjxj all hold. Then
|u− v| =
∣∣∣∣∣
(∑
k∈A
skxk
)
−
(∑
m∈A
tmxm
)∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
∑
k∈A
m∈A
sktm (xk − xm)
∣∣∣∣∣∣∣∣∣∣
≤
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≤
∑
k∈A
m∈A
sktm |xk − xm| ≤
∑
k∈A
m∈A
sktm max
i∈A
j∈A
|xi − xj | = max
i∈A
j∈A
|xi − xj | .
We observe that if V is any partition, A is any member of Ξ (V ), and F is the
set whose members are all the members B of V such that B ⊆ A holds, then F is a
partition of A. For if i is any member of A, then i is a member of U (V ), hence since
V is a partition, there is a unique member B of V such that i ∈ B holds, and if B
is the unique member of V such that i ∈ B holds, then B ∩ A is nonempty since it
has the member i, hence by the definition of Ξ (V ), B ⊆ A holds, hence B ∈ F holds,
and furthermore, since F is a subset of V , B is the only member of F to have i as
a member. Hence if i is any member of A, then there is a unique member B of F
such that i ∈ B holds, and furthermore, since every member of F is a subset of A,
U (F ) ⊆ A holds, hence F is a partition of A.
We note, furthermore, that if V is any partition, A is any member of Ξ (V ), and F
is the subset of V whose members are all the members B of V such that B ⊆ A holds,
then F is the one-member set {A} if A is a member of V , and F is equal to P (V,A)
if A is a member of (Ξ (V ) ⊢ V ).
If V is a partition such that V is a finite set then a set of contraction weights for
V is a map ω such that the following three conditions are all satisfied:
(i) if A and B are any members of Ξ (V ) such that B ⊆ A holds, then the ordered pair
(A,B) is a member of D (ω), and ωAB is a real number such that ωAB ≥ 0 holds.
(ii) if A is any member of Ξ (V ), and F is any partition of A such that F ⊆ Ξ (V )
holds, then
∑
B∈F ωAB = 1 holds.
(iii) if A, B and C are any members of Ξ (V ) such that C ⊆ B ⊆ A holds, then
ωAC = ωABωBC holds.
We note that these conditions have the immediate consequence that if A and B are
any members of Ξ (V ) such that B ⊆ A holds, and F is any partition of B such that
F ⊆ Ξ (V ) holds, then ωAB =
∑
C∈F ωAC holds. For
∑
C∈F ωAC =
∑
C∈F ωABωBC =
ωAB
∑
C∈F ωBC holds by condition (iii), and
∑
C∈F ωBC = 1 holds by condition (ii).
And we note that one class of solutions to these conditions is obtained by making
any choice of the real numbers ωAC for A = U (V ) and C ∈ V such that each of these
real numbers is strictly greater than 0 and such that their sum is equal to 1, (so that
condition (ii) is satisfied for A = U (V )), then using the result of the above paragraph
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to calculate ωAB when A = U (V ) and B is any member of Ξ (V ) as ωAB =
∑
C∈F ωAC ,
where F is the partition of B whose members are all the members C of V such that
C ⊆ B holds, and noting that this ωAB is strictly greater than 0, then finally using
condition (iii) to calculate ωBC , for any members B and C of Ξ (V ) such that C ⊆ B
holds, as ωBC =
ωAC
ωAB
. We may verify directly that the map ω constructed in this way
satisfies all the conditions (i), (ii), and (iii) above, and we observe that this construction
gives the general solution of conditions (i), (ii), and (iii) if ωAB is required to be strictly
greater than 0 for all members A and B of Ξ (V ) such that B ⊆ A holds.
An example of a solution to conditions (i), (ii) and (iii) that does not require ωAB
to be strictly greater than 0 for all members A and B of Ξ (V ) such that B ⊆ A holds
is obtained by choosing a numbering of a finite number of members of U (V ) such that
every member of V has at least one numbered member, and defining ωAB ≡ 1 if B
contains the highest-numbered member of A, and ωAB ≡ 0 otherwise.
We observe that it also follows directly from the defining conditions (i), (ii), and
(iii) for a set ω of contraction weights for V , that if A is any member of Ξ (V ) then
ωAA = 1 holds.
For any integer d ≥ 1 and any ordered pair (V, ω) of a partition V such that V
is a finite set, and a set ω of contraction weights for V , we define Ud (V, ω) to be the
set whose members are all the members x of E
Ξ(V )
d such that for every member A of
(Ξ (V ) ⊢ V ), xA =
∑
B∈P(V,A)
ωABxB holds.
Lemma 4. Let V be any partition such that V is a finite set, ω be any set of
contraction weights for V , d be any integer ≥ 1, x be any member of Ud (V, ω), A be
any member of Ξ (V ), and F be any partition of A such that every member of F is a
member of Ξ (V ).
Then xA =
∑
B∈F
ωABxB holds.
Proof. We note first that if A is a member of V then the only possible partition F is
the partition F = {A}, hence the stated result follows immediately from the fact that
ωAA = 1 holds.
Now suppose A is a member of (Ξ (V ) ⊢ V ). Then we find:
∑
B∈F
ωABxB =

 ∑
B∈(F∩V )
ωABxB

+

 ∑
B∈(F ⊢V )
ωABxB


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=
 ∑
B∈(F∩V )
ωABxB

+

 ∑
B∈(F ⊢V )
ωAB

 ∑
C∈P(V,B)
ωBCxC




(by the definition of Ud (V, ω))
=

 ∑
B∈(F∩V )
ωABxB

 +

 ∑
B∈(F ⊢V )

 ∑
C∈P(V,B)
ωACxC




(by condition (iii) on a set of contraction weights for V.)
But the set whose members are the set (F ∩ V ), together with the sets P (V,B)
corresponding to the members B of (F ⊢ V ), is a partition of P (V,A), hence
 ∑
B∈(F∩V )
ωABxB

+

 ∑
B∈(F ⊢V )

 ∑
C∈P(V,B)
ωACxC



 = ∑
B∈P(V,A)
ωABxB = xA
holds.
If d is an integer ≥ 1 and V is a partition such that V is a finite set, then we define
Fd (V ) to be the set whose members are all the members x of E
Ξ(V )
d such that if A is
any member of Ξ (V ) and F is any partition of A such that F ⊆ Ξ (V ) holds, then
xA ∈ V (↓ (x, F )) holds, or in other words, xA is a member of the convex hull of the
xB, B ∈ F .
We observe that if d is any integer ≥ 1, V is any partition such that V is a finite
set, and ω is any set of contraction weights for V , then it immediately follows from
Lemma 4 together with the defining properties of a set of contraction weights for V ,
that Ud (V, ω) is a subset of Fd (V ).
However x ∈ Fd (V ) does not imply that there exists a set ω of contraction weights
for V such that x is a member of Ud (V, ω). For example if d = 1, V is the partition
{A,B,C} where A, B, and C are three different, nonintersecting, nonempty sets, and
x is the member of Fd (V ) defined by xA = −3, xA∪C = −2, xC = −1, xA∪B∪C = 0,
xB∪C = 1, xA∪B = 2, and xB = 3, then if ω was a set of contraction weights for V such
that x was a member of Ud (V, ω), then from Lemma 4, condition (ii) on ω, and the
partition {A, (B ∪ C)} we would find ω(A∪B∪C,A) = 14 , and from Lemma 4, condition
(ii) on ω, and the partition {(A ∪ B) , C} we would find ω(A∪B∪C,A∪B) = 13 , and from
the definition of Ud (V, ω), condition (ii) on ω, and the partition {A,B} we would find
ω(A∪B,A) =
1
6
, which gives ω(A∪B∪C,A∪B)ω(A∪B,A) =
1
18
6= 1
4
in violation of condition (iii)
on ω.
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We observe that if V is any partition, F is any partition such that F ⊆ Ξ (V )
holds, and A is any member of Ξ (F ), then A is a subset of U (V ) such that if B is any
member of V , then either B ⊆ A holds or B ∩ A = ∅ holds, hence A is a member of
Ξ (V ).
Now let d be any integer ≥ 1, V be any partition such that V is a finite set, F be
any partition such that F ⊆ Ξ (V ) holds, A be any member of Ξ (F ), and x be any
member of Fd (V ). Then xA ∈ V (↓ (x, F )) holds, or in other words, xA is a member
of the convex hull of the xB, B ∈ F . For as shown on page 30, if G is the subset
of F whose members are all the members B of F such that B ⊆ A holds, then G is
a partition of A, hence by the definition of Fd (V ), xA ∈ V (↓ (x,G)) holds. And it
follows directly from the fact that G is a subset of F that V (↓ (x,G)) ⊆ V (↓ (x, F ))
holds, hence xA ∈ V (↓ (x, F )) holds.
For any ordered triple (F,A, x) of a wood F , a member A of (Ξ (M (F )) ⊢ M (F )),
and a member x of Fd (M (F )), where d is an integer ≥ 1, we define
L (F,A, x) ≡ max
B∈P(F,A)
C∈P(F,A)
|xB − xC |.
We recall from page 25 that for any ordered pair (F,H) of a wood F and a set H
such that every member of H is a set, we define O (F,H) to be the set whose members
are all the members i of U (F ) such that there exists a member A of F such that i ∈ A
holds and there is no member B of H such that i ∈ B and B ⊆ A both hold.
And we also recall from page 25 that for any ordered triple (F,H, i) of a wood F ,
a set H such that every member of H is a set, and a member i of O (F,H), we define
Z (F,H, i) to be the largest member A of F such that i ∈ A holds and there is no
member B of H such that i ∈ B and B ⊆ A both hold.
We note that if F is any wood, H is any partition, and A is any member of
Ξ (M (F )), and i is any member of A and j is any member of (U (F ) ⊢ A) such that
{i, j} is a member of H , then the member C (F, i) of M (F ) intersects A hence is a
subset of A, hence j is not a member of C (F, i), hence the unique member {i, j} of H
that has i as a member, is not a subset of C (F, i), hence i is a member of O (F,H),
hence Z (F,H, i) is defined, and moreover Z (F,H, i) is the largest member of F that
has i as a member but does not have j as a member, and furthermore since j is not a
member of A, the member C (F, j) of M (F ) is not a subset of A, hence C (F, j) does
not intersect A, hence i is not a member of C (F, j), hence the unique member {i, j} of
H that has j as a member, is not a subset of C (F, j), hence j is a member of O (F,H),
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hence Z (F,H, j) is defined, and moreover Z (F,H, j) is the largest member of F that
has j as a member but does not have i as a member.
Lemma 5. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, let
P be any wood of V , let H be any partition such that if E is any member of H such
that E intersects more than one member of V , then E has exactly two members, let
A be any member of (Ξ (V ) ⊢ V ) such that A is (V ∪H)-connected, let λ be any real
number such that 0 < λ < 1
2
holds, let d be any integer ≥ 1, and let x be any member
of Fd (V ). Let F be any wood of V such that P ⊆ F holds, and such that for every
ordered triple (B, i, j) of a member B of (F ⊢ P ) such that B ⊂ A holds and B is not
a subset of any member of P (P,A), and a member i of B and a member j of (A ⊢ B)
such that {i, j} ∈ H holds, there exists a wood G of V such that P ⊆ G holds, A
overlaps no member of G, and L (P,B, x) ≤ λ ∣∣xZ(G,H,i) − xZ(G,H,j)∣∣ holds.
Then L (P,A, x) ≤ ( 1
1−2λ
)
L (F,A, x) holds.
Proof. We first note that, as shown on page 23, if B is any member of F such that
B ⊂ A holds, then there is a unique member D of P (F,A) such that B ⊆ D holds.
Let B and C be any members of P (P,A), and let D and E be the members of
P (F,A) such that B ⊆ D and C ⊆ E hold. Then |xB − xC | ≤ |xB − xD|+ |xD − xE |+
|xE − xC | holds by the triangle inequality.
We next note that if D = B holds, then |xB − xD| = 0 holds.
Suppose now that B ⊂ D holds. ThenD cannot be a member of P , forB ∈ P (P,A)
holds, D ⊂ A holds, and by the definition of P (P,A), there is no member D of P such
that B ⊂ D and D ⊂ A both hold. Hence D ∈ (F ⊢ P ) holds.
Now P (P,D) is a partition of D, hence by the definition of Fd (V ),
xD ∈ V (↓ (x,P (P,D))) holds, or in other words, xD is a member of the convex hull
of the xM , M ∈ P (P,D). And B is a member of P (P,D), (for B ⊂ D holds, and
there can be no member N of P such that B ⊂ N and N ⊂ D both hold, for such an
N would satisfy both B ⊂ N and N ⊂ A, contradicting B ∈ P (P,A)). Hence xB is
certainly a member of the convex hull of the xM , M ∈ P (P,D). Hence by Lemma 3,
|xB − xD| ≤ L (P,D, x) holds.
Now D ⊂ A holds, and A is (V ∪H)-connected by assumption, hence there exists
a member S of (V ∪H) such that S intersects both D and (A ⊢ D). And both D
and (A ⊢ D) are members of Ξ (V ), hence no member of V intersects both D and
(A ⊢ D), hence there exists a member S of H such that S intersects both D and
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(A ⊢ D). Let S be a member of H such that S intersects both D and (A ⊢ D).
Then S intersects more than one member of V , hence by assumption S has exactly
two members. Let i be the member of S that is a member of D, and let j be the
member of S that is a member of (A ⊢ D). Now D is a member of (F ⊢ P ) such that
D ⊂ A holds. And D is not a subset of any member of P (P,A), for B ⊂ D holds
and B ∈ P (P,A) holds. Hence by assumption there exists a wood G of V such that
P ⊆ G holds, A overlaps no member of G, and L (P,D, x) ≤ λ ∣∣xZ(G,H,i) − xZ(G,H,j)∣∣
holds. Let G be such a wood of V . Then Z (G,H, i) ∩ A has the member i hence
is nonempty, A ⊢ Z (G,H, i) has the member j hence is nonempty, and A does not
overlap Z (G,H, i), hence Z (G,H, i) ⊂ A holds, and Z (G,H, j) ∩ A has the member
j hence is nonempty, A ⊢ Z (G,H, j) has the member i hence is nonempty, and
A does not overlap Z (G,H, j), hence Z (G,H, j) ⊂ A holds. Furthermore H is a
partition by assumption, hence S = {i, j} is the only member of H that has i as a
member, hence Z (G,H, i) is the largest member of G that has i as a member but
does not have j as a member, hence since P ⊆ G holds and i and j are members of
distinct members of P (P,A), (for K (P,A, i) is a subset of D, while K (P,A, j) does
not intersect D), Z (G,H, i) is not a strict subset of any member of P (P,A), hence
Z (G,H, i) is a member of Ξ (P (P,A)), hence, as shown on page 33, the fact that x is
a member of Fd (V ) implies that xZ(G,H,i) is a member of the convex hull of the xM ,
M ∈ P (P,A). And similarly, xZ(G,H,j) is a member of the convex hull of the xM ,
M ∈ P (P,A). Hence by Lemma 3, ∣∣xZ(G,H,i) − xZ(G,H,j)∣∣ ≤ L (P,A, x) holds. Hence
L (P,D, x) ≤ λL (P,A, x) holds, hence |xB − xD| ≤ λL (P,A, x) holds.
And similarly, |xE − xC | ≤ λL (P,A, x) holds.
Hence |xB − xC | ≤ 2λL (P,A, x) + |xD − xE | holds. But |xD − xE | ≤ L (F,A, x)
holds by the definition of L (F,A, x), hence |xB − xC | ≤ 2λL (P,A, x) + L (F,A, x)
holds.
And this is true for all members B and C of P (P,A), hence L (P,A, x) ≤
2λL (P,A, x) + L (F,A, x) holds, hence L (P,A, x) ≤ ( 1
1−2λ
)
L (F,A, x) holds, since by
assumption 0 < λ < 1
2
holds.
We recall from page 24 that if P is a wood, then we define the wood P¯ by P¯ ≡
P ∪ {U (P )}, and we note that if A is any member of Ξ (M (P )), then P¯ has at least
one member, namely U (P ), that contains A as a subset, hence it follows directly from
the definition on page 24 of the function Y , that Y (P¯ , A) is the smallest member B
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of P¯ such that A ⊆ B holds.
For any ordered septuple (P, F,H,A, σ, R, x) of a wood P , a wood F such that
M (F ) =M (P ) holds and P ⊆ F holds, a partition H , a member A of
(Ξ (M (P )) ⊢ M (P )), a real number σ such that 0 < σ ≤ 1
8
holds, a finite real
number R > 0, and a member x of Fd (M (P )), where d is an integer ≥ 1, we define
the proposition M (P, F,H,A, σ, R, x) as follows:
M(P, F,H,A, σ, R, x): L (F,A, x) < R holds, and for every member i of A and every
member j of
(Y (P¯ , A) ⊢ A) such that {i, j} is a member of H ,
L (F,A, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
For every ordered pair (V,H) of a partition V such that U (V ) is finite and # (V ) ≥ 2
holds, and a set H such that every member of H is a set, we define G (V,H) to be the
set whose members are all the woods F of V such that every member A of F is
(V ∪H)-connected.
We recall from page 25 that for any sets A and B we define K (A,B) to be the set
whose members are all the sets C such that A ⊆ C and C ⊆ B both hold, and we note
that if V is any partition such that U (V ) is finite and # (V ) ≥ 2 holds, and P and Q
are any woods of V such that P ⊆ Q holds, then it follows directly from the definition
of a wood of V that every member of K (P,Q) is also a wood of V .
We note that if V is any partition, then V may be calculated from Ξ (V ) by V =
M (Ξ (V )), and we also note that if d is any integer ≥ 1, V is any partition such that
V is a finite set, and x is any member of Fd (V ), then Ξ (V ) may be calculated from x
by Ξ (V ) = D (x), hence V may be calculated from x by V =M (D (x)).
If d is any integer ≥ 1 and V is any partition such that U (V ) is finite and # (V ) ≥ 2
holds, then for every ordered quadruple (H, σ,R, x) of a partition H , a real number
σ such that 0 < σ ≤ 1
8
holds, a finite real number R > 0, and a member x of
Fd (V ), we define Ω (H, σ,R, x) to be the set whose members are all the ordered pairs
(P,Q) of members P and Q of G (V,H) = G (M (D (x)) , H) such that P ⊆ Q holds,
and for every member A of (Q ⊢ P ), there exists a member F of K (P,Q) such that
M (P, F,H,A, σ, R, x) holds. (Note that F does not have to be the same for every
member A of (Q ⊢ P ).)
We note that it immediately follows from this definition that for every member F
of G (V,H), the ordered pair (F, F ) is a member of Ω (H, σ,R, x).
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Lemma 6. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, and
let H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members.
Let σ be any real number such that 0 < σ ≤ 1
8
holds, and let λ be the real number
defined by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
4
holds.
We note that λ and σ satisfy the equation λ = σ
1−2λ , and that 0 < σ < λ holds.
Let R be any finite real number > 0, let d be any integer ≥ 1, let x be any member
of Fd (V ), and let (P,Q) be any member of Ω (H, σ,R, x).
Then the following results hold:
(a) Let A be any member of (Q ⊢ P ), let i be any member of A and j be any member
of
(Y (P¯ , A) ⊢ A) such that {i, j} is a member of H , and let F be any member of
K (P,Q) such that M (P, F,H,A, σ, R, x) holds.
Then L (P,A, x) < λ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
Proof. The proof is by induction on the number of members B of (Q ⊢ P ) such that
B ⊂ A holds and B is not a subset of any member of P (P,A).
Suppose first there are no members B of (Q ⊢ P ) such that B ⊂ A holds and B
is not a subset of any member of P (P,A). Then P (P,A) = P (F,A) holds, hence
L (P,A, x) = L (F,A, x) holds, hence L (P,A, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds by
M (P, F,H,A, σ, R, x). But 0 < σ < λ holds, hence L (P,A, x) <λ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣
holds.
Now, as the induction assumption, assume that for every member B of (Q ⊢ P )
such that B ⊂ A holds and B is not a subset of any member of P (P,A), that if k
is any member of B and m is any member of
(Y (P¯ , B) ⊢ B) such that {k,m} is a
member of H , and G is any member of K (P,Q) such thatM (P,G,H,B, σ, R, x) holds,
then L (P,B, x) < λ
∣∣xZ(G,H,k) − xZ(G,H,m)∣∣ holds.
Now (P,Q) ∈ Ω (H, σ,R, x) implies that for any member B of (Q ⊢ P ), there
exists a member G of K (P,Q) such that M (P,G,H,B, σ, R, x) holds. And F ⊆ Q
implies that every member of (F ⊢ P ) is a member of (Q ⊢ P ). Hence the induction
assumption implies that for every ordered triple (B, k,m) of a member B of (F ⊢ P )
such that B ⊂ A holds and B is not a subset of any member of P (P,A), and a member
k of B and a member m of
(Y (P¯ , B) ⊢ B) such that {k,m} is a member of H , there
exists a wood G of V such that G ∈ K (P,Q) holds, (hence P ⊆ G holds, and A overlaps
no member of G, since A is a member of Q), and L (P,B, x) ≤ λ ∣∣xZ(G,H,k) − xZ(G,H,m)∣∣
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holds. Now if B is any member of (F ⊢ P ) such that B ⊂ A holds and B is not a
subset of any member of P (P,A), then A ⊆ Y (P¯ , B) holds, for both A and Y (P¯ , B)
are members of the wood Q¯, hence A does not overlap Y (P¯ , B), and A ∩ Y (P¯ , B)
has the nonempty subset B hence is nonempty, and Y (P¯ , B) ⊂ A cannot hold, for if
Y (P¯ , B) ⊂ A held then since Y (P¯ , B) is a member of P¯ , Y (P¯ , B) would be a subset
of some member of P (P¯ , A) = P (P,A), as shown on page 23, which contradicts the
assumption that B is not a subset of any member of P (P,A). Hence the induction
assumption implies that for every ordered triple (B, k,m) of a member B of (F ⊢ P )
such that B ⊂ A holds and B is not a subset of any member of P (P,A), and a
member k of B and a member m of (A ⊢ B) such that {k,m} ∈ H holds, there
exists a wood G of V such that P ⊆ G holds, A overlaps no member of G, and
L (P,B, x) ≤ λ ∣∣xZ(G,H,k) − xZ(G,H,m)∣∣ holds.
Furthermore, it follows directly fromA ∈ (Q ⊢P ) and the definition of Ω (H, σ,R, x)
that A is a member of (Ξ (V ) ⊢ V ) such that A is (V ∪H)-connected, and it follows
directly from the definitions of σ and λ that 0 < λ < 1
2
holds.
Hence by Lemma 5, the induction assumption implies that L (P,A, x) ≤(
1
1−2λ
)
L (F,A, x) holds.
Now M (P, F,H,A, σ, R, x) implies that L (F,A, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds,
hence L (P,A, x) <
(
σ
1−2λ
) ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
But
(
σ
1−2λ
)
= λ holds, hence L (P,A, x) < λ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds, which
completes the proof of the induction step.
(b) Let A be any member of (Ξ (V ) ⊢ V ) such that A is (V ∪H)-connected and A
overlaps no member of Q, and let F be any member of K (P,Q). Then L (P,A, x) ≤(
1
1−2λ
)
L (F,A, x) holds.
Proof. From (P,Q) ∈ Ω (H, σ,R, x) it follows that for every member B of (Q ⊢ P ),
hence for every member B of (F ⊢ P ), there exists a wood G of V such that G ∈
K (P,Q) holds, (hence P ⊆ G holds, and G ⊆ Q holds, hence A overlaps no member
of G), and M (P,G,H,B, σ, R, x) holds. Hence by Lemma 6 (a) above it follows that
for every ordered triple (B, i, j) of a member B of (Q ⊢ P ), and a member i of B
and a member j of
(Y (P¯ , B) ⊢ B) such that {i, j} is a member of H , there exists a
wood G of V such that P ⊆ G holds, A overlaps no member of G, and L (P,B, x) <
λ
∣∣xZ(G,H,i) − xZ(G,H,j)∣∣ holds, and this is true in particular when B is a member of
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(F ⊢ P ) such that B ⊂ A holds and B is not a subset of any member of P (P,A).
And if B is a member of (F ⊢ P ) such that B ⊂ A holds and B is not a subset
of any member of P (P,A), then it follows directly from the fact that A overlaps no
member of Q, (hence that A does not overlap Y (P¯ , B)), that A ⊆ Y (P¯ , B) holds.
And furthermore, 0 < λ < 1
2
holds in consequence of the definitions of σ and λ. Hence
by Lemma 5, L (P,A, x) ≤ ( 1
1−2λ
)
L (F,A, x) holds.
(c) Let A be any member of (Ξ (V ) ⊢ V ) such that A is (V ∪H)-connected and
A overlaps no member of Q, and let F and G be any members of K (P,Q). Then
L (G,A, x) ≤ ( 1
1−2λ
)
L (F,A, x) holds.
Proof. We first note that if B is any member of P (G,A), then B is a subset of A such
that B overlaps no member of P (P,A), and furthermore B cannot be a strict subset
of any member of P (P,A), for if D was a member of P (P,A) such that B ⊂ D held,
then D would be a member of G such that B ⊂ D and D ⊂ A both held, contradicting
B ∈ P (G,A). Hence B is a member of Ξ (P (P,A)), hence, as shown on page 33, it
follows directly from the fact that x is a member of Fd (V ), that xB is a member of the
convex hull of the xE , E ∈ P (P,A).
Now let B and C be any members of P (G,A). Then as just shown, xB and xC are
members of the convex hull of the xE , E ∈ P (P,A). Hence L (G,A, x) ≤ L (P,A, x)
holds by Lemma 3, hence L (G,A, x) ≤ ( 1
1−2λ
)
L (F,A, x) holds by Lemma 6 (b) above.
(d) Let i and j be any two members of U (V ) such that i and j are members of
distinct members of V , (or in other words, such that C (V, i) 6= C (V, j) holds), and
such that {i, j} is a member of H , let F and G be any members of K (P,Q), and let
T ≡ max
M∈K(P,Q)
∣∣xZ(M,H,i) − xZ(M,H,j)∣∣.
Then
∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ ≤ λT holds.
Proof. We note that F ⊆ Q and G ⊆ Q both hold, hence Z (F,H, i) ∈ Q and
Z (G,H, i) ∈ Q both hold, hence Z (F,H, i) and Z (G,H, i) do not overlap. Fur-
thermore Z (F,H, i) ∩ Z (G,H, i) has the member i hence is nonempty, hence exactly
one of the three possibilities Z (F,H, i) = Z (G,H, i), Z (F,H, i) ⊂ Z (G,H, i), and
Z (G,H, i) ⊂ Z (F,H, i) holds.
Suppose first that Z (F,H, i) = Z (G,H, i) holds. Then ∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ = 0
holds.
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Now suppose that Z (F,H, i) ⊂ Z (G,H, i) holds. Then Z (G,H, i) ∈ P cannot
hold. For if Z (G,H, i) ∈ P holds, then Z (G,H, i) ∈ F holds since P ⊆ F holds. But
Z (F,H, i) is by definition the largest member of F that has i as a member but does not
contain as a subset any member of H that has i as a member, hence Z (G,H, i) ∈ P
implies that Z (G,H, i) ⊆ Z (F,H, i) holds, which contradicts the assumption that
Z (F,H, i) ⊂ Z (G,H, i) holds. Hence the assumption that Z (F,H, i) ⊂ Z (G,H, i)
holds, implies that Z (G,H, i) ∈ (Q ⊢ P ) holds.
Now that Z (G,H, i) ∈ (Q ⊢ P ) holds implies that there exists a member M of
K (P,Q) such that M (P,M,H,Z (G,H, i) , σ, R, x) holds. Let M be a member of
K (P,Q) such that M (P,M,H,Z (G,H, i) , σ, R, x) holds. Now suppose there exists a
member A of P such that Z (G,H, i) ⊂ A holds and j is not a member of A. Then
since H is a partition, hence {i, j} is the only member of H that has i as a member, A
is a member of P , hence a member of G, such that i ∈ A holds and there is no member
E of H such that i ∈ E and E ⊆ A both hold, hence A ⊆ Z (G,H, i) holds, which
contradicts the assumption that Z (G,H, i) ⊂ A holds. Hence there is no member A of
P such that Z (G,H, i) ⊂ A holds and j is not a member of A hence, since Z (G,H, i)
is not a member of P , j ∈ (Y (P¯ ,Z (G,H, i)) ⊢ Z (G,H, i)) holds hence, by Lemma
6 (a) above, L (P,Z (G,H, i) , x) < λ ∣∣xZ(M,H,i) − xZ(M,H,j)∣∣ ≤ λT holds.
Now Z (F,H, i) ⊂ Z (G,H, i) holds by assumption, and Z (F,H, i) overlaps no
member of P (P,Z (G,H, i)), and furthermore, Z (F,H, i) cannot be a strict subset
of any member of P (P,Z (G,H, i)). For suppose Z (F,H, i) is a strict subset of a
member B of P (P,Z (G,H, i)). Then B would be a member of P , hence a member
of F , such that Z (F,H, i) ⊂ B ⊂ Z (G,H, i) holds, hence B would be a member of F
such that i ∈ B holds and there is no member E of H such that i ∈ E and E ⊆ B both
hold, (for there is certainly no member E of H such that i ∈ E and E ⊆ Z (G,H, i)
both hold), hence B ⊆ Z (F,H, i) would hold, in contradiction with the assumption
that Z (F,H, i) ⊂ B holds. Hence Z (F,H, i) is a member of Ξ (P (P,Z (G,H, i)))
hence, as shown on page 33, it follows directly from the fact that x is a member of
Fd (V ), that xZ(F,H,i) is a member of the convex hull of the xB, B ∈ P (P,Z (G,H, i)).
And P (P,Z (G,H, i)) is a partition of Z (G,H, i), hence by the definition of Fd (V ),
xZ(G,H,i) is also a member of the convex hull of the xB, B ∈ P (P,Z (G,H, i)). Hence by
Lemma 3,
∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ ≤ L (P,Z (G,H, i) , x) holds, hence by the paragraph
above,
∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ < λT holds.
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And if Z (G,H, i) ⊂ Z (F,H, i) holds, then by an analogous argument,∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ < λT holds.
Hence, in every case,
∣∣xZ(F,H,i) − xZ(G,H,i)∣∣ < λT holds.
(e) Let i and j be any two members of U (V ) such that i and j are members of distinct
members of V , (or in other words, such that C (V, i) 6= C (V, j) holds), and such that
{i, j} is a member of H , let F be any member of K (P,Q), and let
T ≡ max
M∈K(P,Q)
∣∣xZ(M,H,i) − xZ(M,H,j)∣∣.
Then T ≤ ( 1
1−2λ
) ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
Proof. Let G be any member of K (P,Q). Then by the triangle inequality,∣∣xZ(G,H,i) − xZ(G,H,j)∣∣ ≤ {∣∣xZ(G,H,i) − xZ(F,H,i)∣∣+
+
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣+ ∣∣xZ(F,H,j) − xZ(G,H,j)∣∣}
holds.
And by Lemma 6 (d) above,
∣∣xZ(G,H,i) − xZ(F,H,i)∣∣ ≤ λT holds and∣∣xZ(F,H,j) − xZ(G,H,j)∣∣ ≤ λT holds.
Hence
∣∣xZ(G,H,i) − xZ(G,H,j)∣∣ ≤ 2λT + ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
And, since G is an arbitrary member of K (P,Q), this inequality holds for every
member G of K (P,Q). Hence T ≤ 2λT + ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds, hence T ≤(
1
1−2λ
) ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
(f) Let A be any member of (Q ⊢ P ), let i and j be any two members of A such that
i and j are members of distinct members of P (P,A), (or in other words, such that
K (P,A, i) 6= K (P,A, j) holds), and such that {i, j} is a member of H , let k be any
member of A and m be any member of
(Y (P¯ , A) ⊢ A) such that {k,m} is a member
of H , and let F be any member of K (P,Q).
Then
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < ( λ1−2λ) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds and∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < (12) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds.
Proof. We first note that A is a member of (Q ⊢ P ) by assumption, hence the fact
that (P,Q) is a member of Ω (H, σ,R, x) implies that there exists a member G of
K (P,Q) such that M (P,G,H,A, σ, R, x) holds. Let G be a member of K (P,Q) such
that M (P,G,H,A, σ, R, x) holds. Then by Lemma 6 (a) above, L (P,A, x) <
λ
∣∣xZ(G,H,k) − xZ(G,H,m)∣∣ holds.
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Now by assumption, i and j are members of distinct members of P (P,A), hence
since {i, j} is a member of H and H is a partition, {i, j} is the only member of H to
have i as a member, hence Z (F,H, i) is not a strict subset of any member of P (P,A),
and similarly {i, j} is the only member of H to have j as a member, hence Z (F,H, j)
is not a strict subset of any member of P (P,A). Furthermore, A is a member of Q,
hence A does not overlap Z (F,H, i), hence since A ∩ Z (F,H, i) has the member i
hence is nonempty, and A ⊆ Z (F,H, i) cannot hold since the member {i, j} of H
is a subset of A, Z (F,H, i) ⊂ A holds. And similarly, Z (F,H, j) ⊂ A holds. And
furthermore neither Z (F,H, i) nor Z (F,H, j) overlaps any member of P (P,A), hence
Z (F,H, i) ∈ Ξ (P (P,A)) holds and Z (F,H, j) ∈ Ξ (P (P,A)) holds hence, as shown
on page 33, it follows directly from the fact that x is a member of Fd (V ), that both
xZ(F,H,i) and xZ(F,H,j) are members of the convex hull of the xB, B ∈ P (P,A), hence
by Lemma 3,
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ ≤ L (P,A, x) holds.
Hence
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < λ ∣∣xZ(G,H,k) − xZ(G,H,m)∣∣ holds.
And by Lemma 6 (e) above,
∣∣xZ(G,H,k) − xZ(G,H,m)∣∣ ≤ ( 11−2λ) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣
holds, hence∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < ( λ1−2λ) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds.
And finally, 0 < σ ≤ 1
8
holds by assumption, hence 0 < λ ≤ 1
4
holds, hence
(1− 2λ) ≥ 1
2
holds, hence
(
1
1−2λ
) ≤ 2 holds, hence ( λ
1−2λ
) ≤ 1
2
holds, hence∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < (12) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds.
Lemma 7. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, let
H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
Let (P1, Q1) and (P2, Q2) be any members of Ω (H, σ,R, x) such that (P1 ∪ P2) ⊆
(Q1 ∩Q2) holds. Then (Q1 ∪Q2) is a wood, and ((P1 ∩ P2) , (Q1 ∪Q2)) is a member
of Ω (H, σ,R, x).
Proof. We note first that, as observed on page 22, it follows directly from the definition
of a wood of V , that (P1 ∩ P2) is a wood of V .
And we also note that, as observed on page 22, it follows directly from the definition
of a wood of V , that (Q1 ∪Q2) is a wood of V , unless there is a member of Q1 which
overlaps a member of Q2.
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Suppose now that a member A of Q1 overlaps a member B of Q2. Then (A ⊢ B),
(A ∩B), and (B ⊢ A) are all nonempty, hence, since both A and B are H-connected
(by the definition of Ω (H, σ,R, x)), there exists a member i of (A ⊢ B) and a member
j of (A ∩B) such that {i, j} ∈ H holds, and there exists a member k of (A ∩B) and
a member m of (B ⊢ A) such that {k,m} ∈ H holds.
Now the assumption that A overlaps B implies that A /∈ Q2 and that B /∈ Q1, since
Q1 and Q2 are woods. And the assumption that (P1 ∪ P2) ⊆ (Q1 ∩Q2) holds, implies
that every member of P1 is a member of Q2, and every member of P2 is a member of
Q1. Hence A /∈ Q2 implies that A /∈ P1, hence that A ∈ (Q1 ⊢ P1) holds, and B /∈ Q1
implies that B /∈ P2, hence that B ∈ (Q2 ⊢ P2) holds.
Furthermore {i, j} cannot be a subset of any member of P (P1, A). For P1 ⊆ Q2
holds and B ∈ Q2 holds, hence B overlaps no member of P1. Suppose there exists a
member E of P (P1, A), hence of P1, such that {i, j} ⊆ E holds. Then {i, j} ⊆ E ⊂ A
holds, hence i ∈ (E ⊢ B) holds, j ∈ (E ∩B) holds, and m ∈ (B ⊢ E) holds, hence E
overlaps B, which is impossible. Hence i and j are members of distinct members of
P (P1, A).
And by an exactly analogous argument, {k,m} cannot be a subset of any member
of P (P2, B), hence k and m are members of distinct members of P (P2, B).
Furthermore, m ∈ Y (P1, A) holds, hence m ∈ (Y (P1, A) ⊢ A) holds. For i ∈
(A ⊢ B) holds, hence i ∈ (Y (P1, A) ⊢ B) holds, hence (Y (P1, A) ⊢ B) is nonempty,
and j ∈ (A ∩ B) holds, hence j ∈ (Y (P1, A) ∩B) holds, hence (Y (P1, A) ∩B) is
nonempty. But if m was not a member of Y (P1, A), then m would be a member
of
(
B ⊢ Y (P1, A)), hence (Y (P1, A) ⊢ B), (Y (P1, A) ∩B), and (B ⊢ Y (P1, A))
would all be nonempty, hence Y (P1, A) would overlap B, contradicting the fact, shown
above, that B overlaps no member of P1.
And by an exactly analogous argument, i ∈ Y (P2, B) holds, hence
i ∈ (Y (P2, B) ⊢ B) holds.
Furthermore the assumption that (P1 ∪ P2) ⊆ (Q1 ∩Q2) holds, implies that there
exists a wood F such that both P1 ⊆ F ⊆ Q1 holds and P2 ⊆ F ⊆ Q2 holds, (hence that
K (P1, Q1)∩K (P2, Q2) is nonempty). For example, F could be P1∪P2 orQ1∩Q2. Let F
be a wood such that both P1 ⊆ F ⊆ Q1 and P2 ⊆ F ⊆ Q2 hold. Then by Lemma 6 (f)
for (P1, Q1) and A,
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ < (12) ∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds, whereas
by Lemma 6 (f) for (P2, Q2) and B,
∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ < (12) ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣
holds, which is impossible. Hence no member of Q1 can overlap any member of Q2,
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hence (Q1 ∪Q2) is a wood of V .
Now (P1 ∩ P2) ⊆ (Q1 ∪Q2) certainly holds.
Furthermore, the assumption that (P1 ∪ P2) ⊆ (Q1 ∩Q2) holds, implies that
((Q1 ∪Q2) ⊢ (P1 ∩ P2)) ⊆ ((Q1 ⊢ P1) ∪ (Q2 ⊢ P2)) holds. For let A be any member
of ((Q1 ∪Q2) ⊢ (P1 ∩ P2)). Suppose first that A /∈ (Q1 ∩Q2). Then (P1 ∪ P2) ⊆
(Q1 ∩Q2) implies A is not a member of (P1 ∪ P2), hence A is a member of at least one
of Q1 and Q2, and is a member of neither P1 nor P2, hence at least one of A ∈ (Q1 ⊢ P1)
and A ∈ (Q2 ⊢ P2) holds. Now suppose that A ∈ (Q1 ∩Q2). Then A is a member of
both Q1 and Q2, but is not a member of both P1 and P2, hence again at least one of
A ∈ (Q1 ⊢ P1) and A ∈ (Q2 ⊢ P2) holds.
We shall now show that if A is any member of ((Q1 ∪Q2) ⊢ (P1 ∩ P2)), then there
exists a member F of K ((P1 ∩ P2) , (Q1 ∪Q2)) such thatM ((P1 ∩ P2) , F,H,A, σ, R, x)
holds.
Let A be any member of ((Q1 ∪Q2) ⊢ (P1 ∩ P2)). Then, as just shown, A is a
member of at least one of (Q1 ⊢ P1) and (Q2 ⊢ P2).
Suppose first that A is equal to U (V ). Then M ((P1 ∩ P2) , F,H,A, σ, R, x) reduces
to the requirement that L (F,A, x) < R holds. Suppose first that A is a member of
(Q1 ⊢P1). Then there exists a member F ofK (P1, Q1) such thatM (P1, F,H,A, σ, R, x)
holds, hence such that L (F,A, x) < R holds, hence such that
M ((P1 ∩ P2) , F,H,A, σ, R, x) holds, and furthermore F is a member of
K ((P1 ∩ P2) , (Q1 ∪Q2)), since (P1 ∩ P2) ⊆ P1 ⊆ F ⊆ Q1 ⊆ (Q1 ∪Q2) holds. Now
suppose that A is not a member of (Q1 ⊢ P1). Then A is a member of (Q2 ⊢ P2),
and by an exactly analogous argument there exists a member F of K (P2, Q2) with the
required properties.
We now assume that A is not equal to U (V ).
We suppose first that A ∈ (Q1 ⊢ P1) holds, and define S to be the unique map
which satisfies the following three requirements.
(i) D (S) ⊆ N
(ii) 0 is a member of D (S), and S0 ≡ A
(iii) If r is a member of D (S) and Sr is a member of (P1 ∩ P2), then r is the largest
member of D (s), while otherwise (r + 1) is a member of D (S) and
Sr+1 ≡
{
Y (P1, Sr) (r even)
Y (P2, Sr) (r odd)
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Thus S1 = Y
(
P1, A
)
, and if Y (P1, A) is not a member of P2, then
S2 = Y
(
P2,Y
(
P1, A
))
, and so on.
Let n be the largest member of D (S), so n ≥ 1 holds.
Then if r ≥ 1 and r ≤ (n− 1) both hold, we have that for r odd, Sr ∈ (P1 ⊢ P2)
holds hence Sr ∈ (Q2 ⊢ P2) holds, (since P1 ⊆ Q2 holds, while for r even, Sr ∈
(P2 ⊢ P1) holds hence Sr ∈ (Q1 ⊢ P1) holds (since P2 ⊆ Q1 holds). (Hence Sr ∈
(Q1 ⊢ P1) holds for all even r, 0 ≤ r ≤ (n− 1).)
Hence the fact that (P1, Q1) is a member of Ω (H, σ,R, x) implies that for all even
r, 0 ≤ r ≤ (n− 1), there exists a member Fr of K (P1, Q1) such that
M (P1, Fr, H, Sr, σ, R, x) holds, and the fact that (P2, Q2) is a member of Ω (H, σ,R, x)
implies that for all odd r, 0 ≤ r ≤ (n− 1), there exists a member Fr of K (P2, Q2) such
that M (P2, Fr, H, Sr, σ, R, x) holds.
We now make a fixed choice of an Fr for each 0 ≤ r ≤ (n− 1) such that for
r even, Fr ∈ K (P1, Q1) holds and M (P1, Fr, H, Sr, σ, R, x) holds, while for r odd,
Fr ∈ K (P2, Q2) holds and M (P2, Fr, H, Sr, σ, R, x) holds.
We note in particular that from M (P1, F0, H,A, σ, R, x), that L (F0, A, x) ≤ R
holds.
Then for all 0 ≤ r ≤ (n− 1) we choose a member kr of Sr and a member mr
of (Sr+1 ⊢ Sr) such that {kr, mr} ∈ H holds. Such a {kr, mr} exists since Sr and
(Sr+1 ⊢ Sr) are nonempty and Sr+1 is (V ∪H)-connected, and each member of V is
either a subset of Sr or else does not intersect Sr.
Then for all even r, 0 ≤ r ≤ (n− 1), we have from M (P1, Fr, H, Sr, σ, R, x) that
L (Fr, Sr, x) < σ
∣∣xZ(Fr ,H,kr) − xZ(Fr,H,mr)∣∣
holds, and for all odd r, 0 ≤ r ≤ (n− 1), we have from M (P2, Fr, H, Sr, σ, R, x) that
L (Fr, Sr, x) < σ
∣∣xZ(Fr ,H,kr) − xZ(Fr,H,mr)∣∣
holds again.
Suppose now that r is even hence Fr ∈ K (P1, Q1) holds, and kr ∈ Sr and mr ∈(Y (P1, Sr) ⊢ Sr) and Sr+1 = Y (P1, Sr). We shall demonstrate that neither
Z (Fr, H, kr) nor Z (Fr, H,mr) is a strict subset of any member B of P (P1, Sr+1), or
in other words, that neither Z (Fr, H, kr) nor Z (Fr, H,mr) is a strict subset of any
member B of P (P1,Y (P1, Sr)).
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Now P1 ⊆ Fr holds. Suppose Z (Fr, H, kr) is a strict subset of a member B of
P (P1, Sr+1). Now P1 ⊆ Fr holds hence B ∈ Fr holds. But {kr, mr} is a member of H ,
and H is a partition, hence {kr, mr} is the only member of H to have kr as a member,
hence Z (Fr, H, kr) is the largest member of Fr to contain kr but not mr, hence, since
Z (Fr, H, kr) ⊂ B implies kr ∈ B, we must have that mr ∈ B holds. But Sr ∈ Q1
holds and B ∈ Q1 holds hence Sr does not overlap B, hence since kr ∈ Sr holds and
mr /∈ Sr holds, we must have that Sr ⊂ B holds. But then B ⊂ Sr+1 contradicts the
fact that by definition Sr+1 is the smallest member of P1 to contain Sr.
Now suppose Z (Fr, H,mr) is a strict subset of a member B of P (P1, Sr+1). Then
by repeating the same argument with kr and mr swapped we again conclude that both
kr and mr are members of B, hence that Sr ⊂ B holds, which again with B ⊂ Sr+1
contradicts the fact that by definition Sr+1 is the smallest member of P1 to contain Sr.
Hence neither Z (Fr, H, kr) nor Z (Fr, H,mr) is a strict subset of any member B of
P (P1, Sr+1).
Furthermore, the member {kr, mr} of H is a subset of Sr+1, hence Z (Fr, H, kr) ⊂
Sr+1 holds and Z (Fr, H,mr) ⊂ Sr+1 holds, and furthermore, neither Z (Fr, H, kr) nor
Z (Fr, H,mr) overlaps any member of P (P1, Sr+1). Hence Z (Fr, H, kr) ∈
Ξ (P (P1, Sr+1)) holds hence, as shown on page 33, it follows directly from the fact that
x is a member of Fd (V ), that xZ(Fr,H,kr) is a member of the convex hull of the xE , E ∈
P (P1, Sr+1), and similarly Z (Fr, H,mr) ∈ Ξ (P (P1, Sr+1)) holds, hence xZ(Fr,H,mr) is
also a member of the convex hull of the xE , E ∈ P (P1, Sr+1).
Hence by Lemma 3,
∣∣xZ(Fr,H,kr) − xZ(Fr,H,mr)∣∣ ≤ L (P1, Sr+1, x)
holds. Hence for all even r, 0 ≤ r ≤ (n− 1), we have that L (Fr, Sr, x)<σL (P1, Sr+1, x)
holds.
And by an exactly analogous argument we find that for all odd r, 0 ≤ r ≤ (n− 1),
that ∣∣xZ(Fr,H,kr) − xZ(Fr,H,mr)∣∣ ≤ L (P2, Sr+1, x)
holds, hence that L (Fr, Sr, x) < σL (P2, Sr+1, x) holds.
We now select a member G of K (P1, Q1) ∩ K (P2, Q2), for example we could take
G = P1 ∪ P2.
Let λ be the real number defined by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
5
holds.
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We note that λ and σ satisfy the equation λ = σ
1−2λ
, and that 0 < σ < λ holds.
Then by two uses of Lemma 6 (c) for each of the above two inequalities we find
that
(1− 2λ)L (G, Sr, x) ≤ L (Fr, Sr, x) < σL (P1, Sr+1, x) ≤
(
σ
1− 2λ
)
L (G, Sr+1, x)
holds for all r even, 0 ≤ r ≤ (n− 1), and that
(1− 2λ)L (G, Sr, x) ≤ L (Fr, Sr, x) < σL (P2, Sr+1, x) ≤
(
σ
1− 2λ
)
L (G, Sr+1, x)
holds for all odd r, 0 ≤ r ≤ (n− 1).
Hence, since σ
1−2λ = λ holds by the definition of λ, we have that
L (G, Sr, x) ≤
(
λ
1− 2λ
)
L (G, Sr+1, x)
holds for all 0 ≤ r ≤ (n− 1).
We further note from the preceding inequalities that L (F0, S0, x) < λL (G, S1, x)
holds, hence for all m such that 1 ≤ m ≤ n holds, we have that
L (F0, A, x) = L (F0, S0, x) < λL (G, S1, x)
≤ λ
(
λ
1− 2λ
)m−1
L (G, Sm, x)
≤
(
λ
1− 2λ
)m
L (Fm, Sm, x)
holds, where in the last step we made a further use of Lemma 6 (c).
Now let i be any member of A and j be any member of (Sn ⊢ A) =(
Y
(
(P1 ∩ P2), A
)
⊢ A
)
such that {i, j} ∈ H holds.
Suppose that j ∈ (Sm+1 ⊢ Sm) holds, where 0 ≤ m ≤ (n− 1) holds. Then we have,
by M (P1, Fm, H, Sm, σ, R, x) if m is even, and by M (P2, Fm, H, Sm, σ, R, x) if m is odd,
that L (Fm, Sm, x) < σ
∣∣xZ(Fm,H,i) − xZ(Fm,H,j)∣∣ holds.
Now if m = 0, then this is the desired result, namely that L (F0, A, x) <
σ
∣∣xZ(F0,H,i) − xZ(F0,H,j)∣∣ holds.
And if 1 ≤ m ≤ (n− 1) holds, we use the inequality above to obtain
L (F0, A, x) < σ
(
λ
1− 2λ
)m ∣∣xZ(Fm,H,i) − xZ(Fm,H,j)∣∣ ,
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then we use Lemma 6 (e) to obtain
L (F0, A, x) < σ
(
1
1− 2λ
)(
λ
1− 2λ
)m ∣∣xZ(G,H,i) − xZ(G,H,j)∣∣
then we use Lemma 6 (e) again to obtain
L (F0, A, x) < σ
(
1
1− 2λ
)2(
λ
1− 2λ
)m ∣∣xZ(F0,H,i) − xZ(F0,H,j)∣∣
Now by assumption 0 < σ ≤ 3
25
holds, hence 0 < λ ≤ 1
5
holds, hence 0 <
(
λ
1−2λ
) ≤ 1
3
holds, hence 0 <
(
1
1−2λ
)2 ( λ
1−2λ
)m ≤ 25
27
< 1 holds for all m ≥ 1, hence
L (F0, A, x) < σ
∣∣xZ(F0,H,i) − xZ(F0,H,j)∣∣
holds also for all m such that m ≥ 1 and m ≤ (n− 1) both hold.
And this is true for any member i of A and any member j of
(
Y
(
(P1 ∩ P2), A
)
⊢ A
)
such that {i, j} ∈ H holds. Hence M ((P1 ∩ P2) , F0, H,A, σ, R, x) holds.
Now (P1 ∩ P2) ⊆ P1 ⊆ F0 ⊆ Q1 ⊆ (Q1 ∪Q2) holds, hence
F0 ∈ K ((P1 ∩ P2) , (Q1 ∪Q2)) holds.
And if A ∈ (Q2 ⊢ P2) holds, then with F0 now defined to be a member of K (P2, Q2)
such that M (P2, F0, H,A, σ, R, x) holds, we again conclude, by an exactly analogous
argument, that M ((P1 ∩ P2) , F0, H,A, σ, R, x) holds.
And (P1 ∩ P2) ⊆ P2 ⊆ F0 ⊆ Q2 ⊆ (Q1 ∪Q2) holds, hence again
F0 ∈ K ((P1 ∩ P2) , (Q1 ∪Q2)) holds.
Hence if A is any member of ((Q1 ∪Q2) ⊢ (P1 ∩ P2)), then there exists a member
F of K ((P1 ∩ P2) , (Q1 ∪Q2)) such that M ((P1 ∩ P2) , F,H,A, σ, R, x) holds. Hence
((P1 ∩ P2) , (Q1 ∪Q2)) is a member of Ω (H, σ,R, x).
If (A,B) and (C,D) are ordered pairs of sets such that A ⊆ B holds and C ⊆ D
holds, we shall say that (A,B) and (C,D) link ifif (A ∪ C) ⊆ (B ∩D) holds.
We note that if (A,B) and (C,D) are ordered pairs of sets such that A ⊆ B holds
and C ⊆ D holds, then (A,B) and (C,D) link ifif K (A,B) ∩ K (C,D) 6= ∅. For if
(A ∪ C) ⊆ (B ∩D) holds, then A ⊆ (A ∪ C) ⊆ B holds and C ⊆ (A ∪ C) ⊆ D holds,
hence (A ∪ C) is a member of both K (A,B) and K (C,D). And if E is a member of
both K (A,B) and K (C,D), then A ⊆ E, C ⊆ E, E ⊆ B, and E ⊆ D all hold, hence
(A ∪ C) ⊆ E ⊆ (B ∩D) holds.
We note that linking is not an equivalence relation. For if A and B are sets such
that A ⊂ B holds, then (A,A) and (A,B) link, and (A,B) and (B,B) link, but (A,A)
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and (B,B) do not link, (for if A ⊂ B holds then (A,A) links (B,B) ifif B ⊆ A holds,
which is not the case).
If X is a set such that every member of X is an ordered pair (A,B) of sets such that
A ⊆ B holds, we shall say that X is link-connected ifif for every partition {Y, Z} of X
into two nonempty parts Y and Z, there exists a member (A,B) of Y and a member
(C,D) of Z such that (A,B) and (C,D) link.
Lemma 8. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, let
H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
Let X be any nonempty link-connected subset of Ω (H, σ,R, x), let P be the map
whose domain is X , and such that for each member α of X , Pα is the first component
of α, and let Q be the map whose domain is X , and such that for each member α of
X , Qα is the second component of α.
Then
⋃
α∈X Qα is a wood of V , and
((⋂
α∈X Pα
)
,
(⋃
α∈X Qα
))
is a member of
Ω (H, σ,R, x).
Proof. We first show, for any integer r such that r ≥ 1 and r ≤ (# (X)− 1) both hold,
that if there exists an r-member subset Y of X such that
((⋂
α∈Y Pα
)
,
(⋃
α∈Y Qα
))
is
a member of Ω (H, σ,R, x), then there exists an (r + 1)-member subset Z of X such
that
((⋂
α∈Z Pα
)
,
(⋃
α∈Z Qα
))
is a member of Ω (H, σ,R, x).
For if r is an integer such that r ≥ 1 and r ≤ (# (X)− 1) both hold, and Y is an r-
member subset of X such that
((⋂
α∈Y Pα
)
,
(⋃
α∈Y Qα
))
is a member of Ω (H, σ,R, x),
then the fact that X is link-connected, together with the facts that Y and (X ⊢ Y )
are nonempty, imply that there exists a member β of Y and a member γ of (X ⊢ Y )
such that β links γ, or in other words such that (Pβ ∪ Pγ) ⊆ (Qβ ∩Qγ) holds.
Now
(⋂
α∈Y Pα
) ∪ Pγ ⊆ Pβ ∪ Pγ and Qβ ∩ Qγ ⊆ (⋃α∈Y Qα) ∩ Qγ both hold by
the fundamental properties of sets, hence
(⋂
α∈Y Pα
) ∪ Pγ ⊆ Pβ ∪ Pγ ⊆ Qβ ∩ Qγ ⊆(⋃
α∈Y Qα
) ∩Qγ holds, hence (⋂α∈Y Pα) ∪ Pγ ⊆ (⋃α∈Y Qα) ∩Qγ holds, hence, defin-
ing Z ≡ Y ∪ {γ}, we have, from Lemma 7, that (⋃α∈Z Qα) is a wood of V , and((⋂
α∈Z Pα
)
,
(⋃
α∈Z Qα
))
is a member of Ω (H, σ,R, x).
Now the assumption that X is a subset of Ω (H, σ,R, x) implies directly that if
Y is any one-member subset of X , then
((⋂
α∈Y Pα
)
,
(⋃
α∈Y Qα
))
is a member of
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Ω (H, σ,R, x), for if Y = {β}, then (⋂α∈Y Pα) = Pβ and (⋃α∈Y Qα) = Qβ.
And the assumption that X is nonempty implies that X has at least one one-
member subset. Hence it follows directly, by induction, that if r is any integer such
that 1 ≤ r ≤ #(X) holds, then there exists an r-member subset Y of X such that⋃
α∈Y Qα is a wood of V , and
((⋂
α∈Y Pα
)
,
(⋃
α∈Y Qα
))
is a member of Ω (H, σ,R, x).
But the only # (X)-member subset of X is X itself, hence
⋃
α∈X Qα is a wood of
V , and
((⋂
α∈X Pα
)
,
(⋃
α∈X Qα
))
is a member of Ω (H, σ,R, x).
We recall from page 20 that if X is any set such that every member of X is an
ordered pair, then we define D (X) to be the set whose members are all the first
components of members of X , and we define R (X) to be the set whose members are
all the second components of members of X .
And we recall from page 21 that if F is any set such that every member of F is
itself a set, then we define U (F ) to be the union of all the members of F , and we also
recall from page 21 that if G is any nonempty set such that every member of G is itself
a set, then we define I (G) to be the intersection of all the members of G.
Thus if X is any nonempty set such that every member of X is an ordered pair,
and P is defined to be the map whose domain is X , and such that for each member α
of X , Pα is the first component of α, and Q is defined to be the map whose domain
is X , and such that for each member α of X , Qα is the second component of α, then(⋂
α∈X Pα
)
= I (D (X)) holds and (⋃α∈X Qα) = U (R (X)) holds.
Hence Lemma 8 can be restated as follows: Let V , H , σ, R, d, and x be as in Lem-
mas 7 and 8, and let X be any nonempty link-connected subset of Ω (H, σ,R, x). Then
U (R (X)) is a wood of V , and (I (D (X)) ,U (R (X))) is a member of Ω (H, σ,R, x).
If X is a set such that every member of X is an ordered pair (A,B) of sets such
that A ⊆ B holds, then a link-connected component of X is a nonempty subset Y of X
such that Y is link-connected and Y is not a strict subset of any link-connected subset
of X .
Now given any set X such that every member of X is an ordered pair (A,B) of
sets such that A ⊆ B holds, we may define U to be the set whose members are all the
two-member subsets {α, β} of X such that α links β. Then if Y is any subset of X ,
Y is link-connected ifif Y is U -connected, for if {J,K} is any partition of Y into two
nonempty parts J and K, then there exists a member α of J and a member β of K
such that α links β ifif there exists a member {α, β} of U such that J ∩ {α, β} and
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K ∩ {α, β} are both nonempty. Hence we may conclude directly from Lemma 2 that
if F is the set whose members are all the link-connected components of X , then F is
a partition of X .
And in particular we may conclude that if V , H , σ, R, d, and x are as in Lemmas
7 and 8, and F is the set whose members are all the link-connected components of
Ω (H, σ,R, x), then F is a partition of Ω (H, σ,R, x).
If d is any integer ≥ 1 and V is any partition such that U (V ) is finite and # (V ) ≥ 2
holds, then for every ordered quadruple (H, σ,R, x) of a partition H , a real num-
ber σ such that 0 < σ ≤ 1
8
holds, a finite real number R > 0, and a member
x of Fd (V ), we define ∆ (H, σ,R, x) to be the set whose members are the ordered
pairs (I (D (X)) ,U (R (X))) corresponding to all the link-connected components X of
Ω (H, σ,R, x). Then it immediately follows from Lemma 8 that if V , H , σ, R, d, and
x are as in Lemmas 7 and 8, then ∆ (H, σ,R, x) is a subset of Ω (H, σ,R, x).
Now it immediately follows from Lemma 1 that if U is any set such that every
member of U is a set, and A and B are any U -connected sets such that there exists a
member E of U such that E intersects both A and B, then A ∪ B is a U -connected
set. For let E be any member of U such that E intersects both A and B. Then the
set E ∩ (A ∪ B) is certainly U -connected, for if {J,K} is any partition of this set into
two nonempty parts then the member E of U intersects both parts, and furthermore,
this set intersects both A and B. Hence by one application of Lemma 1 we find that
the set A∪ (E ∩ (A ∪ B)) is U -connected, and then by a second application of Lemma
1 we find that the set B ∪ A ∪ (E ∩ (A ∪B)) is U -connected. But (E ∩ (A ∪ B)) is a
subset of A ∪B, hence B ∪ A ∪ (E ∩ (A ∪B)) is equal to A ∪B.
And from this it immediately follows that if A is a set, U is a set such that every
member of U is a set, and B and C are any two distinct U -connected components of
A, then there is no member E of U such that E intersects both B and C, for if there
was such a member E of U , then B ∪ C would be U -connected, and both B and C
would be strict subsets of the U -connected subset B ∪ C of A.
Now let V , H , σ, R, d, and x be as in Lemmas 7 and 8, so that ∆ (H, σ,R, x)
is a subset of Ω (H, σ,R, x), and let (P,Q) and (S, T ) be any two distinct mem-
bers of ∆ (H, σ,R, x). Then (P,Q) and (S, T ) are members of distinct link-connected
components of Ω (H, σ,R, x), hence it immediately follows from the above paragraph
that (P,Q) and (S, T ) do not link. And this means, as shown on page 48, that
K (P,Q) ∩K (S, T ) is empty.
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We recall from page 36 that for any ordered pair (V,H) of a partition V such that
U (V ) is finite and # (V ) ≥ 2 holds, and a set H such that every member of H is a set,
we define G (V,H) to be the set whose members are all the woods F of V such that
every member A of F is (V ∪H)-connected.
Now let V , H , σ, R, d, and x be as in Lemmas 7 and 8, and let F be any member
of G (V,H). Then as observed on page 37, it immediately follows from the definition of
Ω (H, σ,R, x), that the ordered pair (F, F ) is a member of Ω (H, σ,R, x). And as shown
above, the set whose members are all the link-connected components of Ω (H, σ,R, x),
is a partition of Ω (H, σ,R, x), hence there exists a unique link-connected component
X of Ω (H, σ,R, x) such that (F, F ) ∈ X holds. Let X be the unique link-connected
component of Ω (H, σ,R, x) such that (F, F ) ∈ X holds. Then (I (D (X)) ,U (R (X)))
is a member of ∆ (H, σ,R, x) and a member of Ω (H, σ,R, x) and, since it immediately
follows from (F, F ) ∈ X that I (D (X)) ⊆ F ⊆ U (R (X)) holds, F is a member
of K (I (D (X)) ,U (R (X))). And by the foregoing, if (P,Q) and (S, T ) are any two
distinct members of ∆ (H, σ,R, x), then K (P,Q)∩K (S, T ) = ∅. Hence if (P,Q) is any
member of ∆ (H, σ,R, x) such that (P,Q) is not equal to (I (D (X)) ,U (R (X))), then
F is not a member of K (P,Q).
Hence if V , H , σ, R, d, and x are as in Lemmas 7 and 8, and F is any member
of G (V,H), then there exists exactly one member (P,Q) of ∆ (H, σ,R, x), specifically
the member (P,Q) = (I (D (X)) ,U (R (X))), where X is the unique link-connected
component of Ω (H, σ,R, x) such that (F, F ) ∈ X holds, such that F ∈ K (P,Q) holds.
Furthermore, if V , H , σ, R, d, and x are as in Lemmas 7 and 8, and (P,Q) is
any member of ∆ (H, σ,R, x), then (P,Q) is a member of Ω (H, σ,R, x), hence every
member F of K (P,Q) is a member of G (V,H)
Hence if V , H , σ, R, d, and x are as in Lemmas 7 and 8, and Z is defined to be the
set whose members are the sets K (P,Q), where (P,Q) is a member of ∆ (H, σ,R, x),
then Z is a partition of G (V,H).
For any ordered pair (V,H) of a partition V such that U (V ) is finite and # (V ) ≥ 2
holds, and a set H such that every member of H is a set, we define N (V,H) to be the
set whose members are all the ordered pairs (F,G) of members F and G of G (V,H)
such that F ⊆ G holds.
If (H, σ,R, x) is an ordered quadruple such that Ω (H, σ,R, x) is defined and such
that V =M (D (x)), H , σ, R, d, (determined from x as the number of components of
any member of R (x)), and x satisfy the conditions of Lemmas 7 and 8, we shall say
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that a member (P,Q) of N (V,H) generates a good set of woods for (H, σ,R, x) ifif
(P,Q) is a member of ∆ (H, σ,R, x), and we shall say a subset X of G (V,H) is a good
set of woods for (H, σ,R, x) ifif X has the form K (P,Q), where (P,Q) is a member of
∆ (H, σ,R, x).
If V , H , σ, R, and d are as in Lemmas 7 and 8, then we shall partition the set of all
ordered pairs (F, x) of a member F of G (V,H) and a member x of Fd (V ) into a finite
number of sectors, the sectors being in one-to-one correspondence with some subset of
N (V,H), such that the sector associated with the member (P,Q) of N (V,H) is the
set of all ordered pairs (F, x) of a member F of K (P,Q) and a member x of Fd (V )
such that (P,Q) generates a good set of woods for (H, σ,R, x).
We note that the number of sectors is less than the square of the total number of
woods of V , which is itself less than 2(2
#(V )).
Now let V , H , σ, R, d, and x be as in Lemmas 7 and 8, and let F be any member
of G (V,H). Then to identify the unique member (P,Q) of ∆ (H, σ,R, x) such that
F ∈ K (P,Q) holds, we define Y to be the set whose members are all the members
(S, T ) of Ω (H, σ,R, x) such that S ⊆ F ⊆ T holds, or in other words such that
F ∈ K (S, T ) holds. Then Lemma 8 guarantees that there exists a unique member
(J,K) of Y such that J ⊆ S ⊆ T ⊆ K holds for every member (S, T ) of Y , for
I (D (Y )) ⊆ S ⊆ T ⊆ U (R (Y )) certainly holds for every member (S, T ) of Y , and by
Lemma 8 the ordered pair (I (D (Y )) ,U (R (Y ))) is a member of Y , and furthermore if
(J,K) and (M,N) are members of Y such that J ⊆ S ⊆ T ⊆ K holds for every member
(S, T ) of Y and M ⊆ S ⊆ T ⊆ N holds for every member (S, T ) of Y , then J ⊆ M
and M ⊆ J both hold hence M = J holds, and N ⊆ K and K ⊆ N both hold, hence
N = K holds, hence the member (I (D (Y )) ,U (R (Y ))) is the only member (J,K) of
Y such that J ⊆ S ⊆ T ⊆ K holds for every member (S, T ) of Y . Now by definition
∆ (H, σ,R, x) is the set whose members are the ordered pairs (I (D (X)) ,U (R (X)))
corresponding to all the link-connected components X of Ω (H, σ,R, x), and by Lemma
8, every member of ∆ (H, σ,R, x) is a member of Ω (H, σ,R, x), which as shown above,
implies that no two distinct members of ∆ (H, σ,R, x) link, hence that if (J,K) and
(M,N) are any two distinct members of ∆ (H, σ,R, x) then K (J,K) ∩ K (M,N) is
empty. Now let X be the unique link-connected component of Ω (H, σ,R, x) that has
(F, F ) as a member. Then (I (D (X)) ,U (R (X))) is a member of Ω (H, σ,R, x) by
Lemma 8 and I (D (X)) ⊆ F ⊆ U (R (X)) holds, hence (I (D (X)) ,U (R (X))) is a
member of Y . And Y ∩X has the member (F, F ) hence is nonempty, hence by Lemma
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1, Y ∪ X is link-connected, hence Y is a subset of X since X is a link-connected
component of Ω (H, σ,R, x). Hence I (D (X)) ⊆ S ⊆ T ⊆ U (R (X)) holds for every
member (S, T ) of Y , hence (I (D (X)) ,U (R (X))) is equal to (I (D (Y )) ,U (R (Y ))).
We note that if V , H , σ, R, d, and x are as in Lemmas 7 and 8, and (P,Q) and
(S, T ) are any two distinct members of ∆ (H, σ,R, x), then it immediately follows from
the fact that (P,Q) and (S, T ) do not link, that P 6= S holds and Q 6= T holds.
Lemma 9. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, let
H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
Then the member (P,Q) of N (V,H) generates a good set of woods for (H, σ,R, x)
ifif both the following conditions (i) and (ii) hold.
(i) (P,Q) ∈ Ω (H, σ,R, x) holds.
(ii) For all (F,G) ∈ N (V,H) such that F ⊆ P and Q ⊆ G both hold, and (F,G) 6=
(P,Q), (F,G) is not a member of Ω (H, σ,R, x).
Proof. We note first that (i) is certainly necessary for (P,Q) to generate a good set
of woods at x. And (ii) is also necessary, for if F ⊆ P and Q ⊆ G both hold, and
(F,G) 6= (P,Q), then (F ∪ P ) ⊆ (G ∩Q) holds, hence (F,G) links (P,Q), but at least
one of P ⊆ F and G ⊆ Q is false. Hence if (P,Q) generates a good set of woods for
(H, σ,R, x), then (F,G) cannot be a member of Ω (H, σ,R, x) for if (P,Q) generates
a good set of woods for (H, σ,R, x), then P ⊆ J ⊆ K ⊆ Q holds for every member
(J,K) of the link-connected component of Ω (H, σ,R, x) that contains (P,Q).
Now letX be the subset of Ω (H, σ,R, x) whose members are all the members (J,K)
of Ω (H, σ,R, x) such that P ⊆ J ⊆ K ⊆ Q holds. We shall show that (i) and (ii) imply
that X is the link-connected component of Ω (H, σ,R, x) to which (P,Q) belongs.
We first note that, since P ⊆ J ⊆ K ⊆ Q implies that (J ∪ P ) ⊆ (K ∩Q) holds,
every member (J,K) of X is linked to (P,Q), hence X is certainly link-connected.
Now suppose X is a strict subset of Z, where Z is a link-connected subset of
Ω (H, σ,R, x). Consider the partition of Z into X and the nonempty set (Z ⊢ X).
Then the assumption that Z is link-connected implies that there exists (J,K) ∈ X
and (F,G) ∈ (Z ⊢ X) such that (J,K) links (F,G). And (P,Q) links (J,K), hence
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{(P,Q) , (J,K) , (F,G)} is a link-connected subset of Ω (H, σ,R, x), hence, by Lemma 8,
((P ∩ J ∩ F ) , (Q ∪K ∪G)) ∈ Ω (H, σ,R, x) holds. Now (P ∩ J ∩ F ) ⊆ P holds, and
Q ⊆ (Q ∪K ∪G) holds. And by assumption, P ⊆ F ⊆ G ⊆ Q does not hold, since
(F,G) is not a member of X . Hence at least one of (P ⊢ F ) and (G ⊢ Q) is nonempty,
hence at least one of (P ⊢ (P ∩ J ∩ F )) and ((Q ∪K ∪G) ⊢ Q) is nonempty, hence
((P ∩ J ∩ F ) , (Q ∪K ∪G)) is not equal to (P,Q). Hence (ii) implies that
((P ∩ J ∩ F ) , (Q ∪K ∪G)) cannot be a member of Ω (H, σ,R, x), which contradicts
the conclusion drawn from the assumption that (F,G) ∈ Ω (H, σ,R, x) holds. Hence
(ii) implies that (F,G) cannot be a member of Ω (H, σ,R, x).
Hence (i) and (ii) imply that X is the link-connected component of Ω (H, σ,R, x)
that contains (P,Q).
Lemma 10. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
let H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
Let (P,Q) generate a good set of woods for (H, σ,R, x), and let A be any member
of B (P ). Then M ((P ⊢ {A}) , P,H,A, σ, R, x) does not hold.
Proof. Suppose that M ((P ⊢ {A}) , P,H,A, σ, R, x) does hold. We shall prove that
this would imply that for every member B of (Q ⊢ (P ⊢ {A})), there exists a mem-
ber F of K ((P ⊢ {A}) , Q) such thatM ((P ⊢ {A}) , F,H,B, σ, R, x) holds, hence that
((P ⊢ {A}) , Q) is a member of Ω (H, σ,R, x), which by Lemma 9 contradicts the as-
sumption that (P,Q) generates a good set of woods for (H, σ,R, x).
For suppose first that B is a member of (Q ⊢ P ). Then the assumption that (P,Q)
generates a good set of woods for (H, σ,R, x) implies that there exists a member F of
K (P,Q) such that M (P, F,H,B, σ, R, x) holds. Let F be a member of K (P,Q) such
that M (P, F,H,B, σ, R, x) holds. Then L (F,B, x) < R holds, and for all i ∈ B and
j ∈ (Y (P¯ , B) ⊢ B) such that {i, j} ∈ H holds, L (F,B, x) < σ ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣
holds. Now if Y
(
(P ⊢ {A}), B
)
is equal to Y (P¯ , B), then this implies directly that
M ((P ⊢ {A}) , F,H,B, σ, R, x) holds.
Suppose now that Y
(
(P ⊢ {A}), B
)
is not equal to Y (P¯ , B). Now by definition
P¯ ≡ (P ∪ {U (V )}), and Y (P¯ , B) is the smallest member C of P¯ such that B ⊆ C
holds, hence Y
(
(P ⊢ {A}), B
)
is equal to Y (P¯ , B) unless Y (P¯ , B) is not a member
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of (P ⊢ {A}), or in other words, unless Y (P¯ , B) = A. Hence the assumption that
Y
(
(P ⊢ {A}), B
)
is not equal to Y (P¯ , B) implies that Y (P¯ , B) = A. And the as-
sumption that Y
(
(P ⊢ {A}), B
)
is not equal to Y (P¯ , B) also implies that A is not
equal to U (V ), for if A = U (V ) then (P ⊢ {A}) is equal to P¯ . Let i be any member of
B and j be any member of
(
Y
(
(P ⊢ {A}), B
)
⊢ Y (P¯ , B)) such that {i, j} ∈ H
holds. Now Y (P¯ , B) is equal to A, and furthermore, Y ((P ⊢ {A}), B) is equal
to Y
(
(P ⊢ {A}),Y (P¯ , B)), hence Y ((P ⊢ {A}), B) is equal to Y ((P ⊢ {A}), A).
Hence j is a member of
(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
, hence the assumption that
M ((P ⊢ {A}) , P,H,A, σ, R, x) holds, implies that L (P,A, x) < σ ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣
holds. Let F be a member of K (P,Q) such that M (P, F,H,B, σ, R, x) holds. Now
A is a member of P , hence A is (V ∪H)-connected, and B is a member of (Q ⊢ P ),
hence B is a strict subset of A = Y (P¯ , B), hence there exists a member k of B and a
member m of (A ⊢ B) such that {k,m} ∈ H holds. Let k be a member of B and m
be a member of (A ⊢ B) such that {k,m} ∈ H holds. Then by M (P, F,H,B, σ, R, x),
L (F,B, x) < σ
∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ holds. Now Z (F,H, k) is a subset of A, and is
not a strict subset of any member of P (P,A), for Y (P¯ , B) = A implies that B is
not a subset of K (P,A, k), (which by definition is the unique member of P (P,A)
that has k as a member), hence K (P,A, k) ⊂ B holds, hence m is not a mem-
ber of K (P,A, k), hence since H is a partition, hence {k,m} is the only member
of H that has k as a member, K (P,A, k) ⊆ Z (F,H, k) holds since K (P,A, k) is a
member of F . Hence if Z (F,H, k) was a strict subset of a member C of P (P,A)
then K (P,A, k) ⊂ C would hold, which is impossible since K (P,A, k) is a mem-
ber of P (P,A). And furthermore Z (F,H, k) overlaps no member of P (P,A), hence
Z (F,H, k) is a member of Ξ (P (P,A)), hence as shown on page 33, xZ(F,H,k) is a mem-
ber of the convex hull of the xC , C ∈ P (P,A). And Z (F,H,m) is a subset of A,
and is not a strict subset of any member of P (P,A), for as just shown, m is not a
member of K (P,A, k), hence K (P,A, k) is not equal to K (P,A,m), hence k is not a
member of K (P,A,m), hence since H is a partition, hence {k,m} is the only mem-
ber of H that has m as a member, K (P,A,m) ⊆ Z (F,H,m) holds since K (P,A,m)
is a member of F , hence the fact that K (P,A,m) is a member of P (P,A) implies
that Z (F,H,m) cannot be a strict subset of any member of P (P,A). And further-
more, Z (F,H,m) overlaps no member of P (P,A), hence Z (F,H,m) is a member of
Ξ (P (P,A)), hence as shown on page 33, xZ(F,H,m) is a member of the convex hull of
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the xC , C ∈ P (P,A). Hence by Lemma 3,
∣∣xZ(F,H,k) − xZ(F,H,m)∣∣ < L (P,A, x) holds,
hence L (F,B, x) < σL (P,A, x) holds, hence L (F,B, x) < σ2
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣
holds hence, by Lemma 6 (e), L (F,B, x) <
(
σ2
1−2λ
) ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds, where
λ is the real number defined by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
5
holds since
0 < σ ≤ 3
25
holds. Now λ and σ satisfy the equation λ = σ
1−2λ
, and 0 < λ < 1 holds,
hence L (F,B, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
Hence L (F,B, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds for all i ∈ B and all
j ∈
(
Y
(
(P ⊢ {A}), B
)
⊢ B
)
, henceM ((P ⊢ {A}) , F,H,B, σ, R, x) holds in this case
also.
And finally, for the case B = A, M ((P ⊢ {A}) , P,H,A, σ, R, x) holds by assump-
tion.
Hence the assumption that M ((P ⊢ {A}) , P,H,A, σ, R, x) holds implies that for
every member B of (Q ⊢ (P ⊢ {A})), there exists a member F of K ((P ⊢ {A}) , Q)
such that M ((P ⊢ {A}) , F,H,B, σ, R, x) holds, hence that ((P ⊢ {A}) , Q) is a mem-
ber of Ω (H, σ,R, x). And by Lemma 9, this contradicts the assumption that (P,Q)
generates a good set of woods for (H, σ,R, x).
Lemma 11. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
let H be any partition such that if E is any member of H such that E intersects more
than one member of V , then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
Let (P,Q) be any member of Ω (H, σ,R, x) such that there is no member (P,G)
of Ω (H, σ,R, x) such that Q ⊂ G holds, let A be any member of B (P¯), let X be
any σ-cluster of ↓ (x,P (P,A)) such that # (X) ≥ 2 holds, and X is not equal to
D (↓ (x,P (P,A))) = P (P,A), and let B be any (V ∪H)-connected component of
U (X) such that B is not a member of P (P,A), and such that L (P,B, x) < R holds.
Then B is a member of (Q ⊢ P ).
Proof. We first note that by the definition of a σ-cluster of ↓ (x,P (P,A)) and the
assumption that # (X) ≥ 2 holds, X is a subset of D (↓ (x,P (P,A))) = P (P,A)
such that # (X) ≥ 2 holds and such that for every I ∈ X , J ∈ X , K ∈ X , and
M ∈ (P (P,A) ⊢ X), |xI − xJ | < σ |xK − xM | holds.
Now if C is any member of X , then either C ⊆ B holds or C ∩ B = ∅ holds. For
each member of X is a member of P hence is (V ∪H)-connected, and by assump-
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tion B is a (V ∪H)-connected component of X , hence is (V ∪H)-connected. Thus
if (C ⊢ B) and (C ∩B) were both nonempty, then by Lemma 1, (C ∪ B) would be a
(V ∪H)-connected subset of U (X) such that B ⊂ (C ∪B) holds, which contradicts
the assumption that B is a (V ∪H)-connected component of U (X).
Furthermore, B is a nonempty subset of A, and if C is any member of (P(P,A) ⊢X),
then C ∩B = ∅ holds.
Hence B is a member of Ξ (P (P,A)), and since by assumption B is not a member
of P (P,A), B is a member of (Ξ (P (P,A)) ⊢ P (P,A)), hence every member C of
P (P,A) such that C ⊆ B holds, is a strict subset of B.
Now let C be any member of P (P,B). Then C is a member of P such that C ⊂ A
holds hence, as shown on page 23, there is a unique member E of P (P,A) such that
C ⊆ E holds. Let E be the unique member of P (P,A) such that C ⊆ E holds. Then
E is a member of P (P,A) such that E∩B is nonempty hence, by the foregoing, E ⊂ B
holds, hence C ⊂ E cannot hold, (for if C ⊂ E held then E would be a member of P
such that C ⊂ E ⊂ B held, contradicting C ∈ P (P,B)), hence C = E holds, hence C
is a member of P (P,A), hence since C is a subset of B hence a subset of U (X) hence
cannot be a member of (P (P,A) ⊢ X), C is a member of X .
Hence P (P,B) is a subset of X , hence since L (P,B, x) is by definition equal to
max
I∈P(P,B)
J∈P(P,B)
|xI − xJ |, the inequality L (P,B, x) ≤ max
I∈X
J∈X
|xI − xJ | holds. Furthermore, by
assumption, L (P,B, x) < R holds.
Now let i be any member of B and j be any member of
(Y (P¯ , B) ⊢ B) such
that {i, j} is a member of H . Now Y (P¯ , B) ⊆ A certainly holds, for Y (P¯ , B) is by
definition the smallest member D of P¯ such that B ⊆ D holds, and A is a member of
P¯ such that B ⊆ A holds. Hence j is a member of A, hence j is a member of (A ⊢ B).
And furthermore, j is not a member of U (X), for if j was a member of U (X), then
j would be a member of some member C of X such that C is not a subset of B,
hence as shown on page 52, the facts that B and C are (V ∪H)-connected, together
with the fact that {i, j} is a member of H , would imply by Lemma 1 that (C ∪B) is
(V ∪H)-connected, which together with the fact that C is not a subset of B, hence
that B is a strict subset of (C ∪ B), contradicts the fact that B is a (V ∪H)-connected
component of U (X).
Now K (P,A, i), which by definition is the unique member of P (P,A) that has i as a
member, is a member of P (P,A) that intersects U (X), (since i is a member of U (X)),
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hence is a member of X , and j is not a member of U (X), hence K (P,A, j), which is
the unique member of P (P,A) that has j as a member, is not a subset of U (X), hence
K (P,A, j) is not a member of X , hence K (P,A, j) is a member of (P (P,A) ⊢ X).
Hence K (P,A, j) is not equal to K (P,A, i), hence j is not a member of K (P,A, i),
hence {i, j} is not a subset of K (P,A, i), hence since H is a partition, hence {i, j} is
the only member of H that has i as a member, K (P,A, i) is a subset of Z (P,H, i),
which by definition is the largest member of P that has i as a member but does not
contain as a subset any member of H that has i as a member. Furthermore {i, j} is a
subset of A, and since K (P,A, i) is a member of P (P,A), there is no member C of P
such that K (P,A, i) ⊂ C ⊂ A holds, hence K (P,A, i) is the largest member of P that
has i as a member but does not contain as a subset any member of H that has i as a
member, hence K (P,A, i) = Z (P,H, i) holds.
And by an exactly analogous argument, K (P,A, j) = Z (P,H, j) holds.
Hence
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ is equal to ∣∣xK(P,A,i) − xK(P,A,j)∣∣ hence since, as shown
above, K (P,A, i) is a member of X and K (P,A, j) is a member of (P (P,A) ⊢ X), the
inequality min
K∈X
M∈(P(P,A)⊢X)
|xK − xM | ≤
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ holds, hence by the fact that X
is a σ-cluster of ↓ (x,P (P,A)) such that # (X) ≥ 2 holds,
L (P,B, x) ≤ max
I∈X
J∈X
|xI − xJ | < σ min
K∈X
M∈(P(P,A)⊢X)
|xK − xM | ≤ σ
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣
holds, hence L (P,B, x) < σ
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ holds.
Hence M (P, P,H,B, σ, R, x) holds.
Now by assumption (P,Q) is a member of Ω (H, σ,R, x), hence for every member C
of (Q ⊢ P ), there exists a member F of K (P,Q) such thatM (P, F,H,C, σ, R, x) holds.
Hence if B was not a member of (Q ⊢ P ), then for every member C of ((Q ∪ {B}) ⊢ P )
there would exist a member F of K (P, (Q ∪ {B})) such that M (P, F,H,C, σ, R, x)
holds, hence (P, (Q ∪ {B})) would be a member of Ω (H, σ,R, x).
But by assumption there is no member (P,G) of Ω (H, σ,R, x) such that Q ⊂ G
holds. Hence B must be a member of (Q ⊢ P ).
Additional Note to Lemma 11. M (P, P,H,U (V ) , σ, R, x) holds whenever
L (P,U (V ) , x) < R holds, hence with the same assumptions on (P,Q) as in Lemma
11, U (V ) ∈ (Q ⊢ P ) holds whenever L (P,U (V ) , x) < R holds.
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We recall from page 26 that for all s ∈ R, we define T (s) by
T (s) ≡
{
1 if s < 0 holds
0 if s ≥ 0 holds
For every ordered septuple (P, F,H,A, σ, R, x) of a wood P , a wood F such that
M (F ) =M (P ) holds and P ⊆ F holds, a partition H , a member A of
(Ξ (M (P )) ⊢ M (P )), a real number σ such that 0 < σ ≤ 1
8
holds, a finite real number
R > 0, and a member x of Fd (M (P )), where d is an integer ≥ 1, we define the number
M˜ (P, F,H,A, σ, R, x) to be equal to 1 if M (P, F,H,A, σ, R, x) holds, and to be equal
to 0 otherwise.
And for every ordered triple (A,B,H) of a set A, a set B such that A ⊆ B holds,
and a set H such that every member of H is a set, we define Q (A,B,H) to be the set
whose members are all the ordered pairs (i, j) of a member i of A and a member j of
(B ⊢ A) such that {i, j} is a member of H .
Now the proposition M (P, F,H,A, σ, R, x) can be expressed as:
For all S ∈ P (F,A) and all T ∈ P (F,A), |xS − xT | < R holds, and for all i ∈ A
and all j ∈ (Y (P¯ , A) ⊢ A) such that {i, j} is a member of H , and for all S ∈ P (F,A)
and all T ∈ P (F,A), |xS − xT | < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
Hence M˜ (P, F,H,A, σ, R, x) may be constructed as:
M˜ (P, F,H,A, σ, R, x) =

 ∏
∆≡{S,T}∈Q(P(F,A))
T (|xS − xT | − R)

×
×


∏
(i,j)∈Q(A,Y(P¯ ,A),H)
∆≡{S,T}∈Q(P(F,A))
T
(|xS − xT | − σ ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣)


For any ordered sextuple (P,Q,H, σ, R, x) of a wood P , a wood Q such that
M (Q) =M (P ) holds and P ⊆ Q holds, a partition H such that if E is any member
of H such that E intersects more than one member ofM (P ), then E has exactly two
members, a real number σ such that 0 < σ ≤ 3
25
holds, a real number R > 0, and
a member x of Fd (M (P )), where d is an integer ≥ 1, we define the real numbers
L (P,Q,H, σ, R, x), H (P,Q,H, σ, R, x), and E (P,Q,H, σ, R, x) by:
L (P,Q,H, σ, R, x) is equal to 1 if (P,Q) is a member of Ω (H, σ,R, x), and equal to 0
otherwise,
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H (P,Q,H, σ, R, x) is equal to 1 if (P,Q) is a member of Ω (H, σ,R, x) such that there
is no member (P,G) of Ω (H, σ,R, x) such that G ⊂ Q holds, and equal to 0 otherwise,
and
E (P,Q,H, σ, R, x) is equal to 1 if (P,Q) generates a good set of woods for (H, σ,R, x),
and equal to 0 otherwise.
We note that it follows directly from the definition of Ω (H, σ,R, x) that
L (P,Q,H, σ, R, x), H (P,Q,H, σ, R, x), and E (P,Q,H, σ, R, x) are all equal to 0 un-
less every member of Q is (M (P ) ∪H)-connected, (which implies that every mem-
ber of P is (M (P ) ∪H)-connected), and we now assume that every member of Q is
(M (P ) ∪H)-connected.
To construct L (P,Q,H, σ, R, x), we first note that∏
F∈K(P,Q)
(
1− M˜ (P, F,H,A, σ, R, x)
)
is 1 ifM (P, F,H,A, σ, R, x) is false for all F ∈
K (P,Q), and 0 otherwise, or in other words, it is 0 if there exists an F ∈ K (P,Q)
such that M (P, F,H,A, σ, R, x) is true, and 1 otherwise.
Hence
L (P,Q,H, σ, R, x) =
∏
A∈(Q⊢P )

1− ∏
F∈K(P,Q)
(
1− M˜ (P, F,H,A, σ, R, x)
) .
For every ordered pair (Q,H) of a wood Q and a partition H such that every mem-
ber of Q is (M (Q) ∪H)-connected, we define G˜ (Q,H) to be the set whose members are
all the members G of G (M (Q) , H) such that Q ⊂ G holds. Then H (P,Q,H, σ, R, x)
may be constructed as:
H (P,Q,H, σ, R, x) = L (P,Q,H, σ, R, x)
∏
G∈G˜(Q,H)
(1−L (P,G,H, σ, R, x))
For every ordered triple (P,Q,H) of a wood P , a wood Q such that M (Q) =
M (P ) holds and P ⊆ Q holds, and a partition H such that every member of Q
is (M (P ) ∪H)-connected, we define N˜ (P,Q,H) to be the set whose members are
all the members (F,G) of N (M (P ) , H) such that F ⊆ P ⊆ Q ⊆ G holds and
(F,G) 6= (P,Q). Then condition (ii) of Lemma 9 may be expressed by the func-
tion
∏
(F,G)∈N˜ (P,Q,H) (1−L (F,G,H, σ, R, x)), which is 0 unless no member (F,G) of
N˜ (P,Q,H) is a member of Ω (H, σ,R, x).
Hence E (P,Q,H, σ, R, x) may be constructed as:
E (P,Q,H, σ, R, x) = L (P,Q,H, σ, R, x)
∏
(F,G)∈N˜ (P,Q,H)
(1− L (F,G,H, σ, R, x)) .
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We observe that the following inequalities hold:
E (P,Q,H, σ, R, x) ≤ H (P,Q,H, σ, R, x) ≤ L (P,Q,H, σ, R, x) .
For every ordered pair (A,B) of sets A and B, we define S (A,B) to be 1 if A ⊆ B
holds, and 0 otherwise.
Then if V is any partition such that U (V ) is finite and # (V ) ≥ 2 holds, H is
any partition such that if E is any member of H such that E intersects more than
one member of V , then E has exactly two members, σ is any real number such that
0 < σ ≤ 3
25
holds, R is any finite real number > 0, and d is any integer ≥ 1, it follows
directly from the discussion on pages 51 to 54 that the following identity holds for all
ordered pairs (F, x) of a member F of G (V,H) and a member x of Fd (V ):∑
(P,Q)∈N (V,H)
E (P,Q,H, σ, R, x)S (P, F )S (F,Q) = 1.
In fact, for any given ordered pair (F, x) of a member F of G (V,H) and a member
x of Fd (V ), exactly one term in the left-hand side of this equation is equal to 1, and
all the remaining terms are equal to 0, and the term that is equal to 1 is the term
corresponding to the unique member (P,Q) of ∆ (H, σ,R, x) such that F ∈ K (P,Q)
holds.
We now make the following observations:
(1) If F is any wood, B is any set, and G is any subset of F such that P (F,B) ⊆ G
holds, then P (G,B) = P (F,B) holds. For if C is any member of P (F,B), then C
is a member of G such that C ⊂ B holds and there is no member D of F such that
C ⊂ D ⊂ B holds, hence there is no member D of G such that C ⊂ D ⊂ B holds,
hence C is a member of P (G,B). Now let C be any member of P (G,B). Then C
is a member of G, hence a member of F , such that C ⊂ B holds, hence as shown on
page 23 the fact that F is a wood implies that there is a unique member E of P (F,B)
such that C ⊆ E holds. Let E be the unique member of P (F,B) such that C ⊆ E
holds. Then E is a member of G, (since by assumption P (F,B) is a subset of G),
hence C ⊂ E cannot hold, (for if C ⊂ E held then E would be a member of G such
that C ⊂ E ⊂ B held, contradicting the fact that C is a member of P (G,B)), hence
C = E holds, hence C is a member of P (F,B).
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(2) If P is any wood, B is any nonempty subset of U (P ), and G is any subset of P
such that G is a wood, U (G) is a member of P¯ , and Y (P¯ , B) is a member of G¯, then
Y (G¯, B) = Y (P¯ , B) holds. For G¯ has at least one member, namely Y (P¯ , B), that
contains B as a subset, hence by definition Y (G¯, B) is the smallest member of G¯ that
contains B as a subset. Now the assumptions that G is a subset of P and that U (G)
is a member of P¯ imply that G¯ is a subset of P¯ . Hence there is no member C of G¯
such that B ⊆ C ⊂ Y (P¯ , B) holds, for if C was such a member of G¯ then C would
be a member of P¯ such that B ⊆ C ⊂ Y (P¯ , B) held, which contradicts the fact that
Y (P¯ , B) is the smallest member of P¯ that contains B as a subset. Hence Y (P¯ , B) is
the smallest member of G¯ that contains B as a subset.
(3) If F is any wood, H is any set such that every member of H is a set, i is any
member of O (F,H), and G is any subset of F such that G is a wood and Z (F,H, i)
is a member of G, then i is a member of O (G,H) and Z (G,H, i) = Z (F,H, i) holds.
For by definition O (F,H) is the set whose members are all the members i of U (F )
such that there exists a member A of F such that i ∈ A holds and there is no member
B of H such that i ∈ B and B ⊆ A both hold, and Z (F,H, i) is the largest member
A of F such that i ∈ A holds and there is no member B of H such that i ∈ B
and B ⊆ A both hold. And by assumption Z (F,H, i) is a member of G, hence G
has at least one member, namely Z (F,H, i), that has i as a member and does not
contain as a subset any member of H that has i as a member, hence i is a member
of U (G) and also a member of O (G,H), hence Z (G,H, i) is defined and moreover
Z (F,H, i) ⊆ Z (G,H, i) holds. And furthermore there is no member A of G such that
Z (F,H, i) ⊂ A holds and A does not contain as a subset any member ofH that has i as
a member, for if A was such a member of G then A would be a member of F such that
Z (F,H, i) ⊂ A held and A does not contain as a subset any member of H that has i as
a member, and by the definition of Z (F,H, i) there is no such member A of F . Hence
Z (F,H, i) is the largest member of G that has i as a member and does not contain
as a subset any member of H that has i as a member, hence Z (G,H, i) = Z (F,H, i)
holds.
(4) Let P be any wood, let F be any wood such that M (F ) = M (P ) holds and
P ⊆ F holds, and let A be any member of B (P¯). Then F ∩ Ξ (P (P,A)) is a wood
of P (P,A). We note first that, as shown on pages 23 and 24, P (P,A) is a partition
of A such that # (P (P,A)) ≥ 2 holds, hence U (P (P,A)) is equal to A hence is a
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finite set. Now certainly no member of F ∩Ξ (P (P,A)) is empty and no two members
of F ∩ Ξ (P (P,A)) overlap, and moreover P is a subset of F hence every member
of P (P,A) is a member of F ∩ Ξ (P (P,A)), hence F ∩ Ξ (P (P,A)) is a subset of
Ξ (P (P,A)) that has P (P,A) as a subset, hence M (F ∩ Ξ (P (P,A))) is equal to
P (P,A). And furthermore, every member of Ξ (P (P,A)) is a subset of A, hence every
member of F ∩ Ξ (P (P,A)) is a subset of A, hence U (F ∩ Ξ (P (P,A))) is a subset
of A, hence every member of U (F ∩ Ξ (P (P,A))) is a member of some member of
M (F ∩ Ξ (P (P,A))) = P (P,A).
(5) Let P be any wood, let Q be any wood such that M (Q) = M (P ) holds and
P ⊆ Q holds, and let B be any member of (Q ⊢ P ). Then there exists a unique
member A of B
(
P¯
)
such that B ∈ Ξ (P (P,A)) holds, and the unique member A of
B
(
P¯
)
with this property is given by A = Y (P¯ , B). For B is a subset of Y (P¯ , B), B
overlaps no member of P (P,Y (P¯ , B)), and B is not a strict subset of any member of
P (P,Y (P¯ , B)), (for if B was a strict subset of a member E of P (P,Y (P¯ , B)) then
E would be a member of P¯ such that B ⊆ E ⊂ Y (P¯ , B) held, which contradicts the
fact that Y (P¯ , B) is the smallest member of P¯ to contain B as a subset), hence B
is a member of Ξ
(P (P,Y (P¯ , B))). Now let A be any member of P¯ such that B is
a member of Ξ (P (P,A)). Then B ⊆ A holds, and each member of P (P,A) is either
a subset of B or else does not intersect B, and furthermore since B is a member of
(Q ⊢ P ) hence is not a member of P (P,A), each member of P (P,A) is either a strict
subset of B or else does not intersect B. Furthermore B is nonempty. Let i be any
member of B. Then i is a member of A, and K (P,A, i), which by definition is the
unique member of P (P,A) that has i as a member, is a member of P (P,A) such that
B ∩ K (P,A, i) is nonempty, hence, as just shown, K (P,A, i) is a strict subset of B,
hence the fact that K (P,A, i) is a member of P (P,A) implies that there is no member
C of P¯ such that B ⊆ C ⊂ A holds, (for any such member C of P¯ would be a member
of P such that K (P,A, i) ⊂ C ⊂ A held), hence A is equal to Y (P¯ , B).
Lemma 12. Let P be any wood, let F be any wood such thatM (F ) =M (P ) holds
and P ⊆ F holds, let H be any partition, let A be any member of B (P¯ ), let B be any
member of (Ξ (P (P,A)) ⊢ P (P,A)), let σ be any real number such that 0 < σ ≤ 1
8
holds, let R be any real number > 0, and let x be any member of Fd (M (P )), where
d is an integer ≥ 1.
Let Z ≡ Ξ (P (P,A)).
65
Then the proposition M (P, F,H,B, σ, R, x) is equivalent to the proposition
M (P ∩ Z, F ∩ Z,H,B, σ, R, ↓ (x, Z)).
Proof. We first note that by observation (4) on page 64, both P ∩ Z and F ∩ Z
are woods of P (P,A), and B is a member of (Ξ (M (P ∩ Z)) ⊢ M (P ∩ Z)), and
we note furthermore that it follows directly from the definition of Fd (M (P )) that
↓ (x, Z) =↓ (x,Ξ (P (P,A))) is a member of Fd (P (P,A)) = Fd (M (P ∩ Z)), as is
required for the proposition M (P ∩ Z, F ∩ Z,H,B, σ, R, ↓ (x, Z)) to be defined.
We next note that P (F,B) is a subset of Z = Ξ (P (P,A)), for by assumption B is a
member of (Ξ (P (P,A)) ⊢ P (P,A)), hence if C is any member of P (P,A) then either
C ∩B is empty or else C is a strict subset of B. Let D be any member of P (F,B) and
let C be any member of P (P,A) such that C ∩D is nonempty. Then C is a member
of P (P,A) such that C ∩ B is nonempty, hence C ⊂ B holds, hence D ⊂ C cannot
hold, (for if D ⊂ C held then C would be a member of P , hence a member of F , such
that D ⊂ C ⊂ B held, contradicting the fact that D is a member of P (F,B)), hence
since C does not overlap D, C ⊆ D holds. Hence if D is any member of P (F,B) then
D is a nonempty subset of B, hence a nonempty subset of A, such that each member
of P (P,A) is either a subset of D or else does not intersect D, hence D is a member
of Ξ (P (P,A)), hence P (F,B) is a subset of Ξ (P (P,A))
Hence P (F,B) is a subset of F ∩Ξ (P (P,A)) = F ∩Z, hence by observation 1) on
page 63, P (F ∩ Z,B) = P (F,B) holds, and it immediately follows from this, by the
definition of L (F,B, x), that L (F ∩ Z,B, ↓ (x, Z)) = L (F,B, x) holds.
And it immediately follows from this, in particular, that L (F ∩ Z,B, ↓ (x, Z)) < R
holds ifif L (F,B, x) < R holds.
We next note that Y (P¯ , B) is equal to A, for B is a nonempty subset of A such
that each member of P (P,A) is either a strict subset of B or else does not intersect B,
hence there can be no member C of P¯ such that B ⊆ C ⊂ A holds, (for if C was such
a member of P¯ then C would be a member of P , and if i was any member of B, then
K (P,A, i) ⊂ C ⊂ A would hold, contradicting the fact that K (P,A, i) is a member of
P (P,A)), hence A is the smallest member of P¯ to contain B as a subset.
Now U (P ∩ Z) = U (P ∩ Ξ (P (P,A))) is equal to A, hence A = Y (P¯ , B) is cer-
tainly a member of (P ∩ Z), hence by observation (2) on page 63, Y
(
(P ∩ Z), B
)
=
Y (P¯ , B) = A holds.
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Now H is a partition, hence as shown on pages 33 and 34, if i is any member of B
and j is any member of (A ⊢ B) such that {i, j} is a member of H , then both i and j
are members of O (F,H), and furthermore Z (F,H, i) is the largest member of F that
has i as a member but does not have j as a member, and Z (F,H, j) is the largest
member of F that has j as a member but does not have i as a member.
Now let i be any member of B and j be any member of (A ⊢ B) such that {i, j}
is a member of H . Then {i, j} is a subset of A hence Z (F,H, i) ⊂ A holds and
Z (F,H, j) ⊂ A holds. And K (P,A, i) is a member of P (P,A) that intersects B hence
is a strict subset of B, hence j is not a member of K (P,A, i), hence since K (P,A, i)
is a member of F , K (P,A, i) ⊆ Z (F,H, i) holds, hence Z (F,H, i) cannot be a strict
subset of any member of P (P,A), (for if Z (F,H, i) was a strict subset of a member C
of P (P,A), then C would be a member of P such that K (P,A, i) ⊂ C ⊂ A held, which
contradicts the fact that K (P,A, i) is a member of P (P,A)), hence since Z (F,H, i)
overlaps no member of P (P,A), Z (F,H, i) is a member of Z = Ξ (P (P,A)), hence
Z (F,H, i) is a member of F ∩ Z, hence by observation (3) on page 64, i is a member
of O (F ∩ Z,H) and Z (F ∩ Z,H, i) = Z (F,H, i) holds. And j is not a member of B,
hence K (P,A, j) is not a subset of B, hence K (P,A, j) does not intersect B, hence i
is not a member of K (P,A, j), hence K (P,A, j) ⊆ Z (F,H, j) holds, hence Z (F,H, j)
cannot be a strict subset of any member of P (P,A), hence Z (F,H, j) is a member of
Z = Ξ (P (P,A)), hence Z (F,H, j) is a member of F ∩Z, hence by observation (3) on
page 64, j is a member of O (F ∩ Z,H) and Z (F ∩ Z,H, j) = Z (F,H, j) holds.
Hence
∣∣xZ(F∩Z,H,i) − xZ(F∩Z,H,j)∣∣ = ∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds, hence
L (F ∩ Z,B, ↓ (x, Z)) < σ ∣∣xZ(F∩Z,H,i) − xZ(F∩Z,H,j)∣∣ holds ifif
L (F,B, x) < σ
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ holds.
Lemma 13. Let P be any wood, let Q be any wood such thatM (Q) =M (P ) holds
and P ⊆ Q holds, let H be any partition such that every member of Q is (M (P ) ∪H)-
connected and such that if E is any member of H such that E intersects more than
one member of M (P ), then E has exactly two members, let σ be any real number
such that 0 < σ ≤ 3
25
holds, let R be any finite real number > 0, let d be any integer
≥ 1, and let x be any member of Fd (V ).
For each member A of B
(
P¯
)
we define ZA ≡ Ξ (P (P,A)).
Then
L (P,Q,H, σ, R, x) =
∏
A∈B(P¯)
L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA))
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holds and
H (P,Q,H, σ, R, x) =
∏
A∈B(P¯)
H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA))
holds.
Proof. We first note that, by definition, L (P,Q,H, σ, R, x) is equal to 1 if for every
member B of (Q ⊢ P ), there exists a member F of K (P,Q) such that
M (P, F,H,B, σ, R, x) holds, and equal to 0 otherwise, hence by observation (5) on
page 65, L (P,Q,H, σ, R, x) is equal to 1 if for every member A of B (P¯), and for
every member B of (Q ⊢ P ) ∩ Ξ (P (P,A)) = (Q ⊢ P ) ∩ ZA, there exists a member
F of K (P,Q) such that M (P, F,H,B, σ, R, x) holds, and equal to 0 otherwise, hence
by Lemma 12, L (P,Q,H, σ, R, x) is equal to 1 if for every member A of B (P¯), and
for every member B of (Q ⊢ P ) ∩ ZA, there exists a member F of K (P,Q) such that
M (P ∩ ZA, F ∩ ZA, H,B, σ, R, ↓ (x, ZA)) holds, and equal to 0 otherwise.
Now let A be any member of B
(
P¯
)
.
Then by observation (4) on page 64, both P ∩ZA and Q∩ZA are woods of P (P,A),
and furthermore, every member of Q∩ZA is (P (P,A) ∪H)-connected, for if C is any
member of Q∩ZA, then C is a member of Q hence is (M (P ) ∪H)-connected, hence if
{J,K} is any partition of C into two nonempty parts then there exists a member D of
(M (P ) ∪H) such that D intersects both J and K, and if D is a member of H then D
is a member of (P (P,A) ∪H), while if D is a member of M (P ) then D is a member
of P such that D ⊂ A holds, hence as shown on page 23 there is a unique member E
of P (P,A) such that D ⊆ E holds, and this member E of P (P,A) is a member of
(P (P,A) ∪H) such that E intersects both J and K.
Hence, by definition, L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) is equal to 1 if for every
member B of (Q ∩ ZA) ⊢ (P ∩ ZA) = (Q ⊢ P ) ∩ ZA, there exists a member G of
K (P ∩ ZA, Q ∩ ZA) such that M (P ∩ ZA, G,H,B, σ, R, ↓ (x, ZA)) holds, and equal to
0 otherwise.
Suppose now that B is a member of (Q ⊢ P )∩ZA such that there exists a member
G of K (P ∩ ZA, Q ∩ ZA) such that M (P ∩ ZA, G,H,B, σ, R, ↓ (x, ZA)) holds, and let
G be such a member of K (P ∩ ZA, Q ∩ ZA). Then F ≡ P ∪G is a member of K (P,Q)
such that F ∩ ZA = (P ∪G) ∩ ZA = (P ∩ ZA) ∪ (G ∩ ZA) = (P ∩ ZA) ∪G = G holds,
hence M (P ∩ ZA, F ∩ ZA, H,B, σ, R, ↓ (x, ZA)) holds.
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Now suppose that B is a member of (Q ⊢ P )∩ZA such that there exists a member
F of K (P,Q) such thatM (P ∩ ZA, Q ∩ ZA, H,B, σ, R, ↓ (x, ZA)) holds. Then G ≡ F ∩
ZA is a member of K (P ∩ ZA, Q ∩ ZA) such that M (P ∩ ZA, G,H,B, σ, R, ↓ (x, ZA))
holds.
Hence L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) is equal to 1 if for every member B of
(Q ⊢ P ) ∩ ZA, there exists a member F of K (P,Q) such that
M (P ∩ ZA, F ∩ ZA, H,B, σ, R, ↓ (x, ZA)) holds, and equal to 0 otherwise.
And this is true for every member A of B
(
P¯
)
, hence
L (P,Q,H, σ, R, x) =
∏
A∈B(P¯)
L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA))
holds.
Now H (P,Q,H, σ, R, x) is equal to
L (P,Q,H, σ, R, x)
∏
F∈G˜(Q,H)
(1− L (P, F,H, σ, R, x)) ,
where G˜ (Q,H) was defined on page 62 to be the set whose members are all the members
F of G (M (Q) , H) such that Q ⊂ F holds.
Suppose H (P,Q,H, σ, R, x) is equal to 1. Then L (P,Q,H, σ, R, x) is equal to 1,
hence by the result just obtained, L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) is equal to 1
for every member A of B
(
P¯
)
, and for every member F of G˜ (Q,H), L (P, F,H, σ, R, x)
is equal to 0, hence in particular, for every member B of B
(
P¯
)
, and for every member
G of G˜ (Q ∩ ZB, H), L (P,Q ∪G,H, σ, R, x) is equal to 0 Now if B is any member
of B
(
P¯
)
, G is any member of G˜ (Q ∩ ZB, H), and A is any member of B
(
P¯
)
, then
(Q ∪G) ∩ ZA is equal to G if A is equal to B, and equal to Q ∩ ZA if A is not equal
to B, hence by the result just obtained, L (P,Q ∪G,H, σ, R, x) is equal to
L (P ∩ ZB, G,H, σ, R, ↓ (x, ZB))
∏
A∈(B(P¯)⊢{B})
L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) ,
hence since the fact that L (P,Q,H, σ, R, x) is equal to 1 implies, as just shown, that
L (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) is equal to 1 for every member A of B
(
P¯
)
, the
fact that L (P,Q ∪G,H, σ, R, x) is equal to 0 implies that
L (P ∩ ZB, G,H, σ, R, ↓ (x, ZB)) is equal to 0. And this is true for every member G of
G˜ (Q ∩ ZB, H), hence since, as just shown, the fact that L (P,Q,H, σ, R, x) is equal to
1 implies that L (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB)) is equal to 1, it follows that
H (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB)) =
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= L (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB))
∏
G∈G˜(Q∩ZB,H)
(1−L (P ∩ ZB, G,H, σ, R, ↓ (x, ZB)))
is equal to 1. And this is true for every member B of B
(
P¯
)
, hence the assumption
that H (P,Q,H, σ, R, x) is equal to 1 implies that∏
B∈B(P¯)H (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB)) is equal to 1.
Now assume that
∏
B∈B(P¯)H (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB)) is equal to 1,
hence that L (P,Q,H, σ, R, x) =∏
B∈B(P¯) L (P ∩ ZB, Q ∩ ZB, H, σ, R, ↓ (x, ZB)) is
equal to 1, and that for every member B of B
(
P¯
)
, and for every member G of
G˜ (Q ∩ ZB, H), L (P ∩ ZB, G,H, σ, R, ↓ (x, ZB)) is equal to 0. Let F be any mem-
ber of G˜ (Q,H). Then by the first part of this Lemma, L (P, F,H, σ, R, x) is equal
to
∏
B∈B(P¯) L (P ∩ ZB, F ∩ ZB, H, σ, R, ↓ (x, ZB)), and by the fact that F is a mem-
ber of G˜ (Q,H), or in other words, that F is a member of G (M (Q) , H) such that
Q ⊂ F holds, there exists at least one member B of B (P¯ ) such that Q ∩ ZB ⊂
F ∩ZB holds, hence such that F ∩ ZB is a member of G˜ (Q ∩ ZB, H), hence such that
L (P ∩ ZB, F ∩ ZB, H, σ, R, ↓ (x, ZB)) is equal to 0. Hence L (P, F,H, σ, R, x) is equal
to 0. And this is true for every member F of G˜ (Q,H), hence H (P,Q,H, σ, R, x) is
equal to 1.
Hence H (P,Q,H, σ, R, x) is equal to 1 if and only if∏
A∈B(P¯)H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (x, ZA)) is equal to 1, hence, since each of these
expressions can take only the values 0 and 1, they are equal.
Lemma 14. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
and let H be any partition such that if E is any member of H such that E intersects
more than one member of V , then E has exactly two members.
Let σ be any real number such that 0 < σ ≤ 1
8
holds, and let λ be the real number
defined by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
4
holds.
We note that λ and σ satisfy the equation λ = σ
1−2λ , and that 0 < σ < λ holds.
Let R be any finite real number > 0, let d be any integer ≥ 1, let x be any member
of Fd (V ), and let (P,Q) be any member of Ω (H, σ,R, x).
Let i and j be any two members of U (V ) such that {i, j} is a member of H and is
not a subset of any member of V , let J be the set whose members are all the A ∈ Q
such that Z (P,H, i) ⊆ A ⊆ Z (Q,H, i) holds, and let K be the set whose members
are all the B ∈ Q such that Z (P,H, j) ⊆ B ⊆ Z (Q,H, j) holds.
Let u be any member of RJ such that uA ≥ 0 holds for all A ∈ J , and such that∑
A∈J uA = 1 holds, and let v be any member of R
K such that vB ≥ 0 holds for all
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B ∈ K, and such that ∑B∈K vB = 1 holds.
Then
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ ≤
(
1
1− 2λ
) ∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣
holds and ∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣ ≤
(
1
1− 2λ
) ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣
holds.
Proof. We first obtain the stated lower bound on
∣∣(∑
A∈J uAxA
)− (∑B∈K vBxB)∣∣.
In fact we will prove, defining T ≡ max
F∈K(P,Q)
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣, that
T ≤ ( 1
1−2λ
) ∣∣(∑
A∈J uAxA
)− (∑B∈K vBxB)∣∣ holds.
For, using the triangle inequality, we have, for arbitrary F ∈ K (P,Q), that
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ ≤
{∣∣∣∣∣xZ(F,H,i) −
(∑
A∈J
uAxA
)∣∣∣∣∣+
+
∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣ +
∣∣∣∣∣
(∑
B∈K
vBxB
)
− xZ(F,H,j)
∣∣∣∣∣
}
holds.
Now we note that J is the set of all the possible Z (G,H, i) for G ∈ K (P,Q).
Hence, from Lemma 6 (d), we have that∣∣∣∣∣xZ(F,H,i) −
(∑
A∈J
uAxA
)∣∣∣∣∣ ≤
∑
A∈J
uA
∣∣xZ(F,H,i) − xA∣∣ ≤∑
A∈J
uAλT = λT
holds, (where we used that
∑
A∈J uA = 1, and that all uA are ≥ 0), and similarly we
have that
∣∣(∑
B∈K vBxB
)− xZ(F,H,j)∣∣ ≤ λT holds.
Hence
∣∣xZ(F,H,i) − xZ(F,H,j)∣∣ ≤ 2λT +
∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣
holds. And this is true for all F ∈ K (P,Q), hence
T ≤ 2λT + ∣∣(∑A∈J uAxA)− (∑B∈K vBxB)∣∣ holds, hence
T ≤ ( 1
1−2λ
) ∣∣(∑
A∈J uAxA
)− (∑B∈K vBxB)∣∣ holds.
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But
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ ≤ T holds, hence
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ ≤
(
1
1− 2λ
) ∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣
holds.
We now obtain the stated upper bound on
∣∣(∑
A∈J uAxA
)− (∑B∈K vBxB)∣∣. In
fact
∣∣∣∣∣
(∑
A∈J
uAxA
)
−
(∑
B∈K
vBxB
)∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
∑
A∈J
B∈K
uAvB (xA − xB)
∣∣∣∣∣∣∣∣∣∣
≤
∑
A∈J
B∈K
uAvB |xA − xB|
≤
∑
A∈J
B∈K
uAvB max
C∈J
D∈K
|xC − xD| ≤ T.
Furthermore, by Lemma 6 (e), T ≤ ( 1
1−2λ
) ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ holds, hence∣∣(∑
A∈J uAxA
)− (∑B∈K vBxB)∣∣ ≤ ( 11−2λ) ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ holds.
Lemma 15. Let H be a set such that every member of H is a set, let n be an integer
≥ 1, let V be a partition such that U (V ) is finite, U (V ) is (V ∪H)-connected, and
# (V ) = n, and let A and B be any members of V . Then there exists an integer m
such that 1 ≤ m ≤ n holds, and a map M such that D (M) is the set of all the integers
p such that 1 ≤ p ≤ m holds, R (M) ⊆ V holds, M1 = A holds, Mm = B holds, and
such that if p is any integer such that 1 ≤ p and p ≤ (m− 1) both hold, then there
exists a member C of H such that C ∩Mp 6= ∅ and C ∩Mp+1 6= ∅ both hold.
Proof. We use induction on n. The result is obvious for n = 1. Now let n ≥ 2 hold
and let V be a partition such that U (V ) is finite, U (V ) is (V ∪H)-connected, and
# (V ) = n, and let A and B be any members of V . Then if A = B the result is obvious.
Assume now that A 6= B. We consider the partition of U (V ) into the nonempty parts
B and (U (V ) ⊢ B). Then the fact that U (V ) is (V ∪H)-connected implies that there
exists a member C of (V ∪H) such that C ∩ B 6= ∅ holds and C ∩ (U (V ) ⊢ B) 6= ∅
holds. But V is a partition hence C∩B and C∩(U (V ) ⊢ B) cannot both be nonempty
for any member C of V , hence C must be a member of H . Let C be a member of H
such that C ∩B 6= ∅ holds and C ∩ (U (V ) ⊢ B) 6= ∅ holds. Then C ∩ (U (V ) ⊢ B) 6= ∅
implies that there exists a member D of the partition V such that D 6= B holds and
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C ∩ D 6= ∅ holds. Let D be a member of the partition V such that D 6= B holds
and C ∩D 6= ∅ holds. Then (V ⊢ {B}) is a partition such that U (V ⊢ {B}) is finite,
U (V ⊢ {B}) is ((V ⊢ {B}) ∪H)-connected, and # (V ⊢ {B}) = (n− 1) ≥ 1 holds,
and A and D are members of (V ⊢ {B}), hence by the induction assumption there
exists an integer p such that 1 ≤ p ≤ (n− 1) holds, and a map P such that D (P )
is the set of all the integers q such that 1 ≤ q ≤ p holds, R (P ) ⊆ (V ⊢ {B}) holds,
P1 = A holds, Pp = D holds, and such that if q is any integer such that 1 ≤ q and
q ≤ (p− 1) both hold, then there exists a member E of H such that E ∩ Pq 6= ∅
holds and E ∩ Pq+1 6= ∅ holds. Let p be such an integer and P be such a map. Then
M ≡ P ∪ {(p+ 1, B)} is a map with all the required properties.
Corollary. Let H be a set such that every member of H is a set, let n be an integer
≥ 1, let V be a partition such that U (V ) is finite, U (V ) is (V ∪H)-connected, and
# (V ) = n holds, let A and B be any members of V , let T be any real number such
that T > 0 holds, let d be any integer ≥ 1, and let x be any member of EdV such
that if C and D are any members of V such that there exists a member E of H
such that C ∩ E 6= ∅ holds and D ∩ E 6= ∅ holds, then |xC − xD| ≤ T holds. Then
|xA − xB| ≤ (n− 1)T holds.
Proof. By Lemma 15 there exists an integer m such that 1 ≤ m ≤ n holds, and a
map M such that D (M) is the set of all the integers p such that 1 ≤ p ≤ m holds,
R (M) ⊆ V holds, M1 = A holds, Mm = B holds, and such that if p is any integer such
that 1 ≤ p and p ≤ (m− 1) both hold, then there exists a member E of H such that
E ∩Mp 6= ∅ holds and E ∩Mp+1 6= ∅ holds. Let m be such an integer and M be such a
map. Then by the triangle inequality, |xA − xB| ≤
∑
p∈D(M)
∣∣xMp − xMp+1∣∣ ≤ (m−1)T
holds.
5 The BPHZ Integrands.
For any ordered pair (M, θ) of a map M such that D (M) is finite, and every member
of R (M) is a finite set, and a map θ such that D (M) ⊆ D (θ) holds, and R (θ) is a
subset of the set Z of all the integers, we define X (M, θ) to be the set whose members
are all the maps p such that D (p) = U (R (M)) holds, R (p) ⊆ N holds, and for every
member A of D (M), ∑α∈MA pα ≤ θA holds.
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We note that this definition has the immediate consequence that if, for any member
A of D (M), θA < 0 holds, then X (M, θ) is the empty set, since there is no map p with
the required properties.
Lemma 16. Let M be a map such that D (M) is finite, and every member of R (M)
is a finite set, and let D be a map such that D (M) ⊆ D (D) holds, and R (D) is a
subset of Z. Let λ be a map whose domain is U (R (M)), such that for each member α
of U (R (M)), λα is a nonempty finite set, and such that for any two distinct members
α and β of U (R (M)), λα ∩ λβ = ∅.
And let T be the map such that D (T ) = D (M), and for each member A of
D (T ) = D (M), TA ≡
⋃
α∈MA
λα. (Thus U (R (T )) is the disjoint union of all the λα,
α ∈ U (R (M)).)
Let Y be a map such that D (Y ) = U (R (T )) = ⋃α∈U(R(M)) λα, and such that for
each member β ofD (Y ), Yβ is an operator such that the Yβ obey the same commutative,
associative and distributive laws of addition and multiplication as the real numbers.
Then the following identity holds:
∑
n∈X(M,D)

 ∏
α∈U(R(M))
((
1
nα!
)(∑
β∈λα
Yβ
)nα) = ∑
s∈X(T,D)

 ∏
β∈U(R(T ))
(
1
sβ !
)
Y
sβ
β


Proof. For any ordered pair (X, p) of a finite set X and an integer p ≥ 0, we define
F (X, p) to be the set whose members are all the maps q whose domain is X , whose
range is a subset of N, and which satisfy the requirement that
∑
α∈X qα = p holds. (We
note that F (X, p) is a finite set.)
Then by the multinomial theorem for p ∈ N, we have
(
1
p!
)(∑
β∈λα
Yβ
)p
=
∑
q∈F (λα,p)
(∏
β∈λα
((
1
qβ!
)
Y
qβ
β
))
Hence for any map n such that D (n) = U (R (M)) and R (n) ⊆ N we have
∏
α∈U(R(M))
((
1
nα!
)(∑
β∈λα
Yβ
)nα)
=
∏
α∈U(R(M))

 ∑
q∈F (λα,nα)
(∏
β∈λα
((
1
qβ !
)
Y
qβ
β
))
=
∏
α∈U(R(M))

 ∑
qα∈F (λα,nα)
(∏
β∈λα
((
1
(qα)β!
)
Y
(qα)β
β
)) ,
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where in the second form of the right-hand side we rewrote the dummy variable q as
qα in the factor associated with the member α of U (R (M)).
Now for any ordered pair (n, λ) of a map n such that D (n) is finite and R (n) ⊆ N,
and a map λ such that D (λ) = D (n), and for each member α of D (λ) = D (n), λα is
a finite set, and such that for any two distinct members α and β of D (λ), λα∩λβ = ∅,
we define G (λ, n) to be the set whose members are all the maps s whose domain is⋃
α∈D(λ) λα, and whose range is a subset of N, and such that for each member α of
D (n) = D (λ), ∑β∈λα sβ = nα holds.
Now we observe that in the final form of the right-hand side of the above formula, in
which the dummy variable q has been re-written as qα in the factor associated with the
member α of U (R (M)), we have a sum over all maps q such that D (q) = U (R (M)),
and for each member α of U (R (M)) = D (λ) = D (n), qα is a member of F (λα, nα).
We define the following one-to-one correspondence between G (λ, n) and the set of
all maps q such that D (q) = U (R (M)) = D (λ) = D (n), and for each α ∈ D (λ),
qα ∈ F (λα, nα) holds:
Given any member s of G (λ, n), the corresponding map q is the map whose domain
is D (λ) = D (n), and such that for each member α of D (λ), qα =↓ (s, λα), (or in other
words, qα is the restriction of the map s to the domain λα), which is a member of
F (λα, nα) in consequence of the definition of G (λ, n).
And given any map q such that D (q) = D (λ), and for each member α of D (λ),
qα ∈ F (λα, nα) holds, we define s ≡
⋃
α∈D(λ) qα, which is a member of G (λ, n) in
consequence of the definition of F (λα, nα).
And we verify immediately that these two correspondences are one another’s in-
verses, noting that for α ∈ D (λ) and β ∈ D (λ) such that α 6= β, qα ∩ qβ = ∅ holds
since D (qα) ∩ D (qβ) = ∅ holds by assumption.
Now in the correspondence from q to s we have that for any member α of D (λ)
and any member β of λα, that sβ = (qα)β holds, hence we have that
∏
α∈D(λ)

 ∑
qα∈F (λα,nα)
(∏
β∈λα
((
1
(qα)β!
)
Y
(qα)β
β
))
 = ∑
s∈G(λ,n)

 ∏
β∈U(R(T ))
(
1
sβ!
)
Y
sβ
β


holds, since U (R (T )) = ⋃α∈D(λ) λα.
But D (λ) = U (R (M)), hence we have
∏
α∈U(R(M))
((
1
nα!
)(∑
β∈λα
Yβ
)nα)
=
∑
s∈G(λ,n)

 ∏
β∈U(R(T ))
(
1
sβ!
)
Y
sβ
β

 .
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Now X (T,D) is the set whose members are all the maps s such that D (s) =
U (R (T )) = ⋃α∈D(λ) λα, and whose range is a subset of N, and such that for each
member A of D (T ) = D (M), ∑β∈TA sβ ≤ DA holds. But by definition TA is the
disjoint union of the λα for α ∈ MA, that is, TA =
⋃
α∈MA
λα and, for α ∈ MA and
β ∈ MA such that α 6= β, λα ∩ λβ = ∅ holds. Hence the constraint on s for A
may be written
∑
α∈MA
∑
β∈λα
sβ ≤ DA, hence if, for all members α of U (R (M)),∑
β∈λα
sβ = nα holds, where n is a member of X (M,D), then s is automatically a
member of X (T,D).
Furthermore, if s is any member of X (T,D), then if we define a map n such that
D (n) = U (R (M)) and such that for each member α of U (R (M)) = D (λ), nα ≡∑
β∈λα
sβ holds, then n is automatically a member of X (M,D).
Hence X (T,D) is equal to
⋃
n∈X(M,D)G (λ, n), hence we may express
∑
s∈X(T,D) as∑
n∈X(M,D)
∑
s∈G(λ,n).
Hence, summing the above formula over n ∈ X (M,D), we obtain the stated result.
For any maps X and Y such that R (X) ⊆ R holds, R (Y ) ⊆ R holds, and D (X) =
D (Y ) holds, we define X + Y to be the map whose domain is D (X), and such that
for each member A of D (X), (X + Y )A ≡ (XA + YA) holds, and we define X-Y to
be the map whose domain is D (X), and such that for each member A of D (X),
(X − Y )A ≡ (XA − YA) holds.
Lemma 17. Let V be a map such that D (V ) is finite and such that for every member
A of D (V ), VA is a finite set, let J be any subset of D (V ), and let K ≡ (D (V ) ⊢ J).
Let W be the map such that D (W ) = K and such that for each member A of K,
WA = VA ⊢ U (R (↓ (V, J))) = VA ⊢
⋃
B∈J VB holds.
Then U (R (W )) = U (R (V )) ⊢ U (R (↓ (V, J))) holds.
Furthermore, if θ is a map such that D (V ) ⊆ D (θ) holds and R (θ) ⊆ Z holds,
(where Z is the set of all the integers), and if for each member u of NU(R(↓(V,J))), ζ (u)
is a map such that K ⊆ D (ζ (u)) holds and such that for each member A of K,
ζA (u) ≡ (ζ (u))A ≡
∑
α∈VA∩U(R(↓(V,J)))
uα holds, and if Y is a map such that D (Y ) =
U (R (V )) holds, and such that for each member α of D (Y ), Yα is an operator such
that the Yα obey the same commutative, associative and distributive laws of addition
and multiplication as the real numbers, then the following equation holds:
∑
m∈X(V,θ)

 ∏
α∈U(R(V ))
(
Y mαα
mα!
) =
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=
∑
u∈X(↓(V,J),θ)
∑
v∈X(W,(θ−ζ(u)))

 ∏
β∈U(R(W ))
(
Y
vβ
β
vβ !
)

 ∏
α∈U(R(↓(V,J)))
(
Y uαα
uα!
)
Proof. We first prove that U (R (W )) = U (R (V )) ⊢ U (R (↓ (V, J))). Let α be any
member of U (R (V )) ⊢ U (R (↓ (V, J))). Then α is a member of VA for some member
A of D (V ) = (J ∪K), but α is not a member of VB for any member B of J , hence α is
a member of VA for some member A of K, hence α is a member ofWA = VA ⊢
⋃
B∈J VB
for that member A of K, hence α is a member of U (R (W )) = ⋃A∈KWA. Now let α
be any member of U (R (W )). Then α is a member of WA for some member A of K,
hence α is a member of U (R (V )), but is not a member of ⋃B∈J VB = U (R (↓ (V, J))),
hence α is a member of U (R (V )) ⊢ U (R (↓ (V, J))).
From this it follows immediately that the domain of each member m of X (V, θ),
namely U (R (V )), is equal to the disjoint union of the domain of each member u of
X (↓ (V, J) , θ), namely U (R (↓ (V, J))), and the domain of each member v of
X (W, (θ − ζ (u))), namely U (R (W )).
We now define a one-to-one correspondence between the members m of NU(R(V )),
and the set of all ordered pairs (u, v) of a member u of NU(R(↓(V,J))) and a member v
of NU(R(W )), by specifying that to any member m of NU(R(V )), the corresponding such
ordered pair is (u, v) ≡ (↓ (m,U (R (↓ (V, J)))) , ↓ (m,U (R (W )))), and that to any
such ordered pair (u, v), the corresponding member m of NU(R(V )) is m ≡ u ∪ v. We
verify directly that these two correspondences are one another’s inverses.
Now let m be any member of X (V, θ). Then
∑
α∈VA
mα ≤ θA holds for every
member A of D (V ) = (J ∪K), hence if u ≡↓ (m,U (R (↓ (V, J)))) and v ≡
↓ (m,U (R (W ))), then ∑α∈VA uα ≤ θA holds for every member A of J , hence u is a
member of X (↓ (V, J) , θ), and
(∑
α∈(VA ⊢U(R(↓(V,J))))
vα
)
+
(∑
α∈(VA∩U(R(↓(V,J))))
uα
)
≤
θA holds for every member A of K, hence v is a member of X (W, (θ − ζ (u))). And if
u is any member of X (↓ (V, J) , θ), and v is any member of X (W, (θ − ζ (u))), and we
define m ≡ u ∪ v, then we directly find that ∑α∈VA mα ≤ θA holds for every member
A of (J ∪K) = D (V ), hence m is a member of X (V, θ). The equation stated follows
directly from this.
For any map V such that D (V ) is finite and for each member A of D (V ), VA is
a finite set, we define ψ (V ) to be the map whose domain is equal to D (V ), and such
that for each member A of D (V ), ψA (V ) ≡ (ψ (V ))A is the set whose members are all
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the ordered pairs (α,X) of a member α of U (R (V )), and a subset X of D (V ) such
that A ∈ X holds, and for every member B of X , α ∈ VB holds.
We note that it follows immediately from this definition that U (R (ψ (V ))) is the
set whose members are all the ordered pairs (α,X) of a member α of U (R (V )), and a
nonempty subset X of D (V ) such that α ∈ VB holds for every member B of X . For if
(α,X) is any such ordered pair, then (α,X) is a member of ψA (V ) for every member
A of the nonempty set X , hence (α,X) is certainly a member of U (R (ψ (V ))). And
if (α,X) is any member of U (R (ψ (V ))), then there exists a member A of D (V ) such
that (α,X) ∈ ψA (V ) holds, hence α ∈ U (R (V )) holds, and A ∈ X holds hence X is
nonempty, and α ∈ VB holds for every member B of X .
And we note furthermore that it follows immediately from the above that if A is any
member of D (V ), then ψA (V ) is the set whose members are all the members (α,X)
of U (R (ψ (V ))) such that A ∈ X holds.
For any ordered pair (V, n) of a map V such that D (V ) is finite and every member
of R (V ) is a finite set, and a map n such that D (V ) ⊆ D (n) holds and R (n) ⊆ N
holds, we define A (V, n) to be the set whose members are all the maps m such that
D (m) = U (R (ψ (V ))), R (m) ⊆ N holds, and for each member A of D (V ), the
equation
∑
(α,X)∈ψA(V )
m(α,X) = nA holds.
We shall often abbreviate m(α,X) to mαX .
Lemma 18. Let V be a map such that D (V ) is finite and such that for every member
A of D (V ), VA is a finite set, let C be a map such that U (R (V )) ⊆ D (C) holds, and
such that for every member α of U (R (V )), Cα is the set whose members are all the
members A of D (V ) such that α ∈ VA holds, let n be a map such that D (V ) ⊆ D (n)
holds and R (n) ⊆ N holds, and let f be a map whose domain is a subset of RU(R(V ))
and whose range is a subset of R, such that there exists an open subset S of RU(R(V ))
such that S ⊆ D (f) holds, and such that all derivatives of f of degree less than or
equal to
∑
A∈D(V ) nA exist and are continuous throughout S.
For any member ρ of RD(V ) let p (ρ) be the member of RU(R(V )) such that for each
member α of U (R (V )), pα (ρ) ≡ (p (ρ))α ≡
∏
A∈Cα
ρA.
Then for any member ρ of RD(V ) such that p (ρ) is a member of S, the following
equation holds:
 ∏
A∈D(V )
(
ρˆnAA
nA!
) f (p (ρ)) =
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=
∑
m∈A(V,n)



 ∏
(α,X)∈U(R(ψ(V )))


((∏
B∈(Cα ⊢X)
ρB
)
rˆα
)mαX
mαX !



 f (r)


r=p(ρ)
Proof. The proof is by induction on q ≡∑A∈D(V ) nA. The equation is certainly true
for q = 0.
We shall show that if q is any member of N, and the result is true for all members
n of ND(V ) such that
∑
n∈D(V ) nA = q holds, then it is also true for all members n of
ND(V ) such that
∑
A∈D(V ) nA = (q + 1) holds.
For any ordered pair (ρ,m) of a member ρ of RD(V ) such that p (ρ) ∈ S holds, and
a member m of NU(R(ψ(V ))), we define
T (ρ,m) ≡



 ∏
(α,X)∈U(R(ψ(V )))


((∏
B∈(Cα ⊢X)
ρB
)
rˆα
)mαX
mαX !



 f (r)


r=p(ρ)
Then to prove the induction step it will be sufficient to prove that if A is any
member of D (V ), and n is any member of ND(V ) such that the result is true for n, and
if we define u to be the member of ND(V ) such that uB ≡ nB holds for all members B
of (D (V ) ⊢ {A}) and uA ≡ (nA + 1) holds, then
ρˆA

 ∑
m∈A(V,n)
T (ρ,m)

 = (nA + 1) ∑
w∈A(V,u)
T (ρ, w)
holds.
For any ordered pair (A,m) of a member A of D (V ) and a member m of NU(R(ψ(V ))),
we define E(A,m) to be the set whose members are all the members (α,X) of
U (R (ψ (V ))) such that A ∈ (Cα ⊢ X) holds and mαX 6= 0 holds.
And for any ordered triple (A,m, (α,X)) of a member A of D (V ), a member
m of NU(R(ψ(V ))), and a member (α,X) of E(A,m), we define s (A,m, (α,X)) to be
the member of NU(R(ψ(V ))) such that for all members (β, Y ) of U (R (ψ (V ))) such
that (β, Y ) 6= (α,X) holds and (β, Y ) 6= (α,X ∪ {A}) holds, sβY (A,m, (α,X)) ≡
(s (A,m, (α,X)))βY ≡ mβY holds, and such that sαX (A,m, (α,X)) ≡ (mαX − 1) holds
and (s (A,m, (α,X)))(α,(X∪{A})) ≡
(
m(α,(X∪{A})) + 1
)
holds.
From this definition it immediately follows that if A is any member of D (V ), m is
any member of A (V, n), and (α,X) is any member of E (A,m) then s (A,m, (α,X)) is
a member of A (V, u), where u is defined for A and n as above. For if B is any member
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of (D (V ) ⊢ {A}), then (α,X) ∈ ψB (V ) holds ifif B ∈ X holds and (α, (X ∪ {A})) ∈
ψB (V ) holds ifif B ∈ X holds, hence (α,X) ∈ ψB (V ) holds ifif (α, (X ∪ {A})) ∈
ψB (V ) holds, hence
∑
(β,Y )∈ψB(V )
sβY (A,m, (α,X)) =
∑
(β,Y )∈ψB(V )
mβY = nB = uB
holds, and furthermore the assumption that A ∈ (Cα ⊢ X) holds implies that A is not
a member of X , hence (α,X) is not a member of ψA (V ), whereas (α, (X ∪ {A})) is a
member of ψA (V ), hence
∑
(β,Y )∈ψA(V )
sβY (A,m, (α,X)) =
(∑
(β,Y )∈ψA(V )
mβY
)
+1 =
(nA + 1) = uA holds.
For any ordered triple (A,m, α) of a member A of D (V ), a member m of
NU(R(ψ(V ))), and a member α of VA, (or in other words a member α of U (R (V ))
such that A ∈ Cα holds), we define t (A,m, α) to be the member of NU(R(ψ(V ))) such
that for every member (β, Y ) of U (R (ψ (V ))) such that (β, Y ) 6= (α, {A}) holds,
tβY (A,m, α) ≡ mβY holds, and such that tα{A} (A,m, α) ≡
(
mα{A} + 1
)
holds.
It immediately follows from this definition that if A is any member of D (V ), m is
any member of A (V, n), and α is any member of VA, then t (A,m, α) is a member of
A (V, u). For if B is any member of (D (V ) ⊢ {A}), then (α, {A}) is not a member
of ψB (V ), hence
∑
(β,Y )∈ψB(V )
tβY (A,m, α) =
∑
(β,Y )∈ψB(V )
mβY = nB = uB holds,
and furthermore (α, {A}) is a member of ψA (V ), hence
∑
(β,Y )∈ψA(V )
tβY (A,m, α) =(∑
(β,Y )∈ψA(V )
mβY
)
+ 1 = (nA + 1) = uA holds.
Furthermore, it follows directly from these definitions that
ρˆAT (ρ,m) =

 ∑
(α,X)∈E(A,m)
(
m(α,(X∪{A})) + 1
)
T (ρ, s (A,m, (α,X)))

+
+
(∑
α∈VA
(
mα{A} + 1
)
T (ρ, t (A,m, α))
)
holds. For when ρˆA acts on
T (ρ,m) =



 ∏
(α,X)∈U(R(ψ(V )))


((∏
B∈(Cα ⊢X)
ρB
)
rˆα
)mαX
mαX !



 f (r)


r=p(ρ)
,
it can either act on a factor ρA in the factor associated with some member (α,X) of
U (R (ψ (V ))), or it can act on (f (r))r=p(ρ) = f (p (ρ)).
Now if ρˆA acts on the factor associated with the member (α,X) of U (R (ψ (V ))),
it produces nothing unless A is a member of (Cα ⊢ X) and mαX 6= 0 holds, or in other
words, it produces nothing unless (α,X) ∈ E (A,m) holds. And if (α,X) ∈ E (A,m)
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holds, it produces T (ρ, s (A,m, (α,X))), up to a ρ-independent factor. And to de-
termine this ρ-independent factor, we note firstly that there is a numerator factor
of mαX from the exponent mαX . Now in T (ρ,m), the denominator factor in the
factor associated with (α,X) is mαX !, whereas in T (ρ, s (A,m, (α,X))), the denom-
inator factor in the factor associated with (α,X) is (mαX − 1)!. Hence the numer-
ator factor of mαX combines with the denominator factor mαX ! in T (ρ,m) to pro-
duce the denominator factor (mαX − 1)! in T (ρ, s (A,m, (α,X))). And in T (ρ,m),
the denominator factor in the factor associated with (α, (X ∪ {A})) is m(α,(X∪{A}))!,
whereas in T (ρ, s (A,m, (α,X))) the denominator factor in the factor associated with
(α, (X ∪ {A})) is (m(α,(X∪{A})) + 1)!. Hence the overall factor is (m(α,(X∪{A})) + 1).
And if ρˆA acts on f (p (ρ)), we have, by the chain rule for differentiation,
ρˆAf (p (ρ)) =
∑
α∈VA

 ∏
B∈(Cα ⊢{A})
ρB

 (rˆαf (r))r=p(ρ) ,
and the term associated with α in this expression produces T (ρ, t (A,m, α)), apart
from a ρ-independent factor. And to determine this ρ-independent factor, we note
that in T (ρ,m) the denominator factor in the factor associated with (α, {A}) is
m(α,{A})!, whereas in T (ρ, t (A,m, α)) the denominator factor in the factor associated
with (α, {A}) is (m(α,{A}) + 1)!, hence the overall factor is (m(α,{A}) + 1).
We note, furthermore, that the coefficient
(
m(α,(X∪{A}))+1
)
of T (ρ, s (A,m, (α,X)))
in the above expression for ρˆAT (ρ,m), is equal to (s (A,m, (α,X)))(α,(X∪{A})), and that
the coefficient
(
m(α,{A}) + 1
)
of T (ρ, t (A,m, α)) in the above expression for ρˆAT (ρ,m),
is equal to (t (A,m, α))α{A}.
Thus ρˆA
(∑
m∈A(V,n) T (ρ,m)
)
is equal to the sum, over the members w of A (V, u),
of T (ρ, w) times a ρ-independent coefficient.
Now let w be any member of A (V, u). To determine the total coefficient of T (ρ, w),
we shall identify all the members m of A (V, n) such that w is equal to s (A,m, (α,X))
for some member (α,X) of E (A,m), and all the members m of A (V, n) such that w
is equal to t (A,m, α) for some member α of VA.
Let (α,X) be any member of U (R (ψ (V ))). Then if m is a member of A (V, n) such
that s (A,m, (α,X)) = w, then we must have mβY = wβY when (β, Y ) 6= (α,X) and
(β, Y ) 6= (α, (X ∪ {A})), and we must also have mαX = (wαX + 1) and m(α,(X∪{A})) =(
w(α,(X∪{A})) − 1
)
. Furthermore we must have A ∈ (Cα ⊢ X), and w(α,(X∪{A})) 6= 0.
If these requirements are satisfied, then ρˆAT (ρ,m) contains T (ρ, w) with coefficient
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w(α,(X∪{A})), while if these requirements are not satisfied, then ρˆAT (ρ,m) does not
contain T (ρ, w).
Now let α be any member of U (R (V )). Then ifm is a member of A (V, n) such that
t (A,m, α) = w, then we must have α ∈ VA, (or equivalently A ∈ Cα), and we must
have mβY = wβY for (β, Y ) 6= (α,X), and we must also have mα{A} =
(
wα{A} − 1
)
.
Furthermore we must also have wα{A} 6= 0.
If these requirements are satisfied, then ρˆAT (ρ,m) contains T (ρ, w) with coefficient
wα{A}, while if these requirements are not satisfied, then ρˆAT (ρ,m) does not contain
T (ρ, w).
Thus the total coefficient of T (ρ, w) in ρˆA
(∑
m∈A(V,n) T (ρ,m)
)
is equal to the sum
over all members (α,X) of U (R (ψ (V ))) such that A ∈ (Cα ⊢ X) holds, of w(α,(X∪{A})),
plus the sum over all members α of U (R (V )) such that A ∈ Cα holds, of wα{A}. But
this is precisely equal to the sum over all members (α, Y ) of ψA (V ), of wαY , and by
the definition of A (V, u), this is equal to uA = (nA + 1).
We observe that, if J and K are any two sets such that J ∩K = ∅, then
U
(
{0}J ∪ {1}K
)
is the unique map M whose domain is (J ∪K), and such that for
each member A of J , MA = 0 holds, and for each member A of K, MA = 1 holds.
For {0}J is the set whose members are all the maps P such that D (P ) = J holds and
R (P ) ⊆ {0} holds. But there is only one such map, namely the unique map P such
that D (P ) = J holds, and PA = 0 holds for every member A of J . Similarly the set
{1}K has exactly one member, namely the unique map Q such that D (Q) = K holds,
and QA = 1 holds for every member A of K. Furthermore P 6= Q holds provided J and
K are not both equal to the empty set ∅, for J∩K = ∅ implies that J 6= K holds unless
J and K are both equal to the empty set ∅. Hence if J and K are not both equal to the
empty set ∅, then the set {0}J ∪{1}K has exactly two members, namely the two maps
P and Q, whose union is equal to the map M , hence U
(
{0}J ∪ {1}K
)
= M . And if
J and K are both equal to the empty set ∅, then {0}J ∪ {1}K has the one member ∅,
hence U
(
{0}J ∪ {1}K
)
= ∅ holds, and furthermore the map M is equal to the empty
set ∅ in this case.
Lemma 19. Let V be a map such that D (V ) is finite and such that for every member
A of D (V ), VA is a finite set, let θ be a map such that D (V ) ⊆ D (θ) holds and
R (θ) ⊆ N holds, and let f be a map whose domain is a subset of RU(R(V )) and whose
range is a subset of R, such that there exists an open subset S of RU(R(V )) such that
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S ⊆ D (f) holds, and such that all derivatives of f of degree less than or equal to∑
A∈D(V ) θA exist and are continuous throughout S.
For any member ρ of RD(V ) let p (ρ) be the member of RU(R(V )) such that for each
member α of U (R (V )), pα (ρ) ≡ (p (ρ))α is equal to the product of ρA over all the
members A of D (V ) such that α ∈ VA holds.
Let J be any subset of D (V ), and let K ≡ (D (V ) ⊢ J). We assume furthermore
that p
(
U
(
{0}J ∪ {1}K
))
is a member of S. Then the following equation holds:
((∏
A∈J
(
θA∑
nA=0
ρˆnAA
nA!
))
f (p (ρ))
)
ρ=U({0}J∪{1}K)
=
=
∑
m∈X(↓(V,J),θ)



 ∏
α∈U(R(↓(V,J)))
(
rˆmαα
mα!
) f (r)


r=p(U({0}J∪{1}K))
Proof. For any ordered pair (W,n) of a map W such that D (W ) is finite, and every
member of R (W ) is a finite set, and a map n such that D (W ) ⊆ D (n) holds, and
R (n) is a subset of the set Z of all the integers, we define H(W,n) to be the set whose
members are all the maps p such that D (p) = U (R (W )) holds, R (p) ⊆ N holds, and
for every member A of D (W ), ∑α∈WA pα = nA holds.
We note that this definition has the immediate consequence that if, for any member
A of D (W ), nA < 0 holds, then H(V, n) is the empty set, since there is no map p with
the required properties.
And we observe that X (W,n) is the disjoint union of H (W,m) over the set whose
members are all the members m of ND(W ) such that for every member A of D (W ),
mA ≤ nA holds.
We define C to be the map whose domain is U (R (V )), and such that for each
member α of U (R (V )), Cα is the set whose members are all the members A of D (V )
such that α ∈ VA holds, so that C satisfies the requirements on the map C in Lemma
18, and we consider Lemma 18 when n is any member of ND(V ) = N(J∪K) such that
nA = 0 holds for every member A of K, and ρ is any member of R
D(V ) such that ρA = 0
holds for every member A of J .
Now ψ (V ) is the map whose domain is equal to D (V ), and for each member A of
D (V ), ψA (V ) is the set whose members are all the ordered pairs (α,X) of a member α
of U (R (V )), and a subset X of D (V ) such that A ∈ X holds, and for every member
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B of X , α ∈ VB holds. And A (V, n) is the set whose members are all the maps m such
that D (m) = U (R (ψ (V ))), R (m) ⊆ N holds, and for each member A of D (V ), the
equation
∑
(α,X)∈ψA(V )
mαX = nA holds.
From this it immediately follows that if m is any member of A (V, n) in the present
case, and (α,X) is any member of U (R (V )), then mαX vanishes unless X contains
no member of K, or in other words, mαX vanishes unless X ⊆ J holds. Furthermore,
the term associated with m in the sum over A (V, n) vanishes when ρA = 0 holds for
every member A of J , unless mαX = 0 holds for every member (α,X) of U (R (ψ (V )))
such that (Cα ⊢ X) contains any member of J , or in other words, the term associated
with m in the sum over A (V, n) vanishes when ρA = 0 holds for every member A of
J , unless mαX = 0 holds for every member (α,X) of U (R (ψ (V ))) such that X does
not contain all the members A of J such that α ∈ VA holds. Thus in the present case
the sum over the members m of A (V, n) becomes a sum over maps m whose domain
is the set of all the ordered pairs (α,X) of a member α of U (R (V )), and a nonempty
set X whose members are precisely those members A of J such that α ∈ VA holds.
Thus there is at most one possible ordered pair (α,X) for each member α of U (R (V )),
namely the ordered pair (α,X) where X is the set of all the members A of J such that
α ∈ VA holds, provided this set is nonempty. Thus the set of these ordered pairs (α,X)
is in one-to-one correspondence with the set U (R (↓ (V, J))), namely the set of all the
members α of U (R (V )) such that α is a member of VA for at least one member A
of J . To each such member m of A (V, n) we define the corresponding member n of
NU(R(↓(V,J))) by the requirement that for each member α of U (R (↓ (V, J))), pα = mαX
holds, where X is the set of all the members A of J such that α ∈ VA holds, (and the
fact that α is a member of U (R (↓ (V, J))) guarantees that X is nonempty).
Now the constraints on m associated with the members of K have been satisfied
by requiring mαX to be equal to 0 if X contains any member of K, hence the maps
p are only constrained by the constraints associated with the members of J . And the
constraint on the map p associated with the member A of J is that the sum of pα over
all members α of U (R (↓ (V, J))) such that the corresponding (α,X) is a member of
ψA (V ), be equal to nA. But a member (α,X) of U (R (ψ (V ))) is a member of ψA (V )
ifif A ∈ X holds, and in the present case, X is the set of all the members B of J such
that α ∈ VB holds, hence (α,X) is a member of ψA (V ) ifif α ∈ VA holds, thus the
constraint on the map p associated with the member A of J is
∑
α∈VA
pα = nA.
Thus the maps p are precisely the members of H (↓ (V, J) , n), and the following
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equation holds:((∏
A∈J
(
ρˆnAA
nA!
))
f (p (ρ))
)
ρ=U({0}J∪{1}K)
=
=
∑
m∈H(↓(V,J),n)



 ∏
α∈U(R(↓(V,J)))
(
rˆmαα
mα!
) f (r)


r=p(U({0}J∪{1}K))
And summing this equation over all members n of NJ such that nA ≤ θA holds for
every member A of J , we obtain the stated result.
We recall from page 21 that for any ordered pair (F, i) of a set F such that every
member of F is a set, and a member i of U (F ), we define C (F, i) to be the intersection
of all the members A of F such that i ∈ A holds, and we note that if F is a wood, then
C (F, i) is equal to the unique member A of M (F ) such that i ∈ A holds.
And we recall from page 25 that for any ordered pair (A,H) of a set A, and a set H
such that every member of H is a set, we define T (A,H) to be the subset of A whose
members are all the members i of A such that there is no member B of H such that
i ∈ B and B ⊆ A both hold.
And we also recall from page 25 that for any ordered pair (F,H) of a wood F , and
a set H such that every member of H is a set, we define O (F,H) to be the set whose
members are all the members i of U (F ) such that there exists a member A of F such
that i ∈ A holds and there is no member B of H such that i ∈ B and B ⊆ A both
hold, and we note that it immediately follows from this definition that the equation
O (F,H) = ⋃A∈F T (A,H) holds.
Furthermore, we observe that if F is any wood and H is any set such that every
member of H is a set, then O (F,H) = O (M (F ) , H) holds. ForM (F ) is a subset of
F , hence O (M (F ) , H) ⊆ O (F,H) certainly holds, and if i is any member of U (F )
and A is any member of F such that i ∈ A holds, then the member C (F, i) of M (F )
is a subset of A, hence if there is no member B of H such that i ∈ B and B ⊆ A both
hold, then there is certainly no member B of H such that i ∈ B and B ⊆ C (F, i) both
hold. Hence if there exists a member of F that has i as a member and does not contain
as a subset any member of H that has i as a member, then there exists a member of
M (F ) that has i as a member and does not contain as a subset any member of H that
has i as a member.
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And we note furthermore that it immediately follows from the preceding paragraph
that if F and G are any woods such that M (F ) =M (G) holds, and H is a set such
that every member of H is a set, then O (F,H) = O (G,H) holds.
We also recall from page 25 that for any ordered triple (F,H, i) of a wood F , a set H
such that every member of H is a set, and a member i of O (F,H), we define Z (F,H, i)
to be the largest member A of F such that i ∈ A holds and there is no member B of H
such that i ∈ B and B ⊆ A both hold, and we note that it immediately follows from
this definition that Z (F,H, i) is the largest member A of F such that i ∈ T (A,H)
holds.
We recall from page 21 that for any set F such that every member of F is a set,
we define B (F ) to be equal to (F ⊢ M (F )).
And we recall from page 26 that for any ordered triple (F,A,B) of a wood F ,
a nonempty set A, and a set B, we define Y (F,A,B) to be the set whose members
are all the members C of F such that A ⊂ C and C ⊆ B both hold, and we note
that Y (F,A,B) is equal to the empty set ∅ if A ⊂ B does not hold. And we note
furthermore that if C and D are any two distinct members of Y (F,A,B), then C
and D are members of F hence do not overlap, and C ∩ D contains as a subset the
nonempty set A, hence either C ⊂ D holds or D ⊂ C holds.
For any ordered pair (F,H) of a wood F and a set H such that every member of
H is a set, we define I (F,H) to be the map whose domain is B (F ) = (F ⊢ M (F )),
and such that for each member A of B (F ), IA (F,H) ≡ (I (F,H))A is the set whose
members are all the ordered pairs (i, B) of a member i of T (A,H) and a member B
of Y (F, C (F, i) , A).
Lemma 20. Let Q be any wood, let F be any wood such thatM (F ) =M (Q) holds
and F ⊆ Q holds, and let H be any set such that every member of H is a set. Then⋃
A∈B(F ) IA (Q,H) is the set whose members are all the ordered pairs (i, B) of a member
i of O (Q,H) and a member B of Y (Q, C (F, i) ,Z (F,H, i)).
Proof. Let (i, B) be any member of
⋃
A∈B(F ) IA (Q,H). Then there exists a member
A of F such that (i, B) ∈ IA (Q,H) holds. Let A be a member of F such that (i, B) ∈
IA (Q,H) holds. Then i ∈ T (A,H) holds and B ∈ Y (Q, C (Q, i) , A) holds. Now
i ∈ T (A,H) implies directly that i ∈ O (F,H) holds, hence that i ∈ O (Q,H) holds.
And i ∈ O (F,H) implies that Z (F,H, i) is the largest member C of F such that
i ∈ T (F,C) holds, hence A ⊆ Z (F,H, i) holds. But B ∈ Y (Q, C (Q, i) , A) holds,
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hence C (Q, i) ⊂ B ⊆ A holds, hence C (Q, i) ⊂ B ⊆ Z (F,H, i) holds, hence B ∈
Y (Q, C (Q, i) ,Z (F,H, i)) holds.
Now let (i, B) be any ordered pair such that i ∈ O (Q,H) holds and
B ∈ Y (Q, C (Q, i) ,Z (F,H, i)) holds. Then i ∈ O (F,H) holds hence Z (F,H, i) is
the largest member A of F such that i ∈ T (A,H) holds, hence i ∈ T (Z (F,H, i) , H)
holds. Hence (i, B) ∈ IZ(F,H,i) (Q,H) holds, hence (i, B) ∈
⋃
A∈B(F ) IA (Q,H) holds.
We now observe that if Q is any wood, F is any wood such that M (F ) =M (Q)
holds and F ⊆ Q holds, and H is any set such that every member of H is a set, then
↓ (I (Q,H) , F ), the restriction of I (Q,H) to the domain D (I (Q,H)) ∩ F = B (F ), is
the map whose domain is B (F ), and such that for each member A of B (F ),
(↓ (I (Q,H) , F ))A = IA (Q,H) holds.
Now if M is any map such that every member of R (M) is a set, then the equation
U (R (M)) = ⋃A∈D(M)MA holds.
Hence if Q is any wood, F is any wood such that M (F ) = M (Q) holds and
F ⊆ Q holds, and H is any set such that every member of H is a set, then the
equation U (R (↓ (I (Q,H) , F ))) = ⋃A∈B(F ) IA (Q,H) holds. Hence by Lemma 20,
U (R (↓ (I (Q,H) , F ))) is the set whose members are all the ordered pairs (i, B) of a
member i of O (Q,H) and a member B of Y (Q, C (Q, i) ,Z (F,H, i)).
Furthermore, if Q is any wood, and H is any set such that every member of H is
a set, then ↓ (I (Q,H) , Q) = I (Q,H) holds, hence U (R (I (Q,H))) is the set whose
members are all the ordered pairs (i, B) of a member i of O (Q,H) and a member B
of Y (Q, C (Q, i) ,Z (Q,H, i)).
For any ordered triple (P,Q,H) of a wood P , a wood Q such thatM (Q) =M (P )
holds and P ⊆ Q holds, and a set H such that every member of H is a set, we define
J (P,Q,H) to be the set whose domain is (Q ⊢ P ), and such that for each member A
of (Q ⊢ P ), JA (P,Q,H) ≡ (J (P,Q,H))A is defined by the equation:
JA (P,Q,H) ≡

IA (Q,H) ⊢ ⋃
B∈B(P )
IB (Q,H)


Thus, by Lemma 20, JA (P,Q,H) is the set whose members are all the ordered pairs
(i, B) of a member i of T (A,H), and a member B of Y (Q, C (Q, i) , A) such that B is
not a member of Y (Q, C (Q, i) ,Z (P,H, i)).
Now there is no such B unless Z (P,H, i) ⊂ A holds, hence i is a member of
T (A,H) such that Z (P,H, i) ⊂ A holds. Now i ∈ T (A,H) implies i ∈ O (Q,H),
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hence i ∈ O (P,H), hence Z (P,H, i) is the largest member C of P such that i ∈
T (C,H) holds. Hence the requirement that Z (P,H, i) ⊂ A holds, is equivalent to the
requirement that there is no member C of P such that A ⊆ C holds and i ∈ T (C,H)
holds.
Thus JA (P,Q,H) is the set whose members are all the ordered pairs (i, B) of a
member i of T (A,H) such that there is no member C of P such that A ⊆ C holds and
i ∈ T (C,H) holds, and a member B of Y (Q, C (Q, i) , A) such that B is not a member
of Y (Q, C (Q, i) ,Z (P,H, i)). Now A ∈ (Q ⊢ P ) holds hence the requirement that
there is no member C of P such that A ⊆ C holds and i ∈ T (C,H) holds, implies that
Z (P,H, i) ⊂ A holds, hence B is a member of Y (Q,Z (P,H, i) , A). Furthermore,
there is no member D of P such that Z (P,H, i) ⊂ D ⊂ A holds, for if there was
such a member D of P then i ∈ D would hold and i ∈ T (D,H) would hold, (for if
there was a member E of H such that i ∈ E and E ⊆ D both held, then i ∈ E and
E ⊆ A would both hold, contradicting i ∈ T (A,H)), and this contradicts the fact
that by definition Z (P,H, i) is the largest member D of P such that i ∈ T (D,H)
holds. Hence Z (P,H, i) is equal to K (P,A, i), which by the definition on page 25, is
the largest member D of P such that i ∈ D and D ⊂ A both hold.
Hence JA (P,Q,H) is the set whose members are all the ordered pairs (i, B) of a
member i of T (A,H) such that there is no member C of P such that A ⊆ C holds
and i ∈ T (C,H) holds, and a member B of Y (Q,K (P,A, i) , A).
We recall from page 24 that for any ordered pair (F,B) of a wood F and a nonempty
set B, we define Y (F,B) to be the smallest member A of F such that B ⊆ A holds,
if any members A of F exist such that B ⊆ A holds, and to be equal to the empty set
∅ if there are no members A of F such that B ⊆ A holds.
And we observe that it immediately follows from this definition and the preceding
paragraph, that JA (P,Q,H) is the set whose members are all the ordered pairs (i, B) of
a member i of (T (A,H) ⊢ T (Y (P,A) , H)), and a member B of Y (Q,K (P,A, i) , A),
for if i is a member of T (A,H) such that there is no member C of P such that A ⊆ C
holds and i ∈ T (C,H) holds, then either there is no member C of P such that A ⊆ C
holds, in which case Y (P,A) = ∅ holds and T (Y (P,A) , H) = T (∅, H) = ∅ holds,
hence i is a member of (T (A,H) ⊢ T (Y (P,A) , H)) = T (A,H), or else there is at
least one member C of P such that A ⊆ C holds, in which case i is not a member
of T (C,H) for any such member C of P , and in particular i is not a member of
T (Y (P,A) , H), (for in this case Y (P,A) is by definition the smallest such member of
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P ), hence again i is a member of (T (A,H) ⊢ T (Y (P,A) , H)), and if i is a member
of (T (A,H) ⊢ T (Y (P,A) , H)), then i is a member of T (A,H) but not a member of
T (Y (P,A) , H), hence either Y (P,A) = ∅ holds, in which case there is no member C
of P such that A ⊆ C holds, hence in particular there is no member C of P such that
A ⊆ C and i ∈ T (C,H) both hold, or else Y (P,A) 6= ∅ holds, in which case there
exists at least one member C of P such that A ⊆ C holds, and Y (P,A) is the smallest
member C of P such that A ⊆ C holds, and i is not a member of T (Y (P,A) , H),
hence since i ∈ Y (P,A) certainly holds in this case, there exists a member B of H
such that i ∈ B and B ⊆ Y (P,A) both hold, hence for every member C of P such
that A ⊆ C holds, there exists a member B of H such that i ∈ B and B ⊆ C both
hold, hence again there is no member C of P such that A ⊆ C and i ∈ T (C,H) both
hold.
Lemma 21. Let P be any wood, Q be any wood such that M (Q) = M (P ) holds
and P ⊆ Q holds, F be any member of K (P,Q), and H be any set such that every
member of H is a set. Then
⋃
A∈(F ⊢P ) JA (P,Q,H) is equal to
(⋃
A∈B(F ) IA (Q,H)
)
⊢(⋃
A∈B(P ) IA (Q,H)
)
, and is the set whose members are all the ordered pairs (i, B) of
a member i of O (Q,H) and a member B of Y (Q,Z (P,H, i) ,Z (F,H, i)).
Proof. For any member A of (Q ⊢ P ), JA (P,Q,H) is by definition equal to(
IA (Q,H) ⊢
⋃
B∈B(P ) IB (Q,H)
)
. Now suppose α is a member of IA (Q,H) for some
member A of B (F ), and that α is not a member of
⋃
B∈B(P ) IB (Q,H). Then A is
not a member of B (P ) hence A is a member of (F ⊢ P ), and α is a member of
JA (P,Q,H), hence is a member of
⋃
A∈(F ⊢P ) JA (P,Q,H). Now let α be any member
of
⋃
B∈B(P ) IB (Q,H). Then α is not a member of JA (P,Q,H) for any member A of
(F ⊢ P ), hence α is not a member of ⋃A∈(F ⊢P ) JA (P,Q,H).
Finally we note that it follows directly from Lemma 20 that
(⋃
A∈B(F ) IA (Q,H)
)
⊢(⋃
A∈B(P ) IA (Q,H)
)
is the set whose members are all the ordered pairs (i, B) of a
member i of O (Q,H) and a member B of Y (Q,Z (P,H, i) ,Z (F,H, i)).
For any ordered quintuple (P,Q,H, x, r) of a wood P , a wood Q such thatM (Q) =
M (P ) holds and P ⊆ Q holds, a set H such that every member of H is a set, a member
x of Fd (M (P )), where d is an integer ≥ 1, and a member r of RU(R(J(P,Q,H))), (or in
other words, a map r whose domain is the set of all ordered pairs (i, A) of a member i
of O (P,H) = O (Q,H) and a member A of Y (Q,Z (P,H, i) ,Z (Q,H, i)), and whose
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range is a subset of R), we define the member µ (P,Q,H, x, r) of E
U(P )
d by:
µi (P,Q,H, x, r) ≡


xZ(Q,H,i) +
∑
A∈Y(Q,Z(P,H,i),Z(Q,H,i))
riA
(
xK(Q,A,i) − xA
)
if i ∈ O (P,H)
xC(P,i) if i ∈ (U (P ) ⊢ O (P,H))
where µi (P,Q,H, x, r) ≡ (µ (P,Q,H, x, r))i.
For every ordered triple (F,H, x) of a wood F , a set H such that every member of
H is a set, and a member x of Fd (M (F )), where d is an integer ≥ 1, we define the
member η (F,H, x) of E
U(F )
d by:
ηi (F,H, x) ≡ (η (F,H, x))i ≡
{
xZ(F,H,i) if i ∈ O (F,H)
xC(F,i) if i ∈ (U (F ) ⊢ O (F,H))
We observe that if P and Q are any woods such that M (Q) = M (P ) and
P ⊆ Q both hold, F is any member of K (P,Q), H is any set such that every
member of H is a set, x is any member of Fd (M (P )), where d is an integer ≥
1, and r is the particular member of RU(R(J(P,Q,H))) such that for each member i
of O (P,H), riB = 0 holds for all members B of Y (Q,Z (P,H, i) ,Z (F,H, i)), and
riB = 1 holds for all members B of Y (Q,Z (F,H, i) ,Z (Q,H, i)), or in other words,
if r = U
(
{0}U(R(J(P,F,H))) ∪ {1}U(R(J(F,Q,H)))
)
, then the equation µ (P,Q,H, x, r) =
η (F,H, x) holds.
For any ordered pair (Q,H) of a wood Q and a set H such that every member of H
is a set, we define G (Q,H) to be the map whose domain is the set of all ordered pairs
(i, B) of a member i of O (Q,H) and a member B of Q, and such that for each member
(i, B) of D (G (Q,H)), GiB (Q,H) is the set whose members are all the members A of
Q such that B ⊆ A and A ⊆ Z (Q,H, i) both hold. (Thus GiB (Q,H) is the empty set
∅ if B ⊆ Z (Q,H, i) does not hold.)
We observe that if P and Q are any woods such that M (Q) =M (P ) and P ⊆ Q
both hold, H is any set such that every member of H is a set, and (i, B) is any member
of U (R (J (P,Q,H))), then GiB (Q,H) is the set whose members are all the members A
of (Q ⊢ P ) such that (i, B) ∈ JA (P,Q,H) holds. For if A is any member of (Q ⊢ P ),
then by definition, JA (P,Q,H) is the set of all the ordered pairs (i, B) of a member i of
T (A,H) such that there is no member C of P such that A ⊆ C holds and i ∈ T (C,H)
holds, and a member B of Y (Q,Z (P,H, i) , A). And U (R (J (P,Q,H))) is the set of
all ordered pairs (i, B) of a member i of O (P,H) = O (Q,H), and a member B of
Y (Q,Z (P,H, i) ,Z (Q,H, i)).
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Let (i, B) be any member of U (R (J (P,Q,H))), and suppose first that A is any
member of GiB (Q,H). Then B ⊆ A ⊆ Z (Q,H, i) holds, hence
B ∈ Y (Q,Z (P,H, i) , A) holds, and furthermore Z (P,H, i) ⊂ A holds. And further-
more i ∈ T (A,H) holds, for i ∈ Z (P,H, i) holds hence i ∈ A holds, and if there
was a member E of H such that i ∈ E and E ⊆ A both held, then E would be a
member of H such that i ∈ E and E ⊆ Z (Q,H, i) both held, which is impossible.
And furthermore there is no member C of P such that A ⊆ C and i ∈ T (C,H) both
hold, for if C is any member of P such that i ∈ T (C,H) holds, then C ⊆ Z (P,H, i)
holds, hence Z (P,H, i) ⊂ A implies C ⊂ A. Hence (i, B) ∈ JA (P,Q,H) holds.
Now let A be any member of (Q ⊢ P ) such that (i, B) ∈ JA (P,Q,H) holds. Then
i ∈ T (A,H) holds, hence A ⊆ Z (Q,H, i) holds, and B is a member of
Y (Q,Z (P,H, i) , A), hence B ⊆ A holds, hence A ∈ GiB (Q,H) holds.
For any ordered quadruple (P,Q,H, ρ) of a wood P , a wood Q such thatM (Q) =
M (P ) holds and P ⊆ Q holds, a set H such that every member of H is a set, and a
member ρ of R(Q⊢P ), we define X (P,Q,H, ρ) to be the member of RU(R(J(P,Q,H))) such
that for each member (i, B) of U (R (J (P,Q,H))),
XiB (P,Q,H, ρ) ≡ (X (P,Q,H, ρ))iB ≡
∏
A∈GiB(Q,H)
ρA.
We observe that if P and Q are any woods such that M (Q) =M (P ) and P ⊆ Q
both hold, F is any member of K (P,Q), H is any set such that every member of
H is a set, x is any member of Fd (M (P )), where d is an integer ≥ 1, and ρ is
the particular member of R(Q⊢P ) such that ρA = 0 holds for every member A of
(F ⊢ P ), and ρA = 1 holds for every member A of (Q ⊢ F ), or in other words,
if ρ = U
(
{0}(F ⊢P ) ∪ {1}(Q⊢F )
)
, then XiB (P,Q,H, ρ) = 0 holds for every member
(i, B) of U (R (J (P,Q,H))) such that B ∈ Y (Q,Z (P,H, i) ,Z (F,H, i)) holds, and
XiB (P,Q,H, ρ) = 1 holds for every member (i, B) of U (R (J (P,Q,H))) such that
B ∈ Y (Q,Z (F,H, i) ,Z (Q,H, i)) holds, hence the equation
µ
(
P,Q,H, x,X
(
P,Q,H,U
(
{0}(F ⊢P ) ∪ {1}(Q⊢F )
)))
= η (F,H, x) holds.
We observe that if P and Q are any woods such that M (Q) = M (P ) holds
and P ⊆ Q holds, H is any set such that every member of H is a set, x is any
member of Fd (M (P )), where d is an integer ≥ 1, i is any member of O (P,H),
and ρ is any member of R(Q⊢P ) such that 0 ≤ ρA ≤ 1 holds for every member A
of (Q ⊢ P ), then µi (P,Q,H, x,X (P,Q,H, ρ)) is a member of the convex hull, (in
Ed), of all the xA, A ∈ ({Z (P,H, i)} ∪ Y (Q,Z (P,H, i) ,Z (Q,H, i))). (We note that
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({Z (P,H, i)} ∪ Y (Q,Z (P,H, i) ,Z (Q,H, i))) is the set of all the members A of Q
such that Z (P,H, i) ⊆ A ⊆ Z (Q,H, i) holds.) For by definition,
µi (P,Q,H, x,X (P,Q,H, ρ)) = xZ(Q,H,i) +
∑
A∈Y(Q,Z(P,H,i),Z(Q,H,i))

 ∏
B∈GiA(Q,H)
ρB

(xK(Q,A,i) − xA)
=

 ∏
B∈Y(Q,Z(P,H,i),Z(Q,H,i))
ρB

 xZ(P,H,i) +∑
A∈Y(Q,Z(P,H,i),Z(Q,H,i))

 ∏
B∈Y(Q,A,Z(Q,H,i))
ρB

 (1− ρA) xA,
hence if we define the member u of R(GiZ(P,H,i)(Q,H)) =
= R({Z(P,H,i)}∪Y(Q,Z(P,H,i),Z(Q,H,i))) by
uZ(P,H,i) ≡

 ∏
B∈Y(Q,Z(P,H,i),Z(Q,H,i))
ρB


and by
uA ≡

 ∏
B∈Y(Q,A,Z(Q,H,i))
ρB

 (1− ρA)
for all A ∈ Y (Q,Z (P,H, i) ,Z (Q,H, i)), we have that
µi (P,Q,H, x,X (P,Q,H, ρ)) =
∑
A∈(GiZ(P,H,i)(Q,H))
uAxA
holds and that ∑
A∈(GiZ(P,H,i)(Q,H))
uA = 1
holds, and furthermore, since 0 ≤ ρB ≤ 1 holds for all members B of (Q ⊢ P ), that
uA ≥ 0 holds for all members A of GiZ(P,H,i) (Q,H).
We note that if V is any partition such that U (V ) is finite and # (V ) ≥ 2 holds, H
is any partition such that if E is any member ofH such that E intersects more than one
member of V , then E has exactly two members, σ is any real number such that 0 < σ ≤
1
8
holds, R is any finite real number > 0, d is any integer ≥ 1, x is any member of Fd (V )
such that for every member A of B
(
P¯
)
, and for every two distinct members B and C
of P (P,A) such that there exists a member i of B and a member j of C such that {i, j}
is a member of H , |xB − xC | > 0 holds, (P,Q) is any member of Ω (H, σ,R, x), and y is
any member of E
U(V )
d such that for every member i of O (V,H), yi is a member of the
convex hull, (in Ed), of all the xA, A ∈ ({Z (P,H, i)} ∪ Y (Q,Z (P,H, i) ,Z (Q,H, i))),
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then it follows directly from Lemma 14 that if i and j are any two members of U (V )
such that {i, j} is a member of H and is not a subset of any member of V , then
|yi − yj| > 0 holds. For if i and j are any two members of U (V ) such that {i, j} is a
member of H and is not a subset of any member of V , then Y (P¯ , {i, j}) is a member
of B
(
P¯
)
=
(
P¯ ⊢ V ), and the fact that H is a partition implies that Z (P,H, i) is
the largest member of P that has i as a member but does not have j as a member,
hence Z (P,H, i) = K (P,Y (P¯ , {i, j}) , i) holds, and Z (P,H, j) is the largest member
of P that has j as a member but does not have i as a member, hence Z (P,H, j) =
K (P,Y (P¯ , {i, j}) , j) holds, hence Z (P,H, i) and Z (P,H, j) are distinct members of
P (P,Y (P¯ , {i, j})), hence by assumption ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ > 0 holds, hence by
Lemma 14, |yi − yj| > 0 holds.
If d is an integer ≥ 1 and A is a finite set then an open subset of EAd is a subset S of
EAd such that for every member x of S there exists a real number ε > 0 such that every
member y of EAd such that |yi − xi| ≤ ε holds for every member i of A, is a member of
S.
For any ordered quadruple (P,Q,H, u) of a wood P , a wood Q such thatM (Q) =
M (P ) holds and P ⊆ Q holds, a set H such that every member of H is a set, and a
member u of NU(R(↓(I(Q,H),P ))), we define ξ (P,Q,H, u) to be the map whose domain is
(Q ⊢ P ), and such that for each member A of (Q ⊢ P ), the equation
ξA (P,Q,H, u) ≡ (ξ (P,Q,H, u))A ≡
∑
(i,B)∈(IA(Q,H)∩U(R(↓(I(Q,H),P ))))
uiB
holds.
Lemma 22. Let P and Q be any woods such thatM (Q) =M (P ) holds and P ⊆ Q
holds, let H be any partition, let d be any integer ≥ 1, let S be any finite real number
> 0, let D be any map such that B (Q) ⊆ D (D) holds and R (D) ⊆ Z holds, and let
11 be a map such that (Q ⊢ P ) ⊆ D (11) holds and such that for each member A of
(Q ⊢ P ), 11A = 1 holds.
Let J be a map such that K (P,Q) ⊆ D (J ) holds, and such that for each member
F of K (P,Q), JF is a map whose domain is a subset of EU(P )d and whose range is a
subset of R.
For each member F of K (P,Q), and for each member y of D (JF ), we define
JF (y) ≡ (JF )y.
Let J satisfy the requirement that if F and G are any members of K (P,Q), and
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y is any member of E
U(P )
d , such that for every two-member member {i, j} of H such
that {i, j} ⊆ O (P,H) holds, either |yi − yj| ≤ S holds or Y (F, {i, j}) = Y (G, {i, j})
holds, then y is a member of D (JF ) ifif y is a member of D (JG), and if y is a member
of D (JF ), then JF (y) = JG (y) holds.
Let x be any member of Fd (M (P )) such that L (P,A, x) < S holds for every
member A of (Q ⊢ P ), and such that there exists an open subset Z of EO(P,H)d that
satisfies the following two requirements:
(i) If y is any member of E
U(V )
d , such that for every member i of O (P,H), yi is a
member of the convex hull, (in Ed), of all the xA, A ∈ ({Z (P,H, i)}∪
Y (Q,Z (P,H, i) ,Z (Q,H, i))), then ↓ (y,O (P,H)) is a member of Z.
(ii) JQ (y) and all its derivatives with respect to the yi, i ∈ O (P,H), of degree up to
and including
∑
A∈B(Q) (max (DA, 0) + 1), exist and are continuous for all members y
of E
U(P )
d such that ↓ (y,O (P,H)) ∈ Z holds and
↓ (y, (U (P ) ⊢ O (P,H))) =↓ (η (F,H, x) , (U (P ) ⊢ O (P,H))) = xC(P,i) holds.
Let D be the set whose members are all the members ρ of R(Q⊢P ) such that 0 ≤
ρA ≤ 1 holds for every member A of (Q ⊢ P ).
Then the following equation holds:
∑
F∈K(P,Q)
(−1)#(F ⊢P )
∑
n∈X(I(F,H),D)
×
×



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)JF (y)


y=η(F,H,x)
=
=
∑
u∈X(↓(I(Q,H),P ),D)
∑
m∈A(J(P,Q,H),(D−ξ(P,Q,H,u)+1))
∫
D
(
d#(Q⊢P )ρ
)×
×



 ∏
A∈(Q⊢P )
(1− ρA)(DA−ξA(P,Q,H,u)) (DA − ξA (P,Q,H, u) + 1)

 ×
×

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))

 ∏
E∈(GiB(Q,H)⊢X)
ρE


miBX

×
×



 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(((
xK(Q,B,i) − xB
)
.yˆi
)miBX
miBX !
)
×
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×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


Proof. We first note that our assumptions on J imply that if y is any member of
E
U(P )
d such that |yi − yj| < S holds for every two-member member {i, j} of H such
that {i, j} ⊆ O (P,H) and Y (Q, {i, j}) ∈ (Q ⊢ P ) both hold, then there exists a real
number ε > 0 such that for every member F of K (P,Q), and for every member z of
E
U(P )
d such that |yi − zi| ≤ ε holds for every member i of O (P,H), z is a member of
D (JF ) ifif z is a member of D (JQ), and if z is a member of D (JQ), then JF (z) =
JQ (z) holds.
For let ε equal half the minimum value taken by (S − |yi − yj|) when {i, j} is allowed
to be any two-member member of H such that {i, j} ⊆ O (P,H) and Y (Q, {i, j}) ∈
(Q ⊢ P ) both hold. Then if z is any member of EU(P )d such that |yi − zi| ≤ ε holds
for every member i of O (P,H), and {i, j} is any two-member member of H such
that {i, j} ⊆ O (P,H) and Y (Q, {i, j}) ∈ (Q ⊢ P ) both hold, we find by the triangle
inequality that
|zi − zj | ≤ |zi − yi|+ |yi − yj |+ |yj − zj | ≤ ε+ (S − 2ε) + ε = S
holds.
Now let z be any member of E
U(P )
d such that |zk − zm| ≤ S holds for every two-
member member {k,m} of H such that {k,m} ⊆ O (P,H) and Y (Q, {k,m}) ∈
(Q ⊢ P ) both hold, and let {i, j} be any two-member member of H such that {i, j} ⊆
O (P,H) holds. Then either Y (Q, {i, j}) ∈ (Q ⊢ P ) holds or Y (Q, {i, j}) ∈ P holds
or Y (Q, {i, j}) /∈ Q holds.
Suppose first that Y (Q, {i, j}) ∈ (Q ⊢ P ) holds. Then by the stated condition on
z, |zi − zj| ≤ S holds.
Now suppose that Y (Q, {i, j}) ∈ P holds. Then for every member F of K (P,Q),
Y (F, {i, j}) = Y (Q, {i, j}) holds. For Y (Q, {i, j}) ∈ P implies Y (Q, {i, j}) ∈ F
hence, since Y (Q, {i, j}) is the smallest member of Q to contain i and j, it is certainly
the smallest member of F to contain i and j. Hence Y (F, {i, j}) = Y (Q, {i, j}) holds.
And finally suppose that Y (Q, {i, j}) /∈ Q holds, or in other words, that
Y (Q, {i, j}) = ∅ holds. This implies that no member of Q contains both i and j,
hence for every member F of K (P,Q), no member of F contains both i and j, hence
Y (F, {i, j}) = Y (Q, {i, j}) = ∅ holds.
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Hence for every member F of K (P,Q), and for every two-member member {i, j}
of H such that {i, j} ⊆ O (P,H) holds, either |zi − zj | ≤ S holds or Y (F, {i, j}) =
Y (Q, {i, j}) holds, hence by the assumed properties of J , JF (z) is defined ifif JQ (z)
is defined, and if JQ (z) is defined, then JF (z) = JQ (z) holds .
From this it follows immediately that if F is any member of K (P,Q), and y is
any member of E
U(P )
d such that |yi − yj | < S holds for all two-member members {i, j}
of H such that {i, j} ⊆ O (P,H) and Y (Q, {i, j}) ∈ (Q ⊢ P ) both hold, then each
derivative of JF with respect to the yi, i ∈ O (P,H), exists at y ifif the corresponding
derivative of JQ exists at y, and if the corresponding derivative of JQ does exist at y,
then the corresponding derivative of JF is equal to it.
We now observe that our assumption that L (P,A, x) < S holds for every member
A of (Q ⊢ P ), implies that if {i, j} is any two-member member of H such that {i, j} ⊆
O (P,H) and Y (Q, {i, j}) ∈ (Q ⊢ P ) both hold, then |ηi (F,H, x)− ηj (F,H, x)| < S
holds.
For {i, j} ∈ O (P,H) implies that, by definition, ηi (F,H, x) = xZ(F,H,i) holds.
Furthermore Z (F,H, i) ⊆ Y (Q, {i, j}) holds, since Y (Q, {i, j}) is a member of F that
contains the member {i, j} of H as a subset, and Z (F,H, i) is by definition the largest
member B of F such that i ∈ B holds and there is no member C of H such that i ∈ C
and C ⊆ B both hold.
Furthermore the assumption that {i, j} ⊆ O (P,H) holds implies directly that
Y (Q, {i, j}) is not a member ofM (P ), hence that P (P,Y (Q, {i, j})) is a partition of
Y (Q, {i, j}) such that # (P (P,Y (Q, {i, j}))) ≥ 2 holds.
Furthermore the assumption that H is a partition implies that Z (F,H, i) is not
a strict subset of any member of P (P,Y (Q, {i, j})). For K (P,Y (Q, {i, j}) , i) is a
member of Q, hence the fact that Y (Q, {i, j}) is by definition the smallest member of Q
that contains {i, j} as a subset, implies that j is not a member of K (P,Y (Q, {i, j}) , i).
And the assumption that H is a partition implies that {i, j} is the only member C
of H such that i ∈ C holds, hence there is no member C of H such that i ∈ C and
C ⊆ K (P,Y (Q, {i, j}) , i) both hold, hence the fact that K (P,Y (Q, {i, j}) , i) is a
member of F implies that K (P,Y (Q, {i, j}) , i) ⊆ Z (F,H, i) holds.
Hence Z (F,H, i) is a member of Ξ (P (P,Y (Q, {i, j}))), hence, as shown on page 33,
ηi (F,H, x) = xZ(F,H,i) is a member of the convex hull of the xC , C ∈ P (P,Y (Q, {i, j})).
And similarly, ηj (F,H, x) = xZ(F,H,j) is a member of the convex hull of the xC ,
C ∈ P (P,Y (Q, {i, j})).
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Hence by Lemma 3, |ηi (F,H, x)− ηj (F,H, x)| ≤ L (P,Y (Q, {i, j}) , x) holds. But
Y (Q, {i, j}) ∈ (Q ⊢ P ) holds by assumption, hence the assumption that L (P,A, x) <
S holds for every member A of (Q ⊢ P ), implies that L (P,Y (Q, {i, j}) , x) < S holds,
hence that |ηi (F,H, x)− ηj (F,H, x)| < S holds.
Now for each member F of K (P,Q) let UF be defined by:
UF ≡
∑
n∈X(I(F,H),D)



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)JF (y)


y=η(F,H,x)
Then it follows immediately from the foregoing, together with our assumptions
on J and our assumptions on x, that for each member F of K (P,Q), the following
equation holds:
UF =
∑
n∈X(I(F,H),D)



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)
JQ (y)


y=η(F,H,x)
Now let F be any member of K (P,Q). We use Lemma 16, taking M of Lemma
16 to be the map I (F,H), and λ of Lemma 16 to be the map whose domain is
U (R (I (F,H))), (namely the set of all ordered pairs (i, B) of a member i of O (F,H) =
O (P,H) and a member B of Y (F, C (F, i) ,Z (F,H, i))), and such that for each member
(i, B) of D (λ) = U (R (I (F,H))), λ(i,B) is the set whose members are all the ordered
pairs (i, C) such that C ∈ Y (Q,K (F,B, i) , B) holds. (We note that this satisfies the
requirement that if (i, B) is a member of D (λ) and (j, E) is a member of D (λ) such
that (i, B) 6= (j, E) holds, or in other words such that at least one of i 6= j and B 6= E
holds, then λ(i,B) ∩ λ(j,E) = ∅ holds.)
Then the corresponding map T , defined in terms ofM and λ as specified in Lemma
16, is the map ↓ (I (Q,H) , F ), that is, the restriction of the map I (Q,H) to the
domain D (I (Q,H)) ∩ F = B (F ). For if A is any member of D (M), or in other
words, if A is any member of D (I (F,H)) = B (F ), then by definition TA ≡
⋃
α∈MA
λα,
which in the present case becomes TA ≡
⋃
(i,B)∈IA(F,H)
λ(i,B). But IA (F,H) is the set
of all ordered pairs (i, B) such that i ∈ T (A,H) holds and B ∈ Y (F, C (F, i) , A)
holds hence, with λ(i,B) defined as above, TA is the set of all ordered pairs (i, B) such
that i ∈ T (A,H) holds and B ∈ Y (Q, C (F, i) , A) holds, or in other words such that
B ∈ Y (Q, C (Q, i) , A) holds, hence TA = IA (Q,H).
And, as specified in Lemma 16, D (T ) is equal to D (M), hence T =↓ (I (Q,H) , F ).
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Hence Lemma 16 implies directly that the following equation holds:
UF =
∑
m∈X(↓(I(Q,H),F ),D)



 ∏
(i,A)∈U(R(↓(I(Q,H),F )))
(((
xK(Q,A,i) − xA
)
.yˆi
)miA
miA!
)
JQ (y)


y=η(F,H,x)
We next use Lemma 17, with the map V of Lemma 17 taken as the map
↓ (I (Q,H) , F ), the set J of Lemma 17 taken as the set B (P ), and the set K of Lemma
17 taken as the set (F ⊢ P ).
Then the corresponding map W , defined as specified in Lemma 17, is the map
↓ (J (P,Q,H) , (F ⊢ P )) =↓ (J (P,Q,H) , F ). (This follows directly from the fact that
↓ (↓ (I (Q,H) , F ) , P ) is equal to ↓ (I (Q,H) , P ).)
Furthermore with V , J , and K taken as above, and u being any member of
NU(R(↓(V,J))), which in the present case means that u is any member of NU(R(↓(I(Q,H),P ))),
the map ξ (P,Q,H, u), defined on pages 92 and 93, satisfies the assumptions made on
the map ζ (u) in Lemma 17.
Hence Lemma 17 implies directly that the following equation holds:
UF =
∑
u∈X(↓(I(Q,H),P ),D)
∑
v∈X(↓(J(P,Q,H),F ),(D−ξ(P,Q,H,u)))
×
×



 ∏
(i,A)∈U(R(↓(J(P,Q,H),F )))
(((
xK(Q,A,i) − xA
)
.yˆi
)viA
viA!
) ×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=η(F,H,x)
Now, as shown on page 91, η (F,H, x) is equal to
µ
(
P,Q,H, x,X
(
P,Q,H,U
(
{0}(F ⊢P ) ∪ {1}(Q⊢F )
)))
, hence the above equation may
be rewritten as
UF =
∑
u∈X(↓(I(Q,H),P ),D)
∑
v∈X(↓(J(P,Q,H),F ),(D−ξ(P,Q,H,u)))
×
×





 ∏
(i,A)∈U(R(↓(J(P,Q,H),F )))
(((
xK(Q,A,i) − xA
)
.yˆi
)viA
viA!
)
×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)JQ (y)


y=µ(P,Q,H,x,r)


r=X(P,Q,H,U({0}(F ⊢P )∪{1}(Q⊢F )))
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Hence by the chain rule for differentiating a function of a function, and noting that
rˆiAJQ (µ (P,Q,H, x, r)) =
(((
xK(Q,A,i) − xA
)
.yˆi
)JQ (y))y=µ(P,Q,H,x,r)
holds, we have
UF =
∑
u∈X(↓(I(Q,H),P ),D)
∑
v∈X(↓(J(P,Q,H),F ),(D−ξ(P,Q,H,u)))



 ∏
(i,A)∈U(R(↓(J(P,Q,H),F )))
(
rˆviAiA
viA!
)×
×



 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=µ(P,Q,H,x,r)


r=X(P,Q,H,U({0}(F ⊢P )∪{1}(Q⊢F )))
Hence by Lemma 19, with V of Lemma 19 taken as J (P,Q,H), J of Lemma 19
taken as (F ⊢ P ), and the function p (ρ) of Lemma 19 taken as X (P,Q,H, ρ), and
noting that ↓ (J (P,Q,H) , (F ⊢ P )) =↓ (J (P,Q,H) , F ), we have
UF =
∑
u∈X(↓(I(Q,H),P ),D)



 ∏
A∈(F ⊢P )

(DA−ξA(P,Q,H,u))∑
nA=0
ρˆnAA
nA!



×
×



 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


ρ=U({0}(F ⊢P )∪{1}(Q⊢F ))
We now define, for each member A of (Q ⊢ P ), the operators νA0 and νA1 by
specifying that for any ρ-dependent function f (ρ), the identities
νA0f (ρ) ≡ (f (ρ))ρA=0
and
νA1f (ρ) ≡ (f (ρ))ρA=1
hold.
The above equation for UF may then be re-written as
UF =
∑
u∈X(↓(I(Q,H),P ),D)



 ∏
A∈(Q⊢F )
νA1



 ∏
A∈(F ⊢P )

νA0 (DA−ξA(P,Q,H,u))∑
nA=0
ρˆnAA
nA!



×
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×




 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))




Hence
∑
F∈K(P,Q)
(−1)#(F ⊢P )UF =
∑
u∈X(↓(I(Q,H),P ),D)



 ∏
A∈(Q⊢P )

νA1 − νA0(DA−ξA(P,Q,H,u))∑
nA=0
ρˆnAA
nA!



×
×





 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))




Now if g is a map whose arguments include the real variable s, then the Taylor
remainder identity for the single variable s, derived by repeated integration by parts,
is
(g (s))s=1 −
(
n∑
m=0
sˆmg (s)
m!
)
s=0
=
1
n!
∫ 1
0
(ds) (1− s)n (sˆn+1g (s)) .
A sufficient condition for the validity of this identity is for all derivatives of g of
degree up to and including (n + 1) to exist and be continuous throughout an open
subset of R that contains the interval 0 ≤ s ≤ 1.
We use this identity in turn for each of the ρA, A ∈ (Q ⊢ P ), to obtain:∑
F∈K(P,Q)
(−1)#(F ⊢P ) UF =
=
∑
u∈X(↓(I(Q,H),P ),D)
∫
D
(
d#(Q⊢P )ρ
)

 ∏
A∈(Q⊢P )
(
(1−ρA)(DA−ξA(P,Q,H,u)) ρˆ(DA−ξA(P,Q,H,u)+1)A
(DA − ξA (P,Q,H, u))!
)
×
×





 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))




Hence by Lemma 18, with the map V of Lemma 18 taken as the map J (P,Q,H),
and the map C of Lemma 18 taken as the map G (Q,H), we have
∑
F∈K(P,Q)
(−1)#(F ⊢P ) UF =
=
∑
u∈X(↓(I(Q,H),P ),D)
∫
D
(
d#(Q⊢P )ρ
)

 ∏
A∈(Q⊢P )
(
(1− ρA)
(DA−ξA(P,Q,H,u))
(DA − ξA (P,Q,H, u) + 1)
)×
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×
∑
m∈A(J(P,Q,H),(D−ξ(P,Q,H,u)+1))




∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))





 ∏
E∈(GiB(Q,H)⊢X)
ρE

rˆiB


miBX
miBX !




×
×





 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i)−xA
)
.yˆi
)uiA
uiA!
)
JQ (y)


y=µ(P,Q,H,x,r)




r=X (P,Q,H,ρ)


Finally we again use the chain rule for differentiating a function of a function to
express the rˆ derivatives in terms of yˆ derivatives, and observe that in consequence of
our assumptions on J and on x, each term in the sum over the members m of the finite
set A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)) is continuous and bounded for all ρ ∈ D,
so that the sum over the members m of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)) may
be taken outside the ρ-integral, to obtain the stated result.
6 First Convergence Theorem.
We recall from page 32 that for any integer d ≥ 1 and any ordered pair (V, ω) of a
partition V such that V is a finite set, and a set ω of contraction weights for V , we
define Ud (V, ω) to be the set whose members are all the members x of E
Ξ(V )
d such that
for every member A of (Ξ (V ) ⊢ V ), xA =
∑
B∈P(V,A) ωABxB holds.
We observe that if d is any integer ≥ 1, V is any partition such that U (V ) is finite
and # (V ) ≥ 2 holds, ω is any set of contraction weights for V , and A and B are any
two distinct members of Ξ (V ) such that A ∩ B is empty, then the subset of Ud (V, ω)
whose members are all the members x of Ud (V, ω) such that |xA − xB| = 0 holds is
the same as the subset of Ud (V, ω) whose members are all the members x of Ud (V, ω)
such that the d independent linear relations xµA − xµB = 0, (where µ is the d-vector
index), hold among the d#(V ) independent components of the xC , C ∈ V , hence the
equation |xA − xB| = 0 defines a d (# (V )− 1)-dimensional hyperplane in the d#(V )-
dimensional space Ud (V, ω). And for any given real number ε > 0 there exists an open
subset Sε of Ud (V, ω) such that this d (# (V )− 1)-dimensional hyperplane is a subset
of Sε and the d#(V )-volume of Sε is ≤ ε, for we cut up Ud (V, ω) into a cardinality-N
collection of finite-volume sectors labelled by a bijection from N, then for each n ∈ N we
choose an open subset Tn of Ud (V, ω) such that the intersection of this d (# (V )− 1)-
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dimensional hyperplane with the nth sector is a subset of Tn and the d#(V )-volume of
Tn is ≤ 2−(n+1)ε, then define Sε to be the union of all the Tn, n ∈ N.
And furthermore, if d, V , and ω are as in the preceding paragraph, then the set
whose members are all the two-member subsets {A,B} of Ξ (V ) such that A ∩ B = ∅
holds, is a finite set, hence for any given real number ε > 0 there exists an open subset
Sε of Ud (V, ω) such that the d#(V )-volume of Sε is ≤ ε and Sε contains as a subset
the set of all members x of Ud (V, ω) such that there exist two distinct members A and
B of Ξ (V ) such that A ∩ B is empty and the equation |xA − xB| = 0 holds.
And we observe furthermore that if d, V , and ω are as in the two preceding para-
graphs, b is any member of Ed, h is any member of U (V ), and W is the subset of
Ud (V, ω) whose members are all the members x of Ud (V, ω) such that xC(V,h) = b holds,
then for any given real number ε > 0 there exists an open subset Sε of the d (# (V )− 1)-
dimensional space W such that the d (# (V )− 1)-volume of Sε is ≤ ε, and Sε contains
as a subset the set of all members x of W such that there exist two distinct members
A and B of Ξ (V ) such that A ∩B is empty and the equation |xA − xB| = 0 holds.
Lemma 23. Let n be an integer ≥ 1 and let S be a subset of Rn. Let f be a map
such that (Rn ⊢ S) is a subset of D (f), R (f) is a subset of R, and such that if T is
any subset of Rn such that the volume of T is well-defined and finite, and such that
for every member x of S and every member y of T , |x− y| > 0 holds, then ∫
T
dnxf (x)
is well-defined and finite and
∫
T
dnx |f (x)| is well-defined and finite.
Suppose further that there exists a map F such that (Rn ⊢ S) is a subset of D (F ),
R (F ) is a subset of R, F (x) ≥ |f (x)| holds for all x ∈ (Rn ⊢ S), and ∫
(Rn ⊢S)
dnxF (x)
is well-defined and finite as an improper Riemann integral.
Then
∫
(Rn ⊢S)
dnxf (x) is well-defined and finite as an improper Riemann integral,
and is moreover absolutely convergent.
Proof. Let F be a map such that (Rn ⊢ S) ⊆ D (F ), R (F ) ⊆ R, F (x) ≥ |f (x)|
holds for all x ∈ (Rn ⊢ S), and ∫
(Rn ⊢S)
dnxF (x) is well-defined and finite as an im-
proper Riemann integral. This last assumption implies that there exists a map u such
that D (u) = N, and for each member m of N, um is a subset of (Rn ⊢ S) such that∫
um
dnxF (x) is well-defined and finite, and for any members m and p of N such that
m ≤ p holds, um ⊆ up holds, and such that if T is any subset of (Rn ⊢ S) such that
|x− y| > 0 holds for every member x of S and every member y of T , then there
exists a member k of N such that for all members m of N such that m ≥ k holds,
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T ⊆ um holds, and such that for any given ε > 0, there exists a member k of N such
that for all members l of N such that l ≥ k holds, and all members m of N such
that m ≥ l holds,
∣∣∣(∫um dnxF (x)
)
−
(∫
ul
dnxF (x)
)∣∣∣ ≤ ε holds, or in other words,∫
um ⊢ul
dnxF (x) ≤ ε holds. Let u be such a map. Then
∣∣∣∫um ⊢ul dnxf (x)
∣∣∣ ≤ ε holds
and
∫
um ⊢ul
dnx |f (x)| ≤ ε holds, hence the sequences ∫
um
dnxf (x) and
∫
um
dnx |f (x)|
are Cauchy sequences hence convergent.
We note that, as is well known, if an improper Riemann integral
∫
(Rn ⊢S) d
nxf (x)
is absolutely convergent then its value is independent of the particular choice of the
map u used to define it, provided that u has the properties listed in the proof of
Lemma 23. For suppose that
∫
(Rn ⊢S)
dnxf (x) is absolutely convergent and that u and
v are two possibly different such maps. Then for given ε > 0 let k be a member
of N such that for all members l and m of N such that m ≥ l ≥ k holds, both∫
um ⊢ul
dnx |f (x)| ≤ ε
2
and
∫
vm ⊢vl
dnx |f (x)| ≤ ε
2
hold, and let m ≥ k be such that
uk ⊆ vm and vk ⊆ um both hold. Then for any p ≥ m and any q ≥ m, (up ⊢ vq) ⊆
(up ⊢ uk) holds, (for any member of up that is /∈ vq, is not a member of uk), hence∫
up ⊢vq
dnx |f (x)| ≤ ∫
up ⊢uk
dnx |f (x)| ≤ ε
2
holds, and similarly (vq ⊢ up) ⊆ (vq ⊢ vk)
holds hence
∫
vq ⊢up
dnx |f (x)| ≤ ∫
vq ⊢vk
dnx |f (x)| ≤ ε
2
holds, hence both sequences of
integrals converge to the same limit.
Lemma 24. Let V be a finite set such that # (V ) ≥ 2, let x be a member of EVd , and
let λ be any member of RV such that
∑
i∈V λi = 1. Let i be any member of V , and let
the member z of EVd be defined by zi ≡
∑
j∈V λjxj , and zj ≡ (xj − xi) for j 6= i.
Then the Jacobian det
∂zj
∂xk
is equal to 1, and xi = zi −
∑
j 6=i λjzj .
Proof. We first note that
∑
j 6=i
λjzj =
∑
j 6=i
λj (xj − xi) =
∑
j∈V
λj (xj − xi) = zi − xi.
And to calculate the Jacobian we note that the transformation from x to z is equal
to the compound of a transformation from x to w, where wi ≡ xi, and wj ≡ (xj − xi)
for j 6= i, followed by the transformation from w to z defined by zi ≡ wi +
∑
j 6=i λjwj ,
and zj ≡ wj for j 6= i. And if we write these transformations as matrices with i in
the first rows and columns, then the transformation from x to w is lower triangular
with 1 in every leading diagonal position, and the transformation from w to z is upper
triangular with 1 in every leading diagonal position.
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Theorem 1. Let V be a partition such that U (V ) is finite and # (V ) ≥ 2 holds, and
let H be a partition such that U (V ) is (V ∪H)-connected and such that if E is any
member of H such that E intersects more than one member of V , then E has exactly
two members. (Hence no member of H intersects more than two members of V .)
Let W be the subset of H whose members are all the members E of H such that E
intersects exactly two members of V . (Thus W is a partition such that every member
E of W has exactly two members.)
Let d be an integer ≥ 1.
Let Z be the subset of E
U(V )
d whose members are all the members y of E
U(V )
d such
that |yi − yj| = 0 holds for at least one member {i, j} of W .
Let θ be a member of ZW .
For each member A of (Ξ (V ) ⊢ V ), we define
DA ≡

 ∑
∆∈(W∩Q(A))
θ∆

− d (# (P (V,A))− 1) .
Let N ≡∑A∈(Ξ(V )⊢V ) (1 + max (DA, 0)).
Let M be a finite real number ≥ 0, and let S and T be finite real numbers such
that 0 < S < T holds.
Let J be a map whose domain is G (V,H), and such that for each member F of
G (V,H), JF is a map whose domain is
(
E
U(V )
d ⊢ Z
)
and whose range is a subset of R.
For each member F of G (V,H), and for each member y of
(
E
U(V )
d ⊢ Z
)
, we define
JF (y) ≡ (JF )y.
Let J satisfy the requirement that if F and G are members of G (V,H), and y is a
member of
(
E
U(V )
d ⊢ Z
)
, such that for every member {i, j} of W , either |yi − yj| ≤ S
holds or Y (F, {i, j}) = Y (G, {i, j}) holds, then JF (y) = JG (y) holds.
Let J also satisfy the requirement that for each member F of G (V,H), JF (y) and
all its derivatives with respect to the yi, i ∈ O (V,H), of degree up to and including
N , exist and are continuous for all y ∈
(
E
U(V )
d ⊢ Z
)
.
For any ordered pair (i, j) of a map i such that D (i) is finite and R (i) ⊆ O (V,H)
holds, and a member j of O (V,H), let νij denote the number of members α of D (i)
such that iα = j holds.
And let J also satisfy the requirement that if i is any map such that D (i) is finite,
# (D (i)) ≤ N , and R (i) ⊆ O (V,H), and u is any map such that D (i) ⊆ D (u), and
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for each member α of D (i), uα is a unit d-vector, then the following inequality holds
for all F ∈ G (V,H) and for all y ∈
(
E
U(V )
d ⊢ Z
)
:
∣∣∣∣∣∣

 ∏
α∈D(i)
(uα.yˆiα)

JF (y)
∣∣∣∣∣∣ ≤M
∏
∆≡{j,k}∈W
|yj − yk|−(θ∆+νij+νik) .
And let J also satisfy the requirement that if y is any member of
(
E
U(V )
d ⊢ Z
)
such that |yi − yj| ≥ T holds for any member {i, j} of W , then JF (y) = 0 holds for
all members F of G (V,H).
Let ω be any set of contraction weights for V , let h be any member of U (V ), let
O ≡ C (V, h), let b be any member of Ed, and let W be the subset of Ud (V, ω) whose
members are all the members x of Ud (V, ω) such that xO = b holds. Then the following
integral is finite and absolutely convergent:
∫
W

 ∏
A∈(V ⊢{O})
ddxA



 ∑
F∈G(V,H)
(−1)#(B(F ))
∑
n∈X(I(F,H),D)
×
×



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)
JF (y)


y=η(F,H,x)


Proof. We choose a real number σ such that 0 < σ ≤ 3
25
holds, and we define the real
number λ by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
5
holds.
We note that λ and σ satisfy the equation λ = σ
1−2λ , and that 0 < σ < λ holds.
And we choose a real number R such that 0 < R ≤ (1− 2λ)S holds.
We recall from page 63 that for any member F of G (V,H), and any member x of
Ud (V, ω), the following identity holds:∑
(P,Q)∈N (V,H)
E (P,Q,H, σ, R, x)S (P, F )S (F,Q) = 1
Inserting this identity into the integrand of the above integral, and noting that
S (P, F )S (F,Q) is 0 unless F ∈ K (P,Q) holds we find that the above integral is equal
to
∫
W

 ∏
A∈(V ⊢{O})
ddxA



 ∑
(P,Q)∈N (V,H)
E (P,Q,H, σ, R, x)
∑
F∈K(P,Q)
(−1)#(B(F ))
∑
n∈X(I(F,H),D)
×
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×



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)JF (y)


y=η(F,H,x)


We shall prove that for each member (P,Q) of N (V,H), the integral over W of the
term associated with (P,Q) in the integrand of this integral, is finite and absolutely
convergent.
We first use Lemma 22 to conclude that the term associated with (P,Q) in the
integrand of the above integral is equal to
(−1)#(B(P )) E (P,Q,H, σ, R, x)×
×
∑
u∈X(↓(I(Q,H),P ),D)
∑
m∈A(J(P,Q,H),(D−ξ(P,Q,H,u)+1))
∫
D
(
d#(Q⊢P )ρ
)×
×



 ∏
A∈(Q⊢P )
(1− ρA)(DA−ξA(P,Q,H,u)) (DA − ξA (P,Q,H, u) + 1)

×
×

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))

 ∏
E∈(GiB(Q,H)⊢X)
ρE


miBX

×
×



 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(((
xK(Q,B,i) − xB
)
.yˆi
)miBX
miBX !
)×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


where 11 is a map such that (Q ⊢ P ) ⊆ D (11) holds and such that for each member
A of (Q ⊢ P ), 11A = 1 holds, and D is the set of all members ρ of R(Q⊢P ) such that
0 ≤ ρA ≤ 1 holds for every member A of (Q ⊢ P ).
We shall prove, for each ordered pair (u,m) of a member u of X (↓ (I (Q,H) , P ) , D)
and a member m of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)), that the integral over W
of the term in the above formula associated with u and m is finite and absolutely
convergent.
Let Z˜ denote the subset ofW whose members are all the members x ofW such that
|xA − xB| = 0 holds for at least one member {A,B} of Q (Ξ (V )) such that A∩B = ∅.
Now if ε is any given real number > 0, then as observed on page 101, there exists an
open subset K ofW such that Z˜ ⊆ K holds, and the d (# (V )− 1)-volume of K is ≤ ε.
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And our assumptions on J guarantee that the integral over (W ⊢ K) is finite, hence
by Lemma 23, it is sufficient to prove, for some F (x) such that for all x ∈
(
W ⊢ Z˜
)
,
F (x) is greater than or equal to the absolute value of the term under consideration,
that the integral over W of F (x) converges.
For each ordered pair (y, i) of a member y of E
U(V )
d and a member i of O (V,H),
we define a(y, i) to be equal to |yi − yj| if the partition W contains the member {i, j},
and to be equal to 1 if i is not a member of U (W ).
Let u be any member of X (↓ (I (Q,H) , P ) , D) and m be any member of
A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)). Then by the assumed properties of J , the
following inequality holds:∣∣∣∣∣∣





 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(((
xK(Q,B,i) − xB
)
.yˆi
)miBX
miBX !
)×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


∣∣∣∣∣∣∣ ≤
≤M



 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(∣∣xK(Q,B,i) − xB∣∣
a (y, i)
)miBX×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(∣∣xK(Q,A,i) − xA∣∣
a (y, i)
)uiA×
×

 ∏
∆≡{j,k}∈W
|yj − yk|−θ∆



 ∏
∆≡{j,k}∈W
S (T − |yj − yk|)




y=µ(P,Q,H,x,X (P,Q,H,ρ))
For any ordered pair (x, i) of a member x of Ud (V, ω) and a member i of O (V,H),
we define b (x, i) to be equal to
∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ if i is a member of the member
{i, j} of the partition W , and to be equal to 1 if i is not a member of any member of
W .
Now if {i, j} ∈ W then by page 91 and Lemma 14 we have, for any finite real
number α, that
|µi (P,Q,H, x,X (P,Q,H, ρ))− µj (P,Q,H, x,X (P,Q,H, ρ))|−α ≤
≤
(
1
1− 2λ
)|α| ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣−α
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holds for all ρ ∈ D and for all x such that E (P,Q,H, σ, R, x) 6= 0, hence for all ρ ∈ D
and for all x such that E (P,Q,H, σ, R, x) 6= 0, the above expression is bounded above
by
M

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(∣∣xK(Q,B,i) − xB∣∣
(1− 2λ) b (x, i)
)miBX×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(∣∣xK(Q,A,i) − xA∣∣
(1− 2λ) b (x, i)
)uiA

 ∏
∆≡{j,k}∈W
(
1
1− 2λ
)|θ∆|×
×

 ∏
∆≡{j,k}∈W
∣∣xZ(P,H,j) − xZ(P,H,k)∣∣−θ∆



 ∏
∆≡{j,k}∈W
S
(
T − (1−2λ)∣∣xZ(P,H,j) − xZ(P,H,k)∣∣)


The absolute value of the integrand has now been bounded by the product of a
factor that depends on ρ but not on x, and a factor that depends on x but not on
ρ, and furthermore the ρ-dependent factor is the product of finite powers, all ≥ 0, of
(1− ρA) and ρA, where A is a member of (Q ⊢ P ), and the ρ integration domain is
0 ≤ ρA ≤ 1 for all A ∈ (Q ⊢ P ), hence the ρ-integral is finite and absolutely convergent.
Now for any member A of (Ξ (V ) ⊢ V ), the inequality ∣∣xK(Q,A,i) − xA∣∣ ≤ L (P,A, x)
holds. Hence it is now sufficient to prove that if u is any member ofX(↓(I (Q,H) , P ) , D)
andm is any member of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)), then the integral over
W of the quantity Ium, defined as follows, is finite:
Ium ≡ E (P,Q,H, σ, R, x)

 ∏
((i,A),X)∈U(R(ψ(J(P,Q,H))))
(
L (P,A, x)
b (x, i)
)miAX×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(
L (P,A, x)
b (x, i)
)uiAΘ Φ
where we also define
Θ ≡

 ∏
∆≡{j,k}∈W
∣∣xZ(P,H,j) − xZ(P,H,k)∣∣−θ∆


and
Φ ≡

 ∏
∆≡{j,k}∈W
S
(
T − (1− 2λ) ∣∣xZ(P,H,j) − xZ(P,H,k)∣∣)

 .
108
Let u be any member of X (↓ (I (Q,H) , P ) , D), m be any member of
A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)), and G be the set whose members are all the
maps g such that D (g) = B (Q), and for each member A of B (Q), gA is a member of
Q (P (P,A)).
For any ordered triple (x, g, A) of a member x of E
Ξ(V )
d , a member g of G, and
a member A of B (Q), we define c (x, g, A) ≡ |xJ − xK |, where J and K are the two
members of gA, or in other words, gA = {J,K}.
And for any member g of G, we define
Ug ≡ E (P,Q,H, σ, R, x)

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(
c (x, g, B)
b (x, i)
)miBX×
×

 ∏
(i,B)∈U(R(↓(I(Q,H),P )))
(
c (x, g, B)
b (x, i)
)uiBΘ Φ
Now for any member x of E
Ξ(V )
d and for any member A of B (Q), L (P,A, x) is by
definition equal to max
∆≡{J,K}∈Q(P,A)
|xJ − xK |, hence if x is any member of EΞ(V )d then the
following inequality holds:
Ium ≤
∑
g∈G
Ug
(For every term in the right-hand side is ≥ 0, and there is always at least one term
in the right-hand side that is equal to the left-hand side.)
We shall prove that if g is any member of the finite set G, then the integral of Ug
over W is finite.
Let g be any member of G. We first observe that, apart from the factors
E (P,Q,H, σ, R, x) and Φ, Ug is a product of factors each of which has the form
|xJ − xK |α, where α is a finite real number, and J and K are members of P such
that the following two conditions hold:
(i) J 6= K
(ii) If A is any member of P , then J ⊂ A holds ifif K ⊂ A holds.
For |xJ − xK | is either c (x, g, B) for some member B of B (Q), which means that
{J,K} ∈ Q (P (P,B)) holds, or else it is ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ for some member {i, j}
of W .
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In the first case, J 6= K follows directly from {J,K} ∈ Q (P (P,B)). Let A be any
member of P . Then if B ⊆ A holds, J ⊂ A and K ⊂ A both hold. Now suppose that
B ⊆ A does not hold. Then since both A and B are members of the wood Q, either
A ⊂ B holds or A ∩B = ∅ holds. And if A ⊂ B holds, the fact that J is a member of
P (P,B) implies that J ⊂ A cannot hold, and the fact that K is a member of P (P,B)
implies that K ⊂ A cannot hold. And if A ∩ B = ∅ holds, then J ∩ A = ∅ holds and
K ∩A = ∅ holds, hence since neither J nor K is empty, neither J ⊂ A nor K ⊂ A can
hold.
And in the second case, i is a member of Z (P,H, i) and j is a member of Z (P,H, j),
but {i, j} is not a subset of Z (P,H, i), hence Z (P,H, i) is not equal to Z (P,H, j).
Now let A be any member of P . Then if {i, j} ⊆ A holds, (A ⊢ Z (P,H, i)) has
the member j hence is nonempty, and (A ∩ Z (P,H, i)) has the member i hence is
nonempty, hence Z (P,H, i) ⊂ A holds since Z (P,H, i) and A do not overlap, and
(A ⊢ Z (P,H, j)) has the member i hence is nonempty, and (A ∩ Z (P,H, j)) has the
member j hence is nonempty, hence Z (P,H, j) ⊂ A holds since Z (P,H, j) and A do
not overlap. Now suppose that {i, j} is not a subset of A. Then at least one of i and
j is not a member of A. Suppose first that i is not a member of A, and j is a member
of A. Then Z (P,H, i) ⊂ A does not hold. And by definition, Z (P,H, j) is the largest
member of P to have j as a member, but not to have as a subset any member of H that
has j as a member. But H is a partition, hence {i, j} is the only member of H to have
j as a member, hence Z (P,H, j) is the largest member of P to have j as a member but
not have i as a member, hence A ⊆ Z (P,H, j) holds, hence Z (P,H, j) ⊂ A does not
hold. And if i is a member of A, and j is not a member of A, an analogous argument
shows again that neither Z (P,H, i) ⊂ A holds nor Z (P,H, j) ⊂ A holds. And finally,
if neither i nor j is a member of A, then neither Z (P,H, i) ⊂ A nor Z (P,H, j) ⊂ A
can hold.
We next note that (i) and (ii) imply directly that J ∩K = ∅ holds. For taking A
as J in (ii) shows that K ⊂ J does not hold, and taking A as K in (ii) shows that
J ⊂ K does not hold, hence since J and K do not overlap, and J is not equal to K,
J ∩K = ∅ must hold.
We now observe that (i) and (ii) imply that J and K are distinct members of
P (P,Y (P¯ , J ∪K)). For J 6= K and J and K are nonempty, hence J ⊂ Y (P¯ , J ∪K)
and K ⊂ Y (P¯ , J ∪K) both hold. Furthermore, there is no member C of P such
that J ⊂ C ⊂ Y (P¯ , J ∪K) holds, for if there was such a member C of P , then
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(ii) and J ⊂ C would imply that K ⊂ C, hence (J ∪K) ⊆ C, which contradicts
C ⊂ Y (P¯ , J ∪K) since by definition Y (P¯ , J ∪K) is the smallest member of P¯ to
have (J ∪K) as a subset. Hence J ∈ P (P,Y (P¯ , J ∪K)) holds. And by an analogous
argument, K ∈ P (P,Y (P¯ , J ∪K)) holds.
Hence {J,K} is a member of Q (P (P,Y (P¯ , J ∪K))).
We now define α to be the map whose domain is
⋃
A∈B(P¯)Q (P (P,A)), and such
that for each member {J,K} of D (α), α{J,K} is equal to the negative of the total power
of |xJ − xK | in the expression
 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(
c (x, g, B)
b (x, i)
)miBX

 ∏
(i,B)∈U(R(↓(I(Q,H),P )))
(
c (x, g, B)
b (x, i)
)uiBΘ.
Then for each member A of B
(
P¯
)
, α is a set of powers for A, and for each member
x of E
Ξ(V )
d , the following equation holds:
Ug = E (P,Q,H, σ, R, x)

 ∏
A∈B(P¯)
Ψ (↓ (x,P (P,A)) , α)

Φ
Now let A be any member of B (Q), and let {j, k} be any member of W . Then
{Z (P,H, j) ,Z (P,H, k)} is a member of Q (P (P,A)) ifif {j, k} ⊆ A holds and {j, k} is
not a subset of any member of P(P,A). For suppose first that {Z (P,H, j) ,Z (P,H, k)}
is a member of Q (P (P,A)). Then {j, k} ⊆ A certainly holds, and furthermore k is
not a member of Z (P,H, j) and j is not a member of Z (P,H, k), hence {j, k} is not
a subset of any member of P (P,A). Now suppose that {j, k} ⊆ A holds and {j, k}
is not a subset of any member of P (P,A). Then (A ∩ Z (P,H, j)) has the member j
hence is nonempty, and (A ⊢ Z (P,H, j)) has the member k hence is nonempty, hence
Z (P,H, j) ⊂ A holds since Z (P,H, j) and A do not overlap. And H is a partition
hence {j, k} is the only member of H to have j as a member, hence the fact that
{j, k} is not a subset of K (P,A, j) implies that K (P,A, j) ⊆ Z (P,H, j) holds. But
K (P,A, j) ⊂ Z (P,H, j) cannot hold since K (P,A, j) is a member of P (P,A), hence
K (P,A, j) = Z (P,H, j) holds hence Z (P,H, j) is a member of P (P,A). And by an
analogous argument, Z (P,H, k) is a member of P (P,A).
It follows immediately from this, together with the definition of α, that if A is any
member of B (Q), then the contribution to Γ (α,P (P,A)) from Θ is equal to
 ∑
∆∈W∩Q(A)
θ∆

− ∑
C∈(P(P,A)⊢V )

 ∑
∆∈W∩Q(C)
θ∆

 ,
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where we noted that there is no need to include members C of (P (P,A) ∩ V ) in the
outer summation in the second term, since by assumption no member of W is a subset
of any member of V , hence W ∩Q (C) is empty for every member C of V .
Now for any member A of (Ξ (V ) ⊢ V ), DA was defined on page 103 by
DA ≡

 ∑
∆∈W∩Q(A)
θ∆

− d (# (P (V,A))− 1) ,
hence if A is any member of B (Q), then the contribution to Γ (α,P (P,A)) from Θ is
equal to
(DA + d (# (P (V,A))− 1))−
∑
C∈(P(P,A)⊢V )
(DC + d (# (P (V, C))− 1)) .
Now
# (P (V,A)) =

 ∑
C∈(P(P,A)⊢V )
#(P (V, C))

+#(P (P,A) ∩ V )
hence
d (# (P (V,A))− 1)−

 ∑
C∈(P(P,A)⊢V )
d (# (P (V, C))− 1)

 =
= d (# (P (P,A) ∩ V )− 1 + # (P (P,A) ⊢ V ))
= d (# (P (P,A))− 1) ,
hence the contribution to Γ (α,P (P,A)) from Θ is equal to
d (# (P (P,A))− 1) +DA −

 ∑
C∈(P(P,A)⊢V )
DC

 .
We now make the following observations:
1) Let A be any member of B (Q) and B be any member of B (Q) such that B ⊆ A
holds and B is not a subset of any member of P (P,A). Then P (P,B) ⊆ P (P,A)
holds. For let J be any member of P (P,B). Then J ⊂ B holds, and there is no
member C of P such that J ⊂ C ⊂ B holds. Hence J ⊂ A holds. Now suppose that E
is a member of P such that J ⊂ E ⊂ A holds. Then E ∩ B has the nonempty subset
J hence is nonempty, hence either E ⊂ B holds or B ⊆ E holds, since E does not
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overlap B. But E ⊂ B cannot hold, since J ⊂ E holds and J is a member of P (P,B).
Now let X be the set whose members are all the members Y of P such that E ⊆ Y
and Y ⊂ A both hold. Then X is a finite set such that if Y and Z are any members
of X , then exactly one of Y ⊂ Z, Y = Z, and Z ⊂ Y holds, and furthermore E is a
member of X hence X is nonempty, hence there is a unique member F of X such that
Y ⊆ F holds for every member Y of X . Then F is a member of P (P,A) and E ⊆ F
holds, hence the assumption that B is not a subset of any member of P (P,A) implies
that B ⊆ E cannot hold. Hence there is no member E of P such that J ⊂ E ⊂ A
holds, hence J is a member of P (P,A).
2) Let A be any member of B (Q) and let B be any member of B (Q) such that B ⊆ A
holds and B is not a subset of any member of P (P,A). Then it follows directly from
observation 1) above that Q (P (P,B)) ⊆ Q (P (P,A)) holds.
3) Let A be any member of B (Q) and {i, j} be any member of W such that
{Z (P,H, i) ,Z (P,H, j)} is a member of Q (P (P,A)). Then {i, j} ⊆ A holds, and
{i, j} is not a subset of K (P,A, i). For i ∈ Z (P,H, i) holds and Z (P,H, i) ⊂ A holds
hence i ∈ A holds, and j ∈ Z (P,H, j) holds and Z (P,H, j) ⊂ A holds hence j ∈ A
holds. And by assumption Z (P,H, i) is a member of P (P,A), hence Z (P,H, i) is
the unique member of P (P,A) to have i as a member, hence Z (P,H, i) = K (P,A, i).
But {i, j} is a member of W hence a member of H , hence {i, j} is not a subset of
Z (P,H, i), hence {i, j} is not a subset of K (P,A, i).
4) By page 77 and page 90, U (R (ψ (J (P,Q,H)))) is the set whose members are all
the ordered pairs ((i, B) , X) of a member (i, B) of U (R (J (P,Q,H))) and a nonempty
subset X of GiB (Q,H). And by Lemma 21, U (R (J (P,Q,H))) is the set whose
members are all the ordered pairs (i, B) of a member i of O (Q,H) = O (V,H) and a
member B of Y (Q,Z (P,H, i) ,Z (Q,H, i)).
5) Let A be any member of B (Q) and ((i, B) , X) be any member of
U (R (ψ (J (P,Q,H)))) such that i ∈ U (W ) holds and C (W, i) ⊆ A holds and C (W, i)
is not a subset of K (P,A, i). Then B ⊆ A holds and B is not a subset of any member of
P (P,A). For by observation 4) above B is a member of Y (Q,Z (P,H, i) ,Z (Q,H, i)).
Now C (W, i) ⊆ A implies i ∈ A and Z (P,H, i) ⊂ B implies i ∈ B, hence A ∩ B is
nonempty hence either B ⊆ A holds or A ⊂ B holds since both B and A are members
of Q hence do not overlap. But B ⊆ Z (Q,H, i) holds hence C (W, i) is not a subset of
113
B hence A ⊂ B does not hold hence B ⊆ A holds. Now i is a member of K (P,A, i),
W is a subset of H , H is a partition, and by assumption C (W, i) is not a subset
of K (P,A, i), hence i is a member of T (K (P,A, i) , H), hence K (P,A, i) is a subset
of Z (P,H, i) since by definition Z (P,H, i) is the largest member C of P such that
i ∈ T (C,H) holds. But Z (P,H, i) ⊂ B holds hence K (P,A, i) ⊂ B holds, hence B
is not a subset of any member of P (P,A), for if B was a subset of a member E of
P (P,A), then K (P,A, i) ⊂ E would hold, which is impossible since K (P,A, i) is a
member of P (P,A) and P (P,A) is a partition.
6) Let ((i, B) , X) be any member of U (R (ψ (J (P,Q,H)))). Then the contributions
of the factor
(
c(x,g,B)
b(x,i)
)miBX
to the map α are as follows:
The numerator contributes (−miBX) to α{J,K}, where J and K are the two members
of the member gB of P (P,B), and makes no contribution to α∆ for any member ∆ of
D (α) other than the member gB = {J,K}.
And if i ∈ U (W ) holds, then b(x, i) is equal to ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣, where j
is the other member of C (W, i), (or in other words, where C (W, i) = {i, j}), and the
denominator makes the contribution (+miBX) to α{Z(P,H,i),Z(P,H,j)}, and no contribution
to α∆ for any member ∆ of D (α) other than the member {Z (P,H, i) ,Z (P,H, j)}.
And if i is not a member of U (W ), then b(x, i) is equal to 1, and the denominator
makes no contribution to α∆ for any member ∆ of D (α).
7) Let A be any member of B (Q) and ((i, B) , X) be any member of
U (R (ψ (J (P,Q,H)))). Then the contribution of the factor
(
c(x,g,B)
b(x,i)
)miBX
to
Γ (α,P (P,A)) is ≤ 0. For miBX is ≥ 0 hence by observation 6) above the contribution
of the numerator is always ≤ 0. And also by observation 6), the denominator makes no
contribution to the map α unless i ∈ U (W ) holds, and if i ∈ U (W ) does hold then it
contributes +miBX to α{Z(P,H,i),Z(P,H,j)}, where C (W, i) = {i, j}, and nothing else. Now
suppose the denominator does contribute. Then {Z (P,H, i) ,Z (P,H, j)} is a member
of Q (P (P,A)), hence by observation 3) above, {i, j} ⊆ A holds and {i, j} ⊆ K (P,A, i)
does not hold, hence by observation 5) above, B ⊆ A holds and B is not a subset of
any member of P (P,A), hence by observation 2) above, Q (P (P,B)) ⊆ Q (P (P,A))
holds hence the member gB of Q (P (P,B)) is a member of Q (P (P,A)), hence by
observation 6) above the numerator contributes −miBX to Γ (α,P (P,A)), hence the
total contribution of the factor
(
c(x,g,B)
b(x,i)
)miBX
to Γ (α,P (P,A)) is ≤ 0.
8) Let A be any member of (Q ⊢ P ) and ((i, B) , X) be any member of ψA (J (P,Q,H)).
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Then the factor
(
c(x,g,B)
b(x,i)
)miBX
contributes −miBX to Γ (α,P (P,A)). For by page 77
ψA (J (P,Q,H)) is the set of all ordered pairs ((i, B) , X) such that (i, B) ∈ JA (P,Q,H)
holds and X is a subset of GiB (Q,H) such that A ∈ X holds, and by page 88,
JA (P,Q,H) is the set of all ordered pairs (i, B) of a member i of (T (A,H) ⊢
T (Y (P,A) , H)) and a member B of Y (Q,K (P,A, i) , A), and by page 89, GiB (Q,H)
is the set of all members C of Q such that B ⊆ C and C ⊆ Z (Q,H, i) both hold.
Now B ∈ Y (Q,K (P,A, i) , A) implies that B ⊆ A holds and B is not a subset
of any member of P (P,A), hence the member gB of Q (P (P,B)) is a member of
Q (P (P,A)) hence by observations 2) and 6) above the numerator contributes −miBX
to Γ (α,P (P,A)). And i ∈ T (A,H) implies that no member of W that contains i
as a member is a subset of A, hence if i is a member of U (W ), and C (W, i) = {i, j},
then by observation 3) above {Z (P,H, i) ,Z (P,H, j)} is not a subset of Q (P (P,A)),
hence the denominator does not contribute to Γ (α,P (P,A)), and if i is not a member
of U (W ), then b (x, i) = 1 hence the denominator certainly does not contribute to
Γ (α,P (P,A)).
9) It follows directly from observation 7) above that if A is any member of B (P ), then
the total contribution to Γ (α,P (P,A)) from the factor
 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(
c (x, g, B)
b (x, i)
)miBX is ≤ 0.
10) If A is any member of (Q ⊢ P ), then the total contribution to Γ (α,P (P,A)) from
the factor

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(
c (x, g, B)
b (x, i)
)miBX is
≤ − (DA − ξA (P,Q,H, u) + 1). For by observation 7) above the contribution of every
individual factor in this expression is ≤ 0, and by observation 8), for each member
((i, B) , X) of ψA (J (P,Q,H)), the factor
(
c(x,g,B)
b(x,i)
)miBX
contributes −miBX , hence the
total contribution is ≤ −
∑
((i,B),X)∈ψA(J(P,Q,H))
miBX . But m is a member of
A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)), hence by the definition of A on page 78 and
the definition of the map 11 on page 105,∑
((i,B),X)∈ψA(J(P,Q,H))
miBX = (DA − ξA (P,Q,H, u) + 1) holds.
11) By Lemma 20, U (R (↓ (I (Q,H) , P ))) is the set of all the ordered pairs (i, B) of a
member i of O (V,H) = O (Q,H) and a member B of Y (Q, C (V, i) ,Z (P,H, i)). (We
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note that for any member i of U (V ), C (Q, i) is by definition the unique member A of
M (Q) = V such that i ∈ A holds, hence C (Q, i) = C (V, i).)
12) Let A be any member of B (Q) and (i, B) be any member of U (R (↓ (I (Q,H) , P )))
such that i ∈ U (W ) holds and C (W, i) ⊆ A holds and C (W, i) is not a subset of
K (P,A, i). Then either B ⊆ A holds and B is not a subset of any member of P (P,A),
or else i ∈ (T (K (P,A, i) , H) ⊢ T (A,H)) holds and B ∈ Y (Q, C (V, i) ,K (P,A, i))
holds. For C (W, i) ⊆ A implies Z (P,H, i) ⊂ A hence B ⊂ A holds by observa-
tion 11). Now K (P,A, i) ∩ B has the member i hence is nonempty hence either
K (P,A, i) ⊂ B holds or B ⊆ K (P,A, i) holds, since B is a member of Q hence
does not overlap K (P,A, i). And if K (P,A, i) ⊂ B holds then B ⊆ A holds and
B is not a subset of any member of P (P,A). Now suppose that B ⊆ K (P,A, i)
holds. Then B is a member of Q such that C (V, i) ⊂ B and B ⊆ K (P,A, i) both
hold, hence B ∈ Y (Q, C (V, i) ,K (P,A, i)) holds. Now by assumption C (W, i) is
not a subset of K (P,A, i), hence since W ⊆ H holds and H is a partition, there
is no member C of H such that i ∈ C and C ⊆ K (P,A, i) both hold, hence i ∈
T (K (P,A, i) , H) holds, and furthermore C (W, i) ⊆ A implies i /∈ T (A,H), hence
i ∈ (T (K (P,A, i) , H) ⊢ T (A,H)) holds.
13) Let (i, B) be any member of U (R (↓ (I (Q,H) , P ))). Then the contributions of
the factor
(
c(x,g,B)
b(x,i)
)uiB
to the map α are as follows:
The numerator contributes (−uiB) to α{J,K}, where J and K are the two members
of the member gB of Q (P (P,B)), (or in other words, the member gB of Q (P (P,B))
is equal to {J,K}), and makes no contribution to α∆ for any member ∆ of D (α) other
than the member gB = {J,K}.
And if i ∈ U (W ) holds and C (W, i) = {i, j}, then b(x, i) is equal to∣∣xZ(P,H,i) − xZ(P,H,j)∣∣, and the denominator makes the contribution (+uiB) to
α{Z(P,H,i),Z(P,H,j)}, and makes no contribution to α∆ for any member ∆ of D (α) other
than the member {Z (P,H, i) ,Z (P,H, j)}.
And if i is not a member of U (W ), then b (x, i) = 1 holds and the denominator
makes no contribution to α∆ for any member ∆ of D (α).
14) Let A be any member of B (Q) and (i, B) be any member of U (R (↓ (I (Q,H) , P ))).
Then the contribution of the factor
(
c(x,g,B)
b(x,i)
)uiB
to Γ (α,P (P,A)) is ≤ 0 unless i ∈
(T (K (P,A, i) , H) ⊢ T (A,H)) and B ∈ Y (Q, C (V, i) ,K (P,A, i)) both hold, in which
case the contribution is ≤ uiB.
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For uiB ≥ 0 holds hence by observation 6) above the contribution of the numerator
is always ≤ 0. And also by observation 6), the denominator makes no contribution to
the map α unless i ∈ U (W ) holds, and if i ∈ U (W ) does hold it contributes +uiB to
α{Z(P,H,i),Z(P,H,j)}, where C (W, i) = {i, j}, and nothing else.
Now suppose the denominator does contribute to Γ (α,P (P,A)). Then
{Z (P,H, i) ,Z (P,H, j)} ∈ Q (P (P,A)) holds, hence by observation 3) above, {i, j} ⊆
A holds and {i, j} ⊆ K (P,A, i) does not hold. Hence by observation 12) above,
either B ⊆ A holds and B is not a subset of any member of P (P,A), or else i ∈
(T (K (P,A, i) , H) ⊢ T (A,H)) holds and B ∈ Y (Q, C (V, i) ,K (P,A, i)) holds. And if
B ⊆ A holds and B is not a subset of any member of P (P,A), then by observation
2) above, Q (P (P,B)) ⊆ Q (P (P,A)) holds, hence the member gB of Q (P (P,B)) is
a member of Q (P (P,A)), hence the numerator contributes −uiB to Γ (α,P (P,A)),
hence the total contribution of the factor
(
c(x,g,B)
b(x,i)
)uiB
is ≤ 0.
And finally, by observation 13) above, the total contribution to Γ (α,P (P,A)) from
the factor
(
c(x,g,B)
b(x,i)
)uiB
is always ≤ uiB.
15) Let A be any member of B (Q). Then A ∩ T (Y (P,A) , H) is equal to T (A,H) ∩
T (Y (P,A) , H). For T (A,H) ⊆ A holds, hence T (A,H)∩T (Y (P,A) , H) is certainly
a subset of A∩T (Y (P,A) , H). Now let i be any member of A∩T (Y (P,A) , H). Then
A ∩ T (Y (P,A) , H) is nonempty, hence Y (P,A) 6= ∅, hence A ⊆ Y (P,A) holds. And
if C was a member of H such that i ∈ C and C ⊆ A both held, then C would be a
member of H such that i ∈ C and C ⊆ Y (P,A) both held, hence i ∈ T (Y (P,A) , H)
implies that there is no member C of H such that i ∈ C and C ⊆ A both hold, hence
i ∈ T (A,H) holds, hence i ∈ T (A,H) ∩ T (Y (P,A) , H) holds.
16) Let A be any member of B (Q), i be any member of A ∩ T (Y (P,A) , H), and B
be any member of Y (Q,K (P,A, i) , A). Then (i, B) ∈ U (R (↓ (I (Q,H) , P ))) holds,
and the factor
(
c(x,g,B)
b(x,i)
)uiB
contributes (−uiB) to Γ (α,P (P,A)).
For i ∈ A holds and i ∈ T (Y (P,A) , H) holds, hence Y (P,A) 6= ∅ and i ∈
O (V,H) holds. And K (P,A, i) ⊂ B implies B is not a member of M (P ) = V , hence
C (V, i) ⊂ B holds. And i ∈ T (Y (P,A) , H) implies furthermore that Y (P,A) ⊆
Z (P,H, i) holds, hence A ⊆ Z (P,H, i) holds, hence B ⊆ Z (P,H, i) holds, hence
B ∈ Y (Q, C (V, i) ,Z (P,H, i)) holds, hence (i, B) ∈ U (R (↓ (I (Q,H) , P ))) holds.
Now B ∈ Y (Q,K (P,A, i) , A) implies that B ⊆ A holds and that B is not a
subset of any member of P (P,A), hence by observation 2) above the member gB of
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Q (P (P,B)) is a member of Q (P (P,A)), hence by observation 13) above the numera-
tor contributes (−uiB) to Γ (α,P (P,A)). And i ∈ T (A,H) implies that no member of
W that contains i as a member is a subset of A, hence if i ∈ U (W ) and C (W, i) = {i, j}
then by observation 3) above {Z (P,H, i) ,Z (P,H, j)} is not a member ofQ (P (P,A)),
hence the denominator does not contribute to Γ (α,P (P,A)).
17) Let A be any member of B (Q). Then the total contribution to Γ (α,P (P,A))
from the factor

 ∏
(i,B)∈U(R(↓(I(Q,H),P )))
(
c (x, g, B)
b (x, i)
)uiB is
≤

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)⊢IA(Q,H))
uiB

−

 ∑
i∈(A∩T (Y(P,A),H))
∑
B∈Y(Q,K(P,A,i),A)
uiB

 .
For by observation 14) above the factor
(
c(x,g,B)
b(x,i)
)uiB
does not give a contribution
≥ 0 unless i ∈ (T (K (P,A, i) , H) ⊢ T (A,H)) and B ∈ Y (Q, C (V, i) ,K (P,A, i)) both
hold, and in that case the contribution is≤uiB. But i ∈ (T (K (P,A, i) , H) ⊢ T (A,H))
and B ∈ Y (Q, C (V, i) ,K (P,A, i)) imply that there exists a member C of P (P,A),
namely C = K (P,A, i), such that i ∈ (T (C,H) ⊢ T (A,H)) holds and
B ∈ Y (Q, C (V, i) , C) holds, and furthermore C is not a member of V , since if C
was a member of V then C (V, i) would be equal to C, hence C (V, i) ⊂ B ⊆ C could
not hold, which contradicts B ∈ Y (Q, C (V, i) ,K (P,A, i)). And conversely, if C is
a member of (P (P,A) ⊢ V ) and i is a member of (T (C,H) ⊢ T (A,H)) and B is
a member of Y (Q, C (V, i) , C), then i ∈ (T (K (P,A, i) , H) ⊢ T (A,H)) holds and
B ∈ Y (Q, C (V, i) ,K (P,A, i)) holds. (We note that i ∈ T (K (P,A, i) , H) implies
i ∈ O (V,H) and K (P,A, i) ⊆ Z (P,H, i), hence B ∈ Y (Q, C (V, i) ,K (P,A, i)) implies
B ∈ Y (Q, C (V, i) ,Z (P,H, i)), hence by observation 11) above, (i, B) is a member of
U (R (↓ (I (Q,H) , P ))).)
And furthermore, if C is any member of (P (P,A) ⊢ V ), then the set whose mem-
bers are all the ordered pairs (i, B) of a member i of (T (C,H) ⊢ T (A,H)) and a
member B of Y (Q, C (V, i) , C), is equal to (IC (Q,H) ⊢ IA (Q,H)). For by definition
IC (Q,H) is the set of all ordered pairs (i, B) of a member i of T (C,H) and a member
B of Y (Q, C (V, i) , C), hence if i is any member of (T (C,H) ⊢ T (A,H)) and B is
any member of Y (Q, C (V, i) , C), then (i, B) is certainly a member of IC (Q,H), and
furthermore i is not a member of T (A,H), hence (i, B) is not a member of IA (Q,H),
hence (i, B) is a member of (IC (Q,H) ⊢ IA (Q,H)). And if (i, B) is any member of
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(IC (Q,H) ⊢ IA (Q,H)), then i ∈ T (C,H) holds and B ∈ Y (Q, C (V, i) , C) holds. But
B ∈ Y (Q, C (V, i) , C) implies B ∈ Y (Q, C (V, i) , A), hence (i, B) /∈ IA (Q,H) implies
i /∈ T (A,H), hence i ∈ (T (C,H) ⊢ T (A,H)) holds.
Now let i be any member of A ∩ T (Y (P,A) , H) and B be any member of
Y (Q,K (P,A, i) , A). Then by observation 15) above, i is a member of T (A,H) ∩
T (Y (P,A) , H), and by observation 16) above, (i, B) ∈ U (R (↓ (I (Q,H) , P ))) holds
and the factor
(
c(x,g,B)
b(x,i)
)uiB
contributes (−uiB) to Γ (α,P (P,A)). (We note that i ∈
T (A,H) ∩ T (Y (P,A) , H) implies directly that i is not a member of
(T (K (P,A, i) , H) ⊢ T (A,H)).)
18) Let A be any member of (Q ⊢ P ). Then the following identity holds:
ξA (P,Q,H, u) =
=

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

 +

 ∑
i∈(A∩T (Y(P,A),H))
∑
B∈Y(Q,K(P,A,i),A)
uiB


For ξA (P,Q,H, u) was defined on page 93 by
ξA (P,Q,H, u) ≡
∑
(i,B)∈(IA(Q,H)∩U(R(↓(I(Q,H),P ))))
uiB.
Now IA (Q,H)∩U (R (↓ (I (Q,H) , P ))) is the set of all ordered pairs (i, B) such that
i ∈ T (A,H) and B ∈ Y (Q, C (V, i) , (A ∩ Z (P,H, i))) both hold. And K (P,A, i) ⊆ A
certainly holds. And furthermore i ∈ T (A,H) implies that there is no member E of
H such that i ∈ E and E ⊆ A both hold, hence there is no member E of H such
that i ∈ E and E ⊆ K (P,A, i) both hold, hence i ∈ T (K (P,A, i) , H) holds, hence
K (P,A, i) ⊆ Z (P,H, i) holds since Z (P,H, i) is by definition the largest member C
of P such that i ∈ T (C,H) holds.
Hence K (P,A, i) ⊆ (A ∩ Z (P,H, i)) holds, hence Y (Q, C (V, i) , (A ∩ Z (P,H, i)))
is equal to the disjoint union of Y (Q, C (V, i) ,K (P,A, i)) and
Y (Q,K (P,A, i) , (A ∩ Z (P,H, i))).
Now if Z (P,H, i) ⊂ A holds then Z (P,H, i) = K (P,A, i) holds, since K (P,A, i) ⊆
Z (P,H, i) holds as just shown above, and K (P,A, i) ⊂ Z (P,H, i) ⊂ A cannot hold
since K (P,A, i) is a member of P (P,A), hence Y (Q,K (P,A, i) , (A ∩ Z (P,H, i))) is
empty unless A ⊆ Z (P,H, i) holds. And A ⊆ Z (P,H, i) implies Y (P,A) 6= ∅ and
Y (P,A) ⊆ Z (P,H, i) hence i ∈ T (Y (P,A) , H) holds hence i ∈ A ∩ T (Y (P,A) , H)
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holds. And conversely, i ∈ A∩T (Y (P,A) , H) implies Y (P,A) 6= ∅ (for T (∅, H) = ∅)
and Y (P,A) ⊆ Z (P,H, i), hence A ⊆ Z (P,H, i), hence
Y (Q,K (P,A, i) , (A ∩ Z (P,H, i))) = Y (Q,K (P,A, i) , A). Hence the set of all ordered
pairs (i, B) of a member i of T (A,H) and a member B of
Y (Q,K (P,A, i) , (A ∩ Z (P,H, i))) is equal to the set of all ordered pairs (i, B) of a
member i of A ∩ T (Y (P,A) , H) and a member B of Y (Q,K (P,A, i) , A). Hence the
following identity holds:
ξA (P,Q,H, u) =
=

 ∑
i∈T (A,H)
∑
B∈Y(Q,C(V,i),K(P,A,i))
uiB

 +

 ∑
i∈(A∩T (Y(P,A),H))
∑
B∈Y(Q,K(P,A,i),A)
uiB

 .
But the first term in the right-hand side of this identity is equal to
 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

. For if i ∈ T (A,H) holds and
B ∈ Y (Q, C (V, i) ,K (P,A, i)) holds then (i, B) ∈ IA (Q,H) holds and i ∈ K (P,A, i)
holds, and furthermore K (P,A, i) is not equal to C (V, i) hence K (P,A, i) is not a
member of V , and furthermore there is no member E of H such that i ∈ E and
E ⊆ K (P,A, i) both hold, (for any such E would satisfy both i ∈ E and E ⊆ A,
contradicting i ∈ T (A,H)), hence i ∈ T (K (P,A, i) , H) and (i, B) ∈ IK(P,A,i) (Q,H)
both hold, and conversely if C is any member of (P (P,A) ⊢ V ) and (i, B) is any
member of (IC (Q,H) ∩ IA (Q,H)), then i ∈ T (C,H) ∩ T (A,H) holds hence i ∈
C ∩ T (A,H) holds, and B ∈ Y (Q, C (V, i) ,K (P,A, i)) holds.
19) Let A be any member of (Q ⊢ P ). Then the following inequality holds:
Γ (α,P (P,A)) ≤ d (# (P (P,A))− 1)− 1−
∑
C∈(P(P,A)⊢V )

DC − ∑
(i,B)∈IC(Q,H)
uiB

 .
For by pages 111 and 112 the contribution from Θ is equal to
d (# (P (P,A))− 1) +DA −

 ∑
C∈(P(P,A)⊢V )
DC

 ,
and by observation 10) above the total contribution of the factor
 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(
c (x, g, B)
b (x, i)
)miBX is ≤ − (DA − ξA (P,Q,H, u) + 1), which
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by observation 18) above is
≤ − (DA + 1)+
+

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

+

 ∑
i∈(A∩T (Y(P,A),H))
∑
B∈Y(Q,K(P,A,i),A)
uiB

 ,
and by observation 17) above, the total contribution from the factor
 ∏
(i,B)∈U(R(↓(I(Q,H),P )))
(
c (x, g, B)
b (x, i)
)uiB is
≤

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)⊢IA(Q,H))
uiB

−

 ∑
i∈(A∩T (Y(P,A),H))
∑
B∈Y(Q,K(P,A,i),A)
uiB

 ,
and adding these three bounds and noting that for each member C of (P (P,A) ⊢ V ),
we have the identity
 ∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

+

 ∑
(i,B)∈(IC(Q,H)⊢IA(Q,H))
uiB

 = ∑
(i,B)∈IC(Q,H)
uiB,
we obtain the stated result.
20) Let A be any member of B (P ). Then the following inequality holds:
Γ (α,P (P,A)) ≤

d (# (P (P,A))− 1) +DA −

 ∑
C∈(P(P,A)⊢V )
DC

+
+

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)⊢IA(Q,H))
uiB

−

 ∑
i∈T (A,H)
∑
B∈Y(Q,K(P,A,i),A)
uiB




This follows directly from pages 111 and 112 and observations 9) and 17) above,
after noting that when A ∈ B (P ) holds, the sum over i ∈ (A ∩ T (Y (P,A) , H)) in
the second term in the result of observation 17) may be re-written as a sum over i ∈
T (A,H), since A ∈ B (P ) implies Y (P,A) = A and (A ∩ T (Y (P,A) , H)) = T (A,H).
21) Let {J,K} be any member of D (α) such that there is no member {j, k} of W
such that j ∈ J and k ∈ K both hold. Then α{J,K} ≤ 0 holds. For by the definition
on page 110 of the map α, contributions > 0 to α{J,K} can only come from powers of
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|xJ − xK | in the factor Θ, and from any b (x, i) such that b (x, i) is equal to |xJ − xK |.
But it directly follows from the definition of the factor Θ on page 108 that Θ does not
include any nonzero power of any |xJ − xK | such that there is no member {j, k} of
W such that j ∈ J and k ∈ K both hold, and it directly follows from the definition
of b (x, i) on page 107 that b (x, i) is not equal to any |xJ − xK | such that there is no
member {j, k} of W such that j ∈ J and k ∈ K both hold.
Now let A be any member of B (P ) and x be any member of Ud (V, ω) such that
E (P,Q,H, σ, R, x) is nonzero. Then by Lemma 10, M ((P ⊢ {A}) , P,H,A, σ, R, x)
does not hold. Hence either L (P,A, x) ≥ R holds or else there exists a member i
of A and a member j of
(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
such that {i, j} ∈ W holds and
L (P,A, x) ≥ σ ∣∣xZ(P,H,i) − xZ(P,H,j)∣∣ holds. (We note that if A = U (V ) holds then the
only possibility is L (P,A, x) ≥ R.)
We now define I to be the set whose members are all the maps i such that D (i) =
B (P ), and such that for each member A of B (P ), iA is a member of Q (P (P,A)), and
we define F to be the set whose members are all the maps f such that D (f) = B (P ),
and for each member A of B (P ), fA is either R or else is an ordered pair (j, k) of a
member j of A and a member k of
(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
such that {j, k} ∈ W
holds. And for each member i of I and each member A of B (P ) we define e(x, i, A) to
be |xJ − xK | where iA = {J,K}, and for each member f of F and each member A of
B (P ) we define h(x, f, A) to be R if fA = R, and otherwise to be σ
∣∣xZ(P,H,j) − xZ(P,H,k)∣∣
where fA = (j, k).
Then if r is any member of RB(P ) such that rA ≥ 0 holds for all A ∈ B (P ), the
following inequality holds for all x ∈ Ud (V, ω) such that E (P,Q,H, σ, R, x) 6= 0:
1 ≤
∑
f∈F
i∈I
∏
A∈B(P )
(
e (x, i, A)
h (x, f, A)
)rA
(for there is always at least one term in the right-hand side that is ≥ 1, and every term
in the right-hand side is ≥ 0.)
We now define r to be the member of RB(P ) such that for each member A of B (P ),
rA ≡

DA − ∑
(i,B)∈IA(Q,H)
uiB

+ #(B (P ) ∩ Ξ (P (V,A)))
#
(
B
(
P¯
)) ,
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where we note that B (P ) ∩ Ξ (P (V,A)) is the set of all the members B of B (P ) such
that B ⊆ A holds.
Now u is a member of X (↓ (I (Q,H) , P ) , D), hence ∑(i,B)∈IA(Q,H) uiB ≤ DA holds
for every member A of B (P ), hence rA ≥ 0 holds for every member A of B (P ).
We now define, for each ordered pair (i, f) of a member i of I and a member f of
F ,
Eif ≡ Ug
∏
A∈B(P )
(
e (x, i, A)
h (x, f, A)
)rA
= E (P,Q,H, σ, R, x)

 ∏
A∈B(P¯)
Ψ (↓ (x,P (P,A)) , α)



 ∏
A∈B(P )
(
e (x, i, A)
h (x, f, A)
)rAΦ
Then it follows immediately from the above observations that the following inequal-
ity holds for all x ∈ Ud (V, ω):
Ug ≤
∑
f∈F
i∈I
Eif .
We shall prove that for every ordered pair (i, f) of a member i of the finite set I
and a member f of the finite set F , the integral of Eif over W is finite.
Let i be any member of I and f be any member of F .
We first note that it follows directly from the definition of I that for each member
A of B (P ), iA is a member of Q (P (P,A)), and hence iA is a member of D (α) =⋃
B∈B(P¯)Q (P (P,B)).
Now let A be any member of B (P ) such that fA is not equal to R. Then fA is an
ordered pair (j, k) of a member j of A and a member k of
(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
such that {j, k} ∈ W holds. We note first that it follows immediately from this that
Z (P,H, j) is equal to A. For W ⊆ H holds and H is a partition, hence Z (P,H, j)
is the largest member B of P such that j ∈ B holds and {j, k} is not a subset of
B. Hence A ⊆ Z (P,H, j) holds. And k ∈
(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
implies that for
every member B of P such that A ⊂ B holds, k ∈ B holds, hence {j, k} ⊆ B holds,
hence A is the largest member of P to have j as a member but not to have {j, k} as a
subset, hence A = Z (P,H, j).
Now fA 6= R implies that A 6= U (V ), hence there exists at least one member B of
B
(
P¯
)
, namely B = U (V ), such that A ⊂ B holds. Let B be the smallest member
of B
(
P¯
)
such that A ⊂ B holds. Then A ∈ P (P,B) holds, hence Z (P,H, j) ∈
123
P (P,B) holds. And furthermore, Z (P,H, k) ∈ P (P,B) holds. For W ⊆ H holds
and H is a partition, hence Z (P,H, k) is the largest member C of P such that k ∈ C
holds and {j, k} is not a subset of C, hence j is not a member of C. (We note
that this implies immediately that Z (P,H, k) is not equal to Z (P,H, j).) Now k ∈(
Y
(
(P ⊢ {A}), A
)
⊢ A
)
implies that k is a member of every member E of P¯ such
that A ⊂ E holds, hence k ∈ B holds, hence {j, k} ⊆ B holds, hence Z (P,H, k) ⊂ B
holds. Now suppose there was a member E of P such that Z (P,H, k) ⊂ E ⊂ B
held. Then the fact that Z (P,H, k) is the largest member of P to have k as a member
but not have j as a member, implies that j ∈ E holds, hence {j, k} ⊆ E holds,
hence A ⊂ E holds, and this contradicts the fact that by definition, B is the smallest
member of P¯ to contain A as a strict subset. Hence there is no member E of P
such that Z (P,H, k) ⊂ E ⊂ B holds, hence Z (P,H, k) ∈ P (P,B) holds, hence
{Z (P,H, j) ,Z (P,H, k)} ∈ Q (P (P,B)) holds, hence {Z (P,H, j) ,Z (P,H, k)} is a
member of D (α) = ⋃
B∈B(P¯)Q (P (P,B)).
We now define β to be the map whose domain is equal to D (α) =⋃
B∈B(P¯)Q (P (P,B)), and such that for each member {J,K} of D (β) = D (α), β{J,K}
is equal to α{J,K} plus the negative of the total power of |xJ − xK | in the expression∏
A∈B(P )
(
e(x,i,A)
h(x,f,A)
)rA
.
And we define κ to be the product, over the members A of B (P ), of 1
R
if fA is equal
to R, and of 1
σ
if fA is not equal to R, and we note that since σ is a finite real number
> 0 and R is a finite real number > 0, κ is a finite real number > 0.
Then it follows immediately from these definitions that the following equation holds:
Eif = κE (P,Q,H, σ, R, x)

 ∏
A∈B(P¯)
Ψ (↓ (x,P (P,A)) , β)

Φ
We now make the following observations:
22) Let A be any member of B (P ). Then it follows directly from the definition
of the set I that iA = {J,K} is a member of Q (P (P,A)), hence that the factor
e (x, i, A)rA = |xJ − xK |rA makes the contribution −rA to Γ (β,P (P,A)).
23) Let A be any member of B (Q) and C be any member of B (P ) such that fC is not
equal to R, so that fC is an ordered pair (j, k) of a member j of C and a member k of(
Y
(
(P ⊢ {C}), C
)
⊢ C
)
such that {j, k} ∈ W holds. Then {Z (P,H, j) ,Z (P,H, k)}
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is not a member of Q (P (P,A)) unless C ∈ (P (P,A) ⊢ V ) holds. For if
{Z (P,H, j) ,Z (P,H, k)} ∈ Q (P (P,A)) holds, then by observation 3) above, {j, k} ⊆
A holds and {j, k} is not a subset of K (P,A, j). And W ⊆ H holds hence {j, k} ⊆ A
implies Z (P,H, j) ⊂ A, and H is a partition hence {j, k} is the only member of H to
have j as a member, hence the fact that {j, k} is not a subset of K (P,A, j) implies
that K (P,A, j) ⊆ Z (P,H, j) holds. But K (P,A, j) ⊂ Z (P,H, j) ⊂ A cannot hold
since K (P,A, j) is a member of P (P,A), hence K (P,A, j) = Z (P,H, j) holds, hence
Z (P,H, j) is a member of P (P,A).
And furthermore, as shown on pages 122 and 123, the facts that C ∈ B (P )
holds, j ∈ C holds, and k ∈
(
Y
(
(P ⊢ {C}), C
)
⊢ C
)
holds, imply directly that
C ⊆ Z (P,H, j) holds, and that for every member B of P such that C ⊂ B holds,
{j, k} ⊆ B holds, hence that Z (P,H, j) = C holds. Hence C is a member of P (P,A).
And furthermore, C is a member of B (P ), hence C is not a member of V , hence C
is a member of (P (P,A) ⊢ V ).
24) Let A be any member of B (P ). Then it follows directly from observations 22) and
23) above that the contribution to Γ (β,P(P,A)) from the factor
(∏
A∈B(P )
(
e(x,i,A)
h(x,f,A)
)rA)
is ≤

 ∑
C∈(P(P,A)⊢V )
rC

− rA.
And by the definition of the map r,
 ∑
C∈(P(P,A)⊢V )
rC

−rA =
=



 ∑
C∈(P(P,A)⊢V )



DC − ∑
(i,B)∈IC(Q,H)
uiB

+ #(B (P ) ∩ Ξ (P (V, C)))
#
(
B
(
P¯
))




−



DA − ∑
(i,B)∈IA(Q,H)
uiB

 + #(B (P ) ∩ Ξ (P (V,A)))
#
(
B
(
P¯
))




=

 ∑
C∈(P(P,A)⊢V )

DC − ∑
(i,B)∈IC(Q,H)
uiB



−

DA − ∑
(i,B)∈IA(Q,H)
uiB

− 1
#
(
B
(
P¯
))
25) Let A be any member of B (P ). Then the following inequality holds:
Γ (β,P (P,A)) ≤ d (# (P (P,A))− 1)− 1
#
(
B
(
P¯
)) .
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For by observations 20) and 24) above we have
Γ (β,P (P,A)) ≤

d (# (P (P,A))− 1) +

 ∑
(i,B)∈IA(Q,H)
uiB


−

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

−

 ∑
i∈T (A,H)
∑
B∈Y(Q,K(P,A,i),A)
uiB


− 1
#
(
B
(
P¯
))
}
And by using the identity
 ∑
(i,B)∈IA(Q,H)
uiB

 =
=

 ∑
i∈T (A,H)
∑
B∈Y(Q,C(V,i),K(P,A,i))
uiB

+

 ∑
i∈T (A,H)
∑
B∈Y(Q,K(P,A,i),A)
uiB


and noting that the first term in the right-hand side of this identity is equal to
 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)∩IA(Q,H))
uiB

, we obtain the stated result.
26) Let A be any member of (Q ⊢ P ). Then it follows directly from observation 23)
above that the contribution to Γ (β,P (P,A)) from the factor
(∏
A∈B(P )
(
e(x,i,A)
h(x,f,A)
)rA)
is ≤

 ∑
C∈(P(P,A)⊢V )
rC

.
And by the definition of the map r,
 ∑
C∈(P(P,A)⊢V )
rC

 =
=

 ∑
C∈(P(P,A)⊢V )



DC − ∑
(i,B)∈IC(Q,H)
uiB

+ #(B (P ) ∩ Ξ (P (V, C)))
#
(
B
(
P¯
))



 .
27) Let A be any member of (Q ⊢ P ). Then the following inequality holds:
Γ (β,P (P,A)) ≤ d (# (P (P,A))− 1)− 1
#
(
B
(
P¯
)) .
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For by observations 19) and 26) above we have
Γ (β,P (P,A)) ≤ (d (# (P (P,A))− 1)− 1)+

 ∑
C∈(P(P,A)⊢V )
#(B (P ) ∩ Ξ (P (V, C)))
#
(
B
(
P¯
))


= (d (# (P (P,A))− 1)− 1) + # (B (P ) ∩ Ξ (P (V,A)))
#
(
B
(
P¯
))
Now A is a member of (Q ⊢ P ), hence # (B (P ) ∩ Ξ (P (V,A))) is the number of
members B of B (P ) such that B ⊂ A holds. And this number is ≤ (# (B (P¯))− 1),
since the member U (V ) of B (P¯) is not a strict subset of any member of Ξ (V ), and in
particular is not a strict subset of A. And the stated result follows directly from this.
28) Let A be any member of B (Q). Then directly from observations 25) and 27) above,
the following inequality holds:
Γ (β,P (P,A)) ≤ d (# (P (P,A))− 1)− 1
#
(
B
(
P¯
)) .
29) Let {J,K} be any member of D (β) = D (α) such that there is no member {j, k} of
W such that j ∈ J and k ∈ K both hold. Then β{J,K} ≤ 0 holds. For α{J,K} ≤ 0 holds
by observation 21) above, and by the definition on page 121 of h (x, f, A), h (x, f, A) is
either equal to R or else is equal to |xB − xC |, where B and C are members of P such
that there does exist a member {j, k} of W such that j ∈ B and k ∈ C both hold,
hence it directly follows from the definition on page 123 of the map β that β{J,K} ≤ 0
holds.
Now the factor Φ was defined on page 108 by
Φ ≡

 ∏
∆≡{j,k}∈W
S
(
T − (1− 2λ) ∣∣xZ(P,H,j) − xZ(P,H,k)∣∣)

 .
Now every member A of B
(
P¯
)
is (V ∪W )-connected, hence every member A of
B
(
P¯
)
is (P (P,A) ∪W )-connected.
Let L ≡ ( T
1−2λ
)
max
A∈B(P¯)
(# (P (P,A))− 1).
Now as shown on pages 109-110, {j, k} ∈ W implies that {Z (P,H, j) ,Z (P,H, k)} ∈⋃
A∈B(P¯)Q (P (P,A)) holds. Hence it follows directly from Lemma 15 that
Φ ≤
∏
A∈B(P¯)

 ∏
∆≡{J,K}∈Q(P(P,A))
S (L− |xJ − xK |)


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holds. Hence, using the definition of B on page 27, we have
Φ ≤
∏
A∈B(P¯)
B (↓ (x,P (P,A)) , L) .
And by page 62 we have
E (P,Q,H, σ, R, x) ≤ H (P,Q,H, σ, R, x) ,
hence by Lemma 13 we have
E (P,Q,H, σ, R, x) ≤
≤
∏
A∈B(P¯)
H (P ∩ Ξ (P (P,A)) , Q ∩ Ξ (P (P,A)) , H, σ, R, ↓ (x,Ξ (P (P,A)))) .
For each member A of B
(
P¯
)
we define ZA ≡ Ξ (P (P,A)).
Then it immediately follows from the foregoing that the following inequality holds:
Eif ≤
≤ κ
∏
A∈B(P¯)
(H(P∩ZA, Q∩ZA,H,σ,R, ↓(x,ZA))Ψ(↓(x,P(P,A)),β)B(↓(x,P(P,A)),L))
Now by definition, Ud (V, ω) is the set of all members x of E
Ξ(V )
d such that for each
member A of (Ξ (V ) ⊢ V ), xA =
∑
B∈P(V,A)
ωABxB holds.
We now choose a map S such that D (S) = B (P¯), and such that for each member
A of B
(
P¯
)
, SA is a member of P (P,A). And for every member B of (P ⊢ {U (V )}),
we define zB ≡ (xB − xSA), where A is the smallest member C of P¯ such that B ⊂ C
holds, or in other words, where A = Y
(
(P ⊢ {B}), B
)
. (We note that xSA means
x(SA), in accordance with our general rule for interpreting a subscript on a subscript,
stated on page 20.)
This means that if A is any member of B
(
P¯
)
, and B and C are any members of
P (P,A), then the equation (xB − xC) = (zB − zC) holds.
We note that if B is a member of R (S), then SY((P ⊢{B}),B) = B holds, hence
zB = 0 holds.
Now P¯ is equal to the disjoint union of {U (V )} and all the P (P,A), A ∈ B (P¯),
hence
#
(
P¯
)
= 1 +
∑
A∈B(P¯)
# (P (P,A))
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holds hence
# (V ) = #
(
P¯
)−# (B (P¯)) = 1 + ∑
A∈B(P¯)
(# (P (P,A))− 1)
holds hence
# (V ) = 1 + # (P ⊢ (R (S) ∪ {U (V )}))
holds.
And furthermore, the xA, A ∈ V , may be expressed in terms of the zB, B ∈
(P ⊢ (R (S) ∪ {U (V )})), together with xU(V ).
For if A is any member of B
(
P¯
)
, then xA =
∑
B∈P(P,A)
ωABxB holds by Lemma 4.
And as noted above, for each member B of P (P,A), zB = (xB − xSA) holds. Hence∑
B∈P(P,A)
ωABzB =
∑
B∈P(P,A)
ωAB (xB − xSA) = (xA − xSA)
holds, hence xSA = xA−
∑
B∈P(P,A)
ωABzB holds, hence for all members B of P (P,A) we
have
xB = zB + xSA = xA +

zB − ∑
C∈P(P,A)
ωACzC

 .
From this we find directly that, for any member i of U (V ),
xC(V,i) = xU(V ) +
∑
A∈Y(P¯ ,C(V,i),U(V ))

zK(P,A,i) − ∑
C∈P(P,A)
ωACzC

 .
Furthermore, the linear transformation from the variables xA, A ∈ V , to the vari-
ables zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})), and xU(V ), may be realized as a sequence of
linear transformations, each associated with one member of B
(
P¯
)
, and each of the
type considered in Lemma 24. Hence the linear transformation from the variables xA,
A ∈ V , to the variables zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})), and xU(V ), has determinant
equal to 1.
And furthermore, the particular equation of the above form when the member i of
U (V ) is taken to be h, where h is the particular member of U (V ) such that xC(V,h) has
the fixed value b in the definition of the integration domainW, may be used to express
xU(V ) in terms of xC(V,h) and the zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})), and thus transform
from the variables xU(V ) and the zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})), to the variables
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xC(V,h) and the zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})). And this final linear transformation
has the form of a triangular linear transformation with every diagonal element equal
to 1, and thus has determinant equal to 1.
We now make this linear transformation, with determinant equal to 1, from the
integration variables xA, A ∈ (V ⊢ {C (V, h)}), to the variables zB,
B ∈ (P ⊢ (R (S) ∪ {U (V )})). Then the above bound on Eif shows that the integral
of Eif over W is bounded by the finite real number κ multiplied by the product, over
the members A of B
(
P¯
)
, of the integral
∫  ∏
B∈(P(P,A)⊢{SA})
ddzB

 {H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) Ψ (↓ (z,P (P,A)) , β)×
×B (↓ (z,P (P,A)) , L)} .
(We note that with our new choice of independent integration variables, zSA ≡ 0 holds,
and the members of ↓ (z, ZA) depend only on the zB, B ∈ P (P,A), or in other words,
only on the zB, B ∈ (P (P,A) ⊢ {SA}).)
Let A be any member of B
(
P¯
)
. We insert into the above integral for A the identity
1 =
∑
F∈H(P(P,A))
A (↓ (z,P (P,A)) , σ, F ) ,
where by the definition of the function A on page 27, A (↓ (z,P (P,A)) , σ, F ) is equal
to 1 if the set F (↓ (z,P (P,A)) , σ) of all the σ-clusters of ↓ (z,P (P,A)) is equal to
F , and equal to 0 otherwise, and H (P (P,A)) is the set whose members are all the
greenwoods F of P (P,A) such that P (P,A) ∈ F holds.
(We note that the greenwoods of P (P,A) are not the same as the woods of P (P,A).
Rather if F is any greenwood of P (P,A), then the set whose members are all the U (X),
X ∈ F , is a wood of P (P,A), and if G is any wood of P (P,A), then the set whose
members are all the one-member subsets of P (P,A), together with all the P (P,B),
B ∈ B (G), is a greenwood of P (P,A). This situation arises because we worked with
the greenwoods of a set, rather than the woods of a partition, in “Cluster Convergence
Theorem Theorem”.)
Let F be any member of the finite set H (P (P,A)). We shall show that the following
integral is finite:
∫  ∏
B∈(P(P,A)⊢{SA})
ddzB

 {A (↓(z,P (P,A)) , σ, F )H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓(z, ZA))×
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×Ψ (↓ (z,P (P,A)) , β)B (↓ (z,P (P,A)) , L)}
We first note that by Lemma 11 and the Additional Note on page 60, if Y is a
nonempty subset of a member X of F such that U (Y ) is not a member of P , (hence
# (Y ) ≥ 2 holds, and if A = U (V ) and U (V ) /∈ P do not both hold, then Y is not equal
to P (P,A)), U (Y ) is (V ∪H)-connected, and Y is not a strict subset of any subset Z of
X such that U (Z) is (V ∪H)-connected, then either U (Y ) ∈ (Q ⊢ P ) holds or else the
product A (↓ (z,P (P,A)) , σ, F )H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) vanishes when-
ever L (P ∩ ZA,U (Y ) , ↓ (z, ZA)) < R holds. For the factor A (↓ (z,P (P,A)) , σ, F )
vanishes unless X is a σ-cluster of ↓ (z,P (P,A)). And the factor
H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) vanishes unless ((P ∩ ZA) , (Q ∩ ZA)) is a mem-
ber of Ω (H, σ,R, ↓ (z, ZA)), and there is no wood G of P (P,A) such that (Q ∩ ZA) ⊂
G holds and ((P ∩ ZA) , G) ∈ Ω (H, σ,R, ↓ (z, ZA)) holds. But by Lemma 11 this
means that if A (↓ (z,P (P,A)) , σ, F ) 6= 0, so X is a σ-cluster of ↓ (z,P (P,A)), and
H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) 6= 0, then either L (P ∩ ZA,U (Y ) , ↓ (z, ZA)) ≥
R holds or U (Y ) ∈ (Q ⊢ P ) holds.
(We note in passing that by Lemma 6 (f) the factor
A (↓ (z,P (P,A)) , σ, F )H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) vanishes if any such Y
overlaps any member of (Q ⊢ P ), but we do not use this.)
Let M be the set whose members are all the nonempty subsets Y of members
X of F such that U (Y ) is not a member of Q, (hence # (Y ) ≥ 2 holds), U (Y ) is
(V ∪H)-connected, and Y is not a strict subset of any subset Z of X such that U (Z)
is (V ∪H)-connected. Let T be the set whose members are all the maps s such that
D (s) = M , and for each member Y of M , sY is a member of Q (P (P,U (Y ))). And
for each member s of T and each member Y of M we define t (z, s, Y ) ≡ |zJ − zK |,
where J and K are the two members of sY , or in other words, sY = {J,K}.
Then if v is any member of RM such that vY ≥ 0 holds for every member Y of M ,
it follows directly from the above that the following inequality holds for all z such that
A (↓ (z,P (P,A)) , σ, F )H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) 6= 0:
1 ≤
∑
s∈S
∏
Y ∈M
(
t (z, s, Y )
R
)vY
We now choose a real number η such that η ≥ 1
#(B(P¯ ))
holds, and define v to be the
member of RM such that for each member Y of M ,
vY ≡ max ((η + Γ (β, Y )− d (# (Y )− 1)) , η) holds, and multiply the integrand of the
131
above integral for the member A of B
(
P¯
)
by the above inequality with this choice of
the map v.
Let s be any member of T . We shall show that the following integral is finite:
∫  ∏
B∈(P(P,A)⊢{SA})
ddzB

{A (↓(z,P (P,A)) , σ, F )H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓(z, ZA))×
×Ψ (↓ (z,P (P,A)) , β)
(∏
Y ∈M
(
t (z, s, Y )
R
)vY)
B (↓ (z,P (P,A)) , L)
}
.
We first note that the factor H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) satisfies 0 ≤
H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)) ≤ 1 for all z, and the other factors in the inte-
grand are all ≥ 0 for all z, hence we may drop the factor
H (P ∩ ZA, Q ∩ ZA, H, σ, R, ↓ (z, ZA)), and we now do that.
We now define γ to be the map whose domain is Q (P (P,A)), and such that for
each member {J,K} of Q (P (P,A)), γ{J,K} is equal to β{J,K} plus the negative of the
total power of |zJ − zK | in the factor
∏
Y ∈M
(
t(z,s,Y )
R
)vY
.
Now the contribution of the factor
∏
Y ∈M
(
t(z,s,Y )
R
)vY
to γ{J,K} is≤ 0 for all {J,K} ∈
Q (P (P,A)), hence γ{J,K} ≤ β{J,K} holds for all {J,K} ∈ Q (P (P,A)). Hence by the
above observation 28), on page 126, if B is any member ofQ∩(Ξ (P (P,A)) ⊢ P (P,A)),
then Γ (γ,P (P,B)) ≤ d (# (P (P,B))− 1)− 1
#(B(P¯))
holds.
And by construction, if Y is any member of M , then
Γ (γ, Y ) ≤ Γ (β, Y )−max ((η + Γ (β, Y )− d (# (Y )− 1)) , η)
≤ d (# (Y )− 1)− η
≤ d (# (Y )− 1)− 1
#
(
B
(
P¯
))
holds.
Hence if Y is any subset of a member X of F such that # (Y ) ≥ 2 holds, U (Y ) is
(V ∪H)-connected, and Y is not a strict subset of any subset Z of X such that U (Z)
is (V ∪H)-connected, then
Γ (γ, Y ) ≤ d (# (Y )− 1)− 1
#
(
B
(
P¯
))
holds.
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Now if {J,K} is any member of Q (P (P,A)) such that there is no member {j, k}
of W such that j ∈ J holds and k ∈ K holds, then by observation 29) on page
126, together with the fact that γ{B,C} ≤ β{B,C} holds for every member {B,C} of
Q (P (P,A)), we find that γ{J,K} ≤ 0 holds.
We define the set U to be the subset of Q (P (P,A)) such that if {B,C} is a member
of Q (P (P,A)), then {B,C} is a member of U ifif there exists a member {i, j} of W
such that i ∈ B holds and j ∈ C holds. It then follows that if X is any nonempty
subset of P (P,A), then U (X) is (V ∪H)-connected ifif X is U -connected. For suppose
first that U (X) is (V ∪H)-connected. Then if {J,K} is any partition of U (X), there
exists a member C of (V ∪H) such that C ∩ J and C ∩ K are both nonempty. Let
{Y, Z} be any partition of X . Then {U (Y ) ,U (Z)} is a partition of U (X), hence there
exists a member C of (V ∪H) such that C ∩U (Y ) and C ∩U (Z) are both nonempty.
Now if E is any member of V , then either E ⊆ U (Y ) holds or E ∩ U (Y ) = ∅ holds,
and either E ⊆ U (Z) holds or E ∩ U (Z) = 0 holds, hence C cannot be a member of
V , hence C is a member of H , and furthermore, since C has at least two members and
is not a subset of any member of V , C is a member of W . And C ∩ U (Y ) 6= ∅ implies
that there exists a member J of Y such that C ∩J 6= ∅, and C∩U (Z) 6= ∅ implies that
there exists a member K of Z such that C ∩K 6= ∅, and by the definition of U , {J,K}
is a member of U . Hence there exists a member {J,K} of U such that {J,K}∩ Y 6= ∅
and {J,K} ∩ Z 6= ∅. Hence X is U -connected.
Now assume that X is U -connected. Then if {Y, Z} is any partition of X , there
exists a member {J,K} of U such that {J,K}∩Y 6= ∅ and {J,K}∩Z 6= ∅, hence there
exists a member {J,K} of U such that J ∈ Y holds and K ∈ Z holds. Let {E, F} be
any partition of U (X) into two nonempty parts. Suppose first that some member C
of X intersects both E and F . Then C ⊆ U (X) holds, hence {(C ∩ E) , (C ∩ F )} is a
partition of C into two nonempty parts (C ∩ E) and (C ∩ F ), hence the fact that C
is a member of P (P,A), hence that C is (V ∪H)-connected, implies that there exists
a member G of (V ∪H) such that G intersects both (C ∩ E) and (C ∩ F ), hence G
intersects both E and F . Now suppose that no member C of X intersects both E
and F . Then if B is any member of C, exactly one of B ⊆ E and B ⊆ F holds, and
the fact that E is nonempty implies that there is at least one member B of X such
that B ⊆ E holds, and the fact that F is nonempty implies that there is at least one
member B of X such that B ⊆ F holds, hence if we define Y to be the set whose
members are all the members B of X such that B ⊆ E holds and we define Z to be the
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set whose members are all the members B of X such that B ⊆ F holds, then {Y, Z}
is a partition of X into two nonempty parts, hence there exists a member {J,K} of U
such that J ∈ Y holds and K ∈ Z holds. Now {J,K} ∈ U implies that there exists a
member C of H such that C∩J and C∩K are both nonempty, hence, since E = U (Y )
holds and F = U (Z) holds, C ∩ E and C ∩ F are both nonempty. Hence U (X) is
(V ∪H)-connected.
It follows directly from this that if X is any nonempty subset of P (P,A), and Y
is any nonempty subset of X such that U (Y ) is (V ∪H)-connected and Y is not a
strict subset of any subset Z of X such that U (Z) is (V ∪H)-connected, then Y is a
U -connected component of X , hence by Lemma 2, if F is the set whose members are
all the nonempty subsets Y of X such that U (Y ) is (V ∪H)-connected, and Y is not
a strict subset of any subset Z of X such that U (Z) is (V ∪H)-connected, then F is
a partition of X .
Now let X be any member of F such that # (F ) ≥ 2 holds. Then it follows
immediately from the above that Γ (γ,X) is equal to the sum of Γ (γ, Y ) over all the
nonempty subsets Y of X such that U (Y ) is (V ∪H)-connected and Y is not a strict
subset of any subset Z of X such that U (Z) is (V ∪H)-connected, plus the sum of
γ{J,K} over members {J,K} of Q (P (P,A)) such that J and K are members of two
distinct such subsets Y of X . Now if J is a member of such a subset Y1 of X and K
is a member of a different such subset Y2 of X , then there can be no member {j, k} of
W such that j ∈ J holds and k ∈ K holds, for W ⊆ H holds hence if there was such a
member ofW then, by Lemma 1 and page 52, (Y1 ∪ Y2) would be a (V ∪H)-connected
subset of X such that Y1 ⊂ (Y1 ∪ Y2) holds and Y2 ⊂ (Y1 ∪ Y2) holds, which contradicts
the assumed properties of Y1 and Y2. Hence γ{J,K} ≤ 0 holds.
Thus if X is any member of F such that # (X) ≥ 2 holds, then
Γ (γ,X) ≤ d (# (X)− n)− n
#
(
B
(
P¯
))
holds, where n is the number of U -connected components of X . But n ≥ 1 holds, hence
Γ (γ,X) ≤ d (# (X)− 1)− 1
#
(
B
(
P¯
))
holds.
Hence by the Cluster Convergence Theorem, the integral
∫  ∏
B∈(P(P,A)⊢{SA})
ddzB

A (↓(z,P (P,A)) , σ, F ) Ψ (↓(z,P (P,A)) , γ)B (↓(z,P (P,A)) , L) ,
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or in other words, the integral
∫  ∏
B∈(P(P,A)⊢{SA})
ddtB

A (t, σ, F )Ψ (t, γ)B (t, L) ,
is finite.
And this concludes the proof of Theorem 1.
7 Second Convergence Theorem.
If A is a set, and U is a set such that every member of U is a set, then a U-key of A
is a member E of U such that there exists a partition {B,C} of A into two nonempty
parts B and C such that B ∩ E 6= ∅, C ∩ E 6= ∅, and E is the only member of U to
have nonempty intersection with both B and C.
If A is a set, U is a set such that every member of U is a set, and V is a subset of
U , then we shall say that A is U-firm over V ifif A is U -connected and every U -key of
A is a member of V .
If A is a set, U is a set such that every member of U is a set, and V is a subset of
U , then a U-firm over V component of A is a nonempty subset B of A such that B is
U -firm over V and B is not a strict subset of any subset of A that is U -firm over V .
If H is a set such that every member of H is a set, and F is a wood, then we shall
say that F is H-principal ifif every member A of B (F ) is (M (F ) ∪H)-connected,
every member A of B (F ) has at least one (M (F ) ∪H)-key E such that E /∈ M (F )
holds, and if A is any member of B (F ) and B is any member of F such that B ⊂ A
holds, then B is a subset of an (M (F ) ∪H)-firm over M (F ) component of A.
For every ordered pair (F,H) of a wood F and a set H such that every member of
H is a set, we define P (F,H) to be the set whose members are the members ofM (F ),
together with any members A of B (F ) that satisfy both the following requirements:
(i) A has at least one (M (F ) ∪H)-key E such that E /∈M (F ) holds
(ii) if B is any member of F such that B ⊂ A holds, then B is a subset of an
(M (F ) ∪H)-firm over M (F ) component of A.
We note that it follows immediately from this definition that if V is any partition
such that U (V ) is finite and # (V ) ≥ 2 holds, H is any set such that every member of
H is a set, and F is any member of G (V,H), (or in other words, F is any wood of V
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such that every member of F is (V ∪H)-connected), then P (F,H) is an H-principal
wood of V .
For any ordered pair (V,H) of a partition V such that U (V ) is finite and # (V ) ≥ 2
holds, and a set H such that every member of H is a set, we define V (V,H) to be the
set whose members are all the woods F of V such that every member A of B (F ) is
(V ∪H)-firm over V , and we define W (V,H) to be the set whose members are all the
H-principal woods of V .
For any ordered pair (G,H) such that H is a set such that every member of H is
a set, and G is an H-principal wood, we define O (G,H) to be the set whose members
are all the members F of G (M (G) , H) such that G ⊆ P (F,H) holds. Thus O (G,H)
is the set whose members are all the members F of G (M (G) , H) such that G ⊆ F
holds, and if A is any member of B (G) and B is any member of F such that B ⊂ A
holds, then B is a subset of an (M (F ) ∪H)-firm over M (F ) component of A.
Lemma 25. If U is a set such that every member of U is a set, A is a nonempty
U -connected set, E is a U -key of A, and {B,C} is a partition of A into two nonempty
parts B and C such that B ∩ E 6= ∅, C ∩ E 6= ∅, and E is the only member of U to
have nonempty intersection with both B and C, then B is U -connected.
Proof. Suppose B is not U -connected. Then there exists a partition {J,K} of B
into two nonempty parts J and K such that no member S of U intersects both J and
K. Let {J,K} be such a partition of B. Now E is a member of U hence E cannot
intersect both J and K. Suppose for definiteness that J ∩E = ∅. Then {J, (C ∪K)} is
a partition of A into two nonempty parts J and (C ∪K) such that no member S of U
intersects both J and (C ∪K). For if S is a member of U such that S intersects both
J and (C ∪K), then S 6= E since J ∩E = ∅. Hence S is a member of U , different from
E, such that J ∩ S 6= ∅, hence B ∩ S 6= ∅, and (C ∪K) ∩ S 6= ∅, hence S intersects at
least one of C and K. But S 6= E implies C ∩ S = ∅, since B ∩ S 6= ∅, and J ∩ S 6= ∅
implies K ∩ S = ∅, since by assumption no member of U intersects both J and K.
Hence, as stated, {J, (C ∪K)} is a partition of A into two nonempty parts such
that no member of U intersects both parts. But this contradicts the assumption that
A is U -connected.
Lemma 26. If U is a set such that every member of U is a set, A is a U -connected
set, S and T are distinct U -keys of A, {B,C} is a partition of A such that B ∩ S 6= ∅,
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C ∩ S 6= ∅, and S is the only member of U to have nonempty intersection with both
B and C, and B ∩ T = ∅ holds, and {D,E} is a partition of A such that D ∩ T 6= ∅,
E ∩ T 6= ∅, and T is the only member of U to have nonempty intersection with both
D and E, and E ∩ S = ∅ holds, then B ∩ E = ∅ holds.
Proof. Suppose that B ∩E 6= ∅ holds. Now B ∩D is nonempty since B = (B ∩D)∪
(B ∩ E), B ∩ S 6= ∅, and E ∩ S = ∅ all hold, hence {(B ∩D) , (B ∩ E)} is a partition
of B, hence since B is U -connected by Lemma 25, there is a member W of U such that
(B ∩D) ∩W 6= ∅ and (B ∩ E) ∩W 6= ∅ both hold, and W 6= T holds since B ∩ T = ∅
holds by assumption. But this implies that W is a member of U , different from T ,
such that D ∩W 6= ∅ and E ∩W 6= ∅ both hold, and by assumption there is no such
member of U .
Lemma 27. Let U be a set such that every member of U is a set, let A be a nonempty
U -connected set, and let i and j be any members of A such that i 6= j. Then there
exists a finite integer n ≥ 0 and a map M such that D (M) is the set of all the integers
r such that 0 ≤ r ≤ n holds, and for each member r of D (M), Mr is a member of U ,
and for all r such that 0 ≤ r and r ≤ (n− 1) both hold, A∩ (Mr ∩Mr+1) is nonempty,
and i ∈M0 holds and j ∈Mn holds.
Proof. Let B be the subset of A whose members are all the members k of A such that
there exists a finite integer n ≥ 0 and a map M such that D (M) is the set of all the
integers r such that 0 ≤ r ≤ n holds, and for each member r of D (M),Mr is a member
of U , and for all r such that 0 ≤ r and r ≤ (n− 1) both hold, A ∩ (Mr ∩Mr+1) is
nonempty, and i ∈ M0 holds and k ∈ Mn holds. Then i is a member of B, since A
has at least two members, hence there exists a member E of U such that i ∈ E holds.
Hence B is nonempty. Now suppose A ⊢ B was nonempty. Then {B, (A ⊢ B)} would
be a partition of A into two nonempty parts, hence since A is U -connected, there would
exist a member E of U such that E ∩B and E ∩ (A ⊢ B) were both nonempty. Let E
be a member of U such that E ∩B and E ∩ (A ⊢ B) are both nonempty, and let k be
any member of E ∩B and let l be any member of E ∩ (A ⊢ B). Now by the definition
of B, there exists a finite integer n ≥ 0 and a map M such that D (M) is the set of all
the integers r such that 0 ≤ r ≤ n holds, and for each member r of D (M), Mr is a
member of U , and for all r such that 0 ≤ r and r ≤ (n− 1) both hold, A (Mr ∩Mr+1)
is nonempty, and i ∈ M0 holds and k ∈ Mn holds. Let n be such a finite integer, let
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M be such a map, and let N ≡ M ∪ {(n+ 1, E)}. Then N is a map such that D (N)
is the set of all the integers r such that 0 ≤ r ≤ (n+ 1) holds, and for every member
r of D (N), Nr is a member of U , and for all r such that 0 ≤ r and r ≤ n both hold,
A ∩ (Nr ∩Nr+1) is nonempty, (for Nn ∩ Nn+1 has k as a member), and i ∈ N0 holds
and l ∈ Nn+1 holds. Hence l ∈ B holds by the definition of B, and this contradicts
the assumption that l ∈ (A ⊢ B) holds. Hence no member of U intersects both B and
(A ⊢ B), hence the assumption that (A ⊢ B) is nonempty contradicts the assumption
that A is U -connected.
Lemma 28. Let U be a set such that every member of U is a set, and let A be a
nonempty U -connected set.
For any ordered pair (i, X) of a member i of A and a subset X of U , let ↑ (i, X)
denote the set whose members are all the members j of A such that if E is any
member of X , and {B,C} is any partition of A into two nonempty parts such that
B ∩ E 6= ∅ holds, C ∩ E 6= ∅ holds, and E is the only member of U to intersect both
B and C, then j is a member of the same member of {B,C} as i, or in other words,
C ({B,C} , j) = C ({B,C} , i) holds.
Let i be any member of A.
We define a binary relation, written →, among the U -keys of A as follows:
If S and T are U -keys of A, then S → T holds ifif there exists a partition {B,C}
of A into two nonempty parts B and C such that T intersects both B and C, T is the
only member of U to intersect both B and C, and S does not intersect the member of
{B,C} of which i is a member.
We note that this definition has the immediate consequence that S → S does not
hold for any U -key S of A, and that the definition of the relation→ depends implicitly
on the member i of A.
Then the following results hold:
(i) Let S and T be any U -keys of A such that S → T holds. Then T → S does not
hold. For S → T implies that there exists a partition {B,C} of A into two nonempty
parts such that T intersects both B and C, T is the only member of U to intersect
both B and C, i ∈ C holds, and S does not intersect C. Let {B,C} be such a partition
of A, and let {J,K} be any partition of A into two parts such that S intersects both
J and K, S is the only member of U to intersect both J and K, and i ∈ K holds.
Now S is not equal to T , for T intersects both B and C, but S does not intersect C.
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Hence by the definition of {J,K}, T does not intersect both J and K. Now if T ∩K
were empty, then by Lemma 26, C ∩K would be empty. But C ∩K has the member i,
hence T ∩ J must be empty. But T is a U -key of A, hence T ∩A is nonempty, hence T
certainly intersects at least one of J and K, hence T intersects K, hence T intersects
the member of {J,K} of which i is a member. And this is true for every partition
{J,K} of A into two parts such that S intersects both parts and S is the only member
of U to intersect both parts. Hence T → S does not hold.
(ii) Let R, S and T be any U -keys of A such that R → S holds and S → T holds.
Then R → T holds. For R → S implies there exists a partition {B,C} of A into
two nonempty parts such that i ∈ C holds, S intersects both B and C, S is the only
member of U to intersect both B and C, and R does not intersect C. Let {B,C} be
such a partition of A. And S → T implies there exists a partition {J,K} of A into
two nonempty parts such that i ∈ K holds, T intersects both J and K, T is the only
member of U to intersect both J and K, and S does not intersect K. Let {J,K} be
such a partition of A. Now T intersects K and S does not intersect K, hence T is
not equal to S, hence since S is the only member of U to intersect both B and C, T
does not intersect both B and C. Now if T ∩C was empty, then by Lemma 26, C ∩K
would be empty, but C ∩K has the member i, hence T ∩ C cannot be empty, hence
T ∩ B is empty, hence by Lemma 26, B ∩ K is empty. Now every member of B is
either a member of J or a member of K, and B ∩K is empty hence no member of B
is a member of K, hence every member of B is a member of J , hence B ⊆ J holds.
Now R is a U -key of A such that R does not intersect C, hence R does intersect B,
and B ⊆ J holds, hence R intersects J . And R → S and S → T both hold, hence
by (i) above, R is not equal to T , hence R does not intersect both J and K, hence
since R intersects J , R does not intersect K. Hence {J,K} is a partition of A into
two nonempty parts such that i ∈ K holds, T intersects both J and K, T is the only
member of U to intersect both J and K, and R does not intersect K. Hence R → T
holds.
(iii) Let k be any member of A such that k 6= i holds, let S be any U -key of A such
that there exists a partition {B,C} of A into two parts such that k ∈ B holds, i ∈ C
holds, S intersects both B and C, and S is the only member of U to intersect both
B and C, and let T be any U -key of A such that there exists a partition {J,K} of A
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into two parts such that k ∈ J holds, i ∈ K holds, T intersects both J and K, and
T is the only member of U to intersect both J and K. Then either S = T holds or
S → T holds or T → S holds. For suppose S 6= T holds, and let {B,C} and {J,K}
be partitions of A with the properties just specified. Then one of B ∩ T and C ∩ T
is empty, and one of J ∩ S and K ∩ S is empty. Now C ∩K has the member i so is
nonempty, hence by Lemma 26, C ∩ T and K ∩ S cannot both be empty, and B ∩ J
has the member k so is nonempty, hence by Lemma 26, B ∩ T and J ∩ S cannot both
be empty, hence either B ∩ T and K ∩ S are both empty, or C ∩ T and J ∩ S are both
empty. And if K ∩S is empty then S → T holds, while if C ∩ T is empty, then T → S
holds.
(iv) Let k be any member of A such that k 6= i holds, let S be any U -key of A such
that there exists a partition {B,C} of A into two parts such that k ∈ B holds, i ∈ C
holds, S intersects both B and C, and S is the only member of U to intersect both
B and C, and let T be any U -key of A such that S → T holds. Then there exists a
partition {J,K} of A such that k ∈ J holds, i ∈ K holds, T intersects both J and
K, and T is the only member of U to intersect both J and K. For let {B,C} be a
partition of A with the properties just specified. Now S → T implies that there exists
a partition {J,K} of A into two parts such that i ∈ K holds, T intersects both J and
K, T is the only member of U to intersect both J and K, and S does not intersect K.
Let {J,K} be such a partition of A. Now T intersects K and S does not intersect K,
hence T is not equal to S, hence one of B ∩ T and C ∩ T is empty. And C ∩K has
the member i hence is nonempty, hence by Lemma 26, C ∩ T cannot be empty, hence
B ∩ T is empty, hence by Lemma 26, B ∩K is empty, hence since k is a member of B,
k is not a member of K, hence k is a member of J .
(v) Let k be any member of A such that k 6= i holds, let S be any U -key of A such that
there exists a partition {B,C} of A into two parts such that k ∈ B holds, i ∈ C holds,
S intersects both B and C, and S is the only member of U to intersect both B and C,
let n be any finite integer ≥ 0, and let M be any map such that D (M) is the set of all
the integers r such that 0 ≤ r ≤ n holds, and for every member r of D (M), Mr is a
member of U , and for all r such that 0 ≤ r and r ≤ (n− 1) both hold, A∩(Mr ∩Mr+1)
is nonempty, and i ∈ M0 holds and k ∈Mn holds. Then S ∈ R (M) holds. For S is the
only member of U to intersect both B and C, hence if S ∈ R (M) does not hold, then
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no member of R (M) intersects both B and C. Suppose now that S is not a member
of R (M), so no member of R (M) intersects both B and C. Then for any r such that
0 ≤ r and r ≤ (n− 1) both hold, A (Mr ∩Mr+1) is nonempty, hence if Mr intersects
C but not B, then Mr+1 also intersects C but not B. But M0 intersects C but not B,
hence by induction, Mn intersects C but not B, and this contradicts the fact that k is
a member of B.
(vi) Let X be any subset of U such that every member of X is a U -key of A, and let
k be any member of A such that there exists a member S of X and a partition {B,C}
of A into two parts such that k ∈ B holds, i ∈ C holds, S intersects both B and C,
and S is the only member of U to intersect both B and C. Then there exists a unique
member T of X with the properties that:
(a) there exists a partition {J,K} of A into two parts such that k ∈ J holds, i ∈ K
holds, T intersects both J and K, and T is the only member of U to intersect both J
and K, and
(b) there is no member R of X such that T → R holds.
Proof. Let Y be the set whose members are all the members S of X such that there
exists a partition {B,C} of A into two parts such that k ∈ B holds, i ∈ C holds, S
intersects both B and C, and S is the only member of U to intersect both B and C.
Now by assumption there exists a member S of X and a partition {B,C} of A such
that k ∈ B holds, i ∈ C holds, S intersects both B and C, and S is the only member
of U to intersect both B and C. Hence Y is nonempty.
Now let S be any member of Y and let R be any member of X such that S → R
holds. Then by (iv) above, there exists a partition {J,K} of A into two parts such
that k ∈ J holds, i ∈ K holds, R intersects both J and K, and R is the only member
of U to intersect both J and K. Hence R is a member of Y .
Now by Lemma 27, there exists a finite integer n ≥ 0 and a map M such that
D (M) is the set of all the integers r such that 0 ≤ r ≤ n holds, and for every member
r of D (M), Mr is a member of U , and for all r such that 0 ≤ r and r ≤ (n− 1) both
hold, A ∩ (Mr ∩Mr+1) is nonempty, and i ∈ M0 holds and k ∈ Mn holds. Let n be
such a finite integer and let M be such a map. Then by (v) above, every member of Y
is a member of R (M). Hence Y is a finite set.
Now by (i), (ii), and (iii) above, the set Y is totally ordered by the relation →,
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hence since Y is a finite set, there exists a unique member T of Y such that there is
no member R of Y such that T → R holds. Let T be this unique member of Y .
Now by the definition of Y , T is a member of X such that there exists a partition
{J,K} of A into two parts such that k ∈ J holds, i ∈ K holds, T intersects both J and
K, and T is the only member of U to intersect both J and K. And as noted above, if
R is any member of X such that T → R holds, then R is a member of Y , hence since
there is no member R of Y such that T → R holds, there is no member R of X such
that T → R holds.
And finally, if S is any member of X such that there exists a partition {J,K} of A
into two parts such that k ∈ J holds, i ∈ K holds, S intersects both J and K, and S
is the only member of U to intersect both J and K, and there is no member R of X
such that S → R holds, then S is a member of Y , hence S is equal to T .
(vii) Let X be any subset of U such that every member of X is a U -key of A, and
let Z be the subset of X whose members are all the members T of X such that there
is no member R of X such that T → R holds. Then ↑ (i, X) =↑ (i, Z) holds. For
↑ (i, X) ⊆↑ (i, Z) certainly holds. Now let k be any member of (A ⊢↑ (i, X)). Then
there exists a member S of X and a partition {B,C} of A such that k ∈ B holds, i ∈ C
holds, S intersects both B and C, and S is the only member of U to intersect both
B and C. Then by (vi) above there exists a member T of X such that there exists a
partition {J,K} of A into two parts such that k ∈ J holds, i ∈ K holds, T intersects
both J and K, and T is the only member of U to intersect both J and K, and such
that there is no member R of X such that T → R holds. And this T is a member of
Z, hence k is not a member of ↑ (i, Z).
(viii) Let E be any U -key of A. Then {↑ (i, {E}) , (A ⊢↑ (i, {E}))} is a partition of A
into two nonempty parts such that E intersects both parts, and E is the only member
of U to intersect both parts. For by definition, ↑ (i, {E}) is the set whose members are
all the members j of A such that for every partition {B,C} of A into two parts such
that E intersects both B and C, and E is the only member of U to intersect both B
and C, j is a member of the same member of {B,C} as i is. Hence i is a member of
↑ (i, {E}), hence ↑ (i, {E}) is nonempty. And since E is a U -key of A, there exists a
partition {B,C} of A into two nonempty parts such that E intersects both B and C,
and E is the only member of U to intersect both B and C, hence since every member
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of the member of {B,C} of which i is not a member, is a member of (A ⊢↑ (i, {E})),
(A ⊢↑ (i, {E})) is nonempty. Hence {↑ (i, {E}) , (A ⊢↑ (i, {E}))} is a partition of A
into two nonempty parts hence, since A is U -connected, there exists a member R of U
such that R intersects both ↑ (i, {E}) and (A ⊢↑ (i, {E})). Let R be any member of
U such that R intersects both ↑ (i, {E}) and (A ⊢↑ (i, {E})). Now if {B,C} is any
partition of A such that i ∈ C holds, E intersects both B and C, and E is the only
member of U to intersect both B and C, then ↑ (i, {E}) ⊆ C holds, hence R intersects
C, hence if R is not equal to E, then (A ∩ R) ⊆ C holds. And this is true for every
partition {B,C} of A such that i ∈ C holds, E intersects both B and C, and E is
the only member of U to intersect both B and C, hence if R 6= E holds, and j is any
member of (A ∩ R), then for every partition {B,C} of A such that E intersects both
B and C, and E is the only member of U to intersect both B and C, j is a member of
the same member of {B,C} as i is, hence by the definition of ↑ (i, {E}), j ∈↑ (i, {E})
holds. Hence if R 6= E holds then (A ∩ R) ⊆↑ (i, {E}) holds, which contradicts the
fact that (A ⊢↑ (i, {E})) ∩ R is nonempty. Hence R = E holds and E is the only
member of U to intersect both ↑ (i, {E}) and (A ⊢↑ (i, {E})).
(ix) Let E be any U -key of A. Then E is not a U -key of ↑ (i, {E}). For if there exists
a partition {B,C} of ↑ (i, {E}) into two parts such that i ∈ C holds, E intersects both
B and C, and E is the only member of U to intersect both B and C, let {B,C} be
such a partition of ↑ (i, {E}). Then {(B ∪ (A ⊢↑ (i, {E}))) , C} is a partition of A into
two nonempty parts such that i ∈ C holds, E intersects both parts, and E is the only
member of U to intersect both parts, for by assumption E is the only member of U to
intersect both B and C, and by (viii) above, together with the fact that C ⊆↑ (i, {E})
holds, E is the only member of U to intersect both C and (A ⊢↑ (i, {E})). Hence
by the definition of ↑ (i, {E}), no member of B could be a member of ↑ (i, {E}), in
contradiction with the assumption that B is a nonempty subset of ↑ (i, {E}).
(x) Let X be any subset of U such that every member of X is a U -key of A, and let
T be any member of X such that there is no member R of X such that T → R holds.
Then T∩ ↑ (i, X) is nonempty, and (T∩ ↑ (i, {T})) ⊆↑ (i, X) holds. For by (viii)
above, T∩ ↑ (i, {T}) is nonempty. Let j be any member of T∩ ↑ (i, {T}). Suppose
j ∈ (A ⊢↑ (i, X)) holds. Then there exists a member E of X and a partition {B,C}
of A into two parts such that j ∈ B holds, i ∈ C holds, E intersects both B and C,
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and E is the only member of U to intersect both B and C. Let E be such a member of
X and {B,C} be such a partition of A. Suppose first E 6= T . Then T only intersects
one of B and C. And j ∈ B implies B ∩ T 6= ∅ hence C ∩ T = ∅, hence T → E
holds, but by assumption T → R does not hold for any member R of X . Hence E = T
must hold. But j ∈ T∩ ↑ (i, {T}) implies that j is a member of the same member of
{B,C} as i for all partitions {B,C} of A into two parts such that T intersects both
B and C, and T is the only member of U to intersect both B and C. Hence there is
no member E of X such such that there exists a partition {B,C} of A into two parts
such that j ∈ B holds, i ∈ C holds, E intersects both B and C, and E is the only
member of U to intersect both B and C. Hence j ∈↑ (i, X) holds, and since this is
true for all members j of T∩ ↑ (i, {T}), (T∩ ↑ (i, {T})) ⊆↑ (i, X) holds. And finally,
since every member of the nonempty set (T∩ ↑ (i, {T})) is a member of T , T∩ ↑ (i, X)
is nonempty.
(xi) Let X be any subset of U such that every member of X is a U -key of A, and let
Z be the subset of X whose members are all the members T of X such that there is
no member R of X such that T → R holds. Then A is equal to the disjoint union of
↑ (i, X) =↑ (i, Z), and the sets (A ⊢↑ (i, {T})) for all the members T of Z, (or in other
words, ↑ (i, X) and the sets (A ⊢↑ (i, {T})) for all the members T of Z, are all distinct
from one another, and the set whose members are all these sets, is a partition of A). For
let S and T be any two distinct members of Z, and if (A ⊢↑ (i, {S}))∩ (A ⊢↑ (i, {T}))
is nonempty let k be any member of (A ⊢↑ (i, {S})) ∩ (A ⊢↑ (i, {T})). Then by (iii)
above either S → T holds or T → S holds, contradicting the assumption that S and
T are distinct members of Z. Hence (A ⊢↑ (i, {S})) ∩ (A ⊢↑ (i, {T})) is empty. Now
by definition, ↑ (i, Z) is ⋂T∈Z ↑ (i, {T}). Hence if k is a member of (A ⊢↑ (i, {T}))
for some member T of Z then k is not a member of ↑ (i, Z). Hence all these sets are
mutually disjoint. Now let k be any member of A. Suppose first there exists a member
T of Z such that there exists a partition {B,C} of A into two parts such that k ∈ B
holds, i ∈ C holds, T intersects both B and C, and T is the only member of U to
intersect both B and C. Then k is not a member of ↑ (i, {T}) hence k ∈ (A ⊢↑ (i, {T}))
holds. Now suppose that for every member T of Z, and every partition {B,C} of A
into two parts such that T intersects both B and C, and T is the only member of U
to intersect both B and C, k and i are members of the same member of {B,C}. Then
k ∈↑ (i, Z) holds.
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(xii) Let X be any subset of U such that every member of X is a U -key of A, let Z
be the subset of X whose members are all the members E of X such that there is no
member R of X such that E → R holds, and let S and T be any two distinct members
of Z. Then no member of U intersects both (A ⊢↑ (i, {S})) and (A ⊢↑ (i, {T})). For
(A ⊢↑ (i, {S})) ∩ (A ⊢↑ (i, {T})) = ∅ holds by (xi) above, and it immediately follows
from this that (A ⊢↑ (i, {S})) ⊆↑ (i, {T}) holds and (A ⊢↑ (i, {T})) ⊆↑ (i, {S}) holds.
And by (viii) above, S is the only member of U to intersect both (A ⊢↑ (i, {S}))
and ↑ (i, {S}), and T is the only member of U to intersect both (A ⊢↑ (i, {T}))
and ↑ (i, {T}). Hence if a member R of U intersected both (A ⊢↑ (i, {S})) and
(A ⊢↑ (i, {T})) then R would have to be equal to both S and T , which is impossi-
ble since by assumption S 6= T .
(xiii) Let X be any subset of U such that every member of X is a U -key of A. Then
no member of X is a U -key of ↑ (i, X). For if there exists a member S of X such that
S is a U -key of ↑ (i, X), let S be such a member of X . Now if there is any member
E of X such that S → E holds, let E be such a member of X . Then there exists a
partition {B,C} of A into two parts such that i ∈ C holds, E intersects both B and
C, E is the only member of U to intersect both B and C, and S does not intersect C.
Hence no member of S is a member of ↑ (i, X), hence S∩ ↑ (i, X) = ∅, hence S is not
a U -key of ↑ (i, X), contrary to assumption. Hence there is no member E of X such
that S → E holds, hence by (x) above, S does intersect ↑ (i, X). Now by (ix) above,
S is not a U -key of ↑ (i, {S}). Let Z be the set whose members are all the members
T of X such that there is no member E of X such that T → E holds. Then as just
shown, S is a member of Z. Hence by (xi) above, ↑ (i, {S}) is equal to the disjoint
union of ↑ (i, Z) =↑ (i, X), and all the sets (A ⊢↑ (i, {T})) for the members T of Z
such that T 6= S. Now suppose {B,C} is a partition of ↑ (i, X) =↑ (i, Z) into two
parts such that S intersects both B and C, and S is the only member of U to intersect
both B and C. Then since by (x) above, every member of Z does intersect ↑ (i, X),
every member of Z other than S intersects exactly one of B and C. Let J be the set
equal to the disjoint union of B, and the sets (A ⊢↑ (i, {T})) for all the members T
of Z such that T 6= S and T ∩ B 6= ∅ both hold, and let K be the set equal to the
disjoint union of C, and the sets (A ⊢↑ (i, {R})) for all the members R of Z such that
R 6= S and R ∩ C 6= ∅ both hold. Then {J,K} is a partition of ↑ (i, {S}) into two
nonempty parts such that S intersects both parts. Now suppose some member E of
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U , such that E 6= S holds, intersects both J and K. Then E does not intersect both
B and C, since by assumption S is the only member of U to intersect both B and
C. And by (xii) above, E cannot intersect both (A ⊢↑ (i, {T})) and (A ⊢↑ (i, {R}))
for any two distinct members T and R of Z. Hence either E intersects both B and a
set (A ⊢↑ (i, {R})), where R is a member of Z such that R 6= S and R ∩ C 6= ∅ both
hold, or else E intersects both C and a set (A ⊢↑ (i, {T})), where T is a member of Z
such that T 6= S and T ∩B 6= ∅ both hold. But in the first case E must also intersect
↑ (i, {R}), since B is a subset of ↑ (i, {R}), hence by (viii) above, E = R holds, hence
E is a member of Z different from S, hence by assumption E does not intersect both
B and C, but since E is equal to R this contradicts the assumptions that E ∩ B and
R ∩ C are both nonempty. And in the second case E must also intersect ↑ (i, {T}),
since C is a subset of ↑ (i, {T}), hence by (viii) above, E = T holds, hence E is a
member of Z different from S, hence by assumption E does not intersect both B and
C, but since E is equal to T this contradicts the assumptions that E ∩ C and T ∩ B
are both nonempty. Hence there is no member E of U such that E 6= S holds and E
intersects both J and K, hence the assumption that S is a U -key of ↑ (i, X) implies
that S is a U -key of ↑ (i, {S}), in contradiction with (ix) above.
(xiv) Let X be any subset of U such that every member of X is a U -key of A, and let
{B,C} be any partition of ↑ (i, X) into two parts such that no member of X intersects
both parts. Let Z be the subset of X whose members are all the members S of X
such that there is no member R of X such that S → R holds. Let J be the set equal
to the disjoint union of B, and the sets (A ⊢↑ (i, {T})) for all the members T of Z
such that B ∩ T 6= ∅ holds, and let K be the set equal to the disjoint union of C, and
the sets (A ⊢↑ (i, {R})) for all the members R of Z such that C ∩R 6= ∅ holds. Then
{J,K} is a partition of A, and if E is any member of U such that E intersects both
J and K, then E intersects both B and C. For (x) and (xi) above, together with the
assumption that no member of X intersects both B and C, hence that no member of
Z intersects both B and C, imply directly that {J,K} is a partition of A. Now let E
be any member of U such that E intersects both J and K. Then since by (xii) above,
E does not intersect both (A ⊢↑ (i, {T})) and (A ⊢↑ (i, {R})) for any two distinct
members T and R of Z, either E intersects both B and C, or E intersects both B and
the set (A ⊢↑ (i, {R})), where R is some member of Z such that R ∩ C is nonempty,
or else E intersects both C and the set (A ⊢↑ (i, {T})), where T is some member of Z
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such that T ∩B is nonempty. But if E intersects both B and the set (A ⊢↑ (i, {R})),
where R is a member of Z, then E also intersects ↑ (i, {R}) since B ⊆↑ (i, {R}) holds,
hence by (viii) above E is equal to R, hence R intersects B, hence since by assumption
no member of Z intersects both B and C, R does not intersect C. And if E intersects
both C and the set (A ⊢↑ (i, {T})), where T is a member of Z, then E also intersects
↑ (i, {T}) since C ⊆↑ (i, {T}) holds, hence by (viii) above E is equal to T , hence T
intersects C, hence since by assumption no member of Z intersects both B and C, T
does not intersect B. Hence E must intersect both B and C.
(xv) Let X be any subset of U such that every member of X is a U -key of A. Then
↑ (i, X) is U -connected. For if there exists a partition {B,C} of ↑ (i, X) into two
nonempty parts such that no member of U intersects both parts, let {B,C} be such
a partition of ↑ (i, X). Then no member of X intersects both B and C. Let J and
K be the sets constructed from B and C as described in (xiv) above. Then by (xiv)
above, {J,K} is a partition of A into two nonempty parts such that no member of U
intersects both parts, which is impossible since A is U -connected.
(xvi) Let X be any subset of U such that every member of X is a U -key of A, and
let E be any member of U . Then E is a U -key of ↑ (i, X) ifif E is a U -key of A such
that E intersects ↑ (i, X) and E is not a member of X . For suppose first that E is a
U -key of ↑ (i, X). Then by (xiii) above, E is not a member of X . Let {B,C} be a
partition of ↑ (i, X) into two parts such that E intersects both B and C, and E is the
only member of U to intersect both B and C. Then no member of X intersects both
B and C. Let J and K be the sets constructed from B and C as described in (xiv)
above. Then by (xiv) above, {J,K} is a partition of A into two parts such that E
intersects both parts and E is the only member of U to intersect both parts. Hence E
is a U -key of A. And furthermore, E certainly intersects ↑ (i, X) and, as already noted,
E is not a member of X . Now let E be any U -key of A such that E intersects ↑ (i, X)
and E is not a member of X . Let Z be the subset of X whose members are all the
members T of X such that there is no member R of X such that T → R holds. Then
E does not intersect (A ⊢↑ (i, {T})) for any member T of Z, for if T was a member
of Z such that E intersected (A ⊢↑ (i, {T})), then since ↑ (i, X) ⊆↑ (i, {T}) holds, E
would intersect both (A ⊢↑ (i, {T})) and ↑ (i, {T}), hence by (viii) above E would be
equal to T , which contradicts the assumption that E is not a member of X . Hence
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by (xi) above, E ∩ A is a subset of ↑ (i, X) =↑ (i, Z). Now the assumption that E
is a U -key of A implies that there exists a partition {J,K} of A into two parts such
that E intersects both J and K, and E is the only member of U to intersect both J
and K. Let {J,K} be such a partition of A. Then J ∩ E is nonempty. Let j be any
member of J ∩ E. Then j is a member of E ∩ A hence since, as just shown, every
member of E ∩A is a member of ↑ (i, X), j is a member of ↑ (i, X), hence J∩ ↑ (i, X)
is nonempty and E intersects (J∩ ↑ (i, X)). And K∩E is nonempty hence again, since
every member of E ∩ A is a member of ↑ (i, X), hence every member of K ∩ E is a
member of ↑ (i, X), K∩ ↑ (i, X) is nonempty and E intersects (K∩ ↑ (i, X)). Hence
{(J∩ ↑ (i, X)) , (K∩ ↑ (i, X))} is a partition of ↑ (i, X) into two nonempty parts such
that E intersects both parts and E is the only member of U to intersect both parts.
Hence E is a U -key of ↑ (i, X).
We recall from page 134 that if A is a set, U is a set such that every member of U
is a set, and V is a subset of U , then a U-firm over V component of A is a nonempty
subset B of A such that B is U -firm over V and B is not a strict subset of any subset
of A that is U -firm over V .
Lemma 29. Let U be a set such that every member of U is a set, V be a subset of U ,
A be a nonempty U -connected set, i be any member of A, and B be the subset of A
whose members are all the members j of A such that for every U -key E of A such that
E /∈ V holds, and every partition {J,K} of A into two parts such that E intersects
both J and K, and E is the only member of U to intersect both J and K, j is a
member of the same member of {J,K} as i is. Then B is a U -firm over V component
of A.
Proof. We define X to be the set whose members are all the U -keys E of A such
that E /∈ V holds, and observe that the set B as defined above is then equal to the
set ↑ (i, X), where the function ↑ (i, X) is defined as in Lemma 28. Hence by (xv)
of Lemma 28, B is U -connected, and by (xvi) of Lemma 28, every U -key of B is a
member of V . Hence B is U -firm over V .
Now let C be any subset of A such that B ⊂ C holds. Then C ⊢ B is nonempty.
Let j be any member of C ⊢ B. Then by the definition of B there exists a U -key E
of A such that E /∈ V , and a partition {J,K} of A into two parts such that j ∈ J
holds, i ∈ K holds, E intersects both J and K, and E is the only member of U to
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intersect both J and K. Let E be such a U -key of A and {J,K} be such a partition
of A. Then j is a member of J ∩ C hence J ∩ C is nonempty, and i is a member of
K ∩ C hence K ∩ C is nonempty, hence {(J ∩ C) , (K ∩ C)} is a partition of C into
two nonempty parts. And if E intersects both J ∩C and K ∩C, then E is a U -key of
C such that C /∈ V , hence C is not U -firm over V , while if E does not intersect both
J ∩ C and K ∩ C, then no member of U intersects both J ∩ C and K ∩ C, hence C
is not U -connected hence again C is not U -firm over V . Hence B is a U -firm over V
subset of A such that i ∈ B holds, and B is not a strict subset of any U -firm over V
subset of A, hence B is a U -firm over V component of A.
Lemma 30. Let U be a set such that every member of U is a set, V be a subset of
U , and B and C be any two distinct nonempty U -firm over V sets such that B ∩ C is
nonempty. Then B ∪ C is U -firm over V .
Proof. Let {J,K} be any partition of B∪C into two parts. Now by assumption B∩C
is nonempty. Let i be a member of B∩C. Then i is a member of exactly one member of
{J,K}. LetM be the member of {J,K} that has i as a member, and let N be the other
member of {J,K}. Then both B∩M and C∩M are nonempty, and at least one of B∩N
and C ∩N is nonempty. Let W be a member of {B,C} such that W ∩N is nonempty.
Then {(W ∩M) , (W ∩N)} is a partition of W into two nonempty parts hence the
fact that W is U -firm over V implies that there exists a member E of U such that E
intersects both (W ∩M) and (W ∩N), and furthermore since every U -key of W is a
member of V , either E ∈ V holds or else E is not the only member of U to intersect both
(W ∩M) and (W ∩N). Now {(W ∩M) , (W ∩N)} = {(W ∩ J) , (W ∩K)} holds
hence E is a member of U that intersects both J and K, and furthermore either
E ∈ V holds or else E is not the only member of U to intersect both J and K.
Lemma 31. Let U be a set such that every member of U is a set, V be a subset of
U , and A be a nonempty U -connected set. Then the set whose members are all the
U -firm over V components of A, is a partition of A.
Proof. Let F be the set whose members are all the U -firm over V components of A.
Then it follows directly from the definition of a U -firm over V component of A that
no member of F is empty. And it follows directly from Lemma 30 that no two distinct
members of F intersect one another, for if B and C are any two distinct nonempty
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U -firm over V subsets of A such that B∩C is nonempty, then by Lemma 30, B∪C is U -
firm over V , hence both B and C are strict subsets of the U -firm over V subset (B ∪ C)
of A, hence neither B nor C is a U -firm over V component of A. And furthermore,
every member of F is a subset of A, hence U (F ) ⊆ A holds, and if i is any member
of A, then by Lemma 29 there exists a member B of F such that i ∈ B holds, hence
A ⊆ U (F ) holds, hence A = U (F ) holds.
Lemma 32. Let U be a set such that every member of U is a set, V be a subset of
U , A be a nonempty U -connected set, and f be any member of A.
We define a binary relation, written →, among the U -keys of A as follows:
If S and T are U -keys of A, then S → T holds ifif there exists a partition {J,K}
of A into two nonempty parts J and K such that T intersects both J and K, T is the
only member of U to intersect both J and K, and S does not intersect the member of
{J,K} of which f is a member.
We note that this definition has the immediate consequence that S → S does not
hold for any U -key S of A, and that the definition of the relation→ depends implicitly
on the member f of A.
Let B be any U -firm over V component of A such that f is not a member of B,
and let Z be the set whose members are all the U -keys E of A such that E /∈ V and
E ∩B 6= ∅ both hold.
Then there exists a unique member T of Z such that there exists a partition {J,K}
of A into two nonempty parts such that B ⊆ J holds, f ∈ K holds, T intersects both
J and K, and T is the only member of U to intersect both J and K. And this unique
member T of Z has the properties that S → T holds for every member S of Z different
from T , T → S does not hold for any member S of Z, and if R and S are any members
of Z such that S → R holds, then R = T holds.
Proof. We first note that the relation → just defined is the same as the relation →
defined in Lemma 28 if we choose the member i of A with respect to which the relation
→ was defined in Lemma 28, to be equal to f . Hence by (i) of Lemma 28, if S and T
are any U -keys of A, at most one of S → T and T → S can hold.
Now for any ordered pair (i, X) of a member i of A and a subset X of U , let ↑ (i, X)
denote, as in Lemma 28, the set whose members are all the members j of A such that
if E is any member of X , and {J,K} is any partition of A into two parts such that E
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intersects both J and K, and E is the only member of U to intersect both J and K,
then j is a member of the same member of {J,K} as i is.
And let X be the set whose members are all the U -keys E of A such that E is not
a member of V . Then if i is any member of the U -firm over V component B of A, it
follows directly from Lemmas 29 and 31 that B is equal to ↑ (i, X).
And furthermore, the set Z, defined above to be the set whose members are all the
U -keys E of A such that E /∈ V and E ∩ B 6= ∅ both hold, is equal to the subset of
X whose members are all the members S of X such that there is no member R of X
such that there exists a partition {J,K} of A into two parts such that R intersects
both J and K, B ⊆ K holds, R intersects both J and K, R is the only member of U
to intersect both J and K, and S does not intersect K. For by definition Z is equal
to the subset of X whose members are all the members E of X such that E ∩ B 6= ∅.
Let i be any member of B. We now use Lemma 28 with the i of Lemma 28 identified
with this member i of B, (so the relation → of Lemma 28 is now not the same as the
relation → defined above). Now it follows directly from the definition of B =↑ (i, X)
that if R is any member of X , and {J,K} is any partition of A into two parts such
that R intersects both parts, and R is the only member of U to intersect both parts,
then every member of B =↑ (i, X) is a member of the same member of {J,K}, or in
other words, B =↑ (i, X) is a subset of one of the two members of {J,K}. Hence by
(x) of Lemma 28, if S is any member of X such that there is no member R of X such
that there exists a partition {J,K} of A into two parts such that R intersects both
parts, R is the only member of U to intersect both parts, B ⊆ K holds, and S does
not intersect K, then S does intersect B =↑ (i, X), hence S is a member of Z. And
conversely, if S is a member of Z, then S intersects B =↑ (i, X), hence there is no
partition {J,K} of A into two parts such that B ⊆ K holds and S does not intersect
K.
Hence by (vii) of Lemma 28, B =↑ (i, X) =↑ (i, Z) holds, and by (xi) of Lemma 28,
A is equal to the disjoint union of B =↑ (i, X) =↑ (i, Z), and the sets (A ⊢↑ (i, {S}))
for all the members S of Z. Hence since f is not a member of B, there is a unique
member T of Z such that f ∈ (A ⊢↑ (i, {T})) holds. Let T be the unique member
of Z such that f ∈ (A ⊢↑ (i, {T})) holds. Now by (viii) of Lemma 28, T intersects
both (A ⊢↑ (i, {T})) and ↑ (i, {T}), and T is the only member of U to intersect both
(A ⊢↑ (i, {T})) and ↑ (i, {T}). And furthermore, it follows directly from the definition
of ↑ (i, X) = B that ↑ (i, X) ⊆↑ (i, {T}) holds. Hence {(A ⊢↑ (i, {T})) , ↑ (i, {T})}
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is a partition of A into two parts such that f ∈ (A ⊢↑ (i, {T})) holds, B ⊆↑ (i, {T})
holds, T intersects both parts, and T is the only member of U to intersect both parts.
And if S is any member of Z different from T , then S intersects B =↑ (i, X), hence S
intersects ↑ (i, {T}), hence S does not intersect (A ⊢↑ (i, {T})), hence S → T holds,
where the relation→ is defined with reference to f as in the statement of this Lemma.
And furthermore, since S → T and T → S do not both hold for any member S of
Z, and S → S does not hold for any U -key S of A, T → S does not hold for any
member S of Z. And finally, let R and S be any members of Z such that S → R
holds. Then there exists a partition {J,K} of A into two nonempty parts such that
R intersects both J and K, R is the only member of U to intersect both J and K, f
is a member of K, and S does not intersect K. Let {J,K} be such a partition of A.
Then B =↑ (i, X) is either a subset of J or a subset of K, hence since S intersects B
and S does not intersect K, B is a subset of J . Now suppose that R 6= T holds. Then
since T intersects B, T intersects J , hence R 6= T implies that T does not intersect K.
Hence T → R holds which contradicts the fact that R→ T holds.
We recall from page 134 that for every ordered pair (F,H) a wood F and a set H
such that every member of H is a set, we define P (F,H) to be the set whose members
are the members of M (F ), together with any members A of B (F ) that satisfy both
the following requirements:
(i) A has at least one (M (F ) ∪H)-key E such that E /∈M (F ) holds
(ii) if B is any member of F such that B ⊂ A holds, then B is a subset of an
(M (F ) ∪H)-firm over M (F ) component of A.
And we recall from page 135 that for any ordered pair (V,H) of a partition V such
that U (V ) is finite and # (V ) ≥ 2 holds, and a set H such that every member of H is
a set, we define V (V,H) to be the set whose members are all the woods F of V such
that every member A of B (F ) is (V ∪H)-firm over V .
Lemma 33. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
and let H be any set such that every member of H is a set. Then V (V,H) is the set
whose members are all the members F of G (V,H) such that B (P (F,H)) = ∅ holds.
Proof. We note first that if every member of B (F ) is (V ∪H)-firm over V , then
B (P (F,H)) = ∅ certainly holds. Hence to complete the proof it is sufficient to prove
that if B (P (F,H)) = ∅ holds then every member of B (F ) is (V ∪H)-firm over V .
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Let F be any member of G (V,H) such that B (P (F,H)) = ∅ holds.
We first note that if A is any member of F such that there is no member B of F
such that B ⊂ A holds, then A is a member of V , hence A is certainly (V ∪H)-firm
over V .
We shall next show that if A is any member of F such that every member B of F
such that B ⊂ A holds, is (V ∪H)-firm over V , then A is (V ∪H)-firm over V .
Suppose A is a member of F such that every member B of F such that B ⊂ A
holds, is (V ∪H)-firm over V , and A is not (V ∪H)-firm over V . Then A is not a
member of V =M (F ), hence A ∈ B (F ) holds, and A has at least one (V ∪H)-key E
such that E /∈ V holds. Let B be any member of F such that B ⊂ A holds. Then by
assumption, B is (V ∪H)-firm over V . Now B is a member of F , hence B is nonempty,
and by Lemma 31, the set whose members are all the (V ∪H)-firm over V components
of A, is a partition of A. Let i be a member of B, and let C be the unique (V ∪H)-firm
over V component of A of which i is a member. Then B ∩ C has the member i hence
is nonempty, hence by Lemma 30, B ∪ C is (V ∪H)-firm over V , hence the fact that
C is a (V ∪H)-firm over V component of A implies that B ⊆ C holds. Hence A is a
member of B (F ) such that A has at least one (V ∪H)-key E such that E /∈ V holds,
and such that if B is any member of F such that B ⊂ A holds, then B is a subset
of a (V ∪H)-firm over V component of A. Hence A is a member of B (P (F,H)), in
contradiction with the assumption that B (P (F,H)) = ∅ holds.
Hence, as stated, if A is any member of F such that every member B of F such
that B ⊂ A holds, is (V ∪H)-firm over V , then A is (V ∪H)-firm over V .
Now for each member A of F , let nA denote the number of members B of F such
that B ⊂ A holds. Then nA ≥ 0 holds, and if nA = 0 holds then A is (V ∪H)-firm
over V .
Now let m be any integer ≥ 0 and suppose that every member B of F such that
nB ≤ m holds is (V ∪H)-firm over V . Then every member A of F such that nA ≤
(m+ 1) holds is (V ∪H)-firm over V . For if nA ≤ (m+ 1) holds, then every member
B of F such that B ⊂ A holds satisfies nB ≤ m hence is (V ∪H)-firm over V , and as
just shown this implies that A is (V ∪H)-firm over V .
Hence, by induction, every member A of F is (V ∪H)-firm over V .
We recall from page 134 that if H is a set such that every member of H is a set,
and F is a wood, then we say that F is H-principal ifif every member A of B (F ) is
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(M (F ) ∪H)-connected, every member A of B (F ) has at least one (M (F ) ∪H)-key
E such that E /∈M (F ) holds, and if A is any member of B (F ) and B is any member
of F such that B ⊂ A holds, then B is a subset of an (M (F ) ∪H)-firm over M (F )
component of A.
And we recall from page 135 that for any ordered pair (V,H) of a partition V such
that U (V ) is finite and # (V ) ≥ 2 holds, and a set H such that every member of H is
a set, we define W (V,H) to be the set whose members are all the H-principal woods
of V .
And we also recall from page 135 that for any ordered pair (G,H) such that H is
a set such that every member of H is a set, and G is an H-principal wood, we define
O (G,H) to be the set whose members are all the members F of G (M (G) , H) such
that G ⊆ P (F,H) holds, and we note that O (G,H) is the set whose members are all
the members F of G (M (G) , H) such that G ⊆ F holds, and if A is any member of
B (G) and B is any member of F such that B ⊂ A holds, then B is a subset of an
(M (F ) ∪H)-firm over M (F ) component of A.
Lemma 34. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds,
let H be a set such that every member of H is a set, and let J be a map such that
G (V,H) ⊆ D (J ) holds and R (J ) ⊆ R holds. Then the following identity holds:
∑
F∈V(V,H)
JF =
∑
G∈W(V,H)
(−1)#(B(G))
∑
F∈O(G,H)
JF .
Proof. We first note that if G is any member of W (V,H) and F is any member of
K (V,G), (or in other words, if F is any wood of V such that F ⊆ G holds), then it
follows directly from the definition of a principal wood of V that F ∈ W (V,H) holds.
Now let F be any member of G (V,H). We calculate the coefficient of F in each
side of the above equation.
Now by Lemma 33, the coefficient of F in the left-hand side is 1 if B (P (F,H)) = ∅
holds, and 0 otherwise.
In the right-hand side we calculate the coefficient of F in terms of # (B (P (F,H))).
Now F is a member of O (G,H) for all members G ofW (V,H) such that G ⊆ P (F,H)
holds, and for no member G ofW (V,H) such that G is not a subset of P (F,H), hence
the coefficient of F in the right-hand side is equal to the sum of (−1)#(B(G)) over all
members G of W (V,H) such that G ⊆ P (F,H) holds. But P (F,H) is a principal
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wood of V hence, as noted above, every wood G of V such that G ⊆ P (F,H) holds
is a member of W (V,H), hence the coefficient of F in the right-hand side is equal to
the sum of (−1)#(B(G)) over all members G of K (V,P (F,H)), which is equal to 1 if
# (B (P (F,H))) = 0 holds, and equal to 0 otherwise.
Lemma 35. Let V be any partition such that U (V ) is finite and # (V ) ≥ 2 holds, let
H be any set such that every member of H is a set and U (V ) is (V ∪H)-connected,
let G be any member of W (V,H), and let Y be the set whose members are all the
(V ∪H)-firm over V components of the members of B (G), together with the set U (V ).
Then the following results hold:
(i) Let B be any member of (Y ⊢ (V ∪ {U (V )})). Then Y (G,B) is a member of
B (G), B is a (V ∪H)-firm over V component of Y (G,B), and moreover Y (G,B) is
the only member A of G such that B is a (V ∪H)-firm over V component of A. For
B 6= U (V ) holds hence by the definition of Y there exists a member A of G such that
B is a (V ∪H)-firm over V component of A, hence in particular there exists a member
A of G such that B ⊆ A holds, hence by definition Y (G,B) is the smallest member A
of G such that B ⊆ A holds, and moreover, since B is not a member of V , Y (G,B)
is a member of B (G) = (G ⊢ V ). Now let A be any member of G such that B is a
(V ∪H)-firm over V component of A. Then A is a member of G such that B ⊆ A
holds, hence Y (G,B) ⊆ A holds, hence A is a member of B (G). Now if Y (G,B) ⊂ A
held, then by the definition of an H-principal wood of V , Y (G,B) would be a subset
of a (V ∪H)-firm over V component of A, hence since Y (G,B) is a member of B (G),
hence by the definition of an H-principal wood of V , Y (G,B) is not (V ∪H)-firm
over V , hence B is a strict subset of Y (G,B), B could not be a (V ∪H)-firm over V
component of A. Hence Y (G,B) ⊂ A cannot hold, hence Y (G,B) = A holds.
(ii) Y ⊆ Ξ (V ) holds, or in other words, every member B of Y is a nonempty subset
of U (V ) such that B neither overlaps any member of V nor is a strict subset of any
member of V . For every member of Y is certainly a nonempty subset of U (V ), and
moreover V is a subset of Ξ (V ) and U (V ) is a member of Ξ (V ). Now let B be any
member of (Y ⊢ (V ∪ {U (V )})). Then by (i) above, Y (G,B) is a member of B (G),
and B is a (V ∪H)-firm over V component of Y (G,B). Let i be any member of B.
Then since Y (G,B) is (V ∪H)-connected, it follows directly from Lemmas 29 and 31
that B is equal to the set whose members are all the members j of Y (G,B) such that
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for every (V ∪H)-key E of Y (G,B) such that E /∈ V holds, and every partition {J,K}
of Y (G,B) into two parts such that E intersects both J and K, and E is the only
member of (V ∪H) to intersect both J and K, j is a member of the same member of
{J,K} as i is. Let C be any member of V and let j and k be any members of C. Then
if {J,K} is any partition of Y (G,B) into two nonempty parts such that some member
E of (V ∪H) such that E /∈ V holds is the only member of (V ∪H) to intersect both
parts, j and k must be members of the same member of {J,K}, since otherwise the
member C of V would intersect both parts. Hence j is a member of B ifif k is a
member of B, hence either every member of C is a member of B or no member of C
is a member of B, hence either C ⊆ B holds or C ∩B = ∅ holds.
(iii) The set G ∪ Y is a wood of V . For G is a wood of V , and by (ii) above, every
member of Y is a member of Ξ (V ), hence G∪Y will be a wood of V provided that no
member of Y overlaps any member of G ∪ Y . Now certainly no member of V overlaps
any member of G ∪ Y , and U (V ) overlaps no member of G ∪ Y . Now let B be any
member of (Y ⊢ (V ∪ {U (V )})). Then by (i) above, Y (G,B) is a member of B (G),
and B is a (V ∪H)-firm over V component of Y (G,B). Let C be any member of G∪Y .
Then C is either equal to U (V ) or else is a member of G or else is a (V ∪H)-firm over
V component of some member of G. Now if C is equal to U (V ) then Y (G,B) ⊆ C
holds, and if C is a member of G then either Y (G,B) ∩ C = ∅ holds or Y (G,B) ⊆ C
holds or C ⊂ Y (G,B) holds. Now suppose that C is a (V ∪H)-firm over V component
of a member A of G. Then either Y (G,B) ∩ A = ∅ holds or Y (G,B) ⊆ A holds or
A ⊂ Y (G,B) holds, and if Y (G,B) ∩A = ∅ holds then Y (G,B) ∩C = ∅ holds and if
A ⊂ Y (G,B) holds then C ⊂ Y (G,B) holds. Suppose now that Y (G,B) ⊆ A holds.
Then either Y (G,B) = A holds, in which case C ⊆ Y (G,B) holds, (hence either
C = Y (G,B) holds, hence Y (G,B) ⊆ C holds, or else C ⊂ Y (G,B) holds), or else
Y (G,B) ⊂ A holds. Suppose now that Y (G,B) ⊂ A holds. Then by the definition of
an H-principal wood of V , Y (G,B) is a subset of a (V ∪H)-firm over V component of
A, hence since, by Lemma 31, the distinct (V ∪H)-firm over V components of A do not
intersect one another, either Y (G,B) ∩ C = ∅ holds or Y (G,B) ⊆ C holds. Hence in
every case, either Y (G,B)∩C = ∅ holds or Y (G,B) ⊆ C holds or C ⊂ Y (G,B) holds.
And if Y (G,B) ∩ C = ∅ holds then B ∩ C = ∅ holds, and if Y (G,B) ⊆ C holds then
B ⊆ C holds, while if C ⊂ Y (G,B) holds then C is certainly not equal to U (V ), hence
C is either a member of G or else is a (V ∪H)-firm over V component of some member
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of G, and if C is a member of G then by the definition of an H-principal wood of V , C
is a subset of a (V ∪H)-firm over V component of Y (G,B), hence either B ∩ C = ∅
holds or C ⊆ B holds, since B is a (V ∪H)-firm over V component of Y (G,B), and if
C is a (V ∪H)-firm over V component of a member A of G, then either A = Y (G,B)
holds or A ⊂ Y (G,B) holds, (since A does not overlap Y (G,B), A ∩ Y (G,B) has
the nonempty subset C, and if Y (G,B) ⊂ A held then by the definition of an H-
principal wood of V , Y (G,B) would be a subset of a (V ∪H)-firm over V component
of A, hence C ⊂ Y (G,B) implies that C could not be equal to a (V ∪H)-firm over
V component of A), and if A = Y (G,B) holds, then both B and C are (V ∪H)-firm
over V components of Y (G,B), hence either B = C holds or B ∩ C = ∅ holds, and if
A ⊂ Y (G,B) holds, then by the definition of an H-principal wood of V , A is a subset
of a (V ∪H)-firm over V component of Y (G,B), hence either B ∩ C = ∅ holds or
C ⊆ B holds, since B is a (V ∪H)-firm over V component of Y (G,B).
(iv) Let B and C be any two distinct members of (Y ⊢ G). Then Ξ (P (G,B)) ∩
Ξ (P (G,C)) = ∅ holds. For by the definition of the function Ξ on page 21, Ξ (P (G,B))
is the set whose members are all the subsets D of the set U (P (G,B)) = B such that
D neither overlaps any member of P (G,B) nor is a strict subset of any member
of P (G,B), (so that if S is any member of P (G,B), then either S ⊆ D holds or
S ∩ D = ∅ holds). And similarly, Ξ (P (G,C)) is the set whose members are all the
nonempty subsets D of C such that if S is any member of P (G,C), then either S ⊆ D
holds or S ∩D = ∅ holds. Now since B and C are two distinct members of (Y ⊢ G),
at most one of B and C can be equal to U (V ). Suppose B = U (V ) holds. Then
C is a member of (Y ⊢ (V ∪ {U (V )})), hence by (i) above, Y (G,C) is a member of
B (G), and C is a (V ∪H)-firm over V component of Y (G,C). Hence since, by the
definition of an H-principal wood of V , no member of B (G) is (V ∪H)-firm over V ,
C is a strict subset of the member Y (G,C) of G. Now B is a member of (Y ⊢ G),
hence B = U (V ) implies U (V ) is not a member of G. Hence every member of G is
a strict subset of U (V ) hence, by page 23, every member of G is a subset of some
member of P (G,U (V )) = P (G,B), hence since C is a strict subset of some member
of G, every member of Ξ (P (G,C)) is a strict subset of some member of P (G,B),
hence since no member of Ξ (P (G,B)) is a strict subset of any member of P (G,B),
Ξ (P (G,B))∩Ξ (P (G,C)) = ∅ holds. Now suppose neither B nor C is equal to U (V ).
Then B is a member of (Y ⊢ (V ∪ {U (V )})) hence by (i) above, Y (G,B) is a member
157
of B (G), B is a (V ∪H)-firm over V component of Y (G,B), and Y (G,B) is the only
member A of G such that B is a (V ∪H)-firm over V component of A, and C is a
member of (Y ⊢ (V ∪ {U (V )})) hence by (i) above, Y (G,C) is a member of B (G), C
is a (V ∪H)-firm over V component of Y (G,C), and Y (G,C) is the only member A of
G such that C is a (V ∪H)-firm over V component of A. Now since G is a wood, either
Y (G,B) ∩ Y (G,C) = ∅ holds or Y (G,B) = Y (G,C) holds or Y (G,B) ⊂ Y (G,C)
holds or Y (G,C) ⊂ Y (G,B) holds. Now if Y (G,B) ∩ Y (G,C) = ∅ holds then
Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ holds. Suppose now that Y (G,B) = Y (G,C) holds.
Then B and C are two distinct (V ∪H)-firm over V components of A hence by Lemma
31, B ∩ C = ∅ holds hence Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ holds. Now suppose
Y (G,B) ⊂ Y (G,C) holds. Then by the definition of an H-principal wood of V ,
Y (G,B) is a subset of a (V ∪H)-firm over V component of Y (G,C), hence since
Y (G,B) is a member of B (G) hence is not (V ∪H)-firm over V , hence cannot be
equal to any (V ∪H)-firm over V component of Y (G,C), Y (G,B) is a strict subset
of some (V ∪H)-firm over V component of Y (G,C), hence since C is a (V ∪H)-
firm over V component of Y (G,C), either Y (G,B) ∩ C = ∅ holds or Y (G,B) is a
strict subset of C. Now if Y (G,B) ∩ C = ∅ holds then B ∩ C = ∅ holds hence
Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ certainly holds. Now suppose that Y (G,B) ⊂ C
holds. Then, by page 23, Y (G,B) is a subset of some member of P (G,C) hence,
since B is a (V ∪H)-firm over V component of Y (G,B) and Y (G,B) is a member
of B (G) hence is not (V ∪H)-firm over V , hence B ⊂ Y (G,B) holds, B is a strict
subset of some member of P (G,C), hence every member of Ξ (P (G,B)) is a strict
subset of some member of P (G,C), hence since no member of Ξ (P (G,C)) is a strict
subset of any member of P (G,C), Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ holds. And finally,
if Y (G,C) ⊂ Y (G,B) holds, then Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ holds again by an
analogous argument.
(v) Let B be any member of (Y ⊢ G) and C be any member of (Y ∩G). Then C
is not a member of Ξ (P (G,B)). For by the definition of an H-principal wood of
V , no member of B (G) is (V ∪H)-firm over V , hence the members of (Y ∩G) are
any members of V that are (V ∪H)-firm over V components of members of B (G),
together with the set U (V ) if U (V ) is a member of G. Suppose first that B is equal
to U (V ). Then U (V ) is not a member of G, hence every member of G is a strict
subset of U (V ), hence by page 23, every member of G is a subset of some member of
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P (G,U (V )) = P (G,B), and furthermore, C is a (V ∪H)-firm over V component of
some member of B (G), hence C is a strict subset of some member of B (G), hence C is
a strict subset of some member of P (G,B), hence C is not a member of Ξ (P (G,B)).
Now assume B is not equal to U (V ), so B is a member of (Y ⊢ (V ∪ {U (V )})), hence
by (i) above, Y (G,B) is a member of B (G), B is a (V ∪H)-firm over V component
of Y (G,B), and Y (G,B) is the only member A of G such that B is a (V ∪H)-firm
over V component of A. Suppose first that C is equal to U (V ). Then since B is not
equal to U (V ), hence B is a strict subset of U (V ), every member of Ξ (P (G,B)) is
a strict subset of U (V ), hence U (V ) is certainly not a member of Ξ (P (G,B)). Now
assume C is not equal to U (V ), so C is a member of V that is a (V ∪H)-firm over V
component of some member of B (G). Let A be a member of B (G) such that C is a
(V ∪H)-firm over V component of A. Then since G is a wood, either Y (G,B)∩A = ∅
holds or Y (G,B) = A holds or Y (G,B) ⊂ A holds or A ⊂ Y (G,B) holds, and if
Y (G,B)∩A = ∅ holds then C is certainly not a member of Ξ (P (G,B)). Suppose now
that Y (G,B) = A holds. Then B is a (V ∪H)-firm over V component of Y (G,B)
such that B is not a member of V , and C is a (V ∪H)-firm over V component of
Y (G,B) such that C is a member of V , hence since, by Lemma 31, distinct (V ∪H)-
firm over V components of Y (G,B) do not intersect one another, C is not a member
of Ξ (P (G,B)). Now suppose that Y (G,B) ⊂ A holds. Then by the definition of an
H-principal wood of V , Y (G,B) is a subset of some (V ∪H)-firm over V component
of A, and since Y (G,B) is a member of B (G) and C is a member of V , Y (G,B) is a
subset of some (V ∪H)-firm over V component of A that is not equal to C hence, again
by Lemma 31, Y (G,B) does not intersect C, hence C is not a member of Ξ (P (G,B)).
And finally suppose that A ⊂ Y (G,B) holds. Then by the definition of an H-principal
wood of V , A is a subset of some (V ∪H)-firm over V component of Y (G,B), hence
either A∩B = ∅ holds or A ⊆ B holds, and if A∩B = ∅ holds then C is certainly not
a member of Ξ (P (G,B)). Suppose now that A ⊆ B holds. Then since A is a member
of B (G) hence is not (V ∪H)-firm over V , and B is (V ∪H)-firm over V , A is a strict
subset of B hence, by page 23, A is a subset of some member of P (G,B) hence, since
C is a member of V hence is a strict subset of A, C is a strict subset of some member
of P (G,B), hence C is not a member of Ξ (P (G,B)).
(vi) Let F be any member of O (G,H), or in other words, let F be any member of
G (V,H) such that G ⊆ P (F,H) holds, and let B be any member of (Y ⊢ G). Then
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F ∩ Ξ (P (G,B)) is a member of G (P (G,B) , H). For no member of F ∩ Ξ (P (G,B))
is empty, and since G ⊆ F holds, every member of P (G,B) is a member of F , hence
every member of P (G,B) is a member of F ∩Ξ (P (G,B)) hence, since no two members
of F overlap one another, hence no two members of F ∩ Ξ (P (G,B)) overlap one
another, F ∩ Ξ (P (G,B)) is a wood of P (G,B). And furthermore the fact that every
member of F is (V ∪H)-connected implies that every member of F ∩ Ξ (P (G,B)) is
(P (G,B) ∪H)-connected, for if C is any member of F ∩Ξ (P (G,B)) and {J,K} is any
partition of C into two nonempty parts, then there exists a member E of (V ∪H) such
that E intersects both J and K. Let E be a member of (V ∪H) such that E intersects
both J and K. Then if E is a member of H , E is a member of (P (G,B) ∪H), while
if E is a member of V , then E is either a subset of or disjoint from each member
of F , hence since C is a member of Ξ (P (G,B)) and E intersects C, E intersects
some member of P (G,B) hence is a subset of that member of P (G,B), and if S is the
member of P (G,B) that contains E as a subset, then S is a member of (P (G,B) ∪H)
that intersects both J and K.
(vii) Let F be any member of O (G,H), or in other words, let F be any member
of G (V,H) such that G ⊆ P (F,H) holds. Then F is equal to the disjoint union of
the sets F ∩ Ξ (P (G,B)) associated with all the members B of (Y ⊢ G), together
with the set (Y ∩G), or in other words, the set whose members are the sets F ∩
Ξ (P (G,B)) associated with all the members B of (Y ⊢ G), together with the set
(Y ∩G), is a partition of F . For if B and C are any two distinct members of (Y ⊢ G),
then Ξ (P (G,B)) ∩ Ξ (P (G,C)) = ∅ holds by (iv) above, hence (F ∩ Ξ (P (G,B))) ∩
(F ∩ Ξ (P (G,C))) = ∅ certainly holds. And if B is any member of (Y ⊢ G) and C
is any member of (Y ∩G), then by (v) above, C is not a member of Ξ (P (G,B)),
hence C is certainly not a member of F ∩ Ξ (P (G,B)), hence if B is any member of
(Y ⊢ G), then (F ∩ Ξ (P (G,B))) ∩ (Y ∩G) = ∅ certainly holds. Now G ⊆ P (F,H)
implies that if A is any member of B (G), and C is any member of F such that C ⊂ A
holds, then C is a subset of some (V ∪H)-firm over V component of A. Now let C be
any member of F , and suppose first that there is no member A of G such that C ⊂ A
holds. Then either C is equal to U (V ), or else C ⊂ U (V ) holds and U (V ) is not a
member of G. Suppose first that C is equal to U (V ). Then if U (V ) is a member of G,
C = U (V ) is a member of (Y ∩G), while if U (V ) is not a member of G, then U (V ) is a
member of (Y ⊢ G), and C = U (V ) is a member of Ξ (P (G,U (V ))) Now suppose that
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C ⊂ U (V ) holds, hence that U (V ) is not a member of G, since by assumption there
is no member A of G such that C ⊂ A holds. Then U (V ) is a member of (Y ⊢ G).
Now C ⊆ U (V ) certainly holds. Let S be any member of P (G,U (V )). Then S is
a member of F since G ⊆ F holds, hence S does not overlap C, hence since C ⊂ S
does not hold by assumption, either S ⊆ C holds or S ∩ C = ∅ holds. Hence C is
a member of Ξ (P (G,U (V ))). Now let C be any member of F such that there does
exist a member A of G such that C ⊂ A holds. Let A be the smallest member of G
to contain C as a strict subset. Now C ⊂ A holds hence A cannot be a member of
V , hence A is a member of B (G) hence, as noted above, the fact that G is a subset of
P (F,H) implies that C is a subset of some (V ∪H)-firm over V component of A. Let
B be the (V ∪H)-firm over V component of A that contains C as a subset. Then if B
is a member of V , the facts that C ⊆ B holds and that C is a member of F , hence that
C is a member of Ξ (V ), imply that C = B holds, and the facts that A is a member
of B (G) and that B is a member of V , hence that B is a member of G, imply that B
is a member of (Y ∩G), hence that C is a member of (Y ∩G). Now suppose that B
is not a member of V , and let S be any member of P (G,B). Then S is a member of
F hence S does not overlap C, and C ⊂ S cannot hold, for if C ⊂ S did hold then A
would not be the smallest member of G to contain C as a strict subset, contrary to
assumption. Hence since C ⊆ B implies that C is a subset of U (P (G,B)) = B, C is
a member of Ξ (P (G,B)).
(viii) Let J be any map such that D (J) = (Y ⊢ G) holds, and such that for each
member B of (Y ⊢ G), JB is a member of G (P (G,B) , H). Then the set F ≡(⋃
B∈(Y ⊢G) JB
)
∪ (Y ∩G) is a member of O (G,H), or in other words, F is a member
of G (V,H) such that G ⊆ F holds, and if A is any member of B (G) and C is any
member of F such that C ⊂ A holds, then C is a subset of some (V ∪H)-firm over V
component of A.
For we first note that U (F ) ⊆ U (V ) holds, and furthermore, if B is any member
of (Y ⊢ G), then JB is a subset of Ξ (P (G,B)), and P (G,B) is a partition that is a
subset of Ξ (V ), hence by the observation at the top of page 33, JB is a subset of Ξ (V ).
Hence, since (Y ∩G) is certainly a subset of Ξ (V ), F is a subset of Ξ (V ).
We next note that G is certainly a member of O (G,H), hence by (vii) above, (with
the wood F of (vii) above taken as G), G is equal to the disjoint union of the sets
G ∩ Ξ (P (G,B)) for the members B of (Y ⊢ G), together with the set (Y ∩G). But
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for B ∈ (Y ⊢ G) the set G ∩ Ξ (P (G,B)) is equal to P (G,B), and hence is a subset
of JB, hence G is a subset of F .
Hence, in particular, V is a subset of F .
Now let C and D be any members of F . We first note that if either C or D is a
member of (Y ∩G), then since (Y ∩G) is a subset of V ∪{U (V )}, and F is a subset of
Ξ (V ), and no member of Ξ (V ) overlaps either U (V ) or any member of V , C and D do
not overlap. Suppose now that neither C nor D is a member of (Y ∩G). Then since,
by (iv) above, the sets Ξ (P (G,B)) for distinct members B of (Y ⊢ G) do not intersect
one another, there exists a unique member S of (Y ⊢ G) such that C is a member of
JS, and there exists a unique member T of (Y ⊢ G) such that D is a member of JT .
Let S be the unique member of (Y ⊢ G) such that C ∈ JS holds, and let T be the
unique member of (Y ⊢ G) such that D ∈ JT holds. Then if S is equal to T , both
C and D are members of the wood JS = JT , hence C does not overlap D. Suppose
now that S is not equal to T . Then since, by (iii) above, G ∪ Y is a wood of V , either
S ∩ T = ∅ holds or S ⊂ T holds or T ⊂ S holds. We first note that if S ∩ T = ∅ holds,
then C ∩D = ∅ holds. Suppose now that S ⊂ T holds. Then S is certainly not equal
to U (V ), and S is a member of (Y ⊢ G) hence S is not a member of V , hence by (i)
above, Y (G, S) is a member of B (G), and S is a (V ∪H)-firm over V component of
Y (G, S). Suppose first that T is equal to U (V ). Then since T is a member of (Y ⊢ G),
U (V ) is not a member of G, hence Y (G, S) is a strict subset of U (V ), hence by page
23, there is a unique member E of P (G,U (V )) = P (G, T ) such that Y (G, S) ⊆ E
holds. Let E be the unique member of P (G, T ) such that Y (G, S) ⊆ E holds. Then
since D is a member of Ξ (P (G, T )), either E ⊆ D holds or E ∩ D = ∅ holds, and if
E ⊆ D holds then C ⊆ D holds, while if E ∩D = ∅ holds then C ∩D = ∅ holds. Now
suppose that T is not equal to U (V ), hence that T is a member of (Y ⊢ (V ∪ {U (V )})).
Then by (i) above, Y (G, T ) is a member of B (G), and T is a (V ∪H)-firm over V
component of Y (G, T ). Now S ⊂ T implies that Y (G, S) ⊆ Y (G, T ) holds, and by
Lemma 31 the distinct (V ∪H)-firm over V components of Y (G, T ) do not intersect
one another, hence Y (G, S) cannot equal Y (G, T ), (for if Y (G, S) = Y (G, T ) held
then S and T would be two distinct (V ∪H)-firm over V components of Y (G, T ) such
that S ∩T = S is nonempty), hence Y (G, S) ⊂ Y (G, T ) holds, hence by the definition
of an H-principal wood of V , Y (G, S) is a subset of a (V ∪H)-firm over V component
of Y (G, T ), hence since Y (G, S) ∩ T has the nonempty subset S, Y (G, S) ⊆ T holds
by Lemma 31. Now Y (G, S) is a member of B (G) hence is not (V ∪H)-firm over V ,
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hence Y (G, S) is not equal to T , hence Y (G, S) ⊂ T holds, hence by page 23 there
exists a unique member E of P (G, T ) such that Y (G, S) ⊆ E holds, (just as in the
case where T was equal to U (V )). Let E be the unique member of P (G, T ) such that
Y (G, S) ⊆ E holds. Then since D is a member of Ξ (P (G, T )), either E ⊆ D holds
or E ∩D = ∅ holds, and if E ⊆ D holds then C ⊆ D holds, while if E ∩D = ∅ holds
then C ∩D = ∅ holds.
And if T ⊂ S holds, we find by an exactly analogous argument that either D ⊆ C
holds or D ∩ C = ∅ holds.
Hence F is a subset of Ξ (V ) such that V ⊆ F holds and no two members of F
overlap, hence F is a wood of V , and furthermore G ⊆ F holds, as shown on page 161.
Now every member of G is (V ∪H)-connected by the definition of an H-principal
wood of V , hence in particular every member of (Y ∩G) is (V ∪H)-connected, and
furthermore U (V ) is (V ∪H)-connected by assumption. Now let B be any member of
(Y ⊢ G) and let C be any member of JB. Then C is a member of Ξ (P (G,B)) such that
C is (P (G,B) ∪H)-connected. Let {J,K} be any partition of C into two nonempty
parts. Then there exists a member E of (P (G,B) ∪H) such that E intersects both
J and K. Let E be a member of (P (G,B) ∪H) such that E intersects both J and
K. Then if E is a member of H , E is a member of (V ∪H) such that E intersects
both J and K. Suppose now that E is a member of P (G,B). Then since E intersects
C, and C is a member of Ξ (P (G,B)), E ⊆ C holds, hence {(E ∩ J) , (E ∩K)} is a
partition of E into two nonempty parts, hence since E is a member of G hence E is
(V ∪H)-connected, there exists a member M of (V ∪H) such that M intersects both
(E ∩ J) and (E ∩K), and any such member M of (V ∪H) is a member of (V ∪H)
that intersects both J and K.
Hence every member of F is (V ∪H)-connected, hence F is a member of G (V,H).
Now let A be any member of B (G) and C be any member of F such that C ⊂ A
holds. Suppose first that C is a member of (Y ∩G). Then C is a member of G, hence
by the definition of an H-principal wood of V , C is a subset of a (V ∪H)-firm over V
component of A. Now suppose there exists a member B of (Y ⊢ G) such that C is a
member of JB. Then since, by (iv) above, the sets Ξ (P (G,B)) for distinct members B
of (Y ⊢ G) do not intersect one another, there exists a unique member B of (Y ⊢ G)
such that C is a member of JB. Let B be the unique member of (Y ⊢ G) such that C is
a member of JB. Now by (iii) above, B does not overlap A, and B∩A has the nonempty
subset C, hence B ∩A is nonempty, and C is a member of Ξ (P (G,B)), hence A ⊂ B
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cannot hold, for if A ⊂ B held then by page 23, A would be a subset of some member
of P (G,B), hence C ⊂ A would imply that C is a strict subset of some member of
P (G,B), which contradicts C ∈ Ξ (P (G,B)). Hence B ⊆ A holds hence, since A is
a member of G, and B is not a member of G, hence B is not equal to A, B ⊂ A
holds. Hence B is certainly not equal to U (V ), hence since B is a member of (Y ⊢ G)
hence B is a member of (Y ⊢ V ), it follows from (i) above that Y (G,B) is a member
of B (G), and that B is a (V ∪H)-firm over V component of Y (G,B). Now Y (G,B)
does not overlap A, hence since B ⊂ A holds and Y (G,B) is the smallest member
of G to contain B as a subset, Y (G,B) ⊆ A holds. Suppose first that Y (G,B) = A
holds. Then B is a (V ∪H)-firm over V component of A = Y (G,B), hence since
C is a subset of B, C is a subset of a (V ∪H)-firm over V component of A. Now
suppose that Y (G,B) ⊂ A holds. Then by the definition of an H-principal wood of
V , Y (G,B) is a subset of a (V ∪H)-firm over V component of A, hence since C is a
subset of Y (G,B), C is a subset of a (V ∪H)-firm over V component of A.
Hence F is a member of O (G,H).
(ix) Let X be the set whose members are all the maps J such that D (J) is equal to
(Y ⊢ G), and for each member B of (Y ⊢ G), JB is a member of G (P (G,B) , H), let
E be the map such that D (E) = X holds and such that for each member J of X ,
EJ ≡
(⋃
B∈(Y ⊢G) JB
)
∪(Y ∩G) holds, and letM be the map whose domain is equal to
O (G,H), and such that for each member F of O (G,H),MF is the map whose domain
is (Y ⊢ G), and such that for each member B of (Y ⊢ G), MFB ≡ (MF )B is equal to
F ∩ Ξ (P (G,B)). Then E is a bijection whose domain is X and whose range is equal
to O (G,H), M is a bijection whose domain is O (G,H) and whose range is equal to
X , and M is the inverse of E and E is the inverse of M .
For by (viii) above, R (E) ⊆ O (G,H) holds. Now let F be any member ofO (G,H).
Then by (vi) above, for each member B of (Y ⊢ G), F ∩ Ξ (P (G,B)) is a member of
G (P (G,B) , H). Hence R (M) is a subset of X . And furthermore, by (vii) above, for
each member F of O (G,H),
EMF =

 ⋃
B∈(Y ⊢G)
MFB

 ∪ (Y ∩G) =

 ⋃
B∈(Y ⊢G)
(F ∩ Ξ (P (G,B)))

 ∪ (Y ∩G)
is equal to F . Thus every member F of O (G,H) is a member of R (E), hence R (E)
is equal to O (G,H). Now let J and K be any two distinct members of X . Then since,
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for every member B of (Y ⊢ G), JB ⊆ Ξ (P (G,B)) holds and KB ⊆ Ξ (P (G,B))
holds, and by (iv) above, the sets Ξ (P (G,B)) for distinct members B of (Y ⊢ G) do
not intersect one another, and by (v) above, the set (Y ∩G) does not intersect the set
Ξ (P (G,B)) for any member B of (Y ⊢ G), and furthermore, the fact that J is not
equal to K implies that there is at least one member B of (Y ⊢ G) such that JB is not
equal to KB, EJ is not equal to EK . Hence for each member F of O (G,H), there is
exactly one member J of X such that EJ is equal to F , hence, since R (E) is a subset
of O (G,H), E is a bijection whose domain is X and whose range is equal to O (G,H).
Finally we note that the facts that R (E) is a subset of O (G,H), R (M) is a subset of
X , and that for each member F of O (G,H), EMF is equal to F , and that for any two
distinct members J and K of X , EJ is not equal to EK , together imply that R (M) is
equal to X , for if (X ⊢ R (M)) was nonempty and J was a member of (X ⊢ R (M)),
then since MEJ is a member of R (M), J and MEJ would be two distinct members of
X such that EJ = EMEJ held. Hence M is a bijection whose domain is O (G,H) and
whose range is equal to X , and M is the inverse of E and E is the inverse of M .
Lemma 36. If U is a set such that every member of U is a set, A is a U -connected
set, E is a U -key of A such that # (E) = 2, {B,C} is a partition of A such that
B ∩E 6= ∅, C ∩E 6= ∅, and E is the only member of U to have nonempty intersection
with both B and C, and {J,K} is a partition of A such that J ∩ E 6= ∅, K ∩ E 6= ∅,
and E is the only member of U to have nonempty intersection with both J and K,
then {B,C} = {J,K}.
Proof. Suppose {B,C} 6= {J,K}. Then either B ∩ J and B ∩K are both nonempty,
or C ∩ J and C ∩K are both nonempty. For B ∩ J and C ∩ J cannot both be empty
since (B ∩ J) ∪ (C ∩ J) = J , and B ∩ K and C ∩ K cannot both be empty since
(B ∩K) ∪ (C ∩K) = K, and if B ∩ J and C ∩ K are both empty then B = K
holds and C = J holds hence {B,C} = {J,K} holds, contrary to assumption, and if
B ∩ K and C ∩ J are both empty then B = J holds and C = K holds hence again
{B,C} = {J,K} holds, contrary to assumption, hence every case where at least one of
B ∩J and B ∩K is empty and at least one of C ∩J and C ∩K is empty, is excluded.
Suppose now for definiteness that B∩J and B∩K are both nonempty. Then since B
is U -connected by Lemma 25, there exists a member S of U such that (B ∩ J)∩S 6= ∅
and (B ∩K) ∩ S 6= ∅. Now this implies that S has at least two distinct members
that are members of B, hence since by assumption # (E) = 2 holds and one of the
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members of E is a member of C hence not a member of B, S is not equal to E. But
this contradicts the assumption that E is the only member of U to have nonempty
intersection with both J and K.
Theorem 2. Let V be a partition such that U (V ) is finite and # (V ) ≥ 2 holds, and
let H be a partition such that U (V ) is (V ∪H)-connected and such that if E is any
member of H such that E intersects more than one member of V , then E has exactly
two members. (Hence no member of H intersects more than two members of V .)
Let W be the subset of H whose members are all the members E of H such that E
intersects exactly two members of V . (Thus W is a partition such that every member
E of W has exactly two members.)
Let d be an integer ≥ 1.
Let Z be the subset of E
U(V )
d whose members are all the members y of E
U(V )
d such
that |yi − yj| = 0 holds for at least one member {i, j} of W .
Let θ be a member of ZW such that θ∆ < d holds for every member ∆ of W .
Let g be a map such that D (g) is finite and R (g) ⊆ U (V ) holds, and let c be a map
such that D (g) ⊆ D (c) holds and for each member α of D (g), cα is a unit d-vector.
For any ordered pair (i, j) of a map i such that D (i) is finite and R (i) ⊆ U (V )
holds, and a member j of U (V ), let νij denote the number of members α of D (i) such
that iα = j holds.
For each member A of (Ξ (V ) ⊢ V ), we define
DA ≡

 ∑
∆≡{j,k}∈(W∩Q(A))
(θ∆ + νgj + νgk)

− d (# (P (V,A))− 1) .
Let N ≡ #(D (g)) +∑A∈(Ξ(V )⊢V ) (1 + max (DA, 0)).
Let M be a finite real number ≥ 0, and let S and T be finite real numbers such
that 0 < S < T holds.
Let J be a map whose domain is G (V,H), and such that for each member F of
G (V,H), JF is a map whose domain is
(
E
U(V )
d ⊢ Z
)
and whose range is a subset of R.
For each member F of G (V,H), and for each member y of
(
E
U(V )
d ⊢ Z
)
, we define
JF (y) ≡ (JF )y.
Let J satisfy the requirement that if F and G are members of G (V,H), and y is a
member of
(
E
U(V )
d ⊢ Z
)
, such that for every member {i, j} of W , either |yi − yj| ≤ S
holds or Y (F, {i, j}) = Y (G, {i, j}) holds, then JF (y) = JG (y) holds.
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Let J also satisfy the requirement that for each member F of G (V,H), JF (y) and
all its derivatives with respect to the yi, i ∈ U (V ), of degree up to and including N ,
exist and are continuous for all y ∈
(
E
U(V )
d ⊢ Z
)
.
For each member S of W , we define the d-vector differential operator tS by tS ≡
(yˆj + yˆk), where j and k are the two members of S, or in other words, S = {j, k}, and
the d-vector index has not been shown.
And let J also satisfy the requirement that if i is any map such that D (i) is finite
and R (i) ⊆ U (V ) holds, u is any map such that D (i) ⊆ D (u) holds and for each
member α of D (i), uα is a unit d-vector, E is any map such that D (E) is finite and
R (E) ⊆ W holds, and v is any map such that D (E) ⊆ D (v) holds and for each
member β of D (E), vβ is a unit d-vector, and if the maps i and E furthermore satisfy
the requirement that # (D (i)) + # (D (E)) ≤ N holds, then the following inequality
holds for all F ∈ G (V,H) and for all y ∈
(
E
U(V )
d ⊢ Z
)
:
∣∣∣∣∣∣

 ∏
β∈D(E)
(
vβ .tEβ
)

 ∏
α∈D(i)
(uα.yˆiα)

JF (y)
∣∣∣∣∣∣ ≤M
∏
∆≡{j,k}∈W
|yj − yk|−(θ∆+νij+νik) ,
where in accordance with the definition on page 166, and for any member m of U (V ),
νim denotes the number of members α of D (i) such that iα = m holds.
And let J also satisfy the requirement that if y is any member of
(
E
U(V )
d ⊢ Z
)
such that |yi − yj| ≥ T holds for any member {i, j} of W , then JF (y) = 0 holds for
all members F of G (V,H).
Let J˜ be any map such that D
(
J˜
)
= N holds, and such that for each member k of
N, J˜k is a map such that J˜k has all the properties assumed above for the map J , and
such that furthermore, for every member k of N, and every member F of G (V,H) ,and
every member y of E
U(V )
d , JkF (y) ≡ ((Jk)F )y is defined, continuous and continuously
differentiable with respect to the yi, i ∈ U (V ), up to total degree N .
And let J˜ satisfy the requirement that for any given real number ε > 0 and any
given real number r > 0, there exists a member k of N such that for all integers m ≥ k,
and for all members y of E
U(V )
d such that |yi − yj| ≥ r holds for all members {i, j} ofW ,
and for all maps i and u such that D (i) is finite, # (D (i)) ≤ N holds, R (i) ⊆ U (V )
holds, D (i) ⊆ D (u) holds, and for each member α of D (i), uα is a unit d-vector,∣∣∣(∏α∈D(i) uα.yˆiα)(J˜mF (y)−JF (y))∣∣∣ ≤ ε holds for all members F of G (V,H).
Let ω be any set of contraction weights for V , let h be any member of U (V ), let
O ≡ C (V, h), let b be any member of Ed, and let W be the subset of Ud (V, ω) whose
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members are all the members x of Ud (V, ω) such that xO = b holds.
For each member k of N, let Ik be defined by:
Ik ≡
∫
W

 ∏
A∈(V ⊢{O})
ddxA



 ∑
F∈V(V,H)
(−1)#(B(F ))
∑
n∈X(I(F,H),D)
×
×



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)


 ∏
α∈D(g)
cα.yˆgα

 J˜kF (y)


y=η(F,H,x)


Then for each member k of N, Ik is a finite real number, and the Ik, k ∈ N, form
a Cauchy sequence, or in other words, for any given real number ε > 0, there exists a
member k of N such that for all members l and m of N such that l ≥ k and m ≥ k both
hold, |Il − Im| ≤ ε holds. (We note that by the completeness of R, it follows directly
from this that there exists a unique finite real number I such that for any given real
number ε > 0, there exists a member k of N such that for all members l of N such that
l ≥ k holds, |Il − I| ≤ ε holds.)
Proof. We first note that it follows directly from the assumed properties of J˜ that
for each member k of N , Ik is a finite real number, hence it remains to prove that the
Ik, k ∈ N, form a Cauchy sequence.
For each member k of N, and for each H-principal wood G of V , we define I˜kG
to be given by the same expression as Ik, but with the sum over the members F of
V (V,H) replaced by the sum over the members F of O (G,H). Then by Lemma 34,
the following identity holds for each member k of N:
Ik =
∑
G∈W(V,H)
(−1)#(B(G)) I˜kG.
Now W (V,H) is a finite set, hence it will be sufficient to prove that for every H-
principal wood G of V , the I˜kG, k ∈ N, form a Cauchy sequence. We shall prove that
if G is any H-principal wood of V , then the I˜kG, k ∈ N, form a Cauchy sequence.
Let G be any H-principal wood of V , let Y be the set whose members are all the
(V ∪H)-firm over V components of members of B (G), together with the set U (V ), let
X be the set whose members are all the maps J such that D (J) is equal to (Y ⊢ G),
and for each member B of (Y ⊢ G), JB is a member of G (P (G,B) , H), and let E
be the map such that D (E) = X holds and such that for each member J of X ,
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EJ ≡
(⋃
B∈(Y ⊢G) JB
)
∪ (Y ∩G) holds. Then by Lemma 35 (ix), and for each member
k of N, I˜kG is equal to
∫
W

 ∏
A∈(V ⊢{O})
ddxA



∑
J∈X
(−1)#(B(EJ ))
∑
n∈X(I(EJ ,H),D)
×
×



 ∏
(i,A)∈U(R(I(EJ ,H)))
(((
xK(EJ ,A,i) − xA
)
.yˆi
)niA
niA!
)

 ∏
α∈D(g)
cα.yˆgα

 J˜kEJ (y)


y=η(EJ ,H,x)


We now choose a real number σ such that 0 < σ ≤ 3
25
holds, and we define the real
number λ by λ ≡ (1
4
) (
1−√1− 8σ), so that 0 < λ ≤ 1
5
holds.
We note that λ and σ satisfy the equation λ = σ
1−2λ , and that 0 < σ < λ holds.
And we choose a real number R such that 0 < R ≤ (1− 2λ)S holds.
Then for any member B of (Y ⊢ G), for any member JB of G (P (G,B) , H), and
for any member x of Ud (V, ω), the following identity holds by page 63:∑
(PB,QB)∈N (P(G,B),H)
E (PB, QB, H, σ, R, ↓ (x,Ξ (P (G,B))))S (PB, JB)S (JB, QB) = 1
We define X˜ to be the set whose members are all the ordered pairs (P,Q) of
members of X such that for every member B of (Y ⊢ G), (PB, QB) is a member of
N (P (G,B) , H). (Thus X˜ is the set whose members are all the ordered pairs (P,Q)
of members of X such that for every member B of (Y ⊢ G), PB ⊆ QB holds.) Then
it immediately follows from the preceding identity that for every member J of X , and
for every member x of Ud (V, ω), the following identity holds:∑
(P,Q)∈X˜
∏
B∈(Y ⊢G)
(E (PB, QB, H, σ, R, ↓ (x,Ξ (P (G,B))))S (PB, JB)S (JB, QB)) = 1
Now by (iv) and (v) of Lemma 35,
∏
B∈(Y ⊢G) S (PB, JB) = S (EP , EJ) holds and∏
B∈(Y ⊢G) S (JB, QB) = S (EJ , EQ) holds.
Hence if we insert the above identity into a sum over the members J of X , and
take the sum over the members (P,Q) of X˜ outside the sum over the members J of X ,
then in the term associated with the member (P,Q) of X˜ , the sum over the members
J of X reduces to a sum over those members J of X such that EJ ∈ K (EP , EQ) holds.
And furthermore, by Lemma 35 (ix), it directly follows from the fact that (P,Q) is a
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member of X˜ , that for every member F of K (EP , EQ), there is exactly one member J
of X such that EJ = F holds, and the member J of X corresponding to the member
F of K (EP , EQ) is given by J = MF , where M is the map defined in Lemma 35 (ix).
Hence in the term associated with the member (P,Q) of X˜ , the sum over the members
J of X reduces to the sum over the members F of K (EP , EQ).
We now define O˜ (G,H) to be the set whose members are all the ordered pairs
(P,Q) of members P and Q of O (G,H) such that P ⊆ Q holds. Then it immediately
follows from (iv), (v), and (ix) of Lemma 35, that O˜ (G,H) is equal to the set of all
ordered pairs (P,Q) of members of O (G,H) such that for every member B of (Y ⊢ G),
(P ∩ Ξ (P (G,B))) ⊆ (Q ∩ Ξ (P (G,B))) holds, and furthermore that the set O˜ (G,H)
is in one-to-one correspondence with the set X˜ , with the correspondences being given
by the map E and the map M defined in Lemma 35 (ix).
Hence for each member k of N, I˜kG is equal to
∫
W

 ∏
A∈(V ⊢{O})
ddxA



 ∑
(P,Q)∈O˜(G,H)



 ∏
B∈(Y ⊢G)
×
×E ((P ∩ Ξ (P (G,B))) , (Q ∩ Ξ (P (G,B))) , H, σ, R, ↓ (x,Ξ (P (G,B))))

×
×
∑
F∈K(P,Q)
(−1)#(B(F ))
∑
n∈X(I(F,H),D)



 ∏
(i,A)∈U(R(I(F,H)))
(((
xK(F,A,i) − xA
)
.yˆi
)niA
niA!
)
×
×

 ∏
α∈D(g)
cα.yˆgα

 J˜kF (y)


y=η(F,H,x)




We shall prove that for each member (P,Q) of the finite set O˜ (G,H), the integrals
over W of the term associated with (P,Q) in the integrands of these integrals for the
members k of N, form a Cauchy sequence.
We first use Lemma 22 to conclude that the term associated with (P,Q) in the
integrand of the above integral for the member k of N is equal to
(−1)#(B(P ))×
×

 ∏
B∈(Y ⊢G)
E ((P ∩ Ξ (P (G,B))) , (Q ∩ Ξ (P (G,B))) , H, σ, R, ↓(x,Ξ (P (G,B))))

×
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×
∑
u∈X(↓(I(Q,H),P ),D)
∑
m∈A(J(P,Q,H),(D−ξ(P,Q,H,u)+1))
∫
D
(
d#(Q⊢P )ρ
)×
×



 ∏
A∈(Q⊢P )
(1− ρA)(DA−ξA(P,Q,H,u)) (DA − ξA (P,Q,H, u) + 1)

×
×

 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))

 ∏
E∈(GiB(Q,H)⊢X)
ρE


miBX

×
×



 ∏
((i,B),X)∈U(R(ψ(J(P,Q,H))))
(((
xK(Q,B,i) − xB
)
.yˆi
)miBX
miBX !
)×
×

 ∏
(i,A)∈U(R(↓(I(Q,H),P )))
(((
xK(Q,A,i) − xA
)
.yˆi
)uiA
uiA!
)×
×

 ∏
α∈D(g)
cα.yˆgα

 J˜kQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


where 11 is a map such that (Q ⊢ P ) ⊆ D (11) holds and such that for each member
A of (Q ⊢ P ), 11A = 1 holds, and D is the set of all members ρ of R(Q⊢P ) such that
0 ≤ ρA ≤ 1 holds for every member A of (Q ⊢ P ).
We shall prove, for each ordered pair (u,m) of a member u of X (↓ (I (Q,H) , P ) , D)
and a member m of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)), that the integrals over
W, of the term in the above formula associated with u and m, for the members k of
N, form a Cauchy sequence.
Let (P,Q) be any member of O˜ (G,H), let u be any member of X (↓(I (Q,H) ,P ) ,D),
and let m be any member of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)).
We first note that in consequence of the assumed regularity of J˜kQ (y), we may
swap the order of the ρ-integration and the x-integration, and we now do this, so that
we now do the x-integrals before the ρ-integrals.
For any member E of W , we define the differential operator tE , as on page 166, by
tE ≡ (yˆj + yˆk), where j and k are the two members of E, or in other words, E = {j, k}.
For any ordered septuple (B, i, n, j, s, E, v) of a map B such that D (B) is finite
and R (B) ⊆ B (Q) holds, a map i such that D (B) ⊆ D (i) holds and for each member
α of D (B), iα is a member of Bα, a map n such that D (B) ⊆ D (n) holds and for
each member α of D (B), nα is a unit d-vector, a map j such that D (j) is finite and
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R (j) ⊆ U (V ) holds, a map s such that D (j) ⊆ D (s) holds and for each member β of
D (j), sβ is a unit d-vector, a map E such that D (E) is finite and R (E) ⊆ W holds,
and a map v such that D (E) ⊆ D (v) holds and for each member γ of D (E), vγ is a
unit d-vector, we define, for every member k of N, and for every member ρ of D, (or
in other words, for every member ρ of R(Q⊢P ) such that 0 ≤ ρA ≤ 1 holds for every
member A of (Q ⊢ P )),
I
◦
k (B, i, n, j, s, E, v, ρ) ≡
∫
W

 ∏
A∈(V ⊢{O})
ddxA

×
×



 ∏
B∈(Y ⊢G)
E ((P ∩ Ξ (P (G,B))) , (Q ∩ Ξ (P (G,B))) , H, σ, R, ↓(x,Ξ (P (G,B))))

×
×



 ∏
α∈D(B)
((
xK(Q,Bα,iα) − xBα
)
.nα
)

 ∏
β∈D(j)
(
sβ .yˆjβ
)

 ∏
γ∈D(E)
(
vγ .tEγ
)×
×J˜kQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))


(We note that the definition of I
◦
k (B, i, n, j, s, E, v, ρ) depends implicitly on G, H ,
P , and Q.)
Then by introducing a complete set of d orthonormal unit d-vectors, (for example
the d unit d-vectors parallel to the coordinate axes in the positive directions), we find
that for each member k of N, the term in our integral associated with the member u of
X (↓ (I (Q,H) , P ) , D) and the member m of A (J (P,Q,H) , (D − ξ (P,Q,H, u) + 11)),
is equal to the integral with respect to ρ, over D, of the ρ-dependent factor
 ∏
A∈(Q⊢P )
(1− ρA)(DA−ξA(P,Q,H,u)) (DA − ξA (P,Q,H, u) + 1)

×
×

 ∏
((i,A),X)∈U(R(ψ(J(P,Q,H))))

 ∏
C∈(GiA(Q,H)⊢X)
ρC


miAX


multiplied by the sum, over a finite number of ordered septuples (B, i, n, j, s, E, v) as on
page 171, of a finite coefficient, independent of ρ and k, times I
◦
k (B, i, n, j, s, E, v, ρ),
and that furthermore, and by analogy with observations 1) to 21) on pages 112 to
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121, every septuple (B, i, n, j, s, E, v) that occurs in this sum satisfies the following
condition:
For each member A of B (Q), the number of members β of D (j) such that jβ ∈
U (W ) and {Z (P,H, jβ) ,Z (P,H, l)} ∈ Q (P (P,A)) both hold, where l is the other
member of the unique member C (W, jβ) of W that has jβ as a member, is less than or
equal to the number of members α of D (B) such that Bα ∈ (Ξ (P (P,A)) ⊢ P (P,A))
holds, plus the number of members α of D (g) such that gα ∈ U (W ) and
{Z (P,H, gα) ,Z (P,H, l)} ∈ Q (P (P,A)) both hold, where l is the other member of
the unique member C (W, gα) of W that has gα as a member, plus


− (DA + 1) +

 ∑
C∈(P(P,A)⊢V )
∑
(i,K)∈IC(Q,H)
uiK



 if A ∈ (Q ⊢ P ) holds,



 ∑
C∈(P(P,A)⊢V )
∑
(i,K)∈(IC(Q,H)⊢IA(Q,H))
uiK

−

 ∑
i∈T (A,H)
∑
K∈Y(Q,K(P,A,i),A)
uiK




if A ∈ B (P ) holds.
(We recall that the map g was introduced on page 165, and occurs in the differential
operator
(∏
α∈D(g) cα.yˆgα
)
in the integand of the integral on page 167.)
We note that we may also assume that all septuples (B, i, n, j, s, E, v) occurring in
the above sum are such that D (E) is equal to the empty set ∅, (so that E is equal
to the empty map ∅), but we do not use this fact, except in so far as it ensures that
the total number of derivatives acting on J˜kQ (y) in the integrand of any occurring
I
◦
k (B, i, n, j, s, E, v, ρ) is not greater than the integer N defined on page 166.
We shall prove that if (B, i, n, j, s, E, v) is any ordered septuple as on page 171,
such that the above condition holds, and such that (# (D (j)) + # (D (E))) is not
greater than the integer N defined on page 166, then the integrals with respect to
ρ, over D, of the ρ-dependent factor displayed at the bottom of page 172, times
I
◦
k (B, i, n, j, s, E, v, ρ), for the members k of N, form a Cauchy sequence.
Let ρ be any member of D, or in other words, let ρ be any member of R(Q⊢P ) such
that 0 ≤ ρA ≤ 1 holds for every member A of (Q ⊢ P ). We define new integration
variables for the integration with respect to x over W, in two steps, as follows:
We first follow pages 127 to 130 exactly, and choose a map S such that D (S) =
B
(
P¯
)
, and such that for every member A of B
(
P¯
)
, SA is a member of P (P,A),
and then define, for every member B of (P ⊢ {U (V )}), zB ≡ (xB − xSA), where A
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is the smallest member C of P¯ such that B ⊂ C holds, or in other words, where
A = Y
(
(P ⊢ {B}), B
)
holds, and then choose, as our first new set of integration
variables, the zB, B ∈ (P ⊢ (R (S) ∪ {U (V )})), exactly as on pages 129 and 130, and
note furthermore, exactly as on pages 129 and 130, that the linear transformation to
this first new set of integration variables has determinant equal to 1.
We next define a wood J of V such that P ⊆ J holds and J ∪Q is a wood of V , as
follows. We first choose a map f such that D (f) is equal to B (G), and such that for
every member A of B (G), fA is a member of SA, and we note that, since P is a member
of O (G,H), hence for each member A of B (G), SA is a subset of a (V ∪H)-firm over V
component of A, this definition has the immediate consequence that for every member
A of B (G), SA is a subset of the (V ∪H)-firm over V component of A that has fA as a
member. Then we define J to be the set whose members are the members of P plus, for
each ordered pair (A, T ) of a member A of B (G) and a (V ∪H)-key T of A such that
T is not a member of V , the set (A ⊢↑ (fA, {T})), where ↑ (fA, {T}) is defined to be
the set whose members are all the members l of A such that for every partition {B,C}
of A into two nonempty parts B and C such that T intersects both B and C and T
is the only member of (V ∪H) to intersect both B and C, l is a member of the same
member of {B,C} as fA is. (We note that if A is any (V ∪H)-connected member of
Ξ (V ), hence in particular if A is any member of B (G), and T is any (V ∪H)-key of A
such that T is not a member of V , then it follows directly from our assumptions on V
and H that T is a member of W hence has exactly two members, hence by Lemma 36
there is exactly one partition {B,C} of A into two parts such that T intersects both
B and C and T is the only member of (V ∪H) to intersect both B and C.)
To check that J and J ∪ Q are woods of V , we first note that if A is any member
of B (G) and T is any (V ∪H)-key of A such that T is not a member of V , then each
(V ∪H)-firm over V component of A is either a subset of (A ⊢↑ (fA, {T})) or else
does not intersect (A ⊢↑ (fA, {T})), hence by Lemma 35 (ii), Lemma 31, and page
33, (A ⊢↑ (fA, {T})) is a member of Ξ (V ). Hence every member of J is a member
of Ξ (V ) hence, since V is certainly a subset of J , it remains to check that no two
members of J ∪ Q overlap one another. Now certainly no two members of Q overlap
one another. Suppose now that B is any member of Q, A is any member of B (G),
and T is any (V ∪H)-key of A such that T is not a member of V . Then either
B ∩ A = ∅ holds or A ⊆ B holds or B ⊂ A holds, and if B ∩ A = ∅ holds then
B ∩ (A ⊢↑ (fA, {T})) = ∅ holds and if A ⊆ B holds then (A ⊢↑ (fA, {T})) ⊆ B
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holds, while if B ⊂ A holds then since Q is a member of O (G,H), B is a subset of
a (V ∪H)-firm over V component of A, hence either B ⊆ (A ⊢↑ (fA, {T})) holds or
B ∩ (A ⊢↑ (fA, {T})) = ∅ holds. Now suppose that A and B are two distinct members
of B (G), T is any (V ∪H)-key of A such that T is not a member of V , and R is any
(V ∪H)-key of B such that R is not a member of V . Then either B ∩ A = ∅ holds
or A ⊂ B holds or B ⊂ A holds, and if B ∩ A = ∅ holds then (B ⊢↑ (fB, {R})) ∩
(A ⊢↑ (fA, {T})) = ∅ holds, and if A ⊂ B holds then since G is an H-principal
wood of V , A is a subset of a (V ∪H)-firm over V component of B, hence either
(A ⊢↑ (fA, {T})) ⊆ (B ⊢↑ (fB, {R})) holds or (B ⊢↑ (fB, {R}))∩ (A ⊢↑ (fA, {T})) =
∅ holds, and similarly if B ⊂ A holds then either (B ⊢↑ (fB, {R})) ⊆ (A ⊢↑ (fA, {T}))
holds or (B ⊢↑ (fB, {R}))∩ (A ⊢↑ (fA, {T})) = ∅ holds. And finally suppose A is any
member of B (G) and T and R are any two distinct (V ∪H)-keys of A such that
neither T nor R is a member of V . Then by analogy with Lemma 28, with the i
of Lemma 28 taken as fA, we define a relation → among the (V ∪H)-keys of A as
follows: if B and C are (V ∪H)-keys of A, then B → C holds ifif there exists a
partition of A into two nonempty parts such that C intersects both parts, C is the
only member of (V ∪H) to intersect both parts, and B does not intersect the part
that has fA as a member. Then by Lemma 28 (i), at most one of T → R and R→ T
can hold. Suppose first that T → R holds and that {B,C} is a partition of A into
two nonempty parts such that fA ∈ B holds, R intersects both B and C, R is the only
member of (V ∪H) to intersect both B and C, and T does not intersect B. Then it
directly follows from the definition of ↑ (fA, {R}) that ↑ (fA, {R}) ⊆ B holds, hence
that C ⊆ (A ⊢↑ (fA, {R})) holds. Now let {D,E} be any partition of A into two
nonempty parts such that fA ∈ D holds, T intersects both D and E, and T is the
only member of (V ∪H) to intersect both D and E. Then since R 6= T holds by
assumption, R does not intersect both D and E. Now if R ∩D was empty, then since
T ∩ B is empty, D ∩ B would be empty by Lemma 26. But D ∩ B has the member
fA hence is nonempty, hence R ∩ E is empty, hence by Lemma 26, B ∩ E is empty,
hence B ⊆ D holds. Hence for every partition {D,E} of A into two nonempty parts
such that fA ∈ D holds, T intersects both D and E, and T is the only member of
(V ∪H) to intersect both D and E, B ⊆ D holds. Hence B ⊆↑ (fA, {T}) holds, hence
(A ⊢↑ (fA, {T})) ⊆ C holds, hence (A ⊢↑ (fA, {T})) ⊆ (A ⊢↑ (fA, {R})) holds, and
furthermore, since ↑ (fA, {R}) ⊆ B holds and T ∩B is empty, T∩ ↑ (fA, {R}) is empty,
hence since, by Lemma 28 (viii), T does intersect ↑ (fA, {T}), ↑ (fA, {R}) is not equal
175
to ↑ (fA, {T}), hence (A ⊢↑ (fA, {T})) ⊂ (A ⊢↑ (fA, {R})) holds. And analogously, if
R→ T holds, then (A ⊢↑ (fA, {R})) ⊂ (A ⊢↑ (fA, {T})) holds. Now suppose, finally,
that neither T → R nor R → T holds. Then for every partition {B,C} of A into
two nonempty parts such that R intersects both parts and R is the only member of
(V ∪H) to intersect both parts, T does intersect the part that has fA as a member,
hence since, by Lemma 28 (viii), {↑ (fA, {R}) , (A ⊢↑ (fA, {R}))} is such a partition of
A and fA ∈↑ (fA, {R}) holds, T∩ ↑ (fA, {R}) is nonempty, hence, since by assumption
T 6= R holds, T ∩ (A ⊢↑ (fA, {R})) is empty. And analogously, R ∩ (A ⊢↑ (fA, {T}))
is empty. Hence by Lemma 26, (A ⊢↑ (fA, {R})) ∩ (A ⊢↑ (fA, {T})) = ∅ holds.
We next note that if A is any member of B (G), T is any (V ∪H)-key of A
such that T is not a member of V , and we define Z to be the set whose mem-
bers are all the (V ∪H)-keys R of A such that R /∈ V and R → T both hold,
where the relation → among the (V ∪H)-keys of A is defined as in the preceding
paragraph, then the set (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
, or in other
words, the set (A ⊢↑ (fA, {T})) ∩
(⋂
R∈Z ↑ (fA, {R})
)
, is a (V ∪H)-firm over V com-
ponent of A, (and hence, in particular, is nonempty). For by Lemma 28 (viii),
T ∩ (A ⊢↑ (fA, {T})) is nonempty. Let i be any member of T ∩ (A ⊢↑ (fA, {T})),
and let X be the set whose members are all the (V ∪H)-keys of A that are not
members of V . We first note that if R is any member of X , then each (V ∪H)-
firm over V component of A is either a subset of (A ⊢↑ (fA, {R})) or else does not
intersect (A ⊢↑ (fA, {R})), hence each (V ∪H)-firm over V component of A is ei-
ther a subset of (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
or else does not in-
tersect (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
. Now let j be any member of
(A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
, let R be any member of X , and let
{B,C} be any partition of A into two nonempty parts such that R intersects both
parts and R is the only member of (V ∪H) to intersect both parts, and suppose fur-
thermore that fA ∈ B holds. Suppose first that R is not a member of Z, hence that
R→ T does not hold. Then since by Lemma 28 (viii), {↑ (fA, {T}) , (A ⊢↑ (fA, {T}))}
is a partition of A into two nonempty parts such that T intersects both parts and T
is the only member of (V ∪H) to intersect both parts, and moreover fA is a member
of ↑ (fA, {T}), R does intersect ↑ (fA, {T}), hence either R = T holds or else R does
not intersect (A ⊢↑ (fA, {T})). Suppose first that R = T holds. Then since it follows
directly from our assumptions on V and H that T is a member of W , hence that
# (T ) = 2 holds, it follows directly from Lemma 36 that there is exactly one partition
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of A into two nonempty parts such that T intersects both parts and T is the only
member of (V ∪H) to intersect both parts. Hence B is equal to ↑ (fA, {T}) and C is
equal to (A ⊢↑ (fA, {T})), hence, since (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
is a subset of (A ⊢↑ (fA, {T})) hence both i and j are members of (A ⊢↑ (fA, {T})), i
and j are members of the same member of {B,C}. Now suppose that R is not equal
to T , hence that R does not intersect (A ⊢↑ (fA, {T})), and furthermore that T does
not intersect both B and C. Then it directly follows from Lemma 26 that one of
B ∩ (A ⊢↑ (fA, {T})) and C ∩ (A ⊢↑ (fA, {T})) is empty, hence that (A ⊢↑ (fA, {T}))
is a subset of one member of {B,C}, hence again that i and j are members of
the same member of {B,C}. Now suppose that R is a member of Z, hence that
R → T holds, (hence that R is not equal to T). We first note that by Lemma 28
(viii), {↑ (fA, {R}) , (A ⊢↑ (fA, {R}))} is a partition of A into two nonempty parts
such that R intersects both parts and R is the only member of (V ∪H) to intersect
both parts, hence T does not intersect both ↑ (fA, {R}) and (A ⊢↑ (fA, {R})), and
furthermore R does not intersect ↑ (fA, {T}), for R → T implies that there exists
a partition {D,E} of A into two nonempty parts such that fA ∈ D holds, T inter-
sects both parts, T is the only member of (V ∪H) to intersect both parts, and R
does not intersect D, and if {D,E} is such a partition of A, then by the definition of
↑ (fA, {T}), ↑ (fA, {T}) ⊆ D holds, hence R does not intersect ↑ (fA, {T}). Hence
by Lemma 26, if T∩ ↑ (fA, {R}) was empty, then ↑ (fA, {R})∩ ↑ (fA, {T}) would
be empty, but ↑ (fA, {R})∩ ↑ (fA, {T}) has the member fA hence is nonempty, hence
T∩(A ⊢↑ (fA, {R})) is empty. Hence, since i is a member of T∩(A ⊢↑ (fA, {T})) hence
is a member of T , i is not a member of (A ⊢↑ (fA, {R})), hence, since this is true for
all members R of Z, i is a member of (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
,
hence (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
is nonempty. And furthermore,
with R still being any member of Z, and {B,C} being any partition of A into two
nonempty parts such that fA ∈ B holds, R intersects both parts, and R is the
only member of (V ∪H) to intersect both parts, it follows directly from the def-
inition of ↑ (fA, {R}) that ↑ (fA, {R}) ⊆ B holds, hence since, as just shown, i
is a member of (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
= (A ⊢↑ (fA, {T})) ∩(⋂
R∈Z ↑ (fA, {R})
)
, and j is by definition a member of this set, both i and j are
members of ↑ (fA, {R}), hence both i and j are members of B, hence both i and j
are members of the same member of {B,C}. Hence for every member R of X , or in
other words, for every (V ∪H)-key R of A such that R is not a member of V , and
for every partition {B,C} of A into two nonempty parts such that R intersects both
parts and R is the only member of (V ∪H) to intersect both parts, j is a member
of the same member of {B,C} as i is, hence, since this is true for every member j
of (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
, and furthermore, as shown above, i
is a member of (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
, it follows directly from
Lemmas 29 and 31 that (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
is a subset of
the unique (V ∪H)-firm over V component of A that has i as a member. Hence
since, as noted above, each (V ∪H)-firm over V component of A is either a subset of
(A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
or else does not intersect this set, and by
Lemma 31, distinct (V ∪H)-firm over V components of A do not intersect one another,
(A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
is equal to the unique (V ∪H)-firm over
V component of A that has i as a member, which, in the notation of Lemma 28, is
↑ (i, X).
From now on until the end of the proof of Theorem 2, and for each member A of
B (G), we define the relation → among the (V ∪H)-keys of A as in Lemma 28, with
the i of Lemma 28 taken as the member fA of A, or in other words, if T and R are any
(V ∪H)-keys of A, then we define R→ T to hold ifif there exists a partition {B,C} of
A into two nonempty parts such that T intersects both B and C, T is the only member
of (V ∪H) to intersect both B and C, and R does not intersect the member of {B,C}
that has fA as a member.
And from now until the end of the proof of Theorem 2 we also define, as in Lemma
28, with the set U of Lemma 28 taken as the set (V ∪H), and for each member A of
B (G), and for each member i of A, and for each subset X of the set of all the (V ∪H)-
keys of A, the set ↑ (i, X) to be the subset of A whose members are all the members
j of A such that if T is any member of X , and {B,C} is any partition of A into two
nonempty parts such that T intersects both B and C and T is the only member of
(V ∪H) to intersect both B and C, then j is a member of the same member of {B,C}
as i is. We note that the definition of ↑ (i, X) depends implicitly on A, and we will
always make clear which member A of B (G) ↑ (i, X) is being defined with respect to.
We next note that it follows immediately from the foregoing that if A is any member
of B (G) and T is any (V ∪H)-key of A such that T is not a member of V , and if fur-
thermore (A ⊢↑ (fA, {T})) is not a member of P , or in other words, if (A ⊢↑ (fA, {T}))
is a member of (J ⊢ P ), then there is at least one member B of P (P,A) such that B
is a member of P (J, (A ⊢↑ (fA, {T}))) and B is a subset of the (V ∪H)-firm over V
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component (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of A, where Z is defined as
above to be the set of all the (V ∪H)-keys R of A such that R /∈ V and R→ T both
hold. For if Z is nonempty then C ≡ (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
is
a strict subset of (A ⊢↑ (fA, {T})) and furthermore there is no member D of (J ⊢ P )
such that C ⊂ D ⊂ (A ⊢↑ (fA, {T})) holds, hence each of the one or more members
of P (P,A) that is a subset of the (V ∪H)-firm over V component C of A satisfies the
stated conditions on B, and if Z is empty then (A ⊢↑ (fA, {T})) is itself a (V ∪H)-firm
over V component of A, and is furthermore by assumption not a member of P , hence
each of the two or more members of P (P,A) that are subsets of (A ⊢↑ (fA, {T}))
satisfies the stated conditions on B.
We next extend the map S to the domain B
(
J¯
)
by choosing, for each ordered pair
(A, T ) of a member A of B (G) and a (V ∪H)-key T of A such that T is not a member
of V and (A ⊢↑ (fA, {T})) is not a member of P , S(A⊢↑(fA,{T})) to be a member B of
P (J, (A ⊢↑ (fA, {T}))) such that B is a member of P (P,A) that is a subset of the
(V ∪H)-firm over V component (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of A,
and we note that by the previous paragraph, such a B always exists.
And we note that the extended map S is such that SA is a member of P (J,A) for
every member A of B
(
J¯
)
, for this is so by construction if A is a member of
(
J¯ ⊢ P¯),
while if A is a member of
(
P¯ ⊢ G) then SA is a member of P (P,A) and no member
of (J ⊢ P ) is a member of Ξ (P (P,A)), hence SA is a member of P (J,A), and if A is
a member of B (G) then, as noted on page 173, SA is a member of P (P,A) that is a
subset of the (V ∪H)-firm over V component of A that has fA as a member, hence SA
is not a subset of (A ⊢↑ (fA, {T})) for any (V ∪H)-key T of A that is not a member
of V .
We next note that if A is any member of B (G), and B is any (V ∪H)-firm over
V component of A such that fA is not a member of B, then it follows directly from
Lemma 32 that there exists a unique (V ∪H)-key T of A such T is not a member of
V , T intersects B, and there exists a partition {D,E} of A into two nonempty parts
such that fA ∈ D holds, B ⊆ E holds, T intersects both D and E, and T is the only
member of (V ∪H) to intersect both D and E, and we note that it also follows directly
from Lemma 32 that if T is this unique (V ∪H)-key of A, then R→ T holds for every
(V ∪H)-key R of A, different from T , such that R /∈ V and R∩B 6= ∅ both hold, and
T → R does not hold for any (V ∪H)-key R of A such that R /∈ V and R ∩ B 6= ∅
both hold, and furthermore if R and R˜ are any (V ∪H)-keys of A such that neither
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R nor R˜ is a member of V , both R and R˜ intersect B, and R→ R˜ holds, then R˜ = T
holds.
We note furthermore that since it follows directly from our assumptions on V and
H that if A is any member of B (G), and T is any (V ∪H)-key of A such that T is
not a member of V , then T is a member of W hence has exactly two members, that
in particular, if B is any (V ∪H)-firm over V component of A such that fA is not a
member of B, and T is the unique (V ∪H)-key of A that satisfies the conditions of the
previous paragraph with reference to B, then T has exactly two members and T ∩ B
has exactly one member.
If A is any member of B (G) and B is any (V ∪H)-firm over V component of A
such that fA is not a member of B, then we define the key member of B to be the
unique member of B that is a member of T , where T is the unique (V ∪H)-key of
A such that T satisfies the conditions, with reference to B, stated in the paragraph
before the previous one.
We note that if A is any member of B (G) and X is the set whose members are all
the (V ∪H)-keys of A that are not members of V , then X is a subset of W hence is a
partition, and no two distinct members of X intersect one another.
We note furthermore that if A is any member of B (G), T is any (V ∪H)-key of
A such that T is not a member of V , and Z is the set of all the (V ∪H)-keys R of
A such that R /∈ V and R → T both hold, then the unique (V ∪H)-key of A which
satisfies, with reference to the (V ∪H)-firm over V component (A ⊢↑ (fA, {T})) ⊢(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of A, the conditions stated in the paragraph before the pre-
vious three, is T itself.
And we note furthermore that if A is any member of B (G), T is any (V ∪H)-key
of A such that T is not a member of V , and i is a member of T such that i is the key
member of some (V ∪H)-firm over V component of A, then it follows directly from
the definition of the key member of a (V ∪H)-firm over V component of A, that if
{B,C} is the unique, (by Lemma 36), partition of A into two nonempty parts such
that T intersects both B and C, and T is the only member of (V ∪H) to intersect
both B and C, then i is a member of the member of {B,C} that does not have fA
as a member. Hence only one of the two members of T can be the key member of a
(V ∪H)-firm over V component of A.
Hence if A is any member of B (G), then for each (V ∪H)-key T of A such that
T is not a member of V , there is exactly one (V ∪H)-firm over V component B of
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A such that fA /∈ B holds and the key member of B is a member of T . Hence the
number of (V ∪H)-firm over V components of A is equal to one plus the number of
(V ∪H)-keys of A that are not members of V .
We recall from page 25 that for any ordered pair (F,E) of a wood F , and a set E
such that every member of E is a set, we define O (F,E) to be the set whose members
are all the members i of U (F ) such that there exists a member A of F such that
i ∈ A holds and there is no member B of E such that i ∈ B and B ⊆ A both
hold, and we note that it immediately follows from page 85 that in the present case,
O (J,H) = O (P,H) = O (Q,H) = O (G,H) = O (V,H) holds.
And we recall from page 89 that G (Q,H) is by definition the map whose domain is
the set of all ordered pairs (i, B) of a member i of O (Q,H) and a member B of Q, and
such that for each member (i, B) of D (G (Q,H)), GiB (Q,H) ≡ (G (Q,H))(i,B) is the
set whose members are all the members C of Q such that B ⊆ C and C ⊆ Z (Q,H, i)
both hold. (Thus GiB (Q,H) is the empty set ∅ if B ⊆ Z (Q,H, i) does not hold.)
Thus, in particular, if i is any member ofO (V,H) = O (Q,H), thenGiZ(P,H,i)(Q,H)
is the set whose members are all the members C of Q such that Z (P,H, i) ⊆ C ⊆
Z (Q,H, i) holds, and is equal to ({Z (P,H, i)} ∪ Y (Q,Z (P,H, i) ,Z (Q,H, i))).
And we recall from pages 91 and 92 that if x is any member of Ud (V, ω), i is any
member of O (V,H), and ρ is any member of D, or in other words, ρ is any member of
R(Q⊢P ) such that 0 ≤ ρA ≤ 1 holds for every member A of (Q ⊢ P ), and if we define
the member u of R(GiZ(P,H,i)(Q,H)) = R({Z(P,H,i)}∪Y(Q,Z(P,H,i),Z(Q,H,i))) by
uZ(P,H,i) ≡

 ∏
B∈Y(Q,Z(P,H,i),Z(Q,H,i))
ρB


and by
uC ≡

 ∏
B∈Y(Q,C,Z(Q,H,i))
ρB

 (1− ρC)
for all C ∈ Y (Q,Z (P,H, i) ,Z (Q,H, i)), then
µi (P,Q,H, x,X (P,Q,H, ρ)) =
∑
C∈(GiZ(P,H,i)(Q,H))
uCxC
holds and ∑
C∈(GiZ(P,H,i)(Q,H))
uC = 1
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holds, and furthermore, uC ≥ 0 holds for all members C of GiZ(P,H,i) (Q,H).
Now if A is any member of B (G), B is any (V ∪H)-firm over V component of A
such that fA is not a member of B, and i is the key member of B, then i is certainly a
member of O (V,H), for since H is a partition, the only member of H that has i as a
member is the unique (V ∪H)-key T of A that has i as a member and is not a member
of V , and this (V ∪H)-key T of A is certainly not a subset of any member of V . And
furthermore, if T is the unique (V ∪H)-key of A that has i as a member and is not a
member of V , then Z (P,H, i) is the largest member of P that has i as a member but
does not have T as a subset, and Z (Q,H, i) is the largest member of Q that has i as a
member but does not have T as a subset, hence, since A is a member of both P and Q
that does have T as a subset, both Z (P,H, i) and Z (Q,H, i) are strict subsets of A,
hence, since both P and Q are members of O (G,H), both Z (P,H, i) and Z (Q,H, i)
are subsets of the (V ∪H)-firm over V component B of A. And furthermore, since
K (P,A, i), which by definition is the unique member of P (P,A) that has i as a member,
is a member of P that is a strict subset of A and that intersects B, K (P,A, i) is a
subset of B, hence T is not a subset of K (P,A, i), hence since, by the definition of
P (P,A), there is no member C of P such that K (P,A, i) ⊂ C ⊂ A holds, K (P,A, i)
is the largest member of P that has i as a member but does not have T as a subset,
hence K (P,A, i) = Z (P,H, i) holds, and furthermore, since Z (P,H, i) ⊆ Z (Q,H, i)
holds, K (P,A, i) ⊆ Z (Q,H, i) holds.
For each member C of GiZ(P,H,i) (Q,H), or in other words, for each member C of
Q such that Z (P,H, i) ⊆ C ⊆ Z (Q,H, i) holds, let FC be the set whose members are
all the members D of P such that D ⊆ C holds and there is no member E of P such
that D ⊂ E ⊆ C holds. Thus FC is equal to {C} if C is a member of P , or in other
words, if C is equal to Z (P,H, i), and FC is equal to P (P,C) if C is not a member of
P , or in other words, if C is a member of Y (Q,Z (P,H, i) ,Z (Q,H, i)). And we also
define FB to be the set whose members are all the members D of P such that D ⊆ B
holds and there is no member E of P such that D ⊂ E ⊆ B holds, so that FB is equal
to {B} if B is a member of P , (in which case Z (P,H, i) = Z (Q,H, i) = B holds), and
FB is equal to P (P,B) if B is not a member of P .
Then by Lemma 4, and for each member C of GiZ(P,H,i) (Q,H),
xC =
∑
D∈FC
ωCDxD
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holds. Hence
µi (P,Q,H, x,X (P,Q,H, ρ)) =
∑
C∈(GiZ(P,H,i)(Q,H))
uCxC
=
∑
C∈(GiZ(P,H,i)(Q,H))
(
uC
∑
D∈FC
ωCDxD
)
=
∑
D∈FB

 ∑
C∈(GiD(Q,H)∩GiZ(P,H,i)(Q,H))
uCωCD

 xD
holds, where in obtaining the last line we noted that, for each member C of
GiZ(P,H,i) (Q,H), FC ⊆ FB holds, and furthermore, that for each member D of FB such
that D ⊆ Z (Q,H, i) does not hold, GiD (Q,H) is the empty set ∅.
For each member D of FB, we define
rD ≡

 ∑
C∈(GiD(Q,H)∩GiZ(P,H,i)(Q,H))
uCωCD

 .
Then it immediately follows from the foregoing that
µi (P,Q,H, x,X (P,Q,H, ρ)) =
∑
D∈FB
rDxD
holds, and furthermore that ∑
D∈FB
rD = 1
holds, and furthermore that rD ≥ 0 holds for every member D of FB, and furthermore
that rD = 0 holds for every member D of FB such that D ⊆ Z (Q,H, i) does not hold.
We next define, for each member A of B (G), and for each ordered pair (K,D) of
a member K of (J ⊢ P ) such that K is a member of Ξ (P (P,A)), or in other words,
a member K of (J ⊢ P ) such that K is equal to the set (A ⊢↑ (fA, {T})) for some
(V ∪H)-key T of A such that T is not a member of V , and a member D of P (J,K),
the real number νKD as follows. Let T be the unique (V ∪H)-key of A such that K
is equal to (A ⊢↑ (fA, {T})). (We note that by Lemma 28 (viii), T may be identified
as the unique (V ∪H)-key of A that intersects both K and (A ⊢ K).) Let B be equal
to the (V ∪H)-firm over V component (A ⊢↑ (fA, {T})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of A, (where Z is the set of all the (V ∪H)-keys R of A such that R /∈ V and R→ T
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both hold), or in other words, let B be the unique (V ∪H)-firm over V component of A
whose key member is a member of T . Let i be the key member of B, and let the set FB
be defined as above to be the set whose members are all the members D of P such that
D ⊆ B holds and there is no member E of P such that D ⊂ E ⊆ B holds, so that FB
is equal to {B} if B is a member of P , and FB is equal to P (P,B) if B is not a member
of P . We note that P (J,K) is equal to the set whose members are the members of
FB, together with, for each (V ∪H)-key R of A such that the three conditions R /∈ V ,
R → T , and R ∩ B 6= ∅ all hold, (if there are any such (V ∪H)-keys R of A), the set
(A ⊢↑ (fA, {R})). Then for D ∈ P (J,K), we define νKD to be equal to 0 if D is not
a member of FB, while if D is a member of FB, then we define νKD to be equal to rD,
where rD was defined, with reference to the key member i of B, on page 183. (Thus
νKD depends on ρ through the coefficients uC , C ∈
(
GiD (Q,H) ∩GiZ(P,H,i) (Q,H)
)
.)
We note that it follows immediately from this definition that
∑
D∈P(J,K) νKD = 1 holds,
and that νKD is equal to 0 unless D is a member of P (P,A), (hence in particular, νKD
is equal to 0 if D is a member of (J ⊢ P )), and furthermore, that
µi (P,Q,H, x,X (P,Q,H, ρ)) =
∑
D∈P(J,K)
νKDxD =
∑
D∈FB
νKDxD
holds, where i is the key member of B.
We next extend the definition of z over (J ⊢ {U (V )}) by defining, for each member
K of (J ⊢ P ):
zK ≡
∑
D∈P(J,K)
νKDzD.
We note that this is actually a direct, rather than inductive, definition, due to νKD
being equal to 0 for D ∈ (J ⊢ P ), and we also note that it directly follows from the
definition of J on pages 173 and 174 that U (V ) is not a member of (J ⊢ P ).
Finally we complete the second step, started on page 173, in the definition of our
new integration variables as follows.
For each member B of (J ⊢ {U (V )}) such that B is not a member of
J ∩ (Ξ (P (P,A)) ⊢ {A}) for some member A of the subset B (G) of P , we define
aB ≡ zB.
And for each member A of B (G), and for each member B of J∩(Ξ (P (P,A)) ⊢ {A}),
we define aB ≡ (zB − zSC ), where C is the smallest member of J to contain B as a
strict subset. (We recall that the map S was extended to the domain B
(
J¯
)
on pages
178 and 179.) We note that if the smallest member of J to contain B as a strict
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subset is in fact A, (which occurs when B is equal to (A ⊢↑ (fA, {T})), where T is a
(V ∪H)-key of A such that T /∈ V holds and T does intersect the unique (V ∪H)-firm
over V component of A that has fA as a member and contains SA as a subset), then
since zSA = 0 holds, aB = zB holds.
We choose as our new set of integration variables the aB,
B ∈ (J ⊢ (R (S) ∪ {U (V )})), and we note that, exactly as on pages 129 and 130, the
transformation to this new set of integration variables may be expressed as a sequence
of transformations of the type considered in Lemma 24, hence the linear transformation
to this new set of integration variables has determinant equal to 1.
Now for each member l of U (V ) we have, exactly as on page 129, that
xC(V,l) = xU(V ) +
∑
A∈Y(P¯ ,C(V,l),U(V ))

zK(P,A,l) − ∑
C∈P(P,A)
ωACzC


holds, and furthermore, if L is any member of P , and l is any member of L, that
xL = xU(V ) +
∑
A∈Y(P¯ ,L,U(V ))

zK(P,A,l) − ∑
C∈P(P,A)
ωACzC


holds.
And furthermore in these equations, exactly as on pages 129 and 130, xU(V ) may
be expressed in terms of the z variables by use of the particular equation of the above
form for xC(V,h), where h is the particular member of U (V ) such that xC(V,h) has the
fixed value b in the definition of the integration domain W.
Now let A be any member of B (G), and K be any member of
J ∩ (Ξ (P (P,A)) ⊢ P (P,A)). Then
∑
D∈P(J,K)
νKDaD =
∑
D∈P(J,K)
νKD (zD − zSK ) = (zK − zSK )
holds, hence zSK = zK −
∑
D∈P(J,K) νKDaD holds, hence for all members D of P (J,K)
we have
zD = aD + zSK = zK +

aD − ∑
C∈P(J,K)
νKCaC

 .
For each member A of B (G) we now define, for each member D of
J ∩ (Ξ (P (P,A)) ⊢ {A}), MD to be the largest member of J that contains D as a
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subset and is a strict subset of A. Thus MD is equal to (A ⊢↑ (fA, {R})), where R is
the unique (V ∪H)-key of A that satisfies the three conditions that R is not a member
of V , that R does intersect the unique (V ∪H)-firm over V component of A that has
fA as a member, and that D ⊆ (A ⊢↑ (fA, {R})) holds. (We recall that by Lemma 28
(x) and Lemma 28 (xi), A is equal to the disjoint union of the unique (V ∪H)-firm over
V component of A that has fA as a member, together with the sets (A ⊢↑ (fA, {T}))
for all the (V ∪H)-keys T of A such that T intersects the unique (V ∪H)-firm over V
component of A that has fA as a member and T is not a member of V .)
Then if A is any member of B (G), D is any member of J ∩ (Ξ (P (P,A)) ⊢ {A}),
and l is any member of D, it immediately follows from the foregoing, together with the
fact that zSA = 0 holds, hence that aMD = zMD holds, that
zD = aMD +
∑
K∈Y(J,D,MD)

aK(J,K,l) − ∑
C∈P(J,K)
νKCaC


holds. And this is true in particular for any member D of P (P,A). Hence the expres-
sions for the xL, L ∈ P , in terms of the variables aB, B ∈ (J ⊢ (R (S) ∪ {U (V )})),
may be obtained by substituting into the expressions on page 184 the equations above
for all members D of P such that D is a member of P (P,A) for some member A of
B (G), together with the equations zD = aD for the members D of (P ⊢ {U (V )}) such
that D is not a member of P (P,A) for any member A of B (G).
We now make the following observations:
30) Let A be any member of P¯ , L be any member of P (P,A), and l be any member
of L. Then xL is equal to zL plus a term xSA that is the same for all members D of
P (P,A). For by page 184 we have that
xL = xU(V )+

 ∑
N∈Y(P¯ ,A,U(V ))

zK(P,N,l) − ∑
C∈P(P,N)
ωNCzC



+

zK(P,A,l) − ∑
C∈P(P,A)
ωACzC


holds, and the only term that differs for different members L of P (P,A) is the term
zK(P,A,l), which is equal to zL.
31) Let A be any member of B (G), T be any (V ∪H)-key of A such that T is not a
member of V , B be equal to (A ⊢↑ (fA, {T})), and L be any member of P (P,A).
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Then the coefficient of aB in zL is equal to 1 if L ⊆ B holds, and equal to 0 otherwise.
For if l is any member of L, then by page 185 we have that
zL = aML +
∑
K∈Y(J,L,ML)

aK(J,K,l) − ∑
C∈P(J,K)
νKCaC


holds. And furthermore it follows directly from the definition, on pages 183 and 184,
of the real numbers νKC, for each ordered pair (K,C) of a member K of (J ⊢ P ) ∩
Ξ (P (P,A)) and a member C of P (J,K), that νKC = 0 holds if C is equal to
(A ⊢↑ (fA, {R})) for any (V ∪H)-key R of A such that R is not a member of V , hence
aB does not occur in the term
∑
C∈P(J,K) νKCaC for any member K of Y (J, L,ML).
And the remaining terms in zL comprise the sum
∑
D∈X aD, where X is the set whose
members are all the members D of J such that L ⊆ D ⊆ ML holds, and aB occurs in
this sum with coefficient 1 if L ⊆ B holds, and with coefficient 0 otherwise.
32) Let A be any member of B (G), T be any (V ∪H)-key of A such that T is not a
member of V , B be equal to (A ⊢↑ (fA, {T})), and L be any member of (P ⊢ P (P,A)).
Then the coefficient of aB in zL is equal to 0. This follows directly from the above
formula for zL.
We shall now prove that if (B, i, n, j, s, E, v) is any ordered septuple as on page 171,
such that the condition on page 172 holds, and such that (# (D (j)) + # (D (E))) is
not greater than the integer N defined on page 166, then there exists a finite collection
of ordered septuples
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜
)
as on page 171, each satisfying the condition
on page 172, and each satisfying the requirement that
(
#
(D (j˜))+#(D (E˜))) is
not greater than the integer N defined on page 166, and each satisfying the further
requirement that if A is any member of B (G), and T ≡ {l, m} is any (V ∪H)-key of A
such that T is not a member of V , then there is no member β of D (j˜) such that j˜β = l
holds and there is no member β of D (j˜) such that j˜β = m holds, such that for each
member k of N , I
◦
k (B, i, n, j, s, E, v, ρ) is equal to the sum, over this finite collection
of septuples
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜
)
, of I
◦
k
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜, ρ
)
times a finite real-number
coefficient that is independent of k, and either independent of ρ or else equal to the
sum of a finite number of terms, each of which is the product of finite powers, all ≥ 0
and independent of k and ρ, of the ρC , C ∈ (Q ⊢ P ).
We first note that if A is any member of B (G), and T ≡ {l, m} is any (V ∪H)-key
of A such that T is not a member of V , then T is a member of W , and furthermore,
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by pages 179 and 180, exactly one of the two members l and m of T is the key member
of some (V ∪H)-firm over V component of A that does not have fA as a member.
If (B, i, n, j, s, E, v) is an ordered septuple as on page 171, such that the condition
on page 172 holds, and such that (# (D (j)) + # (D (E))) is not greater than the integer
N defined on page 166, we begin by expressing, for each member l of U (W ) such that
for some member A of B (G), C (W, l), (or in other words, the unique member of W
that has l as a member), is a (V ∪H)-key of A such that C (W, l) is not a member of
V , and l is the member of C (W, l) that is not the key member of any (V ∪H)-firm
over V component of A that does not have fA as a member, yˆl as yˆl = (yˆl + yˆm)− yˆm =
tC(W,l)− yˆm, where m is the other member of C (W, l), and thus is the key member of the
(V ∪H)-firm over V component (A ⊢↑ (fA, {C (W, l)})) ⊢
(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of
A, where Z is the set whose members are all the (V ∪H)-keys R of A such that R /∈ V
and R→ C (W, l) both hold, and the differential operator tD was defined on pages 166
and 171, for each member D of W , to be equal to (yˆn + yˆo), where n and o are the
two members of D, or in other words, where D = {n, o} holds. We do this for every
member β of D (j) such that jβ is equal to such a member l of U (W ), thus showing,
for each member k of N and for each member ρ of D, that I
◦
k (B, i, n, j, s, E, v, ρ) is
equal to the sum, over a finite collection of septuples
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜
)
as on page
171, each satisfying the condition on page 172, and each satisfying the requirement
that
(
#
(D (j˜))+#(D (E˜))) is not greater than the integer N defined on page
166, and each satisfying the further requirement that if A is any member of B (G), and
T ≡ {l, m} is any (V ∪H)-key of A such that T is not a member of V , and l is the
member of T that is not the key member of some (V ∪H)-firm over V component of
A that does not have fA as a member, then there is no member β of D
(
j˜
)
such that
j˜β = l holds, of I
◦
k
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜, ρ
)
times a finite integer coefficient, (positive or
negative), that is independent of k and independent of ρ.
Now let (B, i, n, j, s, E, v) be any ordered septuple as on page 171, such that the
condition on page 172 holds, and such that (# (D (j)) + # (D (E))) is not greater than
the integer N defined on page 166, and such that if A is any member of B (G), T is
any (V ∪H)-key of A such that T is not a member of V , and l is the member of T
that is not the key member of any (V ∪H)-firm over V component of A that does not
have fA as a member, then there is no member β of D (j) such that jβ = l holds.
Let A be any member of B (G), let T be any (V ∪H)-key of A such that T is not
a member of V , let m be the member of T that is the key member of a (V ∪H)-firm
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over V component of A that does not have fA as a member, (so that, specifically,
m is the key member of the (V ∪H)-firm over V component (A ⊢↑ (fA, {T})) ⊢(⋃
R∈Z (A ⊢↑ (fA, {R}))
)
of A, where Z is the set whose members are all the (V ∪H)-
keys R of A such that R /∈ V and R → T both hold), and let β be any member of
D (j) such that jβ = m holds.
Let j˜ be the map whose domain is equal to (D (j) ⊢ {β}), and such that for
each member γ of D (j˜), j˜γ = jγ holds, (so that j˜ is equal to (j ⊢ {(β, jβ)}) =
(j ⊢ {(β,m)})).
Let C be the member (A ⊢↑ (fA, {T})) of J . We note that it directly follows from
the fact that, by page 173, SA is a subset of the (V ∪H)-firm over V component of A
that has fA as a member, and from the fact that, by pages 178 and 179, C is not equal
to SD for any member D of (J ⊢ P ), that C is a member of (J ⊢ (R (S) ∪ {U (V )})),
hence that by page 184, aC is one of our new independent integration variables.
Then it directly follows from our assumptions on J˜ , that for any member k of N,
and for any member ρ of D, the integral over W, of aˆC acting on the integrand of
I
◦
k
(
B, i, n, j˜, s, E, v, ρ
)
, is equal to 0, or in other words, that
0 =
∫
W

 ∏
D∈(V ⊢{O})
ddxD

×
×

ˆaC



 ∏
B∈(Y ⊢G)
E((P ∩ Ξ(P(G,B))) , (Q ∩ Ξ(P (G,B))) , H, σ, R, ↓(x,Ξ(P(G,B))))

×
×



 ∏
α∈D(B)
((
xK(Q,Bα,iα) − xBα
)
.nα
)

 ∏
β∈D(j˜)
(
sβ.yˆj˜β
)×
×

 ∏
γ∈D(E)
(
vγ .tEγ
) J˜kQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))




holds.
We now make the following observations:
33) When we substitute the expressions on pages 185 and 186 for the zL variables, L ∈
(P ⊢ (R (S) ∪ {U (V )})), in terms of the aD variables, D ∈ (J ⊢ (R (S) ∪ {U (V )})),
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into the expressions on page 184 for the xL variables in terms of the zD variables, the
only terms in the sums over A ∈ Y (P¯ , C (V, l) ,U (V )) and A ∈ Y (P¯ , L,U (V )), in
the expressions on page 184 for xC(V,l) and xL, that get altered more than simply by
re-writing each letter “z” as the letter “a”, are the terms where A is a member of
B (G). This follows directly from the formula on page 185 for the zD variables in terms
of the aL variables when D is a member of J ∩ (Ξ (P (P,A)) ⊢ {A}) for some member
A of B (G), together with the fact that, as defined on page 184, if D is any member
of (J ⊢ {U (V )}) such that D is not a member of J ∩ (Ξ (P (P,A)) ⊢ {A}) for some
member A of B (G), then aD ≡ zD holds.
34) Let D be any member of (Y ⊢ G). Then
E ((P ∩ Ξ (P (G,D))) , (Q ∩ Ξ (P (G,D))) , H, σ, R, ↓ (x,Ξ (P (G,D))))
is completely independent of aC , (where C is as defined on page 188), hence
aˆCE ((P ∩ Ξ (P (G,D))) , (Q ∩ Ξ (P (G,D))) , H, σ, R, ↓ (x,Ξ (P (G,D))))
is identically equal to 0. For the expression
E ((P ∩ Ξ (P (G,D))) , (Q ∩ Ξ (P (G,D))) , H, σ, R, ↓(x,Ξ (P (G,D))))
depends on x only through differences (xK − xL), where both K and L are members of
Ξ (P (G,D)), and by observations 30) to 33) above, aC occurs with the same coefficient
in xK for every member K of Ξ (P (G,D)), hence every such difference is completely
independent of aC .
35) Let D be any member of B (Q) such that D is not a member of B (G), and let l be
any member of D. Then the expression
(
xK(Q,D,l) − xD
)
is completely independent of
aC , where C is defined as on page 188, hence aˆC
(
xK(Q,D,l) − xD
)
is equal to 0. For if D
is a subset of the member A of B (G) with respect to which C was defined on page 188,
then D is a strict subset of A, hence since Q is a member of O (G,H), D is a subset of
some (V ∪H)-firm over V component of A. Hence the independence of (xK(Q,D,l) − xD)
from aC follows directly from observations 30) to 33) above, together with the fact that
both xK(Q,D,l) and xD are linear combinations, with coefficients summing to 1, of the
xK , K ∈ P (P,D).
36) Let D be any member of B (G) and l be any member of D. Then
(
xK(Q,D,l) − xD
)
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is independent of aC , where C is defined as on page 188, unless D is equal to A, where
A is the member of B (G) with reference to which C was defined on page 188, and if D
is equal to A, then aˆC
(
xK(Q,D,l) − xD
)
is equal to the sum of a finite number of terms,
each of which has the form of a finite real-number coefficient times the product of finite
powers, all ≥ 0, of the ρK , K ∈ (Q ⊢ P ). For it directly follows from observations 30)
to 33) above, together with the fact that if D is not equal to A, then either D ∩A = ∅
holds, or D ⊂ A holds, in which case D is a subset of a (V ∪H)-firm over V component
of A, (since G is an H-principal wood of V), or A ⊂ D holds, in which case A is a
subset of a (V ∪H)-firm over V component of D, that (xK(Q,D,l) − xD) is independent
of aC unless D is equal to A. And if D is equal to A, then since both xK(Q,D,l) and xD
are linear combinations, with ρ-independent coefficients, of the xK , K ∈ P (P,A), and
these xK are expressed in terms of the aL variables by the formulae on pages 184 to
186, the only ρ-dependence of the expressions for xK(Q,D,l) and xD in terms of the aL
variables is through the νKL coefficients, whose only ρ-dependence, by pages 183 and
184, is through the rL coefficients, whose only ρ-dependence, by page 183, is through
the uN coefficients, whose only ρ-dependence, by page 181, is through the sum of a
finite number, (in fact, at the most, two), of terms, each of which has the form of a
product of finite powers, all ≥ 0, of the ρR, R ∈ (Q ⊢ P ).
37) From observations 35) and 36) above it immediately follows that the action of aˆC ,
where C is defined as on page 188, on the factor
(∏
α∈D(B)
((
xK(Q,Bα,iα) − xBα
)
.nα
))
in the integrand of I
◦
k
(
B, i, n, j˜, s, E, v, ρ
)
, is equal to the sum of a finite number of
terms, each of which has the form of a finite real number, independent of k and ρ, times
a product of finite powers, all ≥ 0 and independent of k and ρ, of the ρR, R ∈ (Q ⊢ P ),
times I
◦
k
(
B˜, i˜, n˜, j˜, s, E, v, ρ
)
, for some ordered septuple
(
B˜, i˜, n˜, j˜, s, E, v
)
as on page
171, such that the condition on page 172 holds, and such that
(
B˜, i˜, n˜, j˜, s, E, v
)
differs
from
(
B, i, n, j˜, s, E, v
)
at most in the first three components.
38) With the definitions of page 188, let l be the member of T that is not the key
member of any (V ∪H)-firm over V component of A that does not have fA as a
member, (so that T is equal to {l, m}), and let {r, s} be any member of W such that
{r, s} is not equal to T . Then
aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) = aˆCµs (P,Q,H, x,X (P,Q,H, ρ))
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holds, and moreover aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta in
the undisplayed Ed indices, times the sum of a finite number of terms, each of which
has the form of a finite real number, independent of ρ, times a product of finite powers,
all ≥ 0 and independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
And furthermore
aˆCµm (P,Q,H, x,X (P,Q,H, ρ)) = 1 + aˆCµl (P,Q,H, x,X (P,Q,H, ρ))
holds, where the 1 displayed in the right-hand side is to be understood to be multiplied
by a Kronecker delta in the undisplayed Ed indices, and moreover
aˆCµl (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta in the undislayed Ed in-
dices, times the sum of a finite number of terms, each of which has the form of a
finite real number, independent of ρ, times a product of finite powers, all ≥ 0 and
independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
For if v is any member of U (W ) then v is certainly a member of O (V,H), hence
by pages 91, 92, and 181, µv (P,Q,H, x,X (P,Q,H, ρ)) is a linear combination, with
coefficients summing to 1, of the xD, D ∈ GvZ(P,H,v) (Q,H), or in other words, of the
xD for the members D of Q such that Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, and each
coefficient in this sum has the form of the sum of a finite number, (in fact, at the most,
two) of terms, each of which has the form of a finite real number, (in fact, +1 or −1),
times a product of finite powers, independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
We recall from page 25 that T (A,H) is by definition the subset of A whose members
are all the members e of A such that there is no member R of H such that e ∈ R and
R ⊆ A both hold. And we recall from page 165 that H is a partition such that if R
is any member of H such that R intersects more than one member of V , then R has
exactly two members, and furthermore that W is the subset of H whose members are
all the members R of H such that R intersects exactly two members of V , so that W
is a partition such that every member of W has exactly two members.
Now if v is any member of U (W ), then exactly one of the four possibilities v ∈
(C ⊢ T (A,H)), v ∈ ((A ⊢ C) ⊢ T (A,H)), v ∈ T (A,H), and v ∈ (U (V ) ⊢ A) holds.
Suppose first that v ∈ (C ⊢ T (A,H)) holds. (We note that this case includes, in
particular, the case v = m.) Then v is a member of C such that there exists a member
R of H such that v ∈ R and R ⊆ A both hold. Hence Z (Q,H, v) ⊂ A holds, hence
Z (Q,H, v) ⊆ C holds, since Q ∈ O (G,H) and Z (Q,H, v) ⊂ A imply together that
Z (Q,H, v) is a subset of some (V ∪H)-firm over V component of A, and each (V ∪H)-
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firm over V component of A is either a subset of C or else does not intersect C, and
Z (Q,H, v)∩C has the member v hence is nonempty. And the fact that Z (Q,H, v) ⊆ C
holds implies immediately that every member D of GvZ(P,H,v) (Q,H), or in other words,
every member D of Q such that Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, is a subset of
C. Hence it immediately follows from observations 30) to 33) above, together with the
fact that if Z (P,H, v) ⊂ Z (Q,H, v) holds, then for every member D of Q such that
Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, xD is by Lemma 4 a linear combination, with
coefficients summing to 1, of the xL, L ∈ P (P,Z (Q,H, v)), that if D is any member of
Q such that Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, then xD is equal to (aC + xSA) plus
a term that is independent of aC . Hence µv (P,Q,H, x,X (P,Q,H, ρ)) is itself equal to
(aC + xSA) plus a term that is independent of aC .
Suppose now that v ∈ ((A ⊢ C) ⊢ T (A,H)) holds. (We note that this case in-
cludes, in particular, the case v = l.) Then v is a member of (A ⊢ C) such that
there exists a member R of H such that v ∈ R and R ⊆ A both hold. Hence
Z (Q,H, v) ⊂ A holds, hence Z (Q,H, v) ⊆ (A ⊢ C) holds, since Q ∈ O (G,H) and
Z (Q,H, v) ⊂ A imply together that Z (Q,H, v) is a subset of some (V ∪H)-firm over
V component of A, and each (V ∪H)-firm over V component of A is either a sub-
set of (A ⊢ C) or else does not intersect (A ⊢ C), and Z (Q,H, v) ∩ (A ⊢ C) has the
member v hence is nonempty. And the fact that Z (Q,H, v) ⊆ (A ⊢ C) holds implies
immediately that every member D of GvZ(P,H,v) (Q,H), or in other words, every mem-
ber D of Q such that Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, is a subset of (A ⊢ C).
Hence it immediately follows from observations 30) to 33) above, together with the
fact that if Z (P,H, v) ⊂ Z (Q,H, v) holds, then for every member D of Q such that
Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, xD is by Lemma 4 a linear combination, with
coefficients summing to 1, of the xL, L ∈ P (P,Z (Q,H, v)), that if D is any member
of Q such that Z (P,H, v) ⊆ D ⊆ Z (Q,H, v) holds, then xD is equal to xSA plus a
term that is independent of aC . Hence µv (P,Q,H, x,X (P,Q,H, ρ)) is itself equal to
xSA plus a term that is independent of aC .
Now suppose that v ∈ T (A,H) holds. Then v is a member of A such that there
is no member R of H such that v ∈ R and R ⊆ A both hold. Hence A ⊆ Z (P,H, v)
holds, hence no member D of GvZ(P,H,v) (Q,H) is a strict subset of A, hence it im-
mediately follows from observations 30) to 33) above that for every member D of
GvZ(P,H,v) (Q,H), xD is equal to xU(V ) plus a term that is independent of aC , hence
µv (P,Q,H, x,X (P,Q,H, ρ)) is itself equal to xU(V ) plus a term that is independent of
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aC .
And finally suppose that v ∈ (U (V ) ⊢ A) holds. Then Z (P,H, v) ⊂ A certainly
does not hold, hence again no member D of GvZ(P,H,v) (Q,H) is a strict subset of A,
hence again, for every member D of GvZ(P,H,v) (Q,H), xD is equal to xU(V ) plus a term
that is independent of aC , hence µv (P,Q,H, x,X (P,Q,H, ρ)) is itself equal to xU(V )
plus a term that is independent of aC .
Now let {r, s} be any member of W .
Suppose first that r ∈ (C ⊢ T (A,H)) holds. Then either r = m holds, (in which
case s = l holds and {r, s} is equal to T), or else s is also a member of (C ⊢ T (A,H)).
Hence if r ∈ (C ⊢ T (A,H)) holds and {r, s} is not equal to T , then it immediately
follows from the foregoing that
aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) = aˆCµs (P,Q,H, x,X (P,Q,H, ρ))
holds, and moreover that aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta
in the undisplayed Ed indices, times the sum of a finite number of terms, each of which
has the form of a finite real number, independent of ρ, times a product of finite powers,
all ≥ 0 and independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
Now suppose that r ∈ ((A ⊢ C) ⊢ T (A,H)) holds. Then either r = l holds,
(in which case s = m holds and {r, s} is equal to T), or else s is also a member
of ((A ⊢ C) ⊢ T (A,H)). Hence if r ∈ ((A ⊢ C) ⊢ T (A,H)) holds and {r, s} is not
equal to T , then again it immediately follows from the foregoing that
aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) = aˆCµs (P,Q,H, x,X (P,Q,H, ρ))
holds, and moreover that aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta
in the undisplayed Ed indices, times the sum of a finite number of terms, each of which
has the form of a finite real number, independent of ρ, times a product of finite powers,
all ≥ 0 and independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
Now suppose that r is either a member of T (A,H) or else is a member of (U (V ) ⊢A).
Then if r is a member of T (A,H), s is a member of (U (V ) ⊢ A), while if r is a
member of (U (V ) ⊢ A), then s is either a member of T (A,H) or else is a member
of (U (V ) ⊢ A). Hence if r is either a member of T (A,H) or else is a member of
(U (V ) ⊢ A), then it again immediately follows from the foregoing that
aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) = aˆCµs (P,Q,H, x,X (P,Q,H, ρ))
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holds, and moreover that aˆCµr (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta
in the undisplayed Ed indices, times the sum of a finite number of terms, each of which
has the form of a finite real number, independent of ρ, times a product of finite powers,
all ≥ 0 and independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
And finally we note that m is a member of (C ⊢ T (A,H)) and l is a member of
((A ⊢ C) ⊢ T (A,H)), hence it immediately follows from the foregoing that
aˆCµm (P,Q,H, x,X (P,Q,H, ρ)) = 1 + aˆCµl (P,Q,H, x,X (P,Q,H, ρ))
holds, where the 1 displayed in the right-hand side is to be understood to be multiplied
by a Kronecker delta in the undisplayed Ed indices, and moreover that
aˆCµl (P,Q,H, x,X (P,Q,H, ρ)) is equal to a Kronecker delta in the undisplayed Ed
indices, times the sum of a finite number of terms, each of which has the form of a
finite real number, independent of ρ, times a product of finite powers, all ≥ 0 and
independent of ρ, of the ρK , K ∈ (Q ⊢ P ).
39) With the definitions of page 188,
aˆCJ˜kQ (µ (P,Q,H, x,X (P,Q,H, ρ))) = aˆC
((
J˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
is equal to ((
yˆmJ˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
plus the sum, over the members R of W , of a finite coefficient times((
tRJ˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
,
where for each member R of W , the finite coefficient is equal to the sum of a finite
number of terms, each of which has the form of a finite real number, independent of
x and ρ, times a product of finite powers, all ≥ 0 and independent of x and ρ, of the
ρK , K ∈ (Q ⊢ P ), and, as defined on pages 166 and 171, tR is the differential operator
tR ≡ (yˆr + yˆs), where r and s are the two members of R, or in other words, R = {r, s}
holds, plus the sum, over the members v of (U (V ) ⊢ U (W )), of a finite coefficent times((
yˆvJ˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
,
where for each member v of (U (V ) ⊢ U (W )), the finite coefficient is equal to the
sum of a finite number of terms, each of which has the form of a finite real number,
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independent of x and ρ, times a product of finite powers, all ≥ 0 and independent of x
and ρ, of the ρK , K ∈ (Q ⊢ P ).
This follows immediately from observation 38) above, together with the fact that,
by the chain rule for differentiating a function of a function,
aˆCJ˜kQ (µ (P,Q,H, x,X (P,Q,H, ρ))) = aˆC
((
J˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
is equal to∑
v∈U(V )
(
(aˆCµv (P,Q,H, x,X (P,Q,H, ρ))) .
((
yˆvJ˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
))
.
We now observe that, with the definitions of page 188, it follows directly from the
equation displayed on page 189, together with observations 34), 37), and 39) above,
that I
◦
k (B, i, n, j, s, E, v, ρ), where (B, i, n, j, s, E, v) is any ordered septuple as on page
188, and k is any member of N, is equal to the sum, over a finite number of ordered
septuples
(
B˜, i˜, n˜, ˜˜j, s˜, E˜, v˜
)
as on page 171, each satisfying the condition on page 172,
and each satisfying the condition that
(
#
(
D
(
˜˜j
))
+#
(
D
(
E˜
)))
is not greater than
the integer N defined on page 166, and each satisfying the requirement that if A is
any member of B (G), T is any (V ∪H)-key of A such that T is not a member of
V , and l is the member of T that is not the key member of any (V ∪H)-firm over
V component of A that does not have fA as a member, then there is no member β
of D
(
˜˜j
)
such that ˜˜jβ = l holds, and each satisfying the requirement that if v is any
member of U (W ), then the number of members β of D
(
˜˜j
)
such that ˜˜jβ = v holds is
≤ the number of members β of D (j) such that jβ = v holds, and each satisfying the
requirement that if A is the particular member of B (G) chosen arbitrarily on page 188,
and T is the particular (V ∪H)-key of A that is not a member of V , chosen arbitrarily
on page 188, and, as on page 188, m is the member of T that is the key member of
a (V ∪H)-firm over V component of A that does not have fA as a member, then the
number of members β of D
(
˜˜j
)
such that ˜˜jβ = m holds, is one less than the number
of members β of D (j) such that jβ = m holds, of I
◦
k
(
B˜, i˜, n˜, ˜˜j, s˜, E˜, v˜, ρ
)
times a finite
coefficient which is equal to the sum of a finite number of terms, each of which has the
form of a finite real number, independent of k and ρ, times a product of finite powers,
all ≥ 0 and independent of k and ρ, of the ρK , K ∈ (Q ⊢ P ).
(We note that when we use observations 34), 37), and 39) above to write out the
expanded form of the equation displayed on page 189, and take the dot product of aˆC
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with the unit d-vector sβ, where β is the particular member of D (j), such that jβ = m
holds, that was arbitrarily selected on page 188, the term((
sβ.yˆmJ˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
, which occurs in
sβ.aˆC
((
J˜kQ (y)
)
y=µ(P,Q,H,x,X (P,Q,H,ρ))
)
by observation 39) above, exactly reproduces
the given integral I
◦
k (B, i, n, j, s, E, v, ρ).)
And by using this result a sufficiently large, but finite, number of times, after first
having used the result on page 187, we finally obtain the result stated on page 186,
namely that if (B, i, n, j, s, E, v) is any ordered septuple as on page 171, such that
the condition on page 172 holds, and such that (# (D (j)) + # (D (E))) is not greater
than the integer N defined on page 166, then there exists a finite collection of ordered
septuples
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜
)
as on page 171, each satisfying the condition on page 172,
and each satisfying the requirement that
(
#
(D (j˜))+#(D (E˜))) is not greater
than the integer N defined on page 166, and each satisfying the further requirement
that if A is any member of B (G), and T ≡ {r, s} is any (V ∪H)-key of A such that T
is not a member of V , then there is no member β of D (j˜) such that j˜β = r holds and
there is no member β of D (j˜) such that j˜β = s holds, such that for each member k
of N, I
◦
k (B, i, n, j, s, E, v, ρ) is equal to the sum, over this finite collection of septuples(
B˜, i˜, n˜, j˜, s˜, E˜, v˜
)
, of I
◦
k
(
B˜, i˜, n˜, j˜, s˜, E˜, v˜, ρ
)
times a finite real-number coefficient that
is independent of k, and equal to the sum of a finite number of terms, each of which
has the form of a finite real number, independent of k and ρ, times a product of finite
powers, all ≥ 0 and independent of k and ρ, of the ρK , K ∈ (Q ⊢ P ).
Finally we shall prove that if (B, i, n, j, s, E, v) is any ordered septuple as on page
171, such that the condition on page 172 holds, and such that (# (D (j)) + # (D (E)))
is not greater than the integer N defined on page 166, and such that if A is any member
of B (G), and T is any (V ∪H)-key of A such that T is not a member of V , then there
is no member β of D (j) such that jβ ∈ T holds, then the integrals with respect to
ρ, over D, of any k-independent product of finite powers, all ≥ 0 and independent of
k and ρ, of the ρK , K ∈ (Q ⊢ P ), times the I
◦
k (B, i, n, j, s, E, v, ρ), k ∈ N, form a
Cauchy sequence.
We shall do this in two steps. We first prove that if (B, i, n, j, s, E, v) is any ordered
septuple satisfying the conditions just specified, and if we define I
∗
(B, i, n, j, s, E, v, ρ)
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by
I
∗
(B, i, n, j, s, E, v, ρ) ≡
∫
W

 ∏
A∈(V ⊢{O})
ddxA

×
×



 ∏
C∈(Y ⊢G)
E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C))))

×
×



 ∏
α∈D(B)
((
xK(Q,Bα,iα) − xBα
)
.nα
)

 ∏
β∈D(j)
(
sβ.yˆjβ
)×
×

 ∏
γ∈D(E)
(
vγ.tEγ
)JQ (y)


y=µ(P,Q,H,x,X (P,Q,H,ρ))

 ,
then I
∗
(B, i, n, j, s, E, v, ρ) is finite and absolutely convergent, and is moreover bounded
above in magnitude, for all ρ ∈ D, by a finite, ρ-independent constant.
Let (B, i, n, j, s, E, v) be any ordered septuple satisfying the conditions just spec-
ified, and let I
∗
(B, i, n, j, s, E, v, ρ) be defined, for any member ρ of D, by the equa-
tion just given. Then in order to prove the finiteness, absolute convergence, and ρ-
independent bound on the magnitude of I
∗
(B, i, n, j, s, E, v, ρ) it is sufficient, by Lemma
23, to prove the corresponding results for the integral over W of some function F (x)
such that for all x ∈W, F (x) is greater than or equal to the magnitude of the integrand
of I
∗
(B, i, n, j, s, E, v, ρ).
For any ordered triple (x, r, ρ) of a member x of Ud (V, ω), a member r of U (V ),
and a member ρ of D, we define w (x, r, ρ) to be equal to
|µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|
if r is a member of the member {r, s} of the partition W , and to be equal to 1 if r is
not a member of any member of W .
Then it immediately follows from the assumed properties of J , that for all x ∈
W, the integrand of the following integral I¯(B, i, j, ρ) is greater than or equal to the
magnitude of the integrand of I
∗
(B, i, n, j, s, E, v, ρ):
I¯ (B, i, j, ρ) ≡
∫
W

 ∏
A∈(V ⊢{O})
ddxA

×
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×



 ∏
C∈(Y ⊢G)
E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C))))

×
×M

 ∏
α∈D(B)
∣∣xK(Q,Bα,iα) − xBα∣∣



 ∏
β∈D(j)
(
1
w (x, jβ , ρ)
)×
×

 ∏
∆≡{r,s}∈W
|µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|−θ∆

×
×

 ∏
∆≡{r,s}∈W
S (T − |µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|)




Hence to prove the finiteness and absolute convergence of I
∗
(B, i, n, j, s, E, v, ρ),
and a ρ-independent bound, for ρ ∈ D, on the magnitude of I∗ (B, i, n, j, s, E, v, ρ), it is
sufficient to prove the convergence of I¯ (B, i, j, ρ), and a ρ-independent upper bound,
for ρ ∈ D, on I¯ (B, i, j, ρ).
We now change to the new integration variables aC , C ∈ (J ⊢ (R (S) ∪ {U (V )})),
as defined on pages 184 and 185, and we note that, as observed on page 185, the
Jacobian determinant for the transformation to this new set of integration variables is
equal to 1.
We recall that G is an H-principal wood of V , and that, as defined on page 168, Y
is the set whose members are all the (V ∪H)-firm over V components of members of
B (G), together with the set U (V ), and we note that, by Lemma 35 (iii), the set G∪Y
is a wood of V .
We now make the following observations:
40) Let T be any member of W . Then if Y ((G ∪ Y ) , T ) ∈ G holds, Y ((G ∪ Y ) , T )
is a member of B (G) and T is a (V ∪H)-key of Y ((G ∪ Y ) , T ) such that T is not a
member of V , while if Y ((G ∪ Y ) , T ) ∈ (Y ⊢ G) holds, then T is not a (V ∪H)-key of
any member of B (G). For U (V ) is a member of Y hence a member of (G ∪ Y ), hence
(G ∪ Y ) certainly has at least one member, namely U (V ), that contains T as a subset,
hence by definition Y ((G ∪ Y ) , T ) is the smallest member of (G ∪ Y ) that contains T
as a subset. Suppose first that Y ((G ∪ Y ) , T ) ∈ G holds. Now T is a member of W
hence T intersects two members of V , hence T is not a subset of any member of V , (since
V is a partition), hence Y ((G ∪ Y ) , T ) is not a member of V , hence Y ((G ∪ Y ) , T )
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is a member of B (G). Hence every (V ∪H)-firm over V component of Y ((G ∪ Y ) , T )
is a member of Y , hence T is not a subset of any (V ∪H)-firm over V component of
Y ((G ∪ Y ) , T ), hence, since by Lemma 31 the set whose members are all the (V ∪H)-
firm over V components of Y ((G ∪ Y ) , T ), is a partition of Y ((G ∪ Y ) , T ), and fur-
thermore T is a member of W , hence T has exactly two members, T intersects exactly
two distinct (V ∪H)-firm over V components of Y ((G ∪ Y ) , T ), say C and D. Let r
be the member of T that is a member of C, let s be the member of T that is a member
of D, and let X be the set whose members are all the (V ∪H)-keys of Y ((G ∪ Y ) , T )
that are not members of V . Then by Lemma 29, ↑ (r,X), where ↑ (r,X) is defined
as on pages 177 and 178 with reference to the member Y ((G ∪ Y ) , T ) of B (G), is a
(V ∪H)-firm over V component of Y ((G ∪ Y ) , T ), hence by Lemma 31 ↑ (r,X) is the
unique (V ∪H)-firm over V component of Y ((G ∪ Y ) , T ) that has r as a member,
hence C is equal to ↑ (r,X). Let Z be the set whose members are all the members
of X that intersect C =↑ (r,X). Then by Lemma 28 (xi), Y ((G ∪ Y ) , T ) is equal
to the disjoint union of C =↑ (r,X) and the sets (Y ((G ∪ Y ) , T ) ⊢↑ (r, {R})) for all
the members R of Z, hence, since s is not a member of C, s is a member of the set
(Y ((G ∪ Y ) , T ) ⊢↑ (r, {R})) for some member R of Z. Let R be the member of Z such
that s ∈ (Y ((G ∪ Y ) , T ) ⊢↑ (r, {R})) holds. Then T is a member of ((V ∪H) ⊢ V )
such that T intersects both C =↑ (r,X) and (Y ((G ∪ Y ) , T ) ⊢↑ (r, {R})), hence, since
C =↑ (r,X) is a subset of ↑ (r, {R}), and by Lemma 28 (viii), R is the only member of
(V ∪H) to intersect both ↑ (r, {R}) and (Y ((G ∪ Y ) , T ) ⊢↑ (r, {R})), R is equal to
T , hence T is a (V ∪H)-key of Y ((G ∪ Y ) , T ) such that T is not a member of V . Now
suppose that Y ((G ∪ Y ) , T ) is a member of (Y ⊢ G). Then Y ((G ∪ Y ) , T ) is either
equal to U (V ), or else Y ((G ∪ Y ) , T ) is equal to a (V ∪H)-firm over V component of
some member A of B (G). Suppose first that Y ((G ∪ Y ) , T ) is equal to U (V ). Then
U (V ) is not a member of G, and T is not a subset of any member of B (G), hence since
T has exactly two members, at most one of the two members of T can be a member of
any particular member of B (G), hence T is certainly not a (V ∪H)-key of any member
of B (G). Now suppose that Y ((G ∪ Y ) , T ) is not equal to U (V ). Then Y ((G ∪ Y ) , T )
is a member of (Y ⊢ (V ∪ {U (V )})), hence by Lemma 35 (i), Y (G,Y ((G ∪ Y ) , T ))
is a member of B (G), and Y ((G ∪ Y ) , T ) is a (V ∪H)-firm over V component of
Y (G,Y ((G ∪ Y ) , T )). Hence T is a subset of a (V ∪H)-firm over V component of
Y (G,Y ((G ∪ Y ) , T )), hence since T is a member of ((V ∪H) ⊢ V ), Lemma 28 (xvi)
and Lemma 29 imply that T is not a (V ∪H)-key of Y (G,Y ((G ∪ Y ) , T )). And if
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A is any member of B (G) such that Y (G,Y ((G ∪ Y ) , T )) ⊂ A holds, then since G
is an H-principal wood of V , Y (G,Y ((G ∪ Y ) , T )) is a subset of a (V ∪H)-firm over
V component of A, hence T is a subset of a (V ∪H)-firm over V component of A,
hence again Lemma 28 (xvi) and Lemma 29 imply that T is not a (V ∪H)-key of A.
Hence since Y ((G ∪ Y ) , T ) ∈ (Y ⊢ G) implies that Y (G,Y ((G ∪ Y ) , T )) is equal to
Y (G, T ), T is not a (V ∪H)-key of any member A of B (G) such that T ⊆ A holds.
And finally, if A is any member of B (G) such that T ⊆ A does not hold, then at
most one of the two members of T can be a member of A, hence T is certainly not a
(V ∪H)-key of A.
41) Let {r, s} be any member of W such that Y ((G ∪ Y ) , {r, s}) is a member of
(Y ⊢ G), and let C ≡ Y ((G ∪ Y ) , {r, s}). Then the dependence of
(µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ)))
on the aK variables is limited to dependence on the aK such that K is a member of
P ∩ (Ξ (P (G,C)) ⊢ {C}). For if v is any member of U (W ), then
µv (P,Q,H, x,X (P,Q,H, ρ)) is a linear combination, with coefficients summing to 1,
of the xK such that K is a member of Q such that Z (P,H, v) ⊆ K ⊆ Z (Q,H, v)
holds. Let D ≡ Y (P, {r, s}). Then since P is a member of O (G,H), either D is
equal to the member Y (G,C) = Y (G, {r, s}) of B (G), or else D is a subset of C
such that D is not a subset of any member of P (G,C). Suppose first that D is equal
to the member Y (G,C) = Y (G, {r, s}) of B (G). Then since Z (Q,H, r) ⊂ D and
Z (Q,H, s) ⊂ D both hold, and Q is a member of O (G,H), both Z (Q,H, r) and
Z (Q,H, s) are subsets of C, hence both Z (Q,H, r) and Z (Q,H, s) are strict subsets
of C, since Z (Q,H, r) ∩ Z (Q,H, s) = ∅ holds and neither Z (Q,H, r) nor Z (Q,H, s)
is empty. And furthermore, both Z (P,H, r) and Z (P,H, s) are members of P (P,D)
that are strict subsets of C. (In fact Z (P,H, r) is equal to K (P,D, r) and Z (P,H, s)
is equal to K (P,D, s).) Hence by Lemma 4, if K is any member of Q such that
Z (P,H, r) ⊆ K ⊆ Z (Q,H, r) holds or Z (P,H, s) ⊆ K ⊆ Z (Q,H, s) holds, then xK is
equal to a linear combination, with coefficients summing to 1, of the xL such that L is a
member of P (P,D) such that L ⊆ C holds, hence by page 173, ifK is any such member
of Q, then xK is equal to xSD plus a linear combination, with coefficients summing to
1, of the zL such that L is a member of P (P,D) such that L ⊆ C holds. Now D is a
member of B (G) in the present case, hence by page 184, if L is any member of P (P,D),
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then zL is equal to aL plus zSE , where E is the smallest member of J to contain L as
a strict subset, where J is the wood defined on page 173. Now since C ⊂ D holds in
the present case, C is not a member of P in the present case, hence every member L
of P (P,D) such that L ⊆ C holds, is a strict subset of C, hence if L is any member of
P (P,D) such that L ⊆ C holds, then the smallest member E of J to contain L as a
strict subset, is equal to the smallest member of J that contains C as a subset, and is
the same for every member L of P (P,D) such that L ⊆ C holds. Let E be the smallest
member of J to contain C as a subset. Then by the foregoing, if K is any member of Q
such that Z (P,H, r) ⊆ K ⊆ Z (Q,H, r) holds or Z (P,H, s) ⊆ K ⊆ Z (Q,H, s) holds,
then xK is equal to (xSD + zSE) plus a linear combination, with coefficients summing
to 1, of the aL such that L is a member of P (P,D) such that L ⊂ C holds. Hence
µr (P,Q,H, x,X (P,Q,H, ρ)) is equal to (xSD + zSE) plus a linear combination, with
coefficents summing to 1, of the aL such that L is a member of P (P,D) such that
L ⊂ C holds, and µs (P,Q,H, x,X (P,Q,H, ρ)) is also equal to (xSD + zSE) plus a
linear combination, with coefficients summing to 1, of the aL such that L is a member
of P (P,D) such that L ⊂ C holds, hence
(µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ)))
is equal to a linear combination, with coefficients summing to 0, of the aL such that L is
a member of P (P,D) such that L ⊂ C holds, and every such member L of P (P,D) is a
member of P ∩(Ξ (P (G,C)) ⊢ {C}) (We note in passing that since every member L of
P (P,D) that can contribute to µr (P,Q,H, x,X (P,Q,H, ρ)), is a subset of Z (Q,H, r),
and every member L of P (P,D) that can contribute to µs (P,Q,H, x,X (P,Q,H, ρ))
is a subset of Z (Q,H, s), and Z (Q,H, r) ∩ Z (Q,H, s) is equal to the empty set
∅, the coefficients in (µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))) do
not vanish identically.) Now suppose that D ≡ Y (P, {r, s}) is a subset of C such
that D is not a subset of any member of P (G,C). Then no member of P (P,D) is
a strict subset of any member of P (G,C), and Z (P,H, r) is equal to K (P,D, r) and
Z (P,H, s) is equal to K (P,D, s), and Z (Q,H, r) and Z (Q,H, s) are strict subsets
of D such that Z (Q,H, r) ∩ Z (Q,H, s) = ∅ holds, hence if K is any member of Q
such that Z (P,H, r) ⊆ K ⊆ Z (Q,H, r) holds or Z (P,H, s) ⊆ K ⊆ Z (Q,H, s)
holds, then xK is equal to a linear combination, with coefficients summing to 1, of
the xL, L ∈ P (P,D), hence by page 173, if K is any such member of Q, then xK
is equal to xSD plus a linear combination, with coefficients summing to 1, of the zL,
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L ∈ P (P,D). And furthermore no member L of P (P,D) is a member of P (P,A)
for any member A of B (G), hence by page 184, if L is any member of P (P,D), then
zL = aL holds, hence if K is any member of Q such that Z (P,H, r) ⊆ K ⊆ Z (Q,H, r)
holds or Z (P,H, s) ⊆ K ⊆ Z (Q,H, s) holds, then xK is equal to xSD plus a linear
combination, with coefficients summing to 1, of the aL, L ∈ P (P,D), hence
(µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ)))
is equal to a linear combination, with coefficients summing to 0, of the aL, L ∈ P (P,D),
and every member L of P (P,D) is a member of (Ξ (P (G,C)) ⊢ {C}). (And, as in
the previous case, the fact that Z (Q,H, r) ∩ Z (Q,H, s) = ∅ holds implies that the
coefficients do not vanish identically.)
42) Let T ≡ {l, m} be any member ofW such that Y ((G ∪ Y ) , T ) ∈ G holds, (so that,
by observation 40) above, Y ((G ∪ Y ) , T ) is a member of B (G) and T is a (V ∪H)-key
of Y ((G ∪ Y ) , T ) such that T is not a member of V), let C ≡ Y ((G ∪ Y ) , T ), let D ≡
(C ⊢↑ (fC , {T})), where for any member r of C and any subset X of the set of all the
(V ∪H)-keys of C that are not members of V , ↑ (r,X) is defined as on pages 177 and
178 with reference to the member C of B (G), (so that, by the definition on page 173 of
the wood J , D is a member of J), and let m be the member of T that is the key member
of the (V ∪H)-firm over V component (C ⊢↑ (fC , {T})) ⊢
(⋃
R∈Z (C ⊢↑ (fC , {R}))
)
of C, where Z is the set whose members are all the (V ∪H)-keys R of C such that
R /∈ V and R → T both hold, where the relation → among the (V ∪H)-keys of C is
defined with reference to the member fC of C, as on page 177. Then
(µm (P,Q,H, x,X (P,Q,H, ρ))− µl (P,Q,H, x,X (P,Q,H, ρ)))
is equal to aD minus a linear combination, with coefficients summing to 1, of the aL
such that L is a member of P (P,C) such that L is a subset of the unique (V ∪H)-firm
over V component N of C that has l as a member. (We note that N ∩D = ∅ holds,
so that L ∩D = ∅ holds for every such member L of P (P,C).)
For let N be the unique (V ∪H)-firm over V component of C that has l as a
member. Then since P is a member of O (G,H), and {l, m} is a subset of C but is
not a subset of N , Z (P,H, l) is equal to K (P,C, l), hence Z (P,H, l) is a member
of P (P,C) that is a subset of N , and furthermore since Q is a member of O (G,H),
Z (Q,H, l) is also a subset of N , hence if K is any member of Q such that Z (P,H, l) ⊆
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K ⊆ Z (Q,H, l) holds, then by Lemma 4, xK is equal to a linear combination, with
coefficients summing to 1, of the xL such that L is a member of P (P,C) such that
L ⊆ N holds, hence by page 173, xK is equal to xSC plus a linear combination, with
coefficients summing to 1, of the zL such that L is a member of P (P,C) such that
L ⊆ N holds.
We next note that N is not equal to (C ⊢↑ (fC , {R})) for any (V ∪H)-key R of
C such that R is not a member of V , from which it follows immediately, from the
definition of the wood J on page 173, that if N is a member of J then N is a member
of P . For if R was a (V ∪H)-key of C such that R /∈ V held and N was equal to
(C ⊢↑ (fC , {R})), then by Lemma 28 (viii), R would be the only member of (V ∪H)
to intersect both (C ⊢ N)and N . But l is a member of N and m is not a member
of N , hence T intersects both (C ⊢ N) and N , and R is certainly not equal to T , for
D ≡ (C ⊢↑ (fC , {T})) is disjoint fromN , and moreoverm is a member ofD and l is not
a member of D. (We refer to the definition, on pages 179 and 180, of the key member
of any (V ∪H)-firm over V component of C that does not have fC as a member, and
we note in passing that if R is any (V ∪H)-key of C such that R /∈ V holds,then the
set (C ⊢↑ (fC , {R})) is (V ∪H)-firm over V ifif there are no (V ∪H)-keys R˜ of C such
that R˜ /∈ V and R˜→ R both hold.)
Now let U be the smallest member of J to contain N as a strict subset. Then it
immediately follows from the foregoing that if L is any member of P (P,C) such that
L ⊆ N holds, then U is the smallest member of J to contain L as a strict subset. For
if N is a member of J , then as just shown, N is a member of P , hence there is exactly
one member L of P (P,C) such that L ⊆ N holds, namely the set L = N , and U is by
definition the smallest member of J to contain N as a strict subset. And if N is not
a member of J , then N is not a member of P , (since P is a subset of J), hence if L
is any member of P (P,C) such that L ⊆ N holds, then L ⊂ N holds, and moreover
L is not a strict subset of any member of P (G,C), (since G is a subset of P), hence,
since it follows directly from the definition of J that every member of (J ⊢ P ) that is
a strict subset of N , is a subset of some member of P (G,C) that is a subset of N , U
is again the smallest member of J to contain L as a strict subset.
Hence by page 184, if L is any member of P (P,C) such that L ⊆ N holds, then
zL is equal to (zSU + aL), hence by the foregoing, if K is any member of Q such
that Z (P,H, l) ⊆ K ⊆ Z (Q,H, l) holds, then xK is equal to (xSC + zSU ) plus a
linear combination, with coefficients summing to 1, of the aL such that L is a member
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of P (P,C) such that L ⊆ N holds, hence µl (P,Q,H, x,X (P,Q,H, ρ)) is equal to
(xSC + zSU ) plus a linear combination, with coefficients summing to 1, of the aL such
that L is a member of P (P,C) such that L ⊆ N holds.
We next note that D ⊂ U holds, and that U is the smallest member of J to contain
D as a strict subset. For U is either equal to C, or else is equal to (C ⊢↑ (fC , {R}))
for some (V ∪H)-key R of C such that R is not a member of V . And furthermore, by
pages 173 to 177, if U is equal to C, then N is equal to the unique (V ∪H)-firm over V
component of C that has fC as a member, hence T intersects the unique (V ∪H)-firm
over V component of C that has fC as a member, hence there is no (V ∪H)-key R of
C such that R /∈ V and T → R both hold, hence there is no member K of (J ⊢ P )
such that D ⊂ K and K ⊂ D both hold, and furthermore D ⊂ C certainly holds hence
D ⊂ U holds, while if U is equal to (C ⊢↑ (fC , {R})) for some (V ∪H)-key R of C
such that R is not a member of V , then fC is not a member of N , (for the unique
(V ∪H)-firm over V component of C that has fC as a member is not a strict subset
of any member of J that is a strict subset of C), and R, (which by Lemma 28 (viii) is
identified uniquely as the only member of (V ∪H) to intersect both (C ⊢ U) and U),
is equal, by page 179, to the unique (V ∪H)-key of C that is not a member of V and
which has as a member the key member of N , hence again by page 179, T → R holds,
hence by pages 173 to 177, D ⊂ U holds, and furthermore, since T intersects N , there
is no (V ∪H)-key R˜ of C such that R˜ /∈ V and T → R˜ and R˜ → R all hold, hence
there is no member K of J such that D ⊂ K ⊂ U holds.
Now let Z be the set whose members are all the (V ∪H)-keys R of C such that R /∈
V and R → T both hold, and let M ≡ (C ⊢↑ (fC , {T})) ⊢
(⋃
R∈Z (C ⊢↑ (fC , {R}))
)
be the unique (V ∪H)-firm over V component of C that has m as its key member.
Then since P is a member of O (G,H), and {l, m} is a subset of C but is not a subset of
M , Z (P,H,m) is equal to K (P,C,m), hence Z (P,H,m) is a member of P (P,C) that
is a subset ofM , and furthermore since Q is a member ofO (G,H), Z (Q,H,m) is also a
subset ofM , hence if K is any member of Q such that Z (P,H,m) ⊆ K ⊆ Z (Q,H,m)
holds, then by Lemma 4, xK is equal to a linear combination, with coefficients summing
to 1, of the xL such that L is a member of P (P,C) such that L ⊆ M holds, hence by
page 173, xK is equal to xSC plus a linear combination, with coefficients summing to
1, of the zL such that L is a member of P (P,C) such that L ⊆M holds.
Now, in accordance with the notation of pages 181 to 183, but with the set A of
those pages taken as the present C, and the set B of those pages taken as the present
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M , so that the i of those pages is the present m, let FM be the set whose members are
all the members L of P (P,C) such that L ⊆ M holds, so that FM is equal to {M} if
M is a member of P , and FM is equal to P (P,M) if M is not a member of P .
Then by page 184,
µm (P,Q,H, x,X (P,Q,H, ρ)) =
∑
L∈FM
νDLxL = xSC +
∑
L∈FM
νDLzL = xSC + zD
holds if D = (C ⊢↑ (fC , {T})) is a member of (J ⊢ P ), (we note that our present D
corresponds to the K of pages 183 and 184, and that the sets D of pages 183 and 184
correspond to our present sets L), while if D is a member of P , then the set Z defined
above is empty, D is equal to M , and moreover both Z (P,H,m) and Z (Q,H,m) are
also equal to M hence equal to D, hence µm (P,Q,H, x,X (P,Q,H, ρ)) is equal to xD,
hence again
µm (P,Q,H, x,X (P,Q,H, ρ)) = xSC + zD
holds. Hence by the foregoing and page 184,
µm (P,Q,H, x,X (P,Q,H, ρ)) = xSC + zSU + aD
holds, hence, as stated,
(µm (P,Q,H, x,X (P,Q,H, ρ))− µl (P,Q,H, x,X (P,Q,H, ρ)))
is equal to aD minus a linear combination, with coefficients summing to 1, of the aL
such that L is a member of P (P,C) such that L is a subset of the unique (V ∪H)-firm
over V component N of C that has l as a member.
43) Let C be any member of (Y ⊢ G). Then the dependence of
E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C))))
on the aD variables is limited to dependence on the aD such that D is a member of
P ∩ (Ξ (P (G,C)) ⊢ {C}). (We note that this observation is related to observation 34)
above on page 189.) For the expression
E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C)))) depends on x
only through differences (xK − xL), where both K and L are members of Ξ (P (G,C)),
and by observations 30) to 33) above, if D is any member of (J ⊢ (R (S) ∪ {U (V )}))
such thatD is not a member of P∩(Ξ (P (G,C)) ⊢ {C}), then either xK is independent
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of aD for every member K of Ξ (P (G,C)), or else aD occurs in xK with the same
coefficient for every memberK of Ξ (P (G,C)), so that aD cancels out of every difference
(xK − xL), where both K and L are members of Ξ (P (G,C)).
44) Let D be any member of B (Q) such that D is not a member of B (G), let C ≡
Y ((G ∪ Y ) , D), and let l be any member of D. Then C = Y ((G ∪ Y ) , D) is a member
of (Y ⊢ G), and the dependence of (xK(Q,D,l) − xD) on the aK variables is limited to
dependence on the aK such that K is a member of P ∩ (Ξ (P (G,C)) ⊢ {C}). (We
note that this observation is related to observation 35) above on page 189.) For D is a
member of (Q ⊢ G) and Q is a member of O (G,H), so if A is any member of G such
that D ⊆ A holds, then A is a member of B (G), (since D is not a member of G hence
is not a member of V ), hence D ⊂ A holds, hence D is a subset of a (V ∪H)-firm over
V component of A, and by the definition of Y on page 168, that (V ∪H)-firm over
V component of A is a member of Y . Hence if there exists any member A of G such
that D ⊆ A holds, then C = Y ((G ∪ Y ) , D) is a (V ∪H)-firm over V component of
the member Y (G,D) of B (G), hence C is a member of Y , and moreover C is not a
member of V since D is not a member of V , hence C is not a member of G, (since no
(V ∪H)-firm over V component of any member of B (G) is a member of G, unless it
is a member of V ), hence C is a member of (Y ⊢ G). And if there is no member A of
G such that D ⊆ A holds, then U (V ) is not a member of G, and C = Y ((G ∪ Y ) , D)
is equal to the member U (V ) of (Y ⊢ G). Now both K (Q,D, l) and D are members
of Ξ (P (G,C)), for both K (Q,D, l) and D are subsets of C, and both K (Q,D, l) and
D are members of Q hence overlap no member of G, hence in particular overlap no
member of P (G,C), and by the definition of C ≡ Y ((G ∪ Y ) , D), D is not a subset of
any member of P (G,C), hence if F is the set whose members are all the members L of
P (G,C) such that L ⊆ D holds, then F is a partition of D and every member of F is a
strict subset of D, (and in fact F is equal to P (G,D)), hence D is certainly a member
of Ξ (P (G,C)), and furthermore K (G,D, l) ⊆ K (Q,D, l) holds, hence K (Q,D, l) is
not a strict subset of any member of P (G,C), hence K (Q,D, l) is also a member
of Ξ (P (G,C)). Hence exactly as in observation 43) above, (xK(Q,D,l) − xD) does not
depend on any aK such that K is not a member of P ∩ (Ξ (P (G,C)) ⊢ {C}).
45) Let D be any member of B (G) and l be any member of D. Then whenever the
product of factors
207

 ∏
C∈(Y ⊢G)
E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C))))

×
×

 ∏
∆≡{r,s}∈W
S (T − |µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|)


is not equal to 0,
∣∣xK(Q,D,l) − xD∣∣ ≤ (#(V )−1)T(1−2λ) holds.
For we note first that both K (Q,D, l) and D are members of Ξ (P (P,D)), hence
since W is a subset of Ud (V, ω) which, by page 33, is a subset of Fd (V ), both xK(Q,D,l)
and xD are members of V (↓ (x,P (P,D))), or in other words, both xK(Q,D,l) and
xD are members of the convex hull of the xL, L ∈ P (P,D). Hence by Lemma 3,∣∣xK(Q,D,l) − xD∣∣ ≤ max
K∈P(P,D)
L∈P(P,D)
|xK − xL| = L (P,D, x) holds.
We next note that since P is a member of O (G,H), every member of P (P,D) is a
subset of some (V ∪H)-firm over V component of D.
Let C be any (V ∪H)-firm over V component ofD, (which implies, by the definition
of the set Y on page 168, that C is a member of Y ), and suppose that C is not a member
of P . Then C is not a member of G, hence C is a member of (Y ⊢ G), hence whenever
the above product of factors is not equal to 0, and by Lemmas 14 and 15 and page 91,
and by analogy with pages 107 and 126, L (P,C, x) ≤ (#(P(P,C))−1)T
(1−2λ)
holds.
We now define, for each (V ∪H)-firm over V component C of D, FC to be the set
whose members are all the members L of P (P,D) such that L ⊆ C holds, so that FC is
equal to P (P,C) if C is not a member of P , and FC is equal to {C} if C is a member
of P . Then it immediately follows from the previous paragraph, together with the fact
that if C is any (V ∪H)-firm over V component of D such that C is a member of P ,
and K and L are any members of FC , then K = L = C holds so that |xK − xL| = 0
holds, that if C is any (V ∪H)-firm over V component of D, and K and L are any
members of FC , then |xK − xL| ≤ (#(FC)−1)T(1−2λ) holds.
Now the set (G ∪ Y ) is a wood of V by Lemma 35 (iii), and the members of
P ((G ∪ Y ) , D) are the (V ∪H)-firm over V components of D, hence by use of Lemma
15 with the set V of Lemma 15 taken as the set P ((G ∪ Y ) , D), (and noting that the
fact that D is (V ∪H)-connected implies that D is (P ((G ∪ Y ) , D) ∪H)-connected),
and noting, moreover, that if {r, s} is any (V ∪H)-key of D such that {r, s} is not a
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member of V , then µr (P,Q,H, x,X (P,Q,H, ρ)) is a member of the convex hull of the
xL such that L is a member of P (P,D) such that L is a subset of the unique (V ∪H)-
firm over V component of D that has r as a member, and µs (P,Q,H, x,X (P,Q,H, ρ))
is a member of the convex hull of the xL such that L is a member of P (P,D) such that L
is a subset of the unique (V ∪H)-firm over V component of D that has s as a member,
we find that if K and L are any members of P (P,D), then |xK − xL| is less than or
equal to (# (P ((G ∪ Y ) , D))− 1) T plus the sum, over the members n of the domain
of the map M constructed as in Lemma 15, (so that # (D (M)) ≤ #(P ((G ∪ Y ) , D))
holds and R (M) is a subset of P ((G ∪ Y ) , D)), of (#(FMn)−1)T
(1−2λ)
, hence, since it follows
directly from the construction of Lemma 15 that we may assume that no member C
of P ((G ∪ Y ) , D), (or in other words, no (V ∪H)-firm over V component C of D), is
equal to Mn for more than one member n of D (M), |xK − xL| is less than or equal to
(−T ) plus the sum, over the members C of P ((G ∪ Y ) , D), of #(FC)T
(1−2λ)
, hence |xK − xL|
is less than or equal to (−T ) plus #(P(P,D))T
(1−2λ) , hence |xK − xL| is less than or equal to
(#(P(P,D))−1)T
(1−2λ)
, hence |xK − xL| is less than or equal to (#(V )−1)T(1−2λ) .
Now let (B, i, n, j, s, E, v) be any ordered septuple (B, i, n, j, s, E, v) as on pages
197 and 198, and satisfying the conditions specified on page 197. We define B˜ to be
the map obtained from B by deleting from B all members (α,Bα) of B such that
Bα is a member of B (G), and retaining, as members of B˜, all members (α,Bα) of
B such that Bα is a member of (Q ⊢ G). It then follows immediately from Lemma
23 and observation 45) above that for all ρ ∈ D, I¯(B, i, j, ρ) is less than or equal
to
(
(#(V )−1)T
(1−2λ)
)(#(D(B))−#(D(B˜)))
times I¯
(
B˜, i, j, ρ
)
, hence to prove the finiteness of
I¯(B, i, j, ρ) and a ρ-independent bound on I¯(B, i, j, ρ), it is sufficient to prove the
finiteness of I¯
(
B˜, i, j, ρ
)
and a ρ-independent bound on I¯
(
B˜, i, j, ρ
)
.
We note furthermore that the condition on page 172 is in fact a condition on the two
members B and j of the septuple (B, i, n, j, s, E, v), and that it immediately follows
from the fact that B and j satisfy the condition on page 172, that B˜ and j satisfy the
condition on page 172 for all members A of B (Q) except for the members A of B (G), or
in other words, that B˜ and j satisfy the condition on page 172 when that condition is
modified to apply just to the members A of (Q ⊢ G) rather than to all the members A
of B (Q). For if A is any member of (Q ⊢ G) = (B (Q) ⊢ B (G)), then it follows directly
from the fact that G ⊆ P ⊆ Q holds, that if C is any member of G, then either A ⊂ C
holds or A ∩ C = ∅ holds or C is a subset of some member of P (P,A), (for if C ⊂ A
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holds and D is a member of P (P,A) such that D∩C is nonempty, then D ⊂ C cannot
hold hence C ⊆ D holds), hence C is not a member of (Ξ (P (P,A)) ⊢ P (P,A)), hence
the number of members α of D
(
B˜
)
such that B˜α ∈ (Ξ (P (P,A)) ⊢ P (P,A)) holds, is
equal to the number of members α of D (B) such that Bα ∈ (Ξ (P (P,A)) ⊢ P (P,A))
holds.
We now express I¯
(
B˜, i, j, ρ
)
in terms of the aK variables,
K ∈ (J ⊢ (R (S) ∪ {U (V )})), and we note that if U ≡ {l, m} is any member of W
such that Y ((G ∪ Y ) , U) ∈ G holds, so that by observation 40) above, Y ((G ∪ Y ) , U)
is a member of B (G) and U is a (V ∪H)-key of Y ((G ∪ Y ) , U) such that U is not a
member of V , then it follows directly from observations 41) to 44) above that if we
define C ≡ Y ((G ∪ Y ) , U) and D ≡ (C ⊢↑ (fC , {U})), (so that, by page 173, D is a
member of J and, by pages 173, 178, and 179, D is not a member of R (S)), then the
only dependence of I¯
(
B˜, i, j, ρ
)
on aD is through the two factors
|µm (P,Q,H, x,X (P,Q,H, ρ))− µl (P,Q,H, x,X (P,Q,H, ρ))|−θU ×
×S (T − |µm (P,Q,H, x,X (P,Q,H, ρ))− µl (P,Q,H, x,X (P,Q,H, ρ))|) ,
and furthermore, if m is the member of U that is a member of D, then by observation
42) above, if we define N to be the unique (V ∪H)-firm over V component of C that
has l as a member, and if we moreover define FN to be the set whose members are
all the members L of P (P,C) such that L ⊆ N holds, and if we moreover define
eL, L ∈ FN , to be the coefficients, summing to 1, of the aL, L ∈ FN , referred to in
observation 42) above, then the above two factors are equal to
∣∣∣∣∣aD −
(∑
L∈FN
eLaL
)∣∣∣∣∣
−θU
S
(
T −
∣∣∣∣∣aD −
(∑
L∈FN
eLaL
)∣∣∣∣∣
)
hence, since by assumption θR < d holds for every member R ofW , hence in particular,
θU < d holds, the integral over aD is an integral with d-dimensional spherical symmetry,
and has the finite, ρ-independent value:

2 (2pi)(
d−1
2 )
(d− 2)!!
T (d−θU )
(d− θU) (d odd and ≥ 1)
2pi(
d
2)(
d−2
2
)
!
T (d−θU )
(d− θU) (d even and ≥ 2)


,
where (−1)!! ≡ 1, and for d odd, d ≥ 3, (d− 2)!! ≡ (d− 2) (d− 4)!!.
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We use this result for every member U of W such that Y ((G ∪ Y ) , U) ∈ G holds,
or in other words, by observation 40) above, for every member U of W such that U
is a (V ∪H)-key, such that U is not a member of V , of some member of B (G), or
in other words, since no member of W is a member of V , (since every member of
W intersects exactly two members of V , and V is a partition), for every member
U of W such that U is a (V ∪H)-key of some member of B (G), after which we
find, by observations 41) to 44) above, that I¯
(
B˜, i, j, ρ
)
completely factorizes into
a product of finite, ρ-independent real numbers, times the product, over the members
C of (Y ⊢ G), of an integral
◦
I¯C
(
˜˜BC , i˜C , j˜C , ρ
)
, where ˜˜BC is defined to be the map that
is the subset of the map B˜ which includes precisely all the members
(
α, B˜α
)
of B˜
such that B˜α ∈ (Ξ (P (G,C)) ⊢ P (G,C)) holds, (or in other words, by observation
44) above and the fact that R
(
B˜
)
is a subset of (Q ⊢ G) = (B (Q) ⊢ B (G)), such
that Y
(
(G ∪ Y ) , B˜α
)
= C holds), i˜C is defined to be the map that is the subset of
the map i which includes precisely all the members (α, iα) of i such that α ∈ D
(
˜˜BC
)
holds, and j˜C is defined to be the map that is the subset of the map j which includes
precisely all the members (β, jβ) of j such that jβ is a member of U (W ), and the
unique member C (W, jβ) of W that has jβ as a member, satisfies the requirement that
Y ((G ∪ Y ) , C (W, jβ)) = C holds, and for any member C of (Y ⊢ G), and for any
ordered quadruple
(
B
∗
, i
∗
, j
∗
, ρ
)
of a map B
∗
such that D
(
B
∗)
is finite and R
(
B
∗) ⊆
(Q ∩ (Ξ (P (G,C)) ⊢ P (G,C))) holds, a map i∗ such that D
(
B
∗) ⊆ D (i∗) holds and
for each member α of D
(
B
∗)
, i
∗
α is a member of B
∗
α, a map j
∗
such that D
(
j
∗)
is
finite and for each member β of D
(
j
∗)
, j
∗
β is either a member of U (W ) such that
Y
(
(G ∪ Y ) , C
(
W, j
∗
β
))
= C holds, or else is a member of (C ⊢ U (W )), and a member
ρ of D, the integral
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
is defined by
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
≡
∫
W˜C
( ∏
A∈NC
ddaA
)
×
×

E ((P ∩ Ξ (P (G,C))) , (Q ∩ Ξ (P (G,C))) , H, σ, R, ↓ (x,Ξ (P (G,C))))×
×

 ∏
α∈D
(
B
∗)
∣∣∣∣xK(Q,B∗α,i∗α) − xB∗α
∣∣∣∣



 ∏
β∈D
(
j
∗)

 1
w
(
x, j
∗
β, ρ
)



×
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×

 ∏
∆≡{r,s}∈W˜C
|µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|−θ∆

×
×

 ∏
∆≡{r,s}∈W˜C
S (T − |µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|)



,
where NC is the set ((P ∩ (Ξ (P (G,C)) ⊢ {C})) ⊢ (R (S) ∪ {U (V )})), W˜C is the set
E
(NC)
d , and W˜C is the set whose members are all the members {r, s} of W such that
Y ((G ∪ Y ) , {r, s}) = C holds.
We note that in consequence of the manner in which the set S was extended to the
domain B
(
J¯
)
on page 178, NC includes, for each memberD of B (P ∩ (Ξ (P (G,C)))) =
((P ∩ Ξ (P (G,C))) ⊢ P (G,C)), exactly (# (P (P,D))− 1) of the # (P (P,D)) mem-
bers of P (P,D), hence the aK variables, K ∈ NC , are in the same relation to the wood
P ∩Ξ (P (G,C)), as the zK variables, defined on pages 127 and 129 for Theorem 1, are
to the wood P of Theorem 1, and furthermore, by page 24 and by analogy with pages
127 and 129, # (NC) is equal to (# (P (G,C))− 1).
And we note that every variable x in the above formula for
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
is to be
expressed in terms of the aK variables by the formulae on pages 184 and 185, and
that by observations 41), 43), and 44) above, and in consequence of the particular
combinations in which the x variables occur in the formula for
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
, when
we do express the x variables in the integrand of
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
in terms of the aK
variables, the dependence of the integrand of
◦
I¯C
(
B
∗
, i
∗
, j
∗
, ρ
)
on the aK variables is
limited to dependence on the aK such that K is a member of NC .
We next note that if B and j are any maps such that D (B) is finite and R (B) ⊆
B (Q) holds, D (j) is finite andR (j) ⊆ U (V ) holds, the condition on page 172 holds for
B and j, and if A is any member of B (G), and T is any (V ∪H)-key of A such that T
is not a member of V , then there is no member β of D (j) such that jβ ∈ T holds, and
if B˜ is defined in terms on B, as on page 208, by deleting from B all members (α,Bα)
of B such that Bα is a member of B (G), and retaining, as members of B˜, all members
(α,Bα) of B such that Bα is a member of (Q ⊢ G) = (B (Q) ⊢ B (G)), (so that, as
noted on page 209, B˜ and j satisfy the condition on page 172 when that condition is
modified to apply just to the members A of (Q ⊢ G) = (B (Q) ⊢ B (G)) rather than to
all members A of B (Q)), and if C is any member of (Y ⊢ G), and if ˜˜BC is defined in
terms of B˜ as on page 211 to be the map that is the subset of the map B˜ that includes
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precisely all the members
(
α, B˜α
)
of B˜ such that B˜α ∈ (Ξ (P (G,C)) ⊢ P (G,C))
holds, (or in other words, such that Y
(
(G ∪ Y ) , B˜α
)
= C holds), and if j˜C is defined
in terms of j as on page 211 to be the map that is the subset of the map j that
includes precisely all the members (β, jβ) of j such that jβ is a member of U (W ), and
the unique member C (W, jβ) of W that has jβ as a member, satisfies the requirement
that Y ((G ∪ Y ) , C (W, jβ)) = C holds, (or in other words, such that jβ is a member
of U
(
W˜C
)
), and if A is any member of B (Q) ∩ (Ξ (P (G,C)) ⊢ P (G,C)), then the
condition on page 172 for A depends on B and j only through the maps ˜˜BC and j˜C ,
(which are subsets of the maps B and j respectively), and furthermore the condition
on page 172 for A is equivalent to the modification of the condition on page 172 for A,
obtained by replacing, in the condition on page 172 for A, all occurrences of the map B
by the map ˜˜BC , and all occurrences of the map j by the map j˜C . For the condition on
page 172 for A only depends on the map B through the number of members α of D (B)
such that Bα ∈ (Ξ (P (P,A)) ⊢ P (P,A)) holds, and A ∈ (Ξ (P (G,C)) ⊢ P (G,C))
and G ⊆ P together imply that (Ξ (P (P,A)) ⊢ P (P,A)) ⊆ (Ξ (P (G,C)) ⊢ P (G,C))
holds, (for if D is any member of (Ξ (P (P,A)) ⊢ P (P,A)), then D is a subset of
A hence D is a subset of C, and each member of P (P,A) either does not intersect
D or else is a strict subset of D, and if E is any member of P (G,C), then either
E ∩ A = ∅ holds or else E ⊂ A holds, and if E ∩ A = ∅ holds then E ∩ D = ∅
holds, while if E ⊂ A holds, then since E is a member of G hence a member of P ,
page 23 implies that E is a subset of a unique member of P (P,A), and if that unique
member of P (P,A) does not intersect D, then E ∩D = ∅ holds, while if that unique
member of P (P,A) is a strict subset of D, then E ⊂ D holds), hence every such
member α of D (B) is a member of D
(
˜˜BC
)
, and the condition on page 172 for A only
depends on the map j through the number of members β of D (j) such that jβ ∈ U (W )
and {Z (P,H, jβ) ,Z (P,H, l)} ∈ Q (P (P,A)) both hold, where l is the other member
of the unique member C (W, jβ) of W that has jβ as a member, and the facts that
G ⊆ P holds and A is a member of (Ξ (P (G,C)) ⊢ P (G,C)) together imply that
every member {r, s} of W such that {Z (P,H, r) ,Z (P,H, s)} ∈ Q (P (P,A)) holds,
is such that Y ((G ∪ Y ) , {r, s}) = C holds, hence is such that {r, s} is a member of
W˜C , (for {Z (P,H, r) ,Z (P,H, s)} ∈ Q (P (P,A)) implies that Z (P,H, r) is equal to
K (P,A, r) and that Z (P,H, s) is equal to K (P,A, s), hence that {r, s} is not a subset
of any member of P (P,A), and that {r, s} is a subset of A hence that {r, s} is a subset
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of C, and A ∈ (Ξ (P (G,C)) ⊢ P (G,C)) furthermore implies that if E is any member
of P (G,C), then either E ∩ A = ∅ holds or E ⊂ A holds, hence by page 23 and the
fact that G ⊆ P holds, either E ∩ A = ∅ holds or E is a subset of a unique member
of P (P,A), hence {r, s} is not a subset of any member of P (G,C), hence, since it
follows directly from the definition of Y on page 168, that there is no member D of
(Y ⊢ G) such that D ⊂ C holds and D is not a subset of any member of P (G,C),
Y ((G ∪ Y ) , {r, s}) is equal to C), hence every such member β of D (j), is a member
of D (j˜C).
We shall next show that if C is any member of (Y ⊢ G), and if (B, i, j) is any ordered
triple of a mapB such thatD (B) is finite andR (B) ⊆ (Q ∩ (Ξ (P (G,C)) ⊢ P (G,C)))
holds, a map i such that D (B) ⊆ D (i) holds and for each member α of D (B), iα is a
member of Bα, and a map j such that D (j) is finite and
R (j) ⊆
(
U
(
W˜C
)
∪ (C ⊢ U (W ))
)
holds, such that for each member A of B (Q) ∩
(Ξ (P (G,C)) ⊢ P (G,C)), B and j satisfy the condition on page 172 for A, and if
ρ is any member of D, then the integral
◦
I¯C (B, i, j, ρ) is finite and is bounded above
by a finite real number, independent of ρ, and we note that, by the foregoing, it will
immediately follow from this that if (B, i, n, j, s, E, v) is any ordered septuple as on
pages 197 and 198, and satisfying the conditions specified on page 197, then the integral
I
∗
(B, i, n, j, s, E, v, ρ), as defined on page 197, is finite and absolutely convergent, and
is moreover bounded above in magnitude, for all ρ ∈ D, by a finite, ρ-independent
constant.
Let C be any member of (Y ⊢ G), let (B, i, j) be any ordered triple of a map B
such that D (B) is finite and R (B) ⊆ (Q ∩ (Ξ (P (G,C)) ⊢ P (G,C))) holds, a map i
such that D (B) ⊆ D (i) holds and for each member α of D (B), iα is a member of Bα,
and a map j such that D (j) is finite and R (j) ⊆
(
U
(
W˜C
)
∪ (C ⊢ U (W ))
)
holds,
such that for each member A of B (Q)∩ (Ξ (P (G,C)) ⊢ P (G,C)), B and j satisfy the
condition on page 172 for A, and let ρ be any member of D.
We first note that it follows directly from the facts that U (V ) is (V ∪H)-connected
and that if E is any member of H such that E intersects more than one member of V ,
then E has exactly two members, that C = U (P (G,C)) is (P (G,C) ∪H)-connected
and that if E is any member of H such that E intersects more than one member of
P (G,C), then E has exactly two members, so that the partitions P (G,C) and H
satisfy the relationships assumed to hold, in Theorem 1, between the partition V of
Theorem 1, and H .
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And we note furthermore that the partition W˜C , which was defined on page 211
to be the subset of W whose members are all the members {r, s} of W such that
Y ((G ∪ Y ) , {r, s}) = C holds, is equal to the subset of H whose members are all
the members E of H such that E intersects exactly two members of P (G,C), for if
{r, s} is any member of W˜C then {r, s} is a subset of C but is not a subset of any
member of P (G,C), hence {r, s} intersects exactly two members of P (G,C), and if
E is any member of H such that E intersects exactly two members of P (G,C), then
E intersects more than one member of V hence E has exactly two members, hence E
intersects exactly two members of V hence E is a member of W , and furthermore E
is a subset of C and Y ((G ∪ Y ) , E) = C holds, hence E is a member of W˜C . Hence
the relation between the partition W˜C and the partitions P (G,C) and H , is the same
as the relation between the partition W of Theorem 1, and the partitions V and H of
Theorem 1.
We define P˜C ≡ (P ∩ Ξ (P (G,C))) and Q˜C ≡ (Q ∩ Ξ (P (G,C))), so that P˜C
and Q˜C are woods of P (G,C), and we now proceed by exact analogy with steps
in Theorem 1.
We first note that, if {r, s} is any member of W˜C , then by page 91 and Lemma 14,
and by analogy with page 107, for all members a of W˜C such that
E
(
P˜C , Q˜C , H, σ, R, ↓ (x,Ξ (P (G,C)))
)
is not equal to 0,
|µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))|−α ≤
≤
(
1
1− 2λ
)|α| ∣∣xZ(P,H,r) − xZ(P,H,s)∣∣−α
holds for all ρ ∈ D and for all finite real numbers α, and we also note that Z (P,H, r)
is equal to Z
(
P˜C , H, r
)
and that Z (P,H, s) is equal to Z
(
P˜C , H, s
)
, and we also
note that, since both Z (P,H, r) and Z (P,H, s) are members of P (P,A) = P
(
P˜C , A
)
for some member A of B
(
P˜C
)
,
(
xZ(P,H,r) − xZ(P,H,s)
)
=
(
aZ(P,H,r) − aZ(P,H,s)
)
holds.
(This last observation is true even when C is a (V ∪H)-firm over V component of a
member D of B (G), and {r, s} is a member of W˜C such that Y (P, {r, s}) = D holds,
since in that case, by the definition of the wood J on page 173, the smallest member
of J to contain Z (P,H, r) as a strict subset is equal to the smallest member of J to
contain Z (P,H, s) as a strict subset.)
We next use the above inequality, by analogy with pages 107 and 108, to bound the
integrand of
◦
I¯C (B, i, j, ρ) by a product of finite real numbers, independent of ρ and
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the aK , times a new integrand in which all occurrences of
|µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))| for any member {r, s}
of W˜C have been replaced by the corresponding
∣∣aZ(P,H,r) − aZ(P,H,s)∣∣, (together with a
factor (1− 2λ) inside the step function S, as on page 108).
We then proceed, by analogy with pages 108 and 109, to bound our new integrand
by the sum of a finite number of terms, in each of which, for every member α of D (B),
the factor
∣∣xK(Q,Bα,iα) − xBα∣∣ associated with the member α of D (B), has been replaced
by some choice of a factor |xK − xL| = |aK − aL|, where both K and L are members
of P (P,Bα) = P
(
P˜C , Bα
)
.
We next consider an arbitrarily chosen such term, and define, by analogy with page
110, α to be the map whose domain is
⋃
A∈B
(
P˜C
)Q
(
P
(
P˜C , A
))
=
⋃
A∈B
(
P˜C
)Q (P (P,A)),
and such that for each member {K,L} of D (α), α{K,L} is equal to the negative of
the total power of |xK − xL| = |aK − aL| in the integrand for this term, excluding the
E function and the step-function factors. Then for each member A of B
(
P˜C
)
, α is
a set of powers for A, and, as on page 111, the integrand for this term is equal to
a finite real number, independent of ρ and the aK , times the E function, times the
step-function factors, times the product, over the members A of B
(
P˜C
)
, of the factor
Ψ
(
↓
(
x,P
(
P˜C , A
))
, α
)
= Ψ (↓ (x,P (P,A)) , α), where we note that in this factor,
every interval |xK − xL|, {K,L} ∈ P (P,A), is equal to the corresponding interval
|aK − aL|. (We may write the factor Ψ (↓ (x,P (P,A)) , α) as Ψ (↓ (a,P (P,A)) , α), if
we note that for the particular member SA of P (P,A), aSA is identically equal to 0.)
We next note, by the condition on page 172 for the members A of
B (Q)∩ (Ξ (P (G,C)) ⊢ P (G,C)), and by analogy with pages 111 and 112, and taking
into account that for each member A of (Ξ (V ) ⊢ V ), the present definition ofDA, given
on page 166, differs from the definition of DA in Theorem 1 by the inclusion, in the
contribution associated with the member {r, s} of (W ∩ Q (A)), of the term (νgr + νgs)
that takes into account the differential operator
(∏
α∈D(g) cα.yˆgα
)
in the integrand of
the integral on page 167, where g is the map introduced on page 165, that if A is any
member of
(
Q˜C ⊢ P˜C
)
, then in exact correspondence with observation 19) on pages
119 and 120, the following inequality holds for Γ
(
α,P
(
P˜C , A
))
= Γ (α,P (P,A)):
Γ (α,P (P,A)) ≤ d (# (P (P,A))− 1)− 1−
∑
C∈(P(P,A)⊢V )

DC − ∑
(i,B)∈IC(Q,H)
uiB

 ,
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and if A is any member of B
(
P˜C
)
, then in exact correspondence with observation 20)
on page 120, the following inequality holds for Γ
(
α,P
(
P˜C , A
))
= Γ (α,P (P,A)):
Γ (α,P (P,A)) ≤

d (# (P (P,A))− 1) +DA −

 ∑
C∈(P(P,A)⊢V )
DC

+
+

 ∑
C∈(P(P,A)⊢V )
∑
(i,B)∈(IC(Q,H)⊢IA(Q,H))
uiB

−

 ∑
i∈T (A,H)
∑
B∈Y(Q,K(P,A,i),A)
uiB



 .
We next note, by Lemma 10, and by analogy with page 121, that if a is any
member of W˜C such that E
(
P˜C , Q˜C , H, σ, R, ↓ (x,Ξ (P (G,C)))
)
is not equal to 0, and
A is any member of B
(
P˜C
)
, then M
((
P˜C ⊢ {A}
)
, P˜C , H,A, σ, R, x
)
does not hold,
which implies, by analogy with pages 121 to 123, and noting that L
(
P˜C , A, x
)
is equal
to L (P,A, x), that either L (P,A, x) ≥ R holds, or else there exists a member D of
P (P,E), where E is the smallest member E of P˜C to contain A as a strict subset, such
that D 6= A holds, L (P,A, x) ≥ σ |xA − xD| holds, and there exists a member T of W˜C
such that T intersects both A and D, (and we note that if A is equal to C, then no
member of P˜C contains A as a strict subset, hence L (P,A, x) ≥ R holds if A is equal
to C).
We now define r, exactly as on page 122, to be the member of RB(P ) such that for
each member A of B (P ),
rA ≡

DA − ∑
(i,B)∈IA(Q,H)
uiB

+ #(B (P ) ∩ Ξ (P (V,A)))
#
(
B
(
P¯
)) ,
where we note that B (P ) ∩ Ξ (P (V,A)) is the set of all the members B of B (P ) such
that B ⊆ A holds, and we note that, as observed on page 122, rA ≥ 0 holds for every
member A of B (P ).
We now bound our present integrand, by analogy with pages 121 to 124, by a sum
of a finite number of terms, each of which has the form of our present integrand, times
the product, over the members A of B
(
P˜C
)
, of a factor
(
nA
dA
)rA
, where nA is equal to
|xK − xL| = |aK − aL| for some choice of a member {K,L} of P
(
P˜C , A
)
= P (P,A),
and dA is either equal to R or else is equal to σ |xA − xD| = σ |aA − aD| for some choice
of a member D of P
(
P˜C , E
)
= P (P,E) such that D 6= A holds and there exists a
member T of W˜C such that T intersects both A and D, where E is the smallest member
of P˜C to contain A as a strict subset, (and if A = C holds then dA is equal to R).
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We next consider an arbitrarily chosen one of these terms, and define, by analogy
with page 123, β to be the map whose domain is equal toD (α) =
⋃
A∈B
(
P˜C
)Q
(
P
(
P˜C , A
))
,
and such that for each member {K,L} of D (β) = D (α), β{K,L} is equal to α{K,L} plus
the negative of the total power of |xK − xL| = |aK − aL| that occurs in the new factors
in our chosen term. Then just as on pages 123 and 124, the integrand of our chosen
term is equal to a finite real number, independent of ρ and the aK , times the E function,
times the step-function factors, times the product, over the members A of B
(
P˜C
)
, of
the factor Ψ (↓ (a,P (P,A)) , β), where we note, as on page 216, that for the particular
member SA of P (P,A), aSA is identically equal to 0.
We next note that if A is any member of (Ξ (P (G,C)) ⊢ P (G,C)), hence in par-
ticular if A is any member of B
(
Q˜C
)
=
(
Q˜C ⊢ P (G,C)
)
, then P (P,A) ∩ V is a
subset of P (P,A)∩P (G,C), for if D is any member of P (P,A)∩V , then D is a strict
subset of A hence D is a strict subset of C, and D is a member of V hence D is a
member of G, hence by page 23, D is a subset of a unique member of P (G,C). Let E
be the unique member of P (G,C) such that D ⊆ E holds. Then since A is a member
of (Ξ (P (G,C)) ⊢ P (G,C)), either E ∩ A = ∅ holds or else E ⊂ A holds, and E ∩ A
has the nonempty subset D, hence E ⊂ A holds. Hence, since D ⊂ E and E ⊂ A
cannot both hold, (since E is a member of G hence E is a member of P , and D is a
member of P (P,A)), D = E holds, hence D is a member of P (G,C), hence D is a
member of P (P,A) ∩ P (G,C).
And we note furthermore that it follows immediately from the preceding paragraph,
that if A is any member of (Ξ (P (G,C)) ⊢ P (G,C)), hence in particular, if A is any
member of B
(
Q˜C
)
, then (P (P,A) ⊢ P (G,C)) is a subset of (P (P,A) ⊢ V ).
We next note that if A is any member of B
(
P˜C
)
, then by analogy with observations
22) to 24) on page 124, the contribution to Γ
(
β,P
(
P˜C , A
))
from the new factors in
our chosen term is ≤

 ∑
D∈(P(P,A)⊢P(G,C))
rD

− rA, hence since, as noted on page 216,
rD ≥ 0 holds for every member D of B (P ), and, as just shown, (P (P,A) ⊢ P (G,C)) is
a subset of (P (P,A) ⊢ V ), the contribution to Γ
(
β,P
(
P˜C , A
))
from the new factors
in our chosen term is ≤

 ∑
D∈(P(P,A)⊢V )
rD

− rA, exactly as in observation 24) on page
124. Hence by the foregoing, and by observations 24) and 25) on pages 124 and 125,
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if A is any member of B
(
P˜C
)
, then since P
(
P˜C , A
)
= P (P,A) holds, the following
inequality holds:
Γ
(
β,P
(
P˜C , A
))
≤ d
(
#
(
P
(
P˜C , A
))
− 1
)
− 1
#
(
B
(
P¯
)) .
And we note furthermore that if A is any member of
(
Q˜C ⊢ P˜C
)
, then by analogy
with observation 23) on page 124 and observation 26) on page 125, the contribution to
Γ
(
β,P
(
P˜C , A
))
from the new factors in our chosen term is ≤

 ∑
D∈(P(P,A)⊢P(G,C))
rD

,
hence again since rD ≥ 0 holds for all membersD of B (P ), and (P (P,A) ⊢ P (G,C)) is
a subset of (P (P,A) ⊢ V ), the contribution to Γ
(
β,P
(
P˜C , A
))
from the new factors
in our chosen term is ≤

 ∑
D∈(P(P,A)⊢V )
rD

, exactly as in observation 26) on page 125.
Hence by the foregoing, and by observations 26) and 27) on pages 125 and 126, if A
is any member of
(
Q˜C ⊢ P˜C
)
, then since P
(
P˜C , A
)
= P (P,A) holds, the following
inequality holds for Γ
(
β,P
(
P˜C , A
))
:
Γ
(
β,P
(
P˜C , A
))
≤ d
(
#
(
P
(
P˜C , A
))
− 1
)
− 1
#
(
B
(
P¯
)) .
Hence if A is any member of B
(
Q˜C
)
, then exactly as in observation 28) on page
126, the following inequality holds for Γ
(
β,P
(
P˜C , A
))
:
Γ
(
β,P
(
P˜C , A
))
≤ d
(
#
(
P
(
P˜C , A
))
− 1
)
− 1
#
(
B
(
P¯
)) .
We may now complete the proof of the absolute convergence of
◦
I¯C (B, i, j, ρ), and
a ρ-independent bound on the magnitude of
◦
I¯C (B, i, j, ρ), by exact analogy with the
remainder of the proof of Theorem 1, taking V , W , P , and Q of Theorem 1 respec-
tively as our present P (G,C), W˜C , P˜C , and Q˜C respectively, with the only changes
being firstly the fact that we have − 1
#
(
B
(
P¯
)) rather than − 1
#
(
B
(
P˜C
)) in the
bound just obtained on Γ
(
β,P
(
P˜C , A
))
, and this requires no changes to the pro-
cedure of proof, and secondly that since, by page 211, we are already using the aK
variables, K ∈ ((P ∩ (Ξ (P (G,C)) ⊢ {C})) ⊢ (R (S) ∪ {U (V )})), or in other words,
219
K ∈
(
P˜C ⊢ (R (S) ∪ {C})
)
, there is no need to make any change of variables corre-
sponding to the change to the zK variables on pages 127 to 130.
We next note that if C is any member of (Y ⊢ G), then since, by pages 183 to
185, when the xL variables are expressed in terms of the aD variables, their only ρ-
dependence is through the coefficients νKD, and since the factors
E
(
P˜C , Q˜C , H, σ, R, ↓ (x,Ξ (P (G,C)))
)
and
(
xK(Q,N,l) − xN
)
, where N is any member
of (Q ∩ (Ξ (P (G,C)) ⊢ P (G,C))) and l is any member of N , depend on the xL vari-
ables only through linear combinations, each with the sum of all its coefficients being
equal to 0, of the xL, L ∈ P (G,C), and since, again by pages 183 to 185, when any
xL variable, L ∈ P (G,C), is expressed in terms of the aD variables, the only terms
which occur that depend on any of the νKD coefficients, are terms that occur identically
in every xL, L ∈ P (G,C), these factors, E
(
P˜C , Q˜C , H, σ, R, ↓ (x,Ξ (P (G,C)))
)
and(
xK(Q,N,l) − xN
)
, where N is any member of (Q ∩ (Ξ (P (G,C)) ⊢ P (G,C))) and l is
any member of N , are completely independent of ρ when they are expressed in terms of
the aD variables. Hence if (B, i, j) is any ordered triple as on page 214, and satisfying
the conditions, with reference to C, specified for the ordered triple (B, i, j) on page
214, then the ρ-independence of our bound on
◦
I¯C (B, i, j, ρ) was in fact attained imme-
diately we had carried out the step, on pages 215 and 216, of replacing all occurrences
of |µr (P,Q,H, x,X (P,Q,H, ρ))− µs (P,Q,H, x,X (P,Q,H, ρ))| by the corresponding∣∣aZ(P,H,r) − aZ(P,H,s)∣∣ for each member {r, s} of W˜C .
This completes the first of the two steps mentioned on page 197, namely the proof
that if (B, i, n, j, s, E, v) is any ordered septuple as on page 197, and satisfying the
conditions specified on page 197, then the integral I
∗
(B, i, n, j, s, E, v, ρ) defined on
page 197, is finite and absolutely convergent, and is moreover bounded in magnitude,
for all ρ ∈ D, by a finite, ρ-independent constant.
Finally we shall carry out the second of the two steps mentioned on page 197, by
showing that the result just obtained, together with our assumptions on the map J˜
and its relation to the map J , imply that if (B, i, n, j, s, E, v) is any ordered septuple
as on page 197, and satisfying the conditions specified on page 197, then the integrals
with respect to ρ, over D, of any k-independent product of finite powers, all ≥ 0 and
independent of k and ρ, of the ρK , K ∈ (Q ⊢ P ), times the I
◦
k (B, i, n, j, s, E, v, ρ),
k ∈ N, form a Cauchy sequence.
Let (B, i, n, j, s, E, v) be any ordered septuple as on page 197, and satisfying the
conditions specified on page 197, and let ρ be any member of D.
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Now for each member k of N, I
◦
k (B, i, n, j, s, E, v, ρ), as defined on page 171, is
obtained from I
∗
(B, i, n, j, s, E, v, ρ), as defined on page 197, by replacing the JQ (y)
that occurs in the integrand of I
∗
(B, i, n, j, s, E, v, ρ), by J˜kQ (y). Hence since, by
assumption, and for every member k of N, J˜kQ (y) satisfies all the assumptions made for
JQ (y), it immediately follows from our proof of the finiteness and absolute convergence
of I
∗
(B, i, n, j, s, E, v, ρ), that for every member k of N, I
◦
k (B, i, n, j, s, E, v, ρ) is finite
and absolutely convergent, and moreover satisfies the same ρ-independent bound on
its magnitude that we obtained for I
∗
(B, i, n, j, s, E, v, ρ).
We shall next show that if ε is any given real number > 0, then there exists a
member k of N, independent of ρ, such that for all members l of N such that l ≥ k
holds, and for all members ρ of D,
∣∣∣I◦l (B, i, n, j, s, E, v, ρ)− I∗ (B, i, n, j, s, E, v, ρ)∣∣∣ ≤ ε
holds.
We first note that, by assumption, for any given real number δ > 0 and for any
given real number r > 0, there exists a member k of N such that for all members l
of N such that l ≥ k holds, and for all members y of EU(V )d such that |ye − yf | ≥ r
holds for all members {e, f} of W , and for all maps t and u such that D (t) is finite,
# (D (t)) ≤ N holds, (where N is the integer defined on page 166), R (t) ⊆ U (V )
holds, D (t) ⊆ D (u) holds, and for each member α of D (t), uα is a unit d-vector,∣∣∣(∏α∈D(t) uα.yˆtα)(J˜lQ (y)− JQ (y))∣∣∣ ≤ δ holds.
We next note, by analogy with pages 126 and 127, and pages 207 to 210, that the
total d (# (V )− 1)-volume of the subset of W where our integrands are not forced to
be equal to 0 by our assumption that JQ (y), (and consequently also all the J˜kQ (y)),
vanishes whenever |ye − yf | ≥ T holds for any member {e, f} of W , is finite, and is
moreover bounded above by a finite real number, independent of ρ, times T d(#(V )−1).
And we observe furthermore that if ρ is any member of D, then by the preceding
paragraph and by analogy with page 101, and by the facts that for any member {e, f}
of W , Z (Q,H, e) ∩ Z (Q,H, f) = ∅ holds, and µe (P,Q,H, x,X (P,Q,H, ρ)) is equal
to a linear combination, with coefficients summing to 1, of xK for the members K
of P such that K ⊆ Z (Q,H, e) holds and there is no member M of P such that
K ⊂ M ⊆ Z (Q,H, e) holds, and µf (P,Q,H, x,X (P,Q,H, ρ)) is equal to a linear
combination, with coefficients summing to 1, of xL for the members L of P such that
L ⊆ Z (Q,H, f) holds and there is no member M of P such that L ⊂M ⊆ Z (Q,H, f)
holds, (so that there is no member U of P such that xU occurs with nonzero coefficient
in both µe (P,Q,H, x,X (P,Q,H, ρ)) and µf (P,Q,H, x,X (P,Q,H, ρ))), the subset of
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W whose members are all the members x of W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| ≤ T
holds for all members {e, f} of W and
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| = 0
holds for at least one member {e, f} of W , may be enclosed in an open subset of W
whose d (# (V )− 1)-volume is not greater than any given real number that is > 0, and
furthermore if δ is any given real number > 0, then there exists a real number r > 0
such that the subset of W whose members are all the members x of W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| ≤ T
holds for all members {e, f} of W and
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| < r
holds for at least one member {e, f} of W , has d (# (V )− 1)-volume not greater than
δ.
Hence by analogy with Lemma 23, it directly follows from the assumed proper-
ties of the maps J and J˜ , together with our proof of the absolute convergence of
I
∗
(B, i, n, j, s, E, v, ρ) and our ρ-independent bound on the magnitude of
I
∗
(B, i, n, j, s, E, v, ρ), that if δ is any given real number > 0, then there exists a
real number r > 0, independent of ρ, such that for all ρ ∈ D, the contribution to
I
∗
(B, i, n, j, s, E, v, ρ) from the subset of W whose members are all the members x of
W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| < r
holds for at least one member {e, f} of W , is not greater than δ, and such that for
all ρ ∈ D and for all k ∈ N, the contribution to I◦k (B, i, n, j, s, E, v, ρ) from that same
subset of W, is also not greater than δ.
So if ε is any given real number > 0, we choose, by the preceding paragraph, a
real number r > 0, independent of ρ, such that for all ρ ∈ D, the contribution to
I
∗
(B, i, n, j, s, E, v, ρ) from the subset of W whose members are all the members x of
W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| < r
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holds for at least one member {e, f} of W , is not greater than ε
3
, and such that for
all ρ ∈ D and for all k ∈ N, the contribution to I◦k (B, i, n, j, s, E, v, ρ) from that same
subset of W, is also not greater than ε
3
.
And we then use the assumption mentioned in the third paragraph on page 221,
taking the r of that assumption to be equal to the r we have just chosen, and the δ of
that assumption to be equal to ε divided by (3 times an upper bound, independent of
ρ, on the d (# (V )− 1)-volume of the subset ofW whose members are all the members
x of W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| ≤ T
holds for every member {e, f} ofW , (obtained by Lemma 14 and by analogy with pages
126 and 127, and pages 207 to 210, as mentioned on page 221), times the product, over
the members α of D (B), of an upper bound, independent of ρ, on ∣∣xK(Q,Bα,iα) − xBα∣∣,
for all members x of W such that
|µe (P,Q,H, x,X (P,Q,H, ρ))− µf (P,Q,H, x,X (P,Q,H, ρ))| ≤ T
holds for every member {e, f} of W , (again obtained by Lemma 14 and by analogy
with pages 126 and 127, and pages 207 to 210)).
And by the foregoing and that assumption, with the r and δ of that assumption
taken as just specified, we find by that assumption a member k of N, independent of
ρ, such that for all members l of N such that l ≥ k holds, and for all members ρ of D,∣∣∣I◦l (B, i, n, j, s, E, v, ρ)− I∗ (B, i, n, j, s, E, v, ρ)∣∣∣ ≤ ε3 + ε3 + ε3 = ε
holds.
And it follows immediately from this, together with our ρ-independent bound on
the magnitudes of I
∗
(B, i, n, j, s, E, v, ρ) and all the I
◦
k (B, i, n, j, s, E, v, ρ), k ∈ N,
that the integrals with respect to ρ, over D, of any k-independent product of finite
powers, all ≥ 0 and independent of k and ρ, of the ρK , K ∈ (Q ⊢ P ), times the
I
◦
k (B, i, n, j, s, E, v, ρ), k ∈ N, form a Cauchy sequence, and this completes the proof
of Theorem 2.
8 Applications.
When the position-space R-operation is applied to a single Feynman subdiagram whose
vertex positions are represented by the member x of EVd , where V is a finite set that
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has one member for each vertex of the diagram, the unrenormalized integrand usually
has the form of a sum of a finite number of terms, each of which has the form of a
product of an internal function I (x) and an external function E (x). The internal
function I (x) is assumed to depend on no position variables other than the xA, A ∈ V ,
whereas the external function E (x) may depend also on other position variables that
are not involved in the renormalization of the subdiagram represented by the finite
set V . The internal propagators of the subdiagram are included in I (x), but whether
any other factors that occur are included in I (x) or in E (x) may depend on the
application. For example, any propagators with one end in the subdiagram represented
by V and their other end not in the subdiagram represented by V , will be included as
factors in E (x), (and if the positions of their outer ends have not been integrated over,
they will be among the undisplayed position variables on which E (x) may depend),
while position-dependent coupling constants might be included in I (x), and position-
dependent background classical fields might be included in E (x). There may also
be, for example, functions forming part of a smooth partition of unity, introduced for
technical reasons in the course of calculations.
The position-space R-operation for a single such term consists of either leaving I (x)
unaltered, or else replacing it by a function I˜ (x) that is identical to I (x) when all
|xA − xB|, {A,B} ∈ Q (V ), are small enough, (for example, in our Theorems, smaller
than a fixed real number S > 0), but which may differ from I (x) by the inclusion of
sufficiently smooth long-distance cutoffs, and replacing E (x) by its Taylor expansion,
up to a certain finite degree, about a member x˜ of EVd , where x˜A ≡
∑
B∈V λBxB holds
for all members A of V , where the λB, B ∈ V , are real numbers, depending on V and on
B but on nothing else, such that
∑
B∈V λB ≡ 1 holds. (For our convergence Theorems
we also assume that λB ≥ 0 holds for every member B of V , so that
∑
B∈V λBxB is a
member of the convex hull of the xA, A ∈ V .)
The R-operation algebra is most conveniently carried out by introducing indepen-
dent variables yi ∈ Ed for all the separate factors making up the unrenormalized Feyn-
man integrand, (for example, an independent variable yi ∈ Ed for each propagator
end, an independent variable yi ∈ Ed for each position-dependent classical field or
background field, and an independent variable yi ∈ Ed for each position-dependent
coupling constant), and when we do this, it is natural to take the set V representing
the vertices to be a partition, such that the members of the member of V corresponding
to a given vertex of the Feynman diagram correspond to all the separate propagator
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ends that meet at that vertex in the unrenormalized Feynman diagram, together with
any other variables, (such as position-dependent coupling constants), associated with
that vertex. (This in fact arises naturally from the perturbation expansion that gener-
ates the sum of Feynman diagrams.) Then, as noted on page 21, each nonempty subset
of the partition V corresponds to a member of Ξ (V ).
In our Theorems we include all the factors making up the integrand of the unrenor-
malized Feynman diagram, (or all the factors making up one of the finite number of
terms in that integrand), into a single function JV (y), y ∈ EU(V )d , where V is a parti-
tion that has one member for each vertex of the Feynman diagram, and the members
of the member of V that corresponds to any given vertex of the Feynman diagram,
may be taken as corresponding to all the independent position variables or factors as-
sociated with that vertex, as just described, and we assume that the information that
determines which of the members i of a given member of V are internal to, and which
are external to, a given subdiagram that includes the vertex corresponding to that
member of V , is coded into the partition H , and interpreted by the function T (A,H),
as defined on page 25, where A is the member of Ξ (V ) corresponding to that subdi-
agram, (so A is equal to the union of the members of V associated with the vertices
of that subdiagram). Specifically, a member i of A is treated as corresponding to an
argument of the internal function of the subdiagram associated with A if i is a mem-
ber of (A ⊢ T (A,H)), (or in other words, if there does exist a member B of H such
that i ∈ B and B ⊆ A both hold), and a member i of A is treated as corresponding
to an argument of the external function of the subdiagram associated with A if i is
a member of T (A,H), (or in other words, if there is no member B of H such that
i ∈ B and B ⊆ A both hold). Propagators correspond to two-member members of H ;
position-dependent coupling constants, if they are required to be included in the in-
ternal function of every subdiagram that includes the vertex they are associated with,
may be coded as one-member members of H ; and any members i of U (V ) such that
their corresponding variable yi is required to be treated as an argument of the external
function of every subdiagram whose associated member of Ξ (V ) has i as a member,
may be identified as members of U (V ) that are either not members of any member of
H , or else are not members of any member of H that is a subset of U (V ).
In QCD it is sometimes necessary to impose long-distance cutoffs on the internal
propagators of a counterterm in order to avoid long-distance divergences in that coun-
terterm. These long-distance cutoffs on the propagators inside counterterms determine
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the strong-interaction mass scale, and they are the reason for allowing the replace-
ment of the internal function I (x) of a single renormalized subdiagram by a modified
function I˜ (x) as on page 224 above. (Ward identities may be restored at each order
of perturbation theory by the addition of finite counterterms of non-BRS-invariant
structure.)
It may be sufficient, for QCD, to have just two versions of each propagator, (one
with, and one without, the long-distance cutoff), but in our R-operation we allow,
each time we contract a new subdiagram, the replacement of each internal propagator
of that subdiagram that is not an internal propagator of any previously contracted
subdiagram, by a modified version of that propagator that agrees with the unmodified
version whenever the positions yi ∈ Ed and yj ∈ Ed of the ends of that propagator
are such that |yi − yj| ≤ S holds, where S is a fixed real number > 0, and we allow
the details of the modification to depend on the identity of the subdiagram we are
contracting when the modification is made. (We note that this is certainly adequate
for QCD.)
Thus if V and H satisfy the assumptions of Theorems 1 and 2, and if W is defined,
as on pages 103 and 165, to be the subset of H whose members are all the members
E of H such that E intersects exactly two members of V , then for each member {i, j}
of W , we have the propagator associated with {i, j} in the unrenormalized Feynman
diagram, which we denote by G∅ and which is a member of (R ∪ {+∞,−∞})
(
E
{i,j}
d
)
,
and we also have, for each member A of Ξ (V ) such that A is (V ∪H)-connected and
{i, j} ⊆ A holds, a propagator GA which is also a member of (R ∪ {+∞,−∞})
(
E
{i,j}
d
)
.
For each member {(i, yi) , (j, yj)} of E{i,j}d , and for each member A of {∅} ∪ Ξ (V )
such that either A = ∅ holds or else A is (V ∪H)-connected and {i, j} ⊆ A holds,
we define GAij (yi, yj) ≡ GAji (yj , yi) ≡ (GA){(i,yi),(j,yj)}. (We note that {i, j} may be
identified from GA for any such A by the fact that if y is any member of D (GA),
then {i, j} = D (y).) We then find, for each wood F of V such that every member
of F is (V ∪H)-connected, (or in other words, for each member F of G (V,H)), that
corresponding to the function JV (y) on page 225, we should take the function
JF (y) ≡

 ∏
∆≡{i,j}∈W
GY(F,{i,j})ij (yi, yj)

E (↓ (y, (U (V ) ⊢ U (W )))) ,
where we note that, by the definition on page 24 of the function Y , and for each member
{i, j} of W , Y (F, {i, j}) is equal to the smallest member A of F such that {i, j} ⊆ A
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holds, if any members A of F exist such that {i, j} ⊆ A holds, and Y (F, {i, j}) is equal
to ∅ if there are no members A of F such that {i, j} ⊆ A holds, and where the factor
E (↓ (y, (U (V ) ⊢ U (W )))) contains all factors making up the particular term under
consideration of the integrand of the Feynman diagram under consideration, other than
the internal propagators of the diagram.
We note that the index F on JF (y) thus arises entirely because we have allowed
propagators to be modified inside a subdiagram when we contract that subdiagram by
the R-operation.
(We may avoid, if required, including +∞ and −∞ in the range of the propagators
GA, by defining GAij (yi, yj) to be any arbitrary member of R on the measure-zero
subset of E
{i,j}
d whose members are all the members {(i, yi) , (j, yj)} of E{i,j}d such that
|yi − yj| = 0 holds.)
Now with JF (y) defined as above for each member F of G (V,H), let F and G be
any members of G (V,H), and y be any member of EU(V )d , such that for every member
{i, j} of W , either |yi − yj| ≤ S holds or Y (F, {i, j}) = Y (G, {i, j}) holds. Then
since we assume, for every member {i, j} of W , that if A and B are any members of
{∅}∪Ξ (V ) such that A is either equal to ∅ or else is (V ∪H)-connected and such that
{i, j} ⊆ A holds, and B is either equal to ∅ or else is (V ∪H)-connected and such that
{i, j} ⊆ B holds, then GAij (yi, yj) = GBij (yi, yj) holds for all yi ∈ Ed and all yj ∈ Ed
such that |yi − yj| ≤ S holds, we find immediately that JF (y) = JG (y) holds. Hence
the JF (y), constructed as above, satisfy the relation that is required to hold among the
JF (y), for distinct members F of G (V,H), in Lemma 22, Theorem 1, and Theorem 2.
If oversubtractions are required, they may be obtained in Theorem 1 simply by
choosing the integers θ{i,j} to be larger than they are required to be by the actual
behaviour of the propagators, while to obtain oversubtractions in Theorem 2, we must,
due to the assumption made in Theorem 2 that θ{i,j} < d holds for every member {i, j}
of W , introduce a second set of integers θ˜{i,j} such that θ{i,j} ≤ θ˜{i,j} holds for every
member {i, j} of W , and use the θ˜{i,j} in place of the θ{i,j} in the definition of the
integers DA on page 166. We may check that this does not affect the proof of Theorem
2, since the only use made of the assumption that θ{i,j} < d holds for every member
{i, j} of W , is to obtain the convergence, on pages 209 to 211, of the integrals over the
key ends of the key propagators of the members of B (G).
We note that the condition θ{i,j} < d imposed on the integers θ{i,j} in Theorem 2, is
compensated by the inclusion of the differential operator
(∏
α∈D(g) cα.yˆgα
)
, involving
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the arbitrary maps g and c as on page 165, in the integrand of the integral on page
167. This is consistent with the fact that the power-counting behaviour of Feynman
diagrams, including the Feynman diagrams for QCD, arises from core propagators, each
of which contributes strictly less than d to the degree of divergence of the diagram,
together with derivatives acting on those core propagators, where the derivatives may
either act out of the vertices of the unrenormalized diagram, or else may be part of the
definition of the propagator. (For example, for d = 4 the Proca propagator has terms
that contribute +4 to the degree of divergence of a diagram, but those terms have the
form of two derivatives acting on a core propagator that only contributes +2 to the
degree of divergence of a diagram.)
We do not require translation invariance for either of our Theorems, but for The-
orem 2 we require our propagators to have the property that if v is any map such
that D (v) is finite, # (D (v)) ≤ N holds, where N is the integer defined on page
166, and for each member β of D (v), vβ is a unit d-vector, then the power-counting
behaviour of
(∏
β∈D(v) (vβ. (yˆi + yˆj))
)
GAij (yi, yj), as |yi − yj | tends to 0, where {i, j}
is any member of W , is not worse than the power-counting behaviour of GAij (yi, yj)
as |yi − yj| tends to 0. This immediately gives the inequality in the third paragraph
of page 167 for the JF (y) as defined at the bottom of page 226, provided that the
function E (↓ (y, (U (V ) ⊢ U (W )))) is sufficiently well-behaved.
As an example of this behaviour, which we call “translation smooth”, we note that
if f is any completely smooth function of x ∈ Ed and y ∈ Ed, α is any real number, and u
is any unit d-vector, then (u.xˆ+ u.yˆ)
(
f |x− y|−α) is equal to ((u.xˆ+ u.yˆ) f) |x− y|−α,
and that since ((u.xˆ+ u.yˆ) f) is also a completely smooth function of x and y, we may
iterate this result any finite number of times with any finite sequence of unit d-vectors.
We recall from page 25 that for any ordered pair (A,H) of a set A, and a set H
such that every member of H is a set, we define T (A,H) to be the subset of A whose
members are all the members i of A such that there is no member B of H such that
i ∈ B and B ⊆ A both hold, and we also recall from page 25 that for any ordered
pair (F,H) of a wood F , and a set H such that every member of H is a set, we define
O (F,H) to be the set whose members are all the members i of U (F ) such that there
exists a member A of F such that i ∈ A holds and there is no member B of H such
that i ∈ B and B ⊆ A both hold, and we recall from page 85 that if F and G are any
woods such that M (F ) =M (G) holds, and H is a set such that every member of H
is a set, then O (F,H) = O (G,H) holds.
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And we recall from page 21 that for any ordered pair (F, i) of a set F such that
every member of F is a set, and a member i of U (F ), we define C (F, i) to be the
intersection of all the members A of F such that i ∈ A holds, and we recall from page
22 that if F is a wood, then C (F, i) is equal to the unique member of M (F ) that has
i as a member.
And we recall from page 26 that for any ordered triple (F,A,B) of a wood F , a
nonempty set A, and a set B, we define Y (F,A,B) to be the set whose members are
all the members C of F such that A ⊂ C and C ⊆ B both hold, and we note that
Y (F,A,B) is equal to the empty set ∅ if A ⊂ B does not hold.
And we recall from page 86 that for any ordered pair (F,H) of a wood F and
a set H such that every member of H is a set, we define I (F,H) to be the map
whose domain is B (F ) = (F ⊢ M (F )), and such that for each member A of B (F ),
IA (F,H) ≡ (I (F,H))A is the set whose members are all the ordered pairs (i, B) of a
member i of T (A,H) and a member B of Y (F, C (F, i) , A).
And we recall from page 25 that for any ordered triple (F,H, i) of a wood F , a
set H such that every member of H is a set, and a member i of O (F,H), we define
Z (F,H, i) to be the largest member A of F such that i ∈ A holds and there is no
member B of H such that i ∈ B and B ⊆ A both hold.
And we note that it follows directly from Lemma 20, with the wood Q of Lemma
20 set equal to the wood F of Lemma 20, and from page 87, that if F is any wood,
and H is any set such that every member of H is a set, then U (R (I (F,H))) is the
set whose members are all the ordered pairs (i, B) of a member i of O (F,H) and a
member B of Y (F, C (F, i) ,Z (F,H, i)).
And we also recall from page 25 that for any ordered triple (F,A, i) of a wood F ,
a member A of (Ξ (M (F )) ⊢ M (F )), and a member i of A, we define K (F,A, i) to
be the unique member B of P (F,A) such that i ∈ B holds.
Now in the position-space R-operation for a subdiagram A, such that DA = 0 holds,
the inner ends of the legs of A are detached from the vertices of A and shifted to the
contraction point xA of A. And for general DA the R-operation for A Taylor-expands,
up to a specified finite degree ≤ DA, the product of the leg functions of A, (or more
generally, the external function of A), with respect to the positions of their inner ends,
about the position where all the inner ends are at xA. The internal lines of A are
unaffected by the position space R-operation for A, apart from possible replacements
of the line functions G∅ij (x, y), x ∈ Ed, y ∈ Ed, by GAij (x, y), as described above.
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The position arguments x ∈ Ed and y ∈ Ed of the ends of the internal lines of A are
completely unaffected by the position-space R-operation for A.
Thus the i-end of line {i, j}, where {i, j} is a member of W , gets shifted by the
R-operation for every member A of F such that i ∈ A and j /∈ A both hold. Thus if
i ∈ A and j /∈ A both hold, then the R-operation for A shifts the i-end of line {i, j}
from xK(F,A,i) to xA.
And the final position of the i-end of line {i, j} is the contraction point of the
largest member of F that has i as a member but does not have j as a member, which,
if V , H and W are as in Theorems 1 and 2, so that, in particular, H is a partition, so
{i, j} is the only member of H that has i as a member, and {i, j} is not a subset of
any member of V , will be xZ(F,H,i).
And furthermore, if i is any member of (U (V ) ⊢ O (V,H)) = (U (F ) ⊢ O (F,H)),
then there is no member A of F such that i ∈ T (A,H) holds, and i is an argument
of the internal function for every member A of F such that i ∈ A holds, hence the
position argument associated with i does not get shifted by the R-operation for any
member A of F , hence the final position of the position argument associated with i, is
xC(F,i) = xC(V,i).
Hence for any member i of U (V ), the final value of the position argument associated
with i, after doing the R-operations for all the members of B (F ), where F is any wood
of V such that every member of F is (V ∪H)-connected, is ηi (F,H, x), where for any
ordered triple (F,H, x) of a wood F , a set H such that every member of H is a set,
and a member x of Fd (M (F )), where d is an integer ≥ 1, we defined the member
η (F,H, x) of E
U(F )
d on page 89 by:
ηi (F,H, x) ≡ (η (F,H, x))i ≡
{
xZ(F,H,i) if i ∈ O (F,H)
xC(F,i) if i ∈ (U (F ) ⊢ O (F,H))
Now to be of practical use for QCD our R-operation must not generate any terms
corresponding to counterterms in the action whose total number of derivatives + gluon
fields + 3
2
times quark fields is greater than 4. Therefore, before we assign a degree
of divergence to a subdiagram, we must break up the Feynman integrand for the
subdiagram into a sum of terms such that in each term, every derivative acting out of
a vertex acts on a specific line.
Furthermore, when we apply the R-operation to a nest of subdiagrams, we must,
after each successive R-operation, break up the sum of Taylor terms generated for the
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smaller subdiagrams, and recalculate the new degree of divergence for the next largest
subdiagram separately for each term. (If we do not do this, then for a nest of n tripeds,
all of which share a common leg, we can generate a counterterm with three gauge fields
and (n+ 1) derivatives.)
Now let V and H be partitions as in Theorems 1 and 2, and let F be any member
of G (V,H), or in other words, let F be any wood of V such that every member of F
is (V ∪H)-connected.
And for each member (i, A) of U (R (I (F,H))), or in other words, for each ordered
pair (i, A) of a member i of O (F,H) = O (V,H), and a member A of
Y (F, C (F, i) ,Z (F,H, i)), let niA be the number of derivatives, in a given BPHZ term,
that are produced by the R-operation for A and act on the position argument associated
with the member i of U (V ).
Then the most direct application of our rule just stated would would restrict the
niA for a given member A of B (F ), when we do the R-operation for A, by the following
Rule 1 :
Rule 1
∑
i∈T (A,H)
niA ≤ DA −
∑
B∈(P(F,A)⊢V )

DB − ∑
(i,C)∈(IB(F,H)⊢IA(F,H))
niC

 ,
since the right-hand side of this inequality is the new degree of divergence of A, for
the particular BPHZ Taylor terms for the members C of B (F ) such that C ⊂ A
holds, that are defined by the integers niC ≥ 0 that occur in the right-hand side of this
inequality, calculated after having carried out the R-operations (and the corresponding
subdiagram contractions) for all the members C of B (F ) such that C ⊂ A holds.
Now if we add to both sides of the above Rule 1 inequality the expression
 ∑
i∈T (A,H)
∑
C∈Y(F,C(V,i),K(F,A,i))
niC

 = ∑
B∈(P(F,A)⊢V )

 ∑
i∈(T (A,H)∩B)
∑
C∈Y(F,C(V,i),B)
niC

 =
=

 ∑
B∈(P(F,A)⊢V )
∑
(i,C)∈(IA(F,H)∩IB(F,H))
niC

 ,
(c.f. page 119), we find that the above Rule 1 inequality is equivalent to
∑
(i,C)∈IA(F,H)
niC ≤ DA −
∑
B∈(P(F,A)⊢V )

DB − ∑
(i,C)∈IB(F,H)
niC

 .
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However it is not necessary to use a rule for the Taylor degrees quite as restrictive
as Rule 1 in order to avoid unwanted counterterms, and we choose not to use Rule 1,
but rather to use the following Rule 2 :
Rule 2
∑
i∈T (A,H)
niA ≤ DA −

 ∑
i∈T (A,H)
∑
C∈Y(F,C(V,i),K(F,A,i))
niC

 .
Now if we add to both sides of this Rule 2 inequality the same expression as before,
we find that this Rule 2 inequality is equivalent to∑
(i,C)∈IA(F,H)
niC ≤ DA.
Now
∑
(i,C)∈IA(F,H)
niC is equal to the total number of derivatives, acting on the fields
in the counterterm for A, that are produced by the R-operations for all the members
B of B (F ) such that B ⊆ A holds. Hence Rule 2 is precisely equivalent to requiring
that the total number of derivatives acting on the fields in the counterterm for A, or
in other words, the total number of derivatives acting on the fields in the counterterm
for A that are produced by the R-operations for all the members B of B (F ) such that
B ⊆ A holds, plus the total number of derivatives that act out of vertices of A onto the
legs of A, (or more generally, onto the external function of A), in the unrenormalized
Feynman diagram, be ≤ DA plus the total number of derivatives that act out of vertices
of A onto the legs of A, (or, more generally, onto the external function of A), in the
unrenormalized Feynman diagram.
Now for QCD with d = 4, and bearing in mind our rule that before determining the
degree of divergence of any subdiagram of the unrenormalized Feynman diagram, we
break up the integrand for the diagram into the sum of a finite number of terms, in each
of which, every derivative acting out of a vertex acts on a specific line or other factor,
(such as an external field), and we consider each such term separately, the degree
of divergence DA of any connected subdiagram A of the unrenormalized Feynman
diagram, such that A contains at least two vertices of the unrenormalized Feynman
diagram, (or in other words, such that A is a member of (Ξ (V ) ⊢ V ) = B (Ξ (V ))),
is equal to 4 minus (the number of gluon legs of A plus 3
2
times the number of quark
legs of A plus the number of derivatives that act out of vertices of A onto legs of A,
232
or more generally onto the external function of A). Hence, bearing in mind that our
rules also ensure that there is no counterterm for any subdiagram A such that DA < 0
holds, (for there are then no acceptable integers niA ≥ 0), we find, for QCD with d = 4,
that Rule 2 is precisely equivalent to allowing all BPHZ Taylor terms consistent with
the requirement that in the counterterm for A, the total number of gluon fields plus 3
2
times quark fields plus derivatives be ≤ 4.
We note that, as is well known, the above formula for DA for QCD with d = 4
arises since each internal gluon line contributes +2 to DA, each internal quark line
contributes +3 to DA, and each vertex of A contributes, in the form of derivatives, 4
minus (the number of gluon legs of that vertex plus 3
2
times the number of quark legs
of that vertex plus the number of derivatives that act out of that vertex onto the legs
of A, or more generally, onto the external function of A). And furthermore, twice the
number of internal gluon lines of A is equal to the total number of gluon legs of the
vertices of A, minus the number of external gluon legs of A, and twice the number of
internal quark lines of A is equal to the total number of quark legs of the vertices of
A, minus the number of external quark legs of A. Hence the total of the contributions
to DA listed so far, which corresponds to the total contribution from the map θ in the
notation of Theorem 1, and to the total contribution from the maps θ and g in the
notation of Theorem 2, is equal to (4 times the number of vertices of A) minus (the
number of gluon legs of A plus 3
2
times the number of quark legs of A plus the number
of derivatives acting from vertices of A onto the legs of A, or more generally, onto the
external function of A). Hence when we add the remaining contribution, namely −4
times (one less than the number of vertices of A), we obtain the stated result.
We note that if A is any member of B (F ) such that DA ≥ 0 holds and such that
there exists a member B of P (F,A) such that B is a member of B (F ) and DB ≥ 1
holds, then Rule 2 allows terms with niC = 0 for all members (i, C) of U (R (I (F,H)))
such that C ⊂ A holds, and
∑
i∈T (A,H)
niA = DA, which are forbidden by Rule 1.
We now recall from page 73 that for any ordered pair (M, θ) of a map M such that
D (M) is finite, and every member of R (M) is a finite set, and a map θ such that
D (M) ⊆ D (θ) holds, and R (θ) is a subset of the set Z of all the integers, we define
X (M, θ) to be the set whose members are all the maps p such that D (p) = U (R (M))
holds, R (p) ⊆ N holds, and for every member A of D (M), ∑α∈MA pα ≤ θA holds.
And we note that this definition has the immediate consequence that if, for any
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member A of D (M), θA < 0 holds, then X (M, θ) is the empty set, since there is no
map p with the required properties.
Thus X (I (F,H) , D), where D is the map whose domain is (Ξ (V ) ⊢ V ), and such
that for each member A of (Ξ (V ) ⊢ V ), DA is the degree of divergence of A as defined
above, is the set whose members are all the maps n such that D (n) = U (R (I (F,H)))
holds, (or in other words, such that D (n) is the set of all the ordered pairs (i, B) of
a member i of O (F,H) = O (V,H), and a member B of Y (F, C (F, i) ,Z (F,H, i))),
R (n) ⊆ N holds, and for every member A of D (I (F,H)), or in other words, for every
member A of B (F ) = (F ⊢ V ),
∑
(i,B)∈IA(F,H)
niB ≤ DA holds.
We complete the definition of our R-operation by specifying that, when we do the
R-operation for a member A of B (F ) such that there exist one or more members B
of B (F ) such that B ⊂ A holds, (so that, by the rule for sequencing R-operations,
the R-operations for those members B of B (F ) will have been done before we do the
R-operation for A), any Taylor numerator factors, such as
(
xK(F,B,i) − xB
)
, produced
by the R-operations for members B of B (F ) such that B ⊂ A holds, are to be taken
as part of the internal function for A when we do the R-operation for A, so they do
not get affected or operated on when we do the R-operation for A.
Finally we note that the R-operation for each member A of B (F ) introduces a
factor of −1, resulting in an overall factor of (−1)#(B(F )).
We may now confirm by induction that, in the notation of Theorem 1, the result
of all the R-operations for the member F of G (V,H), is
(−1)#(B(F ))
∑
n∈X(I(F,H),D)



 ∏
(i,B)∈U(R(I(F,H)))
(((
xK(F,B,i) − xB
)
.yˆi
)niB
niB!
)JF (y)


y=η(F,H,x)
.
We first note that the rule for sequencing the R-operations for the members of
B (F ) is that, if A and B are any members of B (F ) such that B ⊂ A holds, then we
must do the R-operation for B before we do the R-operation for A.
Now our result is certainly true when F is equal to V , (or in other words, when
B (F ) is empty), hence it will be sufficient to prove that if F is any member of G (V,H),
and A is any (V ∪H)-connected member of (Ξ (V ) ⊢ V ) such that if B is any member
of F , then B is either a strict subset of A, or else B ∩ A is empty, then our result is
true for F ∪ {A} if it is true for F .
Let F be any member of G (V,H), and let A be any (V ∪H)-connected member of
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(Ξ (V ) ⊢ V ) such that if B is any member of F , then B is either a strict subset of A,
or else B ∩A is empty, and assume that our result is true for F .
We first note that when we replace any internal propagators of A, that are not
internal propagators of any member of F , by modified propagators as described on
pages 225 to 226, (making the replacements inside the y-derivatives), the result is the
replacement of JF (y) by J(F∪{A}) (y), defined in accordance with page 226.
We next note that if B is any member of B (F ), and i is any member of B, then
K (F,B, i) is equal K ((F ∪ {A}) , B, i).
Now let i be any member of T (A,H). Then Z (F,H, i), which by definition is the
largest member of F to have i as a member but not contain as a subset any member
of H that has i as a member, is equal to K ((F ∪ {A}) , A, i), and Z ((F ∪ {A}) , H, i)
is equal to A. Hence
(
xZ(F,H,i) − xZ((F∪{A}),H,i)
)
is equal to
(
xK((F∪{A}),A,i) − xA
)
.
Furthermore, if i is any member of O (F,H) = O (V,H) such that i is not a member
of T (A,H), then Z ((F ∪ {A}) , H, i) is equal to Z (F,H, i), and furthermore, for every
member i of U (V ), C ((F ∪ {A}) , i) = C (F, i) = C (V, i) holds.
Hence, by the definition of η (F,H, x) on page 89 and on page 230,
ηi ((F ∪ {A}) , H, x) = ηi (F,H, x) holds for every member i of U (V ) such that i is not a
member of T (A,H), while if i is a member of T (A,H), then ηi ((F ∪ {A}) , H, x) = xA
holds.
We next note that by our rule stated on page 233, all Taylor numerators(
xK(F,B,i) − xB
)
coming from the R-operations for members B of F such that B ⊂ A
holds, are to be included in the internal function for A when we do the R-operation
for A, hence are unaffected by the R-operation for A, (other than re-writing K (F,B, i)
as K ((F ∪ {A}) , B, i) by the identity noted above).
This means that for each individual Taylor term produced by the R-operation for
A, (where each derivative associated with A in that term, acts on the position variable
associated with a specific member i of T (A,H)), we may realize the differentiations by
restoring the independent yi variables for all the members i of U (V ), (which we may
do unambiguously since it simply corresponds to allowing all the # (U (V )) position-
arguments of J(F∪{A}) (y) to be independent variables again), then acting with the
differential operator
 ∏
i∈T (A,H)
(((
xZ(F,H,i) − xZ((F∪{A}),H,i)
)
.yˆi
)niA
niA!
)
 =
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=
 ∏
i∈T (A,H)
(((
xK((F∪{A}),A,i) − xA
)
.yˆi
)niA
niA!
) ,
where the integers niA ≥ 0, i ∈ T (A,H), define the specific Taylor term for A which we
are considering, then evaluating the yi variables, i ∈ U (V ), by yi = ηi ((F ∪ {A}) , H, x)
for all members i of U (V ), or in other words, y = η ((F ∪ {A}) , H, x).
We next note that I ((F ∪ {A}) , H) is the map whose domain is B (F ∪ {A}) =
B (F ) ∪ {A}, and such that for each member C of B (F ) ∪ {A}, IC ((F ∪ {A}) , H)
is the set whose members are all the ordered pairs (i, B) of a member i of T (C,H)
and a member B of Y ((F ∪ {A}) , C (V, i) , C). Hence for every member C of B (F ),
IC ((F ∪ {A}) , H) is equal to IC (F,H).
And furthermore, U (R (I ((F ∪ {A}) , H))) is the set whose members are all the
ordered pairs (i, B) of a member i of O (V,H) and member B of
Y ((F ∪ {A}) , C (V, i) ,Z ((F ∪ {A}) , H, i)), hence U (R (I ((F ∪ {A}) , H))) is equal to
the disjoint union of U (R (I (F,H))) and the set whose members are all the ordered
pairs (i, A), i ∈ T (A,H).
Now by our induction assumption, the integers niC ≥ 0, (i, C) ∈ U (R (I (F,H))),
are to be summed over the set X (I (F,H) , D), which is the set whose members are all
the maps n such that D (n) is equal to U (R (I (F,H))), R (n) ⊆ N holds, and for every
member C of B (F ),
∑
(i,B)∈IC(F,H)
niB ≤ DC holds, and by our fundamental rule, stated
on page 230, when we do the R-operation for A, we are to break up the sum of Taylor
terms resulting from previous R-operations into a sum of terms in each of which every
derivative resulting from previous R-operations acts on the position variable associated
with a specific member i of U (V ), and determine the summation range of the integers
niA ≥ 0, i ∈ T (A,H), separately for each such term, or in other words, separately for
each member n of X (I (F,H) , D), and furthermore, as stated on page 231, we choose
to determine the summation range of the niA ≥ 0, i ∈ T (A,H), by Rule 2 as stated
on page 232, (where we must replace the F in the Rule 2 inequality by (F ∪ {A}) in
the present case).
This means that after performing the R-operation for A we have a double sum-
mation, where the inner summation, to be performed first, is over the niA ≥ 0,
i ∈ T (A,H), subject to the Rule 2 inequality as stated on page 232, with the F
of that inequality replaced by (F ∪ {A}), and the outer summation, to be performed
second, is over the members n of X (I (F,H) , D).
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Thus we may now complete the proof of the induction step by the use of Lemma
17, with the map V of Lemma 17 taken as our present map I ((F ∪ {A}) , H), the set
J of Lemma 17 taken as the subset B (F ) of D (I ((F ∪ {A}) , H)), (so that the set
↓(V, J) of Lemma 17 is our present map I (F,H)), the set K of Lemma 17 taken
as the one-member set {A}, the map W of Lemma 17 taken as the map whose
domain is the one-member set {A}, and such that WA is the set whose members
are all the ordered pairs (i, B) of a member i of T (A,H), and a member B of
(Y ((F ∪ {A}) , C (V, i) , A) ⊢ Y (F, C (V, i) ,Z (F,H, i))) = {A}, (hence WA is the set
whose members are all the ordered pairs (i, A), i ∈ T (A,H)), the map θ of Lemma 17
taken as our present map D, and for each member u of NU(R(I(F,H))), the map ζ (u) of
Lemma 17 taken as the map whose domain is the one-member set {A}, and such that
ζA (u) ≡
∑
(i,B)∈(IA((F∪{A}),H)∩U(R(I(F,H))))
=
=

 ∑
i∈T (A,H)
∑
B∈Y(F,C(V,i),Z(F,H,i))
uiB

 =
=

 ∑
i∈T (A,H)
∑
B∈Y((F∪{A}),C(V,i),K((F∪{A}),A,i))
uiB


holds, and the map Y of Lemma 17 taken as the map whose domain is equal to
U (R (I ((F ∪ {A}) , H))), or in other words, whose domain is equal to the disjoint
union of U (R (I (F,H))) and the set whose members are all the ordered pairs (i, A),
i ∈ T (A,H), and such that for each member (i, B) of U (R (I ((F ∪ {A}) , H))), YiB is
equal to the differential operator
((
xK((F∪{A}),B,i) − xB
)
.yˆi
)
.
We note that when we make these choices for the sets that occur in Lemma 17, the
set U (R (W )) of Lemma 17 is the set whose members are all the ordered pairs (i, A),
i ∈ T (A,H), and the set X (W, (θ − ζ (u))) of Lemma 17, where u is any member of
NU(R(I(F,H))), is the set whose members are all the maps v such that D (v) is the set
U (R (W )) of all the ordered pairs (i, A), i ∈ T (A,H), R (v) ⊆ N holds, and the Rule 2
inequality holds for A in the form
∑
i∈T (A,H)
viA ≤ DA −

 ∑
i∈T (A,H)
∑
B∈Y((F∪{A}),C(V,i),K((F∪{A}),A,i))
uiB

 .
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We note that, as is well known, if a and b are any members of R such that a < b
holds, then thre exist members f of RR such that f (r) is equal to 1 for all members r of
R such that r ≤ a holds, f (r) is equal to 0 for all members r of R such that r ≥ b holds,
and f is infinitely differentiable with respect to r for all members r of R. For example,
a possible form of f (r) for a ≤ r ≤ b, is f (r) = 1
1 + e
−1
r−ae
1
b−r
. (We note that if we
choose f (r) for a ≤ r ≤ b as in this example, then the identity f (r)+f (a+ b− r) = 1
holds for all r ∈ R.)
Then for JF (y), F ∈ G (V,H), defined as on page 226, we may construct sequences
JkF (y), k ∈ N, satisfying the requirements of Theorem 2, by replacing the propagators
GAij (yi, yj) by sequences GkAij (yi, yj), k ∈ N, of regularized propagators, which may
be obtained from the propagators GAij (yi, yj) either by convoluting these propagators
with a sequence of normalized, spherically symmetric smearing functions, differentiable
at least N times, where N is the integer defined on page 166, and which vanish iden-
tically outside a sequence of radii bk which tend to 0 as k tends to ∞, or else simply
by multiplying these propagators by a sequence fk (|yi − yj|) of functions, each differ-
entiable at least N times, where N is the integer defined on page 166, such that for all
k ∈ N, real numbers ak and bk exist such that 0 < ak < bk holds, fk (r) = 0 holds for
all 0 ≤ r ≤ ak, and fk (r) = 1 holds for all r ≥ bk, and the sequences ak and bk, k ∈ N,
tend to 0 as k tends to ∞.
We observe that we made just three uses of the regularized integrands in Theorem 2.
Firstly we needed the regularization to justify the use, on page 170, of the Taylor
remainder result of Lemma 22. For unlike the case of Theorem 1, where the good set
of woods conditions and Lemma 14 ensured that no propagator affected by the Taylor
remainder had its arguments coinciding for any ρ ∈ D, in Theorem 2 it is possible for
the arguments of a key propagator of a member of B (G) to coincide for some ρ ∈ D,
so we need the regularization to justify the use of Taylor remainder in this instance.
(We separated the analysis of the convergence of the integrals associated with the
key propagators of the members of B (G), from the analysis of the convergence of the
integrals associated with the firm components of the members of B (G), by transforming
to the aK integration variables as defined on pages 184 and 185.)
Secondly we used the regularizations on page 171 to justify swapping the order
of the ρ-integrations and the x-integrations, to enable us to do the x-integrals before
doing the ρ-integrals.
And thirdly we used the regularizations on pages 188 and 189 to obtain the
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integration-by-parts result stated on those pages.
We did not at any stage need the actual evaluation of any regularized integral, and
furthermore, as demonstrated on pages 197 to 220, our integrals, after carrying out all
the integrations by parts, as done on pages 186 to 197, to remove all the derivatives
from all the key propagators of the members of B (G), are absolutely convergent.
Thus in practical calculations it may be possible to proceed without introducing
any explicit regularization, allowing the use of Taylor remainder, swapping the order
of the ρ-integrations and the x-integrations, and integrating by parts as above, as
if our integrand was regularized, provided that we strictly restrict our use of such
manipulations to the manner in which they are used in our proof of Theorem 2, where
they are justified by the introduction of regularizations. This would be analogous to
the possibility of carrying out a certain strictly limited class of manipulations with
the Dirac δ-function, without the necessity of defining it formally, via sequences of
functions, as a generalized function.
Finally we note that the crucial properties of the set Ω (H, σ,R, x), defined on page
37, that enable us to prove Theorem 1, are Lemma 7, which with Lemma 8 makes
possible the definition of good sets of woods, Lemma 10, which gives lower bounds,
used on page 122, on L (P,A, x) for the members A of B (P ) if (P,Q) generates a good
set of woods for (H, σ,R, x), and Lemma 11, used on page 131, which ensures that if A is
any member of B
(
P¯
)
and X is any σ-cluster of ↓(x,P (P,A)), then (V ∪H)-connected
components of U (X) will under appropriate conditions be members of (Q ⊢ P ).
There may be alternative definitions of Ω (H, σ,R, x), not equivalent to that given
on page 37, which nevertheless allow analogues of these three properties to be derived.
One example of an alternative definition, which may possibly be adequate, would say
that a member (P,Q) of N (V,H) is a member of Ω (H, σ,R, x) ifif L (Q,A, x) < R
holds for all A ∈ (Q ⊢ P ), and for all {i, j} ∈ W such that Z (Q,H, i) ∈ (Q ⊢ P ) holds,
there exists a member B of P such that B ⊆ Z (Q,H, j) holds, there is no member C of
P such that B ⊂ C ⊆ Z (Q,H, j) holds, and L (Q,Z (Q,H, i) , x) < σ ∣∣xZ(Q,H,i) − xB∣∣
holds.
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