A new video coding standard H.264/AVC has been recently developed and standardized. The standard represents a number of advances in video coding technology in terms of both coding efficiency and flexibility and is expected to replace the existing standards such as H.263 and MPEG-1/2/4 in many possible applications. In this paper we investigate and present efficient syntax transcoding and downsizing transcoding methods from H.263 to H.264/AVC standard. Specifically, we propose an efficient motion vector reestimation scheme using vector median filtering and a fast intraprediction mode selection scheme based on coarse edge information obtained from integer-transform coefficients. Furthermore, an enhanced rate control method based on a quadratic model is proposed for selecting quantization parameters at the sequence and frame levels together with a new frame-layer bit allocation scheme based on the side information in the precoded video. Extensive experiments have been conducted and the results show the efficiency and effectiveness of the proposed methods.
INTRODUCTION
The presence of various efficient video coding standards has resulted in a large number of videos produced and stored in different compressed forms [1] . These coding standards compress videos to meet closely the constraints of their target applications, such as available transmission bandwidth, desired spatial or temporal resolution, error resilience, and so forth. Consequently, videos compressed for one application may not be well suited for other applications subject to a set of more restricted constraints, for example, a lower channel capacity or a smaller display screen. To a certain extent, this mismatch in application constraints has hindered efficient sharing of compressed videos among today's heterogeneous networks and devices.
To address such inefficiency, video transcoding has been proposed to convert an existing compressed video to a new compressed video in a different format or syntax [2, 3] . Video transcoding techniques can be broadly classified into homogenous and heterogenous transcodings. Homogeneous transcoding is generally used to reduce the bitrate, frame rate, and/or spatial resolution (downsizing transcoding) so that the processed video can suit better the new application constraints (e.g., small display screen, limited processing resource, or scarce transmission capacity). On the other hand, heterogenous transcoding is used to change the syntax of a compressed video (syntax transcoding) for decoders compliant to a different compression standard, such as the conversion between MPEG-2 and H.263 standards [4] . To meet the requirements of many potential real-time applications, existing video transcoding techniques mostly focus on a few computationally intensive encoding functions (e.g., motion estimation or discrete cosine transform) to speed up the transcoding process. Many also exploit the information extracted from the precoded video [5] [6] [7] .
Meanwhile, in response to the need of a more efficient video coding technique for diversified networks and applications, H.264/AVC video coding standard has been recently developed and standardized collaboratively by the ITU-T VCEG and the ISO/IEC MPEG standard committees [8] . The standard achieves high coding efficiency by employing a number of new technologies, including multiple reference frames, variable block sizes for motion estimation and compensation, intraprediction coding, 4 × 4 integer transform, in-loop deblocking filter, and so forth. Empirical studies have shown that H.264/AVC can achieve up to approximately 50% bitrate savings for similar perceived video quality as compared with other existing standards, such as H.263 and MPEG-4. In view of this much improved performance, it is expected that a large number of videos and 2 EURASIP Journal on Applied Signal Processing devices compliant to the H.264/AVC standard will soon become popular. Hence, there is a need for transcoding precoded videos to H.264/AVC format.
However, due to its new coding features, H.264/AVC is much more different and complex than other existing standards. For example, multiple reference frames and variable block sizes make the motion estimation in H.264/AVC much more complex than that of other standards. Besides motion estimation, intraprediction and coding mode decision in a rate-distortion optimized fashion also increase the coding complexity substantially. Besides, these new features also make accurate rate control more difficult and challenging for both coding and transcoding in H.264/AVC standard [9] . Due to these differences, direct application of existing transcoding techniques may not be efficient and suitable for this new standard.
In this paper, we investigate and propose efficient methods for transcoding H.263 video to H.264/AVC standard by exploiting the new coding features. Specifically, the proposed methods aim to reduce the computational complexity while maintaining acceptable video quality for syntax transcoding and 2 : 1 downsizing transcoding from H.263 to H.264/AVC standard. In a nutshell, the proposed methods include three components, namely fast intraprediction mode selection, motion vector reestimation and intermode selection, and enhanced rate control for H.264/AVC transcoding. The first two components focus on the most computationally intensive parts of the H.264/AVC standard to speed up the transcoding process, while the third component aims to achieve a better video quality by enhancing the rate control with the side information extracted from the precoded video. The experimental results show that the proposed methods can reduce the total encoding time by a factor of 6 and suffer only about 0.35 dB loss in peak-signal-to-noise ratio (PSNR).
The remainder of the paper is organized as follows. Section 2 briefly describes the new H.264/AVC coding features exploited in this paper. Section 3 presents the proposed fast methods for syntax transcoding and downsizing transcoding from H.263 to H.264/AVC standard as well as the enhanced rate control method. The experimental results are shown in Section 4. In Section 5, we conclude the paper by summarizing the main contributions. A preliminary version of this work has been presented in [10] .
BRIEF OVERVIEW OF H.264/AVC STANDARD
The H.264/AVC standard incorporates a set of new coding features to achieve its high coding efficiency at the cost of substantial increase in complexity. In this section, we summarize the key features, which contribute to the encoder complexity and should be considered in video transcoding to improve the performances in terms of both processing speed and video quality. Interested readers are referred to [11] for a more comprehensive overview of H.264/AVC.
Coding features
The H.264/AVC standard employs a hybrid coding approach similar to many existing standards but different substantially in terms of the actual coding tools used. Figure 1 Figure 2) . To attain more precise motion compensation in areas of fine or complex motion, the motion vectors are specified in quarter-pixel accuracy. Furthermore, up to five previously coded frames can be used as references for interframe macroblock prediction. These features make motion estimation in H.264/AVC much more complex compared to that of other existing standards.
In addition, in contrast to previous standards where intraprediction is conducted in the transform domain, the intraprediction in H.264/AVC is formed in the spatial domain based on previously encoded and reconstructed blocks. There are a total of nine possible prediction modes for each 4 × 4 luma block, four modes for a 16 × 16 luma block, and four modes for a chroma block, respectively. The number of the intraprediction modes are intrinsically complex and require much computation time [11] .
Besides motion estimation and intraprediction, coding mode decision is another main process that increases the computational complexity of a typical H.264/AVC encoder. To attain a high coding efficiency, the H.264/AVC standard software exhaustively examines all coding modes (intra, inter, or skipped) for each macroblock in a rate-distortion (RD) optimized fashion, minimizing a Lagrangian cost function in the form of
where D denotes some distortion measure between the original and the coded macroblock partitions predicted from the reference frames, R represents the number of bits required to code the macroblock difference, and λ is the Lagrange multiplier imposing a suitable rate constraint. To obtain the best coding mode, the encoder in fact performs a real coding process, including prediction and compensation, transformation, quantization, and entropy coding for all inter and intramodes, resulting in a heavy computational load.
H.264/AVC rate control
The advanced features in H.264/AVC make it difficult and inefficient to employ the existing rate control schemes of other standards. The rate control adopted by the H.264/AVC standard uses an adaptive frame-layer rate control scheme based on a linear prediction model [12] . In the frame-layer rate control, the target buffer bits T buf allocated for the jth frame are determined according to the target buffer level TBL(n j ), the actual buffer occupancy B c (n j ), the available channel bandwidth u(n j ), and the frame rate F r as follows:
where γ is a constant and its typical value is 0.75. In addition, the remaining bits are equally allocated to all not-yet-coded frames and the number of bits allocated for each frame is given by
where R r is the number of remaining bits and N r is the total number of not-yet-coded frames. Then, the target bit is a weighted combination of T r and T buf ,
where β is a weighting factor. A quadratic RD model is used to calculate the corresponding quantization parameter (QP), which is then used for the RD optimization for each macroblock in the current frame. Note that the RD model requires the mean-ofabsolute difference (MAD) of the residue error to estimate the QP, which is only available after RD optimized process, thus resulting in a chicken-and-egg problem.
To solve this dilemma, the MAD in the RD model is predicted by a linear model using the actual MAD of the previous frames (refer to [12] for details). However, the linear model assumes the frame complexity varies gradually. If a scene change occurs, the prediction based on the information collected from the previous frames may not be accurate, and in turn it may fail to obtain a suitable QP. Consequently, the number of coding bits for the current frame may not meet the target allocation bits, resulting in quality degradation.
In addition, it should be noted that the first I and P frames in the current group of pictures (GOP) are coded by using the QP given at the GOP layer, in which the starting QP of the first GOP is predefined and the starting QPs of other GOPs are computed based on the QPs of the previous GOP. Thus, an inappropriately predefined starting QP can affect the actual achievable bitrate and video quality. Too small a starting QP would allocate more bits to the first few frames; hence there would not be enough bits for coding other frames to closely meet the target bitrate and inconsistent video quality would result. On the other hand, too large a starting QP would result in a low quality for the first reference frame, which in turn affects the quality of the subsequent frames.
In summary, the advanced coding features in H.264/AVC can provide a better coding efficiency at the cost of increasing complexity. As many potential applications of video transcoding require the video to be transcoded in real time or as fast as possible (e.g., video streaming over heterogenous networks), it is therefore necessary to minimize the complexity of video transcoding without sacrificing much its coding efficiency. In this paper, we focus on the most 4 EURASIP Journal on Applied Signal Processing computationally intensive parts of H.264/AVC coding, including intramode prediction, motion estimation, and coding mode decision, to speed up the transcoding process. Furthermore, by using the information available in the precoded video, we further enhance the H.264/AVC rate control to achieve a better quality for the transcoded video.
Efficient options and modes for transcoding
Before discussing in detail the proposed transcoding methods, it should be noted that a large number and combination of MCP modes and prediction reference frames for each macroblock are possible. Searching over all possible combinations of modes and reference frame options to maximize the overall RD performance is computationally intensive. Moreover, performance analysis conducted by Joch et al. [13] on fourteen common test sequences has shown that more than 80% bit savings gained by exploiting all possible macroblock partitions can be obtained using partitions not smaller than 8 × 8. Furthermore, when multiple frame prediction is employed, the average bit savings for twelve test sequences are less than 5% and around 20% for the remaining two.
To examine whether the coding performance remains the same for video transcoding using H.264/AVC, we transcoded eight precoded H.263 sequences at 30 frames/s without using B frames (as shown in Table 1 ) to H.264/AVC at reduced bitrates using the cascaded recoding approach (i.e., the precoded videos were fully decoded and then reencoded using the H.264/AVC standard software). Four schemes using different combinations of MCP modes and reference frames were considered: (I) one mode (mode 1) and one reference frame, (II) four modes (modes 1-4) and one reference frame, (III) all seven modes and one reference frame, and (IV) all seven modes and five reference frames.
The results show that compared with scheme (I), scheme (II) can obtain an average 0.5 dB PSNR improvement. However, the performance gain by using scheme (IV) compared with that of using scheme (II) is only 0.25 dB on average. In addition, by exploiting all partitions smaller than 8 × 8 with one reference frame, scheme (III) can obtain only an average 0.15 dB PSNR gain compared with scheme (II). In our view, the much higher computation and memory cost required by exploiting all the possible coding modes and reference frame options cannot justify the small incremental performance gain for video transcoding. Hence, we will limit our proposed H.264/AVC transcoding methods to mainly using four MCP modes (modes 1-4) and one reference frame to minimize the transcoding time. Figure 3 shows the architecture of the proposed video transcoder. It consists of a typical H.263 decoder followed by a H.264/AVC video encoder. The precoded H.263 video is first decoded by the H.263 decoder and then reencoded by the H.264/AVC video encoder. For downsizing transcoding, the decoded video will be down-sampled before it is transcoded to a H.264/AVC video. In what follows, we present the three key components of our proposed H.264/AVC video transcoding methods: (1) fast intraprediction mode selection, (2) motion vector reestimation and intermode selection, and (3) enhanced rate control.
PROPOSED H.263 TO H.264/AVC TRANSCODING METHODS

Fast intraprediction mode selection
× luma prediction
In intraprediction, the H.264/AVC encoder selects the mode that minimizes the sum-of-absolution difference (SAD) of 4 × 4 integer-transform coefficients of the difference between the prediction and the block to be coded. Although full search can obtain the optimal prediction mode, it is computationally expensive. Pan et al. [14] propose a fast intraprediction mode selection scheme based on edge direction histogram; however the computation of edge direction introduces additional complexity. Inspired by a key observation that the best prediction mode of a block is most likely in the direction of the dominant edge within that block, we propose a fast intraprediction mode selection scheme based on the coarse edge information obtained from the integertransform coefficients. Note that in the DC prediction mode, the residue is computed by offsetting all pixel values of the block to be coded by the same value. Thus, the AC coefficients of the 4 × 4 integer transform of the residue in the DC prediction mode are the same as the transform coefficients of the block to be coded. Similar to discrete cosine transform (DCT) [15] , these integer-transform coefficients can be used to extract some low-level feature information. Figure 4 shows pictorially the representations for some AC coefficients of the 4 × 4 integer transform. It can be seen that the value of AC coefficient F 01 essentially depends upon intensity difference in the horizontal direction between the left-half and the right-half of the block, gauging the strength of vertical edges. Hence, some coarse edge information, such as vertical and horizontal dominant edges, or edge orientation, can be extracted using these AC measurements in a way similar to that shown in [15] for DCT coefficients. Extending the results obtained in [15] , we propose in this paper to estimate the dominant edge orientation by
where θ is the angle of the dominant edge with respect to the horizontal axis and F i j 's are the integer-transform coefficients of a 4 × 4 block. Given the angle θ of the dominant edge, we propose to select additional two out of nine intraprediction modes, which have closest orientations to the edge angle θ, for a 4 × 4 luma prediction. Note that the edge directions of the nine possible prediction modes are shown in Figure 5 modes 1 and 6 will be selected. Therefore, together with the DC mode, we only need to perform the prediction for three modes instead of nine for a 4 × 4 block. As the DC mode is always included in 4 × 4 luma prediction, we can compute (5) using the AC coefficients of 4 × 4 integer transform of the residue in the DC prediction mode, which are available during the computation of its cost function in intraprediction [11] , without incurring much additional computation. Hence, the computational complexity for 4 × 4 luma prediction can be reduced by a factor of 3 compared with the full search of the best intraprediction mode.
Similarly, we can obtain the edge orientations of four 8 × 8 blocks in a macroblock from the DCT coefficients available in the precoded video. Taking the average of these edge orientations gives us the dominant edge orientation in the macroblock. Hence, in addition to the DC prediction mode which is common in homogeneous scenes, we propose to select another one out of three other possible modes based on the dominant edge orientation for a 16 × 16 macroblock. In this way, we can reduce the complexity of 16 × 16 luma prediction by a factor of 2.
Note that the fast intraprediction of the proposed transcoder is still conducted in spatial domain. It only makes use of 4 × 4 integer-transform coefficients and 8 × 8 DCT coefficients available during transcoding process for estimating the dominant edge direction to reduce the complexity of intramode prediction.
Motion vector reestimation and intermode selection
To reduce the complexity of video transcoding, many existing methods propose to estimate the new motion vectors (MVs) required for the transcoded video directly from the MVs existing in the precoded video. In this paper, we use the vector median filter, which has been shown to be able to achieve generally the best performance [6] , to resample the MVs in the precoded video. The operation of the vector median filter over a set of K corresponding MVs V = {mv 1 , mv 2 , . . . , mv K } is given by
where mv VM denotes the vector median, · γ the γ-norm for measuring the distance between two MVs, mv the new MV required, and S a 2 × 2 diagonal matrix downscaling the vector median mv VM to suit the reduced frame size in the 2 : 1 downsizing transcoding. Note that in this paper the Euclidean norm (γ = 2) is adopted for measuring the distance between two MVs. During the encoding process, the H.264/AVC encoder needs to examine all modes and find the MV of each partition. However, a small number of available MVs for each macroblock in the H.263 precoded video makes it hard to estimate the required MVs accurately. Note that in H.264/AVC standard, the predicted MV from the neighboring macroblocks is used as the MV of the skipped mode. Thus, to enhance the transcoding performance, this predicted MV is also taken into account for estimating the new MVs.
Before we describe our proposed method, let us examine the distribution of the optimal MVs obtained by performing exhaustive search around the precoded and predicted MVs in transcoding eight well-known test sequences (listed in Table 1 ) consisting of different spatial details and motion contents. Table 2 shows the average and cumulative percentages of the optimal MV distribution around either the precoded or the predicted MV, that is, the one that achieves the smaller SAD is selected as the new search center. the optimal MVs are enclosed in a 3 × 3 window area centered around either the precoded or the predicted MV. Based on this empirical study, we propose a scheme for reestimating the new MVs required as follows.
Syntax transcoding
The MV required for each partition of each mode is simply selected from the MV in the precoded video and the predicted MV; the one that achieves the smaller SAD is selected as the new MV.
Downsizing transcoding
The median MV (mv VM ) is first obtained from the precoded MVs for each partition of different modes as follows. Mode 1. The mv VM is the downscaled median MV obtained from the four corresponding MVs in the precoded video (see (6) block is simply estimated as the downscaled MV from the corresponding macroblock in the precoded video.
The new MV required for each partition of each mode is then estimated from the mv VM and the MV predicted from neighboring blocks; the one that achieves a smaller SAD will be selected. Note that if a macroblock is intracoded in the precoded video, the zero MV will be used to reestimate the MVs required.
Since the MVs obtained by exhaustive search are mostly centered within a small window around the reestimated MVs obtained using the above steps, we also propose to refine the reestimated MVs by searching a small diamond pattern centered at the reestimated MVs [16] . To further improve the performance, the refined MVs in integer resolution can be further refined using the default quarter-pixel accuracy in H.264/AVC. To reduce the complexity, we propose to first choose the optimal intermode based on the smallest SAD value obtained by the refined MVs in integer resolution for each mode. Thus, the MVs of only one mode need to perform the quarter-pixel refinement. Furthermore, no RD optimized process is required to choose the best intermode, which can reduce the computational load significantly.
By using MV reestimation, we can reduce the computational complexity for video transcoding. However, during the RD optimized process, the transcoder still needs to make a decision between intra and intermode for each macroblock. It should be noted that the mode decision process of intramode is computationally intensive and may cost five times of that for intermode [17] . Based on our empirical study, we propose to adopt the MV reestimation without using intramode prediction for coding macroblocks in P frames. The reason is that we can reduce the complexity notably without introducing much degradation given that the only information available to the transcoder is the compressed video which is already lossy compressed.
Enhanced rate control for H.264/AVC transcoding
Rate-quantization ratio model
Both the H.263 and H.264/AVC reference models approximate the relation between the rate and distortion through a quadratic model, in which the number of coding bits is a quadratic function of the quantization step size. Thus, there may be a computable relation between the total number of coding bits in the precoded and transcoded videos.
To confirm, we transcoded the Foreman sequence, which was precoded by H.263 using a constant QP, to H.264/AVC using another fixed QP. Figure 7 shows the relation between the total number of coding bits per frame in the precoded and transcoded videos at different QPs. The figures show that it is likely to have a linear relation between the number of coding bits for each frame in the precoded and transcoded videos. Note that each curve in Figure 7 contains two linear segments, in which the top-right segment representing a greater number of coding bits corresponds to I frames; while the bottom-left segment denoting a smaller number of coding bits corresponds to P frames. It can be seen that the slopes of the two segments are not the same and vary for different QPs, thus suggesting the linear relation could be different for I and P frames and depends on the quantization step sizes of the precoded and transcoded videos.
To justify the above argument, we transcoded five precoded H.263 test sequences to H.264/AVC using different constant QPs. Figure 8 average ratio of total number of coding bits and the quantization step size ratio between the precoded and transcoded videos for I and P frames. The results show that the ratio of total number of coding bits between the precoded and transcoded videos most likely depends on the quantization step size ratio and could be nearly constant for different video contents.
In this paper we propose to use a quadratic model to approximate these relations, which basically follow the trend of the actual curves. Mathematically, the proposed ratequantization ratio (R r -Q r ) model is given by
where R are the model parameters. The model parameters are empirically obtained by simulation with a large number of video sequences, in which the linear least square method is used to fit the actual curves. Note that the parameters of the model are adaptively updated by using actual data points obtained during the transcoding process to make a better fit for the current video sequence.
Proposed rate control method
(1) Selection of starting QP. In what follows, we propose to determine the good enough starting QP of the sequence or current GOP in order to meet closely the target bitrate. As the quality fluctuation has a negative effect on the subjective video quality, it is desirable to produce a constant quality for the transcoded video. Many experiments have indicated that using constant QP for the entire video sequence typically results in good performance, in terms of both average PSNR and consistent quality [18] . Hence, we will choose the value of the constant QP, which can obtain the transcoded bitrate as close to the target bitrate as possible, as starting QP.
Let Q t be the quantization step size for transcoding the remaining video in order to have the number of transcoded bits close to the number of remaining bits R t . By using the proposed model, we can express the total number of transcoded bits with the use of a constant Q t as
where Q k p and R k p are the quantization step size and the total number of coding bits of the kth frame in the precoded video, j is the frame number of the first frame in the current GOP, N is the total number of frames, and X 1 , X 2 , and X 3 are the corresponding model parameters depending on the type (I or P frame) of the kth frame. Hence, Q t can be obtained by solving the above quadratic equation. The starting QP of the sequence or current GOP is determined as the nearest integer in the quantization table that corresponds to the quantization step size Q t .
(2) Allocation of frame bits. As mentioned earlier, H.264/AVC rate control computes the target number of bits per frame by allocating the number of remaining bits to all not-yet-coded frames equally. However, in order to achieve consistently good video quality over the entire sequence, a bit allocation scheme should take into consideration the frame complexity. The basic idea is to allocate fewer bits to less complex frames in order to save more bits for more complex frames. In this paper, we use the number of coding bits and quantization step size in the precoded video to measure the complexity S k of the kth frame as
Hence, instead of allocating bits equally as (3), we propose to allocate the number of remaining bits to all not-yet-coded frames proportionally according to the frame complexity. Thus, the number of bits allocated for the kth frame T k r can be computed as
The final target bitrate is then computed using (4). (3) Determination of frame QP. After target bit allocation, it is important to determine the corresponding QP to meet exactly the target bit budget. However, the RD model in the existing rate control scheme may fail to determine the correct QP due to inaccurate prediction of MAD in the event of abrupt change in frame complexity. In this paper, we propose to use the R r -Q r model to determine the QP at frame level.
Similar to (8) , the quantization step size Q k t for the kth frame can be easily determined by solving
where T k t is the target number of bits for the kth frame obtained from (4).
EXPERIMENTAL RESULTS
To evaluate the performance of the proposed transcoding methods, our test sequences include eight popular CIF resolution sequences, as shown in Table 3 , which were precoded by using the test model 8 (TMN8) H.263 encoder [19] . In our simulation, the proposed transcoding methods were implemented on the reference software H.264/AVC JM 7.4 [20] . For each test sequence, we set the frame rate to 30 frames/s and selected the appropriate bitrate so that there was no skipped frame in the precoded and transcoded videos. For performance comparison, we kept the bitrate constant when transcoding each sequence using different methods. The video with downscaling (for downsizing transcoding) or without downscaling (for syntax transcoding) to the same frame size.
In the first set of experiments, eight test sequences precoded in H.263 were transcoded to H.264/AVC using only the MV reestimation method proposed in Section 3.2 with four MCP modes (modes 1-4) and one reference frame to compare with the cascaded recoding (RC) approach using seven MCP modes and one reference frame. For comparison, two schemes of different mode options for coding macroblocks in P frames were considered: (I) using both intra and intermodes and (II) using only intermode. Table 3 shows the PSNR and complexity results in terms of total encoding time based on our implementation. The results show that incurring much lower computational costs, both schemes can perform comparably to the H.264/AVC RC scheme. Specifically, the average PSNR results obtained by the proposed schemes are only about 0.35 dB inferior to that obtained by the H.264/AVC RC scheme both with and without downscaling, while the total encoding time of scheme (II) is reduced by a factor of about 6 compared with that of the H.264/AVC RC scheme. It should be noted that by using quarter-pixel refinement, we can achieve about 0.9 dB and 1.3 dB improvement in PSNR both with and without downscaling, respectively, in both schemes. In addition, without using intramode in P frames, scheme (II) can reduce the computational cost substantially while the performance is only a little worse than that of scheme (I). Furthermore, compared with scheme (I) (without quarter-pixel refinement), scheme (II) (with quarter-pixel refinement) not only is much less computationally expensive, it can also obtain an average of more than 1 dB performance gain in PSNR.
In another set of experiments, we repeated the first experiment by using both transcoding methods proposed in Sections 3.1 and 3.2. Similar to the first experiment, both schemes with and without using intramode in P frames were considered, and denoted as scheme (I') and scheme (II'). Note that the only difference between these schemes and those in Table 3 is that the proposed intraprediction mode selection scheme (IPMS) was used to find the best mode in intraprediction instead of the full search IPMS. Table 4 shows the average PSNR results and total encoding times. Observably, using the proposed IPMS with fewer intraprediction modes for transcoding (scheme (I') and scheme (I")) can reduce the encoding complexity significantly compared with the full search IPMS (scheme (I) and scheme (II)) while introducing only about 0.1 dB loss in PSNR. Figure 9 shows the frame-to-frame PSNR results of the News sequence obtained by using scheme (I') and scheme (II') in comparison with the H.264/AVC RC scheme. It should be noted that the proposed method can perform modestly inferior compared to the cascaded H.264/AVC RC scheme and the differences are uniformly distributed over the entire sequence. For visual comparison, Figure 10 shows sample frames of the Foreman sequence obtained by the proposed method. The figures show that the proposed method can achieve a good perceived video quality, in terms of sharpness and blocking artifacts, compared with cascaded recoding method, and perform visually about the same as the cascaded recoding scheme.
To evaluate the performance of the proposed rate control method when used together with the proposed fast transcoding methods, the Foreman sequence was transcoded to H.264/AVC using the proposed R r -Q r model to determine the starting QP at different target bitrates that were generated by transcoding with different constant QPs. The simulation shows that the proposed model is able to choose the constant QP, which was used to generate each target bitrate, as the starting QP. Figure 11 shows the PSNR results and the difference between the target and achieved bitrates for various starting QPs. Obviously, the starting QPs in the bottomright area are preferred, where the differences between the target and achieved bitrates are close to zero and the PSNRs are high enough. The results show that by using the proposed method, the transcoder can determine a reasonably good starting QP (star marker) in order to meet closely the given target bitrates and achieve good video quality. Furthermore, the proposed method can provide more consistent video quality in terms of low PSNR fluctuation (measured by the standard deviation (σ) of the PSNR results over each entire sequence) as shown in Table 5 . Note that Table 5 tabulates the numerical results of using several QP values around the selected one (bottom-right area in Figure 11 ); these QPs generally result in too large a difference between target and achieved bitrates or too low PSNR.
In the last set of experiments, we transcoded six test sequences at QCIF resolution and 15 frames/s by the cascaded H.264/AVC RC approach using seven MCP modes and one reference frame and the fast transcoding methods proposed in Sections 3.1 and 3.2 with both existing H.264/AVC and proposed rate control methods using four MCP modes (modes 1-4) and one reference frame. The results in Table 6 show that the standard deviation of the PSNR performance obtained using the H.264/AVC RC method is slightly better than that achieved by using the proposed fast transcoding methods with existing H.264/AVC rate control. However, by using the proposed rate control method for transcoding, the quality of transcoded video can be further enhanced. Specifically, compared with the H.264/AVC RC method, the transcoded video obtained by using the proposed rate control method can meet the target bitrate more accurately; furthermore, the standard deviation of the PSNR performance is lower than that obtained by the H.264/AVC RC method, which implies a more consistent video quality over the entire sequence. Figure 12 shows the frame-to-frame PSNR results of the Foreman sequence obtained by the H.264/AVC RC method and the proposed fast transcoding methods together with the enhanced rate control. Not surprisingly, the fluctuation of PSNR obtained by transcoding with the proposed rate control method is less than that of the H.264/AVC RC method. This can be explained by the fact that our method allocates bits per frame based on the frame complexity. In addition, we used the proposed R r -Q r model to determine more accurate QP for each frame rather than using MAD prediction that can be inaccurate as discussed before. To see that, Figure 13 plots the number of bits allocated per frame and the actual coding bits obtained using the QPs, which were determined by existing H.264/AVC model and proposed R r -Q r model. As can be seen, the proposed model can obtain the number of actual coding bits very close to the number of allocation bits.
CONCLUSION
We have proposed in this paper an efficient method for H.263 to H.264/AVC video transcoding. Besides using a vector median filter for motion reestimation, we have also proposed a fast intraprediction mode selection scheme based on the coarse edge information obtained from integer-transform coefficients. In addition, an enhanced rate control method is proposed to improve the transcoded video quality. The proposed rate control method uses a quadratic model for selecting quantization parameters at the sequence and frame Figure 11 : PSNR results (in dB) and the differences between the target and achieved bitrates obtained by transcoding the Foreman sequence using various starting QPs at a given target bitrate. levels together with a new frame-layer bit allocation scheme based on the side information from the precoded video.
The experimental results show the accuracy of the model and the effectiveness of the proposed methods. In particular, the PSNR obtained by the proposed methods is only about 0.35 dB inferior to that obtained by the cascaded H.264/AVC recoding scheme, while the total transcoding time can be reduced by a factor of 6. Furthermore, the proposed rate control method can meet the target bitrate more accurately and provide more consistent video quality compared with that of existing H.264/AVC rate control scheme. 
