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Bzetpe 
Bu paligmada, giiriiltiilii verilere iligkin matrisin tekil 
deger ayrigtirmasi yapildiktan sonra, rankinin 
kestirimi yapilarak g ltiiniin indirgenmesi ipin bir 
algoritma verilmigtir. Burada yapilan paligmada 
varolan yontemlerden farkli olarak, rank kestirimi, 
birbirinin ardigigi olan tekil degerler arasindaki oran 
kargilqtirilarak yapilmigtir. 
Abstract 
In this paper, an algorithm which performs the 
singular values decomposition of a noisy matrix bas 
been presented in order to make noise reduction by 
rank estimation oftbe noise free data matrix. 
In  this study the rank estimation methodis done by 
finding ratios of among all consecutive singular values 
and selecting the maximum of these ratios as the noise 
threshold. 
I. Giri$ 
Fiziksel sistemlerin qogunda, gozlenmig olan deneysel 
verilere giiriiltii karigmigtir. Eger gozlenen 
deterministik i$aret dar bandliysa, dogrusal filtreleme 
yontemleri ile genig bandli rastlantisal igaretler 
“giiriiltii”, bu tip dar bandli deterministik igaretlerden 
ayrigtirilabilir. Dogma1 filtreler kullanarak, diigiik 
boyutlu ve genig bandli olan deterministik igaretleri, 
genig bandli yiiksek boyutlu rastlantisal ipretlerden 
ayirmak miimkiin degildir [7l. 
Geniy bandli deterministik iyaretler (kaotik igaretler) 
ile giiriiltiiyii ayrigtirmak [1,2]’de SVD tabanli giiriiltli 
indirgeme yontemlerine dayanarak verilmigtir. Burada 
varyansin %95’ine kargi dii$en tekil degerlerin 
dipndakiler giiriiltiiye kargilik gelir. [3,4]’de en kiipiik 
ozdegerleri kullanarak hulunan varyans kestiriminden 
hareket edilerek, egik deger, chi-square tablosundaki 
degerlerle kargila$tirilip baskin tekil degerler kestirilir. 
[ I  ,6]’da giiriiltiilii matrisin ranki biliniyor varsayilarak 
giiriiltiilii matrislere iligkin uzun ve kisa uzaylardan 
bareket edilip giiriiltiisiiz matrisin kestirimi 
yapilmi~tir. Bu qaligmada ise giiriiltiilii mahisin 
rankmin bilinmedigi varsayilarak, rankin kestirimi ipin 
ardigil tekil degerler arasindaki oranlar kestirim indisi 
olarak kullanilmaktadir. Bu iglem @ret-igaret orani 
bulunmasina kargilik gelmektedir. Bu oranlar 
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Tekil Deger Ayri$tirmasi [SI: Herhangibir gerpel 
matris M, UeRmXm, SsRmX", VeRnX" olmak iizere 
Autonne-Eckart-Y oung Teoremine gore qagidaki 
gekilde ifade edilir. 
M=U S V' 
U ve V matrisleri gerpel ortonormal, S matrisi azalan 
sirada negatif olmayan elemanlar iperen sanki-kogegen 
bir matristir. S matrisinin kbvegen elemanlari ai, M 
matrisinin tekil degerleridir. Bu tekil degerlerin 
olugturdugu grup M matrisinin tekil deger bandi 
olarak anilir. U ve V matrislerinin siitunlari sirasiyla 
M matrisinin sol ve sag tekil vektorleri olarak 
adlandirilir [SI. 
M matrisinde bulunan vektor dizisindeki toplam enerji 
tekil degerler bandindaki enerjiye egittir. 
SVD yonteminin bqanya ulqmasi ipin bazi kritik 
noktalann dikkate alinmasi gerekmektedir. 
i)Olugturulan modeldeki bilgi, matrisin SVD 
sonucunda bulunan bir alt uzayi ipinde sinirli 
olmalidir. 
ii) Modelin karmqikliginin Blpiisii, veri matrisine 
ili$kin rank degeridir. 
iii) Bir pok uygulamada veriler, beyaz gllriiltii ile 
birlegmigtir ve SVD'nin mutlak bir giiriiltii filtreleme 
etkisi oldugu umulmaktadir [6]. 
(3) 
IILY6ntem 
A.Veri matrisinin ranlunin bulunmasi: 
Bu pali$manin ana kismi, tahmin edilen gerpek veri 
matrisine ili$kin rankin kestirilmesidir. MeRPXq, p>>q 
olan bir matris ve pl, @2 ,..., p,, pril ,..., 5 bu matrisin 
tekil degerleri olsun. Bu tekil degerler qaretin enerji 
giddetinin bir olpiisii oldugu ipin, igaret-isaret 
orania$agidaki gibi 
rl W=M U+I 
(4) 
q(i) oran indisidir ve i=l ...q- I .  Bu yantemin 
kestirilmis ranki "r" dir ve q(r)=max (q(i)). 
B.Dogrusal Alt Uzay Kestirimi: 
Tahmini veri matrisinin ranki bulunduktan sonra, veri 
matrisinin deterministik ve rastlantisal iki matrisin 
toplami oldugu varsayimi yapilir. 
M=E+N 
( 5 )  
Giiriiltiiyii N matrisi iperir. Tipik olarak rank(N)=q ve 
rank(M)=q'dur. Giiriiltiiniin bulunmadigi E matrisi 
dii$iik ranklidir ve rank(E)=r<q geklinde ifade edilir. 
V, eRqXq dik bir matris olsun. 
(V.'V. =I,=V.V.') 
v, = [ v e l  Val 
(Vcl eRPW 3 V e_ .  ER^"'^^'' ) 
R(E')=R(V.J ve VeZ nin siitun uzayi E'nin satu uzayi 
ipin dik baz olu$Nrur. 
EV&. 
( 6 )  
V., E matrisinin SVDsinden do$udan elde edilebilir. 
(7) 
UEI eRp", Sel ER"' .Buradaki kritik nokta E 
matrisinin tam degerini bulmak miimkiin degildir 
ancak yaklagik degeri bulunabilir. 
t t M = E + N = E + N V  V +NV V 
e l  e l  e2 e2 
(8) 
Kolaylik apisindan EV,,+NV,,=P,S,Q,' ve 
NVa=PzS,Q; olarak alinirsa M matrisi qagidaki gibi 
yazilabilir. 
(9) 
M'nin SVD'si ancak Pi'P2=0 ise vardir. Bunun ipin $U 
varsayimlarin saglanmasi gerekmektedir: 
AI)  Gerpek veri giiriiltiiye E"?) anlaminda dik 
olmalidir. 
A2) V,, ve VIZ matrisleri VeIN'NVt2=O formiiliine gore 
birbirine dik olmalidir ve M matrisinden ancak N'N 
bir birim matrisi parpani oldugu takdirde 
bulunabilirler. (N'N=dI,). 
A3) Sl'in en kiipiik tekil degeri SI'nin en biiyuk tekil 
degerinden buyiik olmalidir. ajarrl orani igaret-igaret 
orani olarak davranir. 
Tahmin edilen giiriiltii varyansi ve gerqek tekil 
degerler: 
E matrisinin ranki boliim IILB'de bulundugundan 
gimdi tahmin edilen gerpek tekil degerler bulunabilir. 
PI,  p~1, ..., p,, prrl ,..., pLs M matrisinin tekil degerleri 
olsun. a2'nin tahmini degeri a'& 
(10) 
geklindedir. E'nin tahmin edilen gerpek tekil degerleri 
de ( I  1) ile ifade edilebilir. 
321 
a. I-4- i=i, ..., r 
Bu bsliimde bulunan degerlerle E'nin en kiipiik 
varyans tahmini ve isaret-giiriiltii orani bulunabilir. 
M'nin SVD'sinin E cinsinden ifadesi: 
Bu altboliimde amap igaret-guriiltii oraninin nasi1 
bulundugunu ve E ile M matrisleri arasindaki ilivkiyi 
gostermektir. I1I.B de verilen AI,AZ,A3 varsayimlari 
saglanirsa, gerpek veri matrisi E, M matrisinden ve 
M'nin SVD'si [6]'da belirtildigi gibi E cinsinden 
ifade edilebilir. 
( 1 1 )  
M = E + N  
MX=( M'M)-'M'E 
MX= 
= U  S V t  + N V  V t  + N V  V f  
el  e l  el el el e2 e2 
(12) 
tekil deger bandinda bir apiklik vardir ve igarete iliskin 
olan en kupiik tekil deger giiriiltiiye iliskin olan tekil 
degerden (a) yiiksektir. q-r sayidaki tekil deger 
birbirine eqittir ve bu apiklik M matrisi iqin giiriiltii 
siniri olarak gosterilir. Diklik kuralindan otiirii gerpek 
ve gozlenmig tekil degerler arasindaki iligki (13) deki 
gekildedir: 
I 'rn2='est q - r  
(13) 
Eger a, Se, matrisindeki en kiipiik tekil deger olarak 
gosterilirse, iqaret-giiriiltii orani (14) ile tanimlanir 161. 
r 
(15) 
Gerpek E bilinmemesine ragmen. eger varsayimlar 
(N'N=a'l, ve N'E=O) saglanirsa, M'nin SVD'sinden 
en kiipiik varyans tahmini bulunabilir [6]. 
IV. Sonuglar 
Algorihna agagidaki denklemlerle tanimli Lorenz 
sistemi Uzerinde test edilmigtir. 
x = o(y  - x) 
y = -xz+ rx - y 
z = xy- bz 
(16) 
a=16,b=4 ve 1=45,92 [7].,Veriler x(t)'den 6000 omek 
uzunlugunda alinmigir. Ornekleme hizi 256Hz dir. 
Sifir ortalamasi olan ve varyansi dori olan beyaz 
Gaussian giiriiltilsii eklenmigtir. Giiriiltiilii ve 
giiriiltiiden arindinlrniS dururnlann zamana gore 
degigimleri ve faz uzayindaki yorilngeleri elde 
edilmipir. Veriler ipin alinan pencere fonksiyonun 
uzunlugu 100 ornek, gomme boyutu 12, zaman 
gecikmesi bir'dir. 
C. En kiipiik Varyans Tahmini: 
En kiipiik vaiyans tahrninindeki amaq giirilltiilii M 
matrisi ipinden en iyi E matrisi sepimini 
yapabilmektir. Problem aqagidaki gekilde ifade 
edilebilir. Bunun iqin qagidaki ifadede en kiipiik 
degeri veren X'in bulunmasi amaplanmaktadir. 
min //MX-Ell2. X E  Rqxq. 
Tiirevi sifir yapan X bulunursa: 
1 1  MX-E II=tr[X'M'MX + E'E - ZX'M'E]. 
x=(M'M)-~M'E. 
MX=(M'M)"M'E 
Rank(MX)=rank(E) 
Bu arada amaq E'nin, M'nin siitun uzayi iizerine dik 
izdiigiimiinii bulmaktir. En kiipiik varyans tahmini ipin 
en son ifade: 
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Sekil4. Lokal egimlerin komsuluk yanpapma gbre degiairni 
Egrilerdeki duzluk tahmini ilintl boyutunu vcriyyor. 
Sekil4’de gosterilen ilinti boyutu-komguluk menzili 
grafiginde olu$an diizliik boyut tahmini yapmamm 
sagliyor. Buradan da goriilecegi iizere, ilk durumdaki 
igarete giiriiltii eklendiginde hemen hemen hip bir 
komguluk araliginda dhli ik olugmazken filtreleme 
sonucunda belli bir kom$uluk menzili iqin yeniden 
diizliik yakalandigini ve boyut tahmini yapilabildigini 
gorliyoruz. Sekil 2 deki tekil deger tayfinda ise 
iipgenle gosterilen ilk iki tekil deger igarete iligkin 
iken diger tekil degerler filtrelemeye maruz 
kalmaktada. i$aret-giiriiltii oraninin duvnesiyle 
kullanilan yontemin de performansinin dii$tiigiinii 
unutmamak gerekir. 
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