Image classification is an enthusiastic research field where large amount of image data is classified into various classes based on their visual contents. Researchers have presented various low-level features-based techniques for classifying images into different categories. However, efficient and effective classification and retrieval is still a challenging problem due to complex nature of visual contents. In addition, the traditional information retrieval techniques are vulnerable to security risks, making it easy for attackers to retrieve personal visual contents such as patient's records and law enforcement agencies' databases. Therefore, we propose a novel ontology-based framework using image steganography for secure image classification and information retrieval. The proposed framework uses domain-specific ontology for mapping the low-level image features to high-level concepts of ontologies which consequently results in efficient classification. Furthermore, the proposed method utilizes image steganography for hiding the image's semantics as a secret message inside them, making the information retrieval process secure from third parties. The proposed framework minimizes the computational complexity of traditional techniques, increasing its suitability for secure and real-time visual contents retrieval from personalized image databases.
Introduction
Image analysis and retrieval is one of the hot research areas of information retrieval.
Researchers have presented various image analysis techniques and information retrieval systems [1, 2] , belonging to two main categories.
The first category is keywords/text metadata based methods [3, 4] , where the visual contents are searched based on user input query, consisting of textual description. This type of searching method have been effectively used by the world famous search engines including Bing and Google [5] . Keywords-based retrieval methods can provide better results in some situations but their accuracy is not consistent due to various reasons such as incorrect spelling during image description process, lack of knowledge for describing a given image in a natural language, difficulty in finding suitable keywords for effective image description, and ignorance of image's features, resulting in redundant and irrelevant visual contents retrieval [2] . The second category of information retrieval is contents-based image retrieval (CBIR) where the images are retrieved based on their features from large databases, resolving the limitations of traditional text-based methods [2] . Researchers from the last few decades have used various low-level image features for effective image retrieval such as color, texture, shape, and spatial location. The well-known color features that have been used for retrieval purposes, include colormoments, color-coherence vector, color-histogram, and color-covariance matrix that are calculated using various human perception-oriented color spaces such as red-green-blue (RGB), YCbCr, hue-saturation-value (HSV), lightness with a-b as color components (LAB), and LUV [5] . The texture features include directionality, regularity, contrast, coarseness, line-likeness, and roughness that can be effectively used in image classification for describing real-world visual contents including trees, fruit skin, fabric, clouds, and bricks and are not welldefined like color features [6] . The shape features include aspect ratio, circularity, Fourier descriptors, and moment's invariants and can be used in various applications, requiring man-made objects [7] . The spatial location features are useful for region classification and show the location of an object in a given image [8] . 
The proposed methodology
In this section, we present a detailed description of the proposed framework for secure visual contents retrieval. First, we present the ontology-based visual semantic modeling. The concept of semantic technology such as ontology plays a vital role in the proposed information retrieval system in mapping the low-level image features to high-level ontology concepts. Then, we discuss a block division procedure and encryption algorithm, increasing the security of embedded information, which consequently makes the information retrieval more secure. Next, we present a data hiding steganographic algorithm, followed by semantic extraction algorithm in detail. Finally, we present the ranking algorithm to rank the desired retrieved images based on user preferences. The major sections of the proposed framework are shown in Fig. 1 .
Ontology-based visual sematic modeling
In this section, we present the concept of ontology-based visual semantic modeling in the context of the proposed visual contents retrieval framework. The motivational factor of using sematic technologies (ontology) in the proposed method is its suitability for mapping the low-level features of images into high-level semantics of ontology concepts.
This results in accurate classification of large amount of visual contents, which consequently increases the effectiveness and efficiency of the proposed information retrieval framework. 
Steganographic Algorithm
In this sub-section, we discuss the detail of the proposed steganographic algorithm for semantic hiding in visual contents. Steganographic algorithms aim to hide secret messages inside innocent-looking carriers such as images, audio, and video such that the existence of hidden data is known to the communicating bodies only and is not detectable using human visual system (HVS) [9] . In the proposed Larger difference between two consecutive pixels show that the pixel is located at edge area and large number of bits can be embedded and vice versa [11] . The motivational fact behind the usage of edges based hiding is to increase the payload i.e. hide more information. In addition, HVS is less sensitive to edge area pixels and hence the information embedded in edge areas cannot be easily detected as compared to smooth areas' pixels. Fig. 3 shows a sample of input image, its corresponding edgy images using various edge detectors, and the final stego image. 
Semantics extraction algorithm
In this section, we describe the mechanism of recovering the hidden semantics using the proposed semantic extraction algorithm. When the user makes a query for a given image or class of images along with the keywords and the concerned stego key, the proposed extraction algorithm recovers the embedded semantics and description from the stego image database. The recovered encrypted information is then decrypted using a decryption key and the desired visual contents are retrieved. The semantic extraction process is made secure by introducing various levels of security including stego key for recovery sequence, decryption key for decoding the encrypted contents, and edges based extraction algorithm, maintaining the integrity, secrecy, and confidentiality of visual contents, hence making the visual contents retrieval process secure from security risks. To make the idea of the proposed ranking algorithm clear, we have presented a simple example. Fig. 4 shows a sample of retrieved images in three categories based on a sample user query as"Sky Images"from the dataset. Fig. 4 A sample example of retrieved images classified into three categories including highlevel, medium-level, and low-level ranks. The results are based on a user query with the keyword "Sky Images". The first row shows four sample images, belonging to high-level rank. The second row shows a sample of retrieved images, belonging to medium-level rank. The last row is about low-level rank images.
Ranking algorithm

Experimental Results and Discussion
In this section, we present the experimental setup of the proposed framework and other 
Dataset
This section demonstrates the detail of the datasets that have been used for performance evaluation. One of the major critical points in evaluation of CBIR systems is selecting a suitable dataset. This is due to the fact that currently no standard dataset for CBIR systems exists and all researchers of this area are not agreed on the number and type of images in a given standard dataset [12] . In this paper, we have used two datasets: COREL database [13] and USC-SIPI-ID [14] . The reason for using the COREL dataset is its wide 
Performance evaluation and discussion
In this section, we evaluate the performance of the proposed method and other competing methods using various image quality assessment metrics (IQAMs) and time complexity. The metrics include peak-signal-to-noise-ratio (PSNR) and structural similarity index metric (SSIM) which can be calculated using equation 1-3 as follows [15, 16] : [17] , LSB matching (LSB-M) [11] , LSB-M revisited (LSB-MR) [18] , pixel indicator technique (PIT) [19] , Karim's method [20] , and HSI-MLSB [21] are given in 
Conclusion and Future Work
In this paper, an efficient ontology-based secure visual contents retrieval model is 
