The performance of Fourier transform (FT) reconstructors in large adaptive optics systems with Shack-Hartmann sensors and a deformable mirror is analyzed. FT methods, which are derived for point-based geometries, are adapted for use on continuous systems. Analysis and simulation show how to compensate for effects such as misalignment of the deformable mirror and wavefront sensor gain. Further filtering methods to reduce noise and improve performance are presented. These modifications can be implemented at the filtering stage, preserving the speed of FT reconstruction and providing flexibility by allowing on-the-fly filter adaptation. Simulation of a large system shows how compensated FT methods can have equivalent or better performance to slower vector-matrix-multiply methods. The best-performing FT method is the fastest to compute, has lower noise propagation and does not suffer from waffle errors.
INTRODUCTION
Fourier transform (FT) techniques for wavefront reconstruction have been established for use in large adaptive optics (AO) systems.
1 This development characterized methods using two discrete models of the sensor geometry. However, important questions remain unanswered: will a model-based reconstructor actually perform well in systems with Shack-Hartmann (SH) wavefront sensors (WFS) and a deformable mirror (DM)? How can systemdependent factors such as misalignment and sensor gain be corrected for? Are there other filtering approaches that can improve performance? Which FT method is preferable? How the Hudgin-and Fried-geometries are applied for FT methods to the data from a rectangular SH sensor array. Hudgin-FT assumes the gradients are on the upper and left sides of the square subaperture; Fried-FT assumes that they are the averages of the edges. As Section 5 will show, this is not the optimal alignment for the Hudgin geometry.
The motivating factor for investigating FT methods is their speed. Traditional VMM methods compute in O(n 2 ), where n is the number of actuators. Analysis demonstrates that FT methods are limited in speed by the discrete Fourier transform (DFT) operation. The extra processing to solve the boundary problem is of a lower order of growth computationally. Therefore FFT implementations have computational costs that scale as O(n log n). However, the implementation of Fried-FT requires potentially 2 times as much total computation as the Hudgin-FT. A 3000 subaperture system can be reconstructed on a 64 × 64 grid. The 64 × 64 FFT is the limiting factor for such a large system, but can be calculated on current hardware in around 1 ms.
Analysis and simulation show that for apertures just smaller than the square reconstruction grid (DFT case), the noise propagations of the FT methods are favorable. For the Hudgin geometry, the noise propagator grows with O(ln n). For the Fried geometry, the noise propagator is best-fit by a curve that is quadratic in the number of actuators, or O(ln 2 n). For fixed power-of-two sized grids (required to obtain the speed of the FFT for all aperture sizes) the noise propagator becomes worse when the aperture is much smaller than the grid. The results in the DFT case are shown in in 4 on the same geometries. For apertures slightly smaller than the reconstruction grid, noise propagation is favorable, though higher than that of VMM methods.
FT METHODS WITH REALISTIC SH SENSORS AND A DM
The features of SH sensors and the DM must be included in the performance analysis of FT methods. Previously, covariance-matrix based approaches 1 were used. However, introducing highly-sampled SH sensors and DM so increases the size of the covariance matrices as to make these computations unreasonable. Instead, signal processing methods will be used to assess performance.
Model of open-loop reconstruction
In order to do a full analysis of the reconstruction process using the standard signal processing techniques of power-spectral densities (PSDs) and transfer functions, the phase disturbance input must be bandlimited and stationary. In addition, the entire reconstruction process must be spatially invariant. In the general atmospheric case, open-loop AO using a FT method meets neither of these criteria. The apertured, piston-removed phase is neither stationary or bandlimited. The reconstruction process on a circular aperture is not spatially invariant, due to the processing to solve the boundary problem. Reasonable approximations, however, can give insight into actual circular-aperture performance. We seek to find qualitatively useful approximations that aid in understanding performance and design, as opposed to accurate quantitative performance predictions.
For this purpose, the following model is used to explore the properties of FT reconstruction in a realistic open-loop AO system. Parts of the treatment are similar to work published by Rigaut on modeling closed-loop AO systems. 5 The system has an infinite aperture, and the continuous phase disturbance has a band-limited PSD. In order for the calculations to work, the band-limit is f = 1/2d, where d is the subaperture width. We will assume von Karman turbulence, which is a modified Kolmogorov spectrum such that the variance of an individual point (and hence the over-all mean-squared-error (mse) of the wavefront) is finite. In terms of spatial frequencies f x , f y , the power spectrum of this stationary process is
where L 0 is the outer scale in meters. The SH sensors take the average of the gradient over each subaperture of width d. These values are then sampled on a finite grid. Because of our numbering convention relating the subapertures to the finite actuator grid, the averaging function is actually shifted by half an actuator. This part is essential to capturing the true effects of the Hudgin and Fried models being approximations to the real sensors. [See Fig. 1 for a clear illustration of this.] In the case of the x-gradients, the slope-taking part has a frequency response of
The averaging, a convolution with a square window, has a frequency response of
To get the set of discrete measurements, the random process (and hence its covariance function) is sampled every d. This scales and replicates the power spectrum. The reconstruction is done with either of the two FT methods, derived for the infinite aperture case. These are discrete filters, so the frequency variables are φ x = df x , φ y = df y For example, the two parts of the Hudgin-FT are applied to the x-and y-gradients:
After up-sampling the estimate, a low-pass filter corresponding to the DM influence function is applied. For now, ideal low-pass filtering will be assumed.
The residual error is the random process of interest, so it needs to be expressed in terms of a spatiallyinvariant system applied to the phase random process. For the band-limited input case, an exact filter can be derived. It is, assuming an ideal DM:
To compute the PSD of the residual error, take the squared-magnitude of the filter and multiply by the PSD of the input phase disturbance. Assuming zero-mean phase disturbance, the variance of the residual error is the integral of the PSD. For the simple case of an ideal low-pass DM, the band-limited frequency response of the system using Hudgin-FT reconstruction is:
This analysis can be carried out for both the Fried-FT and Hudgin-FT reconstructors, for a variety of subaperture sizes and DM influence functions. These results, and their interpretation, are covered next.
Results for latent error
Assuming an ideal DM, the PSDs of the residual errors provide insight into the Hudgin-FT and Fried-FT methods. The PSDs in the correctable band of the DM (|f x |, |f y | < 1/2d) are shown in Fig. 4 . The residual error for the two cases has power at quite different spatial frequencies. For the Hudgin-FT, power is concentrated in two peaks at low frequencies. The error for Fried-FT, in contrast, is concentrated around the highest spatial frequency f x , f y = ±1/2d (the waffle mode.) This implies that Fried-FT will be more susceptible to aliasing errors, since these will be greatest at high frequencies. These errors are due to the mis-match of the discrete sensor models to real SH behavior. That SH sensors take the average gradient is well-established. 7 Modeling the DM, however, is not so clearcut a case. In practice, different functions have been used as influence function models.
7 Therefore we will do the same analysis as above, but assuming a non-ideal DM response. We use two specific models: the standard difference of gaussians model (DG) and a truncated sinc function times a gaussian (SG), which has also been proposed (K. LaFortune and D. Gavel, personal communication.) The frequency response of both of these can be calculated numerically. Both of these DMs produce non-ideal low-pass filtering. The frequency responses, inside the 1/2d cutoff, are shown in Fig. 5 .
The impact of using these non-ideal DMs is clear: power at high frequencies in the phase estimate will be attenuated. As shown in Fig. 6 , there are two main impacts: the residual error has increased power at low frequencies, and reduced power at high frequencies. This improves the performance of Fried-FT, as its error is at high frequencies, and degrades the performance of Hudgin-FT. Fig. 4 , except that the SG DM model was used. SG increases error at low frequencies and attenuates at high frequencies. The net result is that the Hudgin-FT performs much worse than in the ideal DM case, and Fried-FT performs much better.
Both this analysis and Monte Carlo simulation results indicate that in terms of latent mse (error due not to noise but to measuring and fitting the wavefront) the Fried-FT has the advantage. Results for the ideal DM case are about equivalent, but for non-ideal DMs, Fried-FT takes a clear edge. However, as shown in Fig. 3 , Hudgin-FT has a much better noise propagation. In low SNR conditions, error due to noise will dominate the latent error due to the wavefront, and therefore Hudgin-FT would be preferable.
Results for noise propagation
The same kind of PSD analysis can be applied to the problem of noise propagation. In this case, the noise is modeled as stationary white noise on the sampled gradients. This allows for direct evaluation of the resulting signal on the DM. If the input noise is of variance 1, then the sum of the PSD after reconstruction (but before application to the DM) is simply the noise propagation of the reconstruction. After application to the DM, this result can be re-calculated. If an ideal DM is used, the noise propagation is exactly the same across the entire DM surface as it is at just the actuators. The PSDs of the noise for Hudgin-FT and Fried-FT are shown in Fig. 7 . This time both methods have power at low-frequencies, and Fried-FT still produces power at high frequencies. As shown in the last subsection, a non-ideal DM will attenuate noise power at high frequencies. The highfrequency components of the noise PSD as shown in Fig. 7 will be greatly reduced. This leads to a significant reduction in noise propagation for Fried-FT. Numerical analysis of the PSDs show that for both the SG and DG cases there is a drop in noise propagation. Let np actu indicate the noise propagation calculated at the actuators. Then for the DG case, the noise propagation for the Hudgin-FT is np = 0.9615np actu − 0.1315,
and for Fried-FT is: np = 0.5627np actu + 0.0053.
For the SG case the results are for Hudgin-FT:
and for Fried-FT: np = 0.6035np actu + 0.0503.
This means that the noise propagation in the Fried-FT case is reduced by 40% for the SG DM and by 44% in the DG DM case. Hudgin-FT has a significantly smaller reduction of roughly 4%. These results are for the infinite aperture case. Monte Carlo simulations for various (finite) sizes of large circular aperture were conducted to determine the reduction in noise propagation in comparison to the infinite aperture case. The results of these simulations are shown in Fig. 8 . These circular-aperture results are wellcorrelated with the values predicted by the ideal square-aperture analysis. This decrease in noise propagation, if a real property of physical DMs, is highly significant. It cuts the noise propagation for Fried-FT nearly in half. Investigation of this noise reduction is called for both in general studies of DMs and in the design of any specific AO system that will use an FT method. 
DEALING WITH OTHER SYSTEM FACTORS

Misalignment
Besides not capturing the WFS and DM details in the reconstructor, a FT method does not capture any information about the alignment between the SH sensors and the DM. This misalignment, modeled as linear shifts of the DM in the x-and y-directions, can easily occur. Presence of misalignment raises two key concerns. First, how much misalignment can be tolerated before there is a significant increase in error? Second, if the misalignment is known, can it be compensated for in the FT reconstructor?
Error due to misalignment
Misalignment can be introduced directly into the open-loop PSD model. It is simply a shift of the averaging window of the SH sensors. This analysis was conducted for shifts of a variety of magnitudes. The shift of the actuators to the "right" on the grid is defined as positive ∆ x ; the shift of the actuators "down" on the grid is defined as positive ∆ y . Explicitly, the windowing function now becomes
For Fried-FT, these shifts increase the residual error, in a way directly dependent on the magnitude of the total shift (r = ∆ 2 x + ∆ 2 y ). The angle of the shift (θ = tan −1 ∆ y /∆ x ) has minimal impact on Fried-FT. This is because the Fried-geometry gradients are effectively centered over the subaperture, so shifts in either direction are symmetric in behavior. For Hudgin-FT, the story is quite different. Misalignment in some cases improves residual error. This is because the x-and y-gradients in the Hudgin geometry are on the upper and left edges of the subaperture. [See Fig. 1 .] Shifting the actuators down and to the right increases the correlation of the SH sensor measurements to the model, and reduces residual error. The maximum improvement occurred at θ = π/4, that is positive ∆ x = ∆ y . This phenomenon is explored further in Section 5.
Filtering solution to misalignment
If the misalignment is known, it can be removed by application of a filter in the frequency domain as the phase estimate is computed. This works for both the Fried-FT and Hudgin-FT methods. This filter can be derived from FT properties and sampling theory (in the general case.) A shift of less than a pixel can be interpreted as the result of upsampling and interpolating to get the band-limited continuous signal, shifting it by less than a sampling interval, and re-sampling it.
If the N × N grid is mis-aligned in one direction by ∆ x , the filter to compensate is:
So if the misalignment is known, the re-alignment can be done in a filtering step in the frequency domain. This filtering in practice gives very good results. In the general case there is a tiny increase in estimate error, due to "ringing" that is introduced at the edges. If one end of the finite signal is discontinuous with the other side (due to periodicity for the DFT), there is not enough high-frequency content to fully fit the sharp transition. Hence there will be artifacts at the edges. If the amount of misalignment is not exactly known, this method can still be used. Because of the fast implementation at the filtering stage, the amount of misalignment could be easily adjusted in real-time via an interface to the control system. It could be adjusted, just as the loop gain is, until the loop closes with desired performance.
Based on Monte Carlo simulations, the effect of misalignment on noise propagation is minimal, even for large shifts. The PSD analysis of Section 3.3 indicates that there will be no change in noise propagation for alignment filtering. Monte Carlo simulations showed that for a variety of shifts of r = 0.1d, the noise propagation on a large circular aperture varies by less than 2.5% from the noise propagation with no alignment correction.
SH sensor gains
In practice, a SH sensor produces a measurement that deviates from the exact wavefront slope. This response can be plotted as the measurement versus the actual tilt across the subaperture. The exact shape of this curve depends on number of pixels used per subaperture and the centroid computation method. See Hardy, 8 section 5.3.1, for a representative set of response curves. The most important feature of the response curve is that even within the linear response range, the gain of the sensor is not unity.
A VMM control matrix derived from an actual AO system would have built-in calibration to this gain factor. An FT reconstructor would not explicitly account for it. Assuming that the gain is uniform across all subapertures, the linearity of the FT reconstructor allows the gain to be compensated for in a single step: a scaling of the estimate. This can be built into the filtering stage. For example, if the gain of the SH sensor for a given system is measured to be 1.25, the reconstructor would be scaled by 0.8 (which is 1/1.25) to produce the correct estimate. This gain is probably the most important factor to correct for in open-loop. A small error in the gain factor can result significant increase in error. In closed loop this problem in mitigated by the overall control loop gain, which can be adjusted instead.
FILTERING THE ESTIMATE TO IMPROVE PERFORMANCE
The preceding analysis points towards promising methods of filtering to improve the performance of the FT methods of reconstruction. Filtering has two big advantages: it does not increase the computational costs, and the exact filter characteristic can be easily changed on-the-fly in closed-loop control. For Fried-FT, Section 3 demonstrates how low-pass filtering can reduce both its residual error due to the phase and its noise propagation. The noise propagation results are confirmed by simulation for the circular-aperture case. In a real system, the physical DM should be thoroughly tested to determine its transfer function. Then additional low-pass filtering can be applied to the estimate as necessary to further reduce errors to levels as demonstrated in Section 3.
For Hudgin-FT, the most promising area is alignment. As shown in Section 4.1, introducing a misalignment factor can actually improve Hudgin-FT performance. Another approach is to shift the x-and y-gradients individually to make the Hudgin geometry "look" more like the Fried geometry. This is done by shifting the x-gradients down in the y-direction and the y-gradients across in the x-direction. It is important to note that this does not convert the Hudgin reconstruction to the Fried reconstruction, it shifts the data. This method works slightly better than just extra alignment.
PSD analysis of both cases determines predictions for the optimal shift in each case. It turns out that the shift is dependent on the DM model. In the ideal DM case, the gradients can both be shifted by ∆ x = ∆ y = 0.125d into the subaperture in each direction. Or the gradients can be shifted individually, with the x-gradients shifting down ∆ y = 0.5d and the y-gradients across by ∆ x = 0.5d. These results change for non-ideal DMs. In both the DG and SG cases, the optimal shifts are greater. For the extra alignment method, the optimal shifts are ∆ x = ∆ y = 0.2d. For the individual shifts, the shifts are ∆ y = 0.6d for the x-gradients and ∆ x = 0.6d for the y-gradients. These results hold for a range of d/r 0 from 0.5-2.0.
Closed-loop simulations [see Section 7] reveal the need to remove local areas of waffle from Fried-FT estimates. Work on local waffle removal has been done for VMM reconstructors. 
For the current implementation of the Fried-FT method, where two partial grids are reconstructed, 1 the filtering cannot be done on each grid. Instead it requires the transform of the recombined estimate. This means either increased computational costs, or it requires finding a different way to implement the methods that solve the boundary problem for this geometry.
OPEN-LOOP SIMULATION RESULTS
The preceding sections predict how FT methods perform in an open-loop AO system using analysis and simulation. This section presents a specific result from a realistic open-loop simulation, comparing the performance of plain FT methods to compensated methods and a traditional VMM reconstructor. This comparison is done on a large system with 2,128 subapertures and 2,233 actuators. For a telescope of diameter of 10.4 m, d equals 0.2 m. For a system this size the speed gain from the FT methods is significant. In the present IDL 5.4 implementation on an SGI, calculating the VMM estimate takes about of 400 ms, while a single FFT of the data (the dominant term in the time of reconstruction) takes 1.3 ms.
In this case r 0 is set to be 0.2 m (r 0 measured at 500 nm.) Our atmospheric screen generator code 6 deals correctly with low-frequency components and is sampled at high resolution in each subaperture. The VMM control matrix is derived by pushing each DM actuator in turn and measuring the WFS slopes. This "push" method is used in real VMM AO systems.
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The VMM method includes global waffle removal. The DM is misaligned from the sensors by ∆ x = −0.1d, ∆ y = 0.05d . The DM has a non-ideal SG influence function.
Two comparisons are done. First, the FT methods are applied with no modifications. As shown in Fig. 9 , the performance of both uncompensated FT methods is worse than that of the VMM. Then fully compensated FT methods are applied to the same WFS data. The WFS gain is compensated for, and filtering is used to correct for the known misalignment. Hudgin-FT also has extra filtering to improve alignment, as described in Section 5. These compensations dramatically improve performance. 
CLOSED-LOOP SIMULATION RESULTS
We have also implemented a closed-loop simulation. The simulation uses a standard feedback control loop. To best explore the properties of the individual reconstructors, the closed loop is run on a fixed aberration. The closed loop simulation is run on the same aberration as shown above for twenty time steps, which is adequate for loop convergence. The Strehl ratios versus time for the various methods are shown in Fig. 11 , left panel. The Fried-FT methods (with and without compensation) both show a drop-off in performance after about 8 time steps. This is due to the build-up of patches of local waffle error. Local waffle removal via filtering improves the performance significantly. Performance of the local waffle removal for SNR = 5, 12 is shown in Fig. 11 , right panel. The residual errors are shown in Fig. 12 . The Hudgin-FT method, even with shifting of the gradients, still does not suffer from either global or local waffle. This is because, as explained above, the extra alignment does not convert the gradients to the Fried-geometry.
CONCLUSIONS
Analysis of idealized models and Monte Carlo simulations have established that though there are discrepancies between the ideal FT method models and realistic AO systems with SH sensors and a DM, these can in general be compensated for. Sensor gain and misalignment can be compensated for easily at the filtering stage. Furthermore, additional filtering can improve the FT method performance. Low-pass filtering, such as that shown by the non-ideal DM models, can significantly improve both noise propagation and latent error for Fried-FT. Though local waffle can build up in closed-loop, it can be mostly removed by filtering. The performance of Hudgin-FT can be improved by shifting the gradients. This compensation and filtering is fast and flexible. Simulations show that in both closed-and open-loop correction on large systems, FT methods can produce results comparable to or better than VMM methods in fractions of the time and provide flexible filtering options. The Hudgin-FT method, which requires less than half the computation of the Fried-FT method and has much better noise propagation, is the best performer. This method does not suffer from global or local waffle. The next step is experimental validation of these methods in an actual AO system.
