We investigate three alternative models for estimating the mean of a population using double sampling survey techniques. One estimator was found in the range science literature (Cook and stubbendieck, 1986), another is the estimator presented by Cochran (1977). The third estimator uses method-ofmoments estimators with measurement error regression models.
INTRODUCTION
Double sampling can be viewed as a calibration problem in a sampling context.
The essence of the idea is to substitute an inexpensive measurement for an expensive measurement. Expense may be measured in monetary units, in time, or in terms of resource consumption.
It is usually assumed that the expensive measurement is either more precise or more accurate.
Several methods of using the inexpensive variable are available. Cochran (1977) presents stratified, ratio and regression estimators exploiting double sampling.
Cook and Stubbendieck (1986) present a regression method in a widely used research methods handbook.
It is notable that these two works do not agree on the variance of the estimator, although they agree on the choice of estimator. Following Cochran's notation, we refer to the cheap measurement as Xi and the expensive measurement as Y i • The double sampling method takes a sample of size n, observing both X and Y. A further sample of size n' > n is then taken, observing only X. The mean of the (larger) sample x' is adjusted using the regression of Y on X (1)
Cochran gives the variance of this estimator as
(2) N Cook and Stubbendieck give the variance as:
Neither reference gives any rationale for preferring the regression of the accurate measurement on the inaccurate measurement. Reflection on the joint bivariate nature of the response under Cochran's model reveals the selection to be appropriate in that case. Also, Brown (1979) notes that this estimator is optimal in terms of integrated mean square error (IMSE), if the first two moments of the calibration sample match those of the population to be calibrated. This will clearly be the case when the calibration sample is a simple random sample of the population.
Cook and Stubbendieck recommend that cases be chosen as to provide a good (i.e. small variance) estimate of the popUlation regression coefficient ~" (pg 247).
In some sense, then, either the Xi or the Y i are fixed, and a bivariate model is no longer appropriate. This may explain the differing variance formulae, although we are not able to reproduce the formula from any reasonable assumptions.
In fact, the formula appears to be the result of taking the variance of the adjusted mean assuming x' is fixed and adding the variance assuming that P is fixed. Now, if Y is a fixed variable, it is reasonable to consider a direct estimator from the regression of X on Y, that is:
If the error distribution is normal, Y'~ has no moments --its sampling distribution is related to the Cauchy. This is unrealistic in a finite population case. An obvious way to estimate the variance of Y'~ is to use a Taylor series expansion (aka delta method) and substitute moment estimators for parameters. The Taylor series variance for this case is 2 cov(a,~) ).
P(llx -a)
(5) Fuller (1986) notes that if the regressor is measured with error, ~ is biased (shrunken toward 0). The attenuation of ~ can be corrected by using
x -py.
Here SXY and S2y are the covariance of X and Y and the variance of Y, respectively. a 2 u is the variance of the measurement error in Y. Fuller's monograph provides a calibration estimator. That estimator is not used in this study. We are investigating the properties of the measurement error adjusted estimators in a naive solution of this calibration problem.
2.
SIMULATION STUDY Wylie (1991) performed ground truth surveys supporting a satellite remote sensing project in the central pastoral zone of Niger from 1986 to 1988. The surveys used various sampling designs and estimation strategies: of particular interest her are the 1987 and 1988 surveys. These years used randomly placed clusters of quadrats to assess measurement error and within site variation. Analysis of Wylie's data shows the biomass distribution to be heavily skewed.
To examine the merits of these estimators and their variance estimates we performed a simulation study, using Gauss vl.49B (Edlefson and Jones, 1987) with parameters based on Wylie's (1991) field work in the Sahel region of Niger. This work suggested that the slope is usually near 1, and certainly no smaller than about 1/3 nor greater than about 3. Each plot was generated using a gamma distribution for the plot biomass and normal errors were saved for use in generating clipped weights and ocularly estimated weights and measurement errors. Parameters used in generating the data were 0=1, ~=(O.3f 1, 3) and K 2 a y.x (0, 0.3, 1, 3). The parameter values were selected to approximately conform to Wylie's data with respect to the mean and variance. One thousand iterations were performed n=(16, 64) and n'=128. The results are summarized below. Table 1 presents a summary of the simulation results. When there is no measurement error, the Cochran estimator is unbiased, as one expects from theory.
RESULTS
The direct estimator is slightly biased for small~. The measurement error corrected estimator is disastrously biased when the slope is well away from unity. For most practical purposes there is little to choose between the Cochran and direct estimators in terms of variances.
Measurement error appears to have no appreciable effects on either the Cochran or the direct estimator themselves. Both remain approximately unbiased. There is a tendency for increasing measurement error variance (relative to the conditional variance a\.x to result in slightly larger standard errors for these estimators. Measurement error does not appear to result in appreciable bias for either of these estimators. With added measurement error, the measurement error estimator loses its disastrous bias, although it remains biased.
The slope of the regression relationship between the variables has a tremendous influence on the standard error of the estimators. Figure 1 shows the standard errors of the direct and inverse estimators for various measurement error ratios and slopes.
Increasing slopes result in increased standard errors of the adjusted means. The relationship between slope and standard error of the adjusted mean (SEAM) is nonlinear. The relationship between slope and SEAM is reversed for the measurement error estimator -large slopes result in small standard errors. Similar relationships between slopes and standard errors have been observed in simulation studies of ratio estimators (Royall and Cumberland, 1981) .
The Taylor series variance estimator for the direct adjustment exhibits unacceptable behavior for large slopes.
It is not bounded below by zero, and when the covariance between 0 and ~ is high, the variance estimator is negative.
For lower slopes (0.3, 1), the estimator, although positive, is too small by an order of magnitude for small samples. The properties of the Taylor series variance estimator are better for the larger sample size. Measurement error seriously degrades its performance.
The Cook and Stubbendieck and Cochran variances (henceforth Vcs and Vc , respectively) both give reasonable approximations to the true variance on the average (i.e. in expectation). They are not functionally related, nor is the stochastic relationship a simple linear regression. The simulation results clearly show a tendency for Vcs and Vc to fill a region bounded by a right isoceles triangle in the first quadrant. So, when Vcs is large Vc is likely to be small, and vice versa.
Increasing measurement error makes this trend rather fuzzy, but does not otherwise seem to affect the variance estimators.
" CONCLUSIONS
There is little to choose between the direct adjustment and Cochran's adjustment in terms of small sample properties. Cochran's estimator is on sounder ground theoretically. This is true from the viewpoint of a Best Linear Unbiased (BLU) estimator of the conditional mean of Y given X, and from the viewpoint of the regression of X (the more variable quantity) on a fixed Y. The conditions are essentially filled to use Brown's (1979) result on the IMSE optimality of the inverse regression.
Simply trying to adjust out the attenuation of ~ using moment estimators is not fruitful.
The resulting estimator is badly biased whenever the slope is removed from 1. The failure of the Taylor series approximation to the variance of the direct estimator does not bode well for a similar attempt on the measurement error adjusted estimator.
In any event, measurement error has little influence on the properties of Cochran's estimator and the direct estimator.
At this time, the conditions leading to large and small values of Vcs and Vc have not been investigated, although this is high on our list of priorities.
It is clearly important to know when these estimators are likely to overestimate and underestimate the true variance.
The relationship between slope and estimator sampling variances has implications for training purposes.
It is very important that the field crews be trained and cross checked to insure that the slope of the regression be near 1. Results giving slopes well in excess of 1 have potentially deleterious effects on the sampling properties of the adjusted means.
Finally, if we were making recommendations for a ground truth survey in a semi-arid area we would:
1)
Recommend the use of Cochran's sampling procedure. The procedure performs well in simulation and is relatively unaffected by measurement errors. It also has the best theoretical support; 
