Local strong maximal monotonicity and full stability for parametric
  variational systems by Mordukhovich, B. S. & Nghia, T. T. A.
ar
X
iv
:1
40
9.
20
18
v1
  [
ma
th.
OC
]  
6 S
ep
 20
14
LOCAL STRONG MAXIMAL MONOTONICITY
AND FULL STABILITY FOR PARAMETRIC VARIATIONAL SYSTEMS
B. S. MORDUKHOVICH1 and T. T. A. NGHIA2
Abstract. The paper introduces and characterizes new notions of Lipschitzian and Ho¨lderian full stability
of solutions to general parametric variational systems described via partial subdifferential and normal cone
mappings acting in Hilbert spaces. These notions, postulated certain quantitative properties of single-
valued localizations of solution maps, are closely related to local strong maximal monotonicity of associated
set-valued mappings. Based on advanced tools of variational analysis and generalized differentiation, we
derive verifiable characterizations of the local strong maximal monotonicity and full stability notions under
consideration via some positive-definiteness conditions involving second-order constructions of variational
analysis. The general results obtained are specified for important classes of variational inequalities and
variational conditions in both finite and infinite dimensions.
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1 Introduction
The paper belongs to the area of modern variational analysis, which has been well recognized as
a fruitful field of mathematics with numerous applications; see, e.g., the books [8, 26, 41] and the
references therein. We pursue here a twofold goal: to study local strong maximal monotonicity
of set-valued operators in Hilbert spaces and the usage of ideas and results on strong maximal
monotonicity to introduce and characterize new notions of quantitative stability, in both Lipschitzian
and Ho¨lderian settings, for parametric variational systems (PVS) given in the general form
v ∈ f(x, p) + ∂xg(x, p) (1.1)
as well as its important specifications. In (1.1) we have: x ∈ X is the decision variable from a
Hilbert space X; (v, p) ∈ X×P is a pair of perturbation parameters, where v ∈ X signifies canonical
perturbations while p ∈ P stands for basic perturbations taking values in a metric space P ; the
single-valued base mapping f : X × P → X is smooth around the reference point (x¯, p¯); and the
potential g : X × P → IR := (−∞,∞] is an extended-real-valued and lower semicontinuous (l.s.c.)
function with the symbol ∂x indicating the set of its partial limiting subgradients with respect to
the decision variable; see Section 2 for more details.
It has been realized over the years that model (1.1) and its various specifications (known, in
particular, as variational and quasi-variational inequalities, generalized equations, and variational
conditions) provide convenient frameworks for the study and applications of many important issues
of nonlinear analysis, partial differential equations, optimization, equilibria, control theory, numer-
ical algorithms, etc.; see, e.g., [8, 9, 13, 16, 26, 36, 39, 41] and the bibliographies therein as well as
further references presented below in this paper.
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The vast majority of research on parametric variational systems revolves around establishing
certain stability properties of the solution map
S(v, p) :=
{
x ∈ X∣∣ v ∈ f(x, p) + ∂xg(x, p)}, (v, p) ∈ X × P, (1.2)
to PVS (1.1) with respect to perturbations of the reference parameter pair (v¯, p¯). Starting with
the pioneering papers by Stampacchia [42] for variational inequalities (motivated by applications
to partial differential equations) and by Robinson [36] for generalized equations (motivated by
applications to optimization), many publications in this direction have been devoted to deriving
efficient conditions ensuring the single-valuedness and continuity or Lipschitz continuity of solution
maps (1.2) to important specifications of PVS with their further applications to various fields of
mathematics including those mentioned above. It is worth mentioning that the main tools of
analysis in the aforementioned developments were related to the usage of fundamental results from
implicit function and topological degree theories; see, e.g., the books [8, 9] and their references.
Another approach to Lipschitzian stability of solution maps to PVS (1.1) and more general types
of parameter-dependent generalized equations was initiated by the first author [25] who employed
the machinery of nonsmooth variational analysis based on his coderivative characterization [24]
of the Lipschitz-like (or Aubin’s, pseudo-Lipschitz) property of multifunctions together with well-
developed coderivative calculus. However, the main results of [25] were concerned Lipschitzian
stability of set-valued solution maps while their single-valuedness was established therein only by
imposing rather restrictive monotonicity assumptions on the initial data of the generalized equations
under consideration. On the other hand, it has been shown by Dontchev and Rockafellar [7]
that, under some smoothness requirements on f , the Lipschitz-like property is equivalent to the
simultaneous validity of the local single-valuedness and the classical Lipschitz continuity of solution
maps to finite-dimensional variational inequalities over polyhedral convex sets, which correspond to
(1.2) in the case when g(x) = δC(x) is the indicator function of a convex polyhedron C ⊂ IRn.
Furthermore, a certain “critical face” characterization of these equivalent properties of solution
maps to such variational inequalities was established in [7] by using the aforementioned coderivative
criterion [24] via a suitable linearization procedure.
The major goal of this paper is to employ advanced tools of first-order and second-order varia-
tional analysis and generalized differentiation to deriving verifiable characterizations of new notions
of quantitative stability for PVS (1.1) and their remarkable specifications. These stability notions
imply (being properly stronger than) the local single-valuedness and Lipschitz or Ho¨lder continuity
of the solution maps (1.2) without a priori monotonicity assumptions imposed on the initial data
of PVS. When f(x, p) = 0 in (1.1), the obtained characterizations allow us to conclude that the
new stability notions for PVS are equivalent to Lipschitzian (resp. Ho¨lderian) full stability for local
minimizers of g introduced by Levy, Poliquin and Rockafellar [20] (resp. by Mordukhovich and
Nghia [27]). Based on this, we label the new stability notions for PVS as “full Lipschitzian and
Ho¨lderian stability” of the corresponding solution maps, observing then that these concepts are
different from the standard local single-valuedness and Lipschitz or Ho¨lder continuity of (1.2); see
Section 4 for details. Furthermore, it occurs that in the absence of the parameter p in (1.1) both
notions of Lipschitzian and Ho¨lderian full stability for (1.1) reduces to the local strong maximal
monotonicity of the inverse solution mapping S−1 characterized in this paper. It indicates that this
kind of local monotonicity is behind the full quantitative stability notions under consideration.
The rest of our paper is organized as follows. In Section 2 we recall some basic notions of varia-
tional analysis and generalized differentiation used in the paper. Section 3 is devoted to a systematic
study of local strong maximal monotonicity of set-valued mappings in Hilbert spaces. We establish
there several neighborhood and pointwise coderivative characterizations of this property and discuss
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some related results. The section is self-contained, and the results obtained therein are of their
own interest, while they are very instrumental to proceed further with the study of quantitative
full stability of general parametric variational systems and their subsequent specifications.
Section 4 is central in the paper. We introduce and discuss there the notions of Ho¨lderian and
Lipschitzian full stability for general PVS (1.1) and derive complete second-order characterizations
of these stability notions in both the neighborhood form (using generalized differential construc-
tions in a neighborhood of the reference point) in the case of infinite-dimensional spaces and the
pointwise form (using only the point in question) when the decision and parameter spaces are finite-
dimensional. The characterizations obtained are expressed in terms of certain positive-definiteness
conditions involving appropriate second-order subdifferential constructions.
Section 5 concerns parametric variational inequalities written in the generalized equation form
v ∈ f(x, p) +NC(x) with x ∈ C ⊂ X, p ∈ P, (1.3)
where NC(x) is the normal cone at x to the closed and convex subset C of the Hilbert space X, and
where P is a metric space. It is clear that (1.3) is a particular case of PVS (1.1) with g(x) = δC(x)
being the indicator function of the parameter-independent convex set C. By definition of the normal
cone in convex analysis, (1.3) can be rewritten in the standard form of parameterized variational
inequalities: given p ∈ P , find x ∈ C such that
〈v − f(x, p), u− x〉 ≤ 0 for all u ∈ C. (1.4)
Infinite-dimensional variational inequalities in form (1.4) often appear in optimization-related (in
particular, optimal control) problems governed by elliptic partial differential equations, which are
usually modeled via the so-called Legendre form under the polyhedricity assumption on C; see, e.g.,
[2, 4, 5, 13, 14, 15, 16] and the precise definitions in Section 5 for more details. Imposing these
natural requirements and employing the results of Section 4, we derive in Section 5 pointwise neces-
sary and sufficient conditions for Lipschitzian full stability of solutions to the perturbed variational
inequalities (1.3) held in the infinite-dimensional framework of Hilbert decision spaces.
In Section 6 we study the parametric variational conditions given by
v ∈ f(x, p) +NC(p)(x) with x ∈ C(p) ⊂ X, p ∈ P (1.5)
via the limiting normal cone NC(p) to C(p) at x (see Section 2), where both the decision space X
and the parameter space P are finite-dimensional, and where the parameter-dependent set C(p) is
described by the finitely many inequality constraints
C(p) :=
{
x ∈ X∣∣ ϕi(x, p) ≤ 0 for i = 1, . . . ,m} (1.6)
defined by C2-smooth functions. The parametric variational conditions (1.5), known also as gen-
eralized equations with parameter-dependent multivalued terms/fields, etc., are imbedded into the
PVS framework (1.1) with g(x, p) = δC(p)(x) and reduce to parametric quasi-variational inequalities
if the sets C(p) are convex; see, e.g., [9, 19, 21, 22, 29, 39, 40, 44, 45] and the references therein for
various terminology and stability results concerning parametric systems of type (1.5).
We introduce in Section 6 a new second-order qualification condition under the name of “gen-
eral uniform second-order sufficient condition” (GUSOSC) and show that it completely charac-
terizes Lipschitzian full stability of solutions to (1.5) under the simultaneous validity of the par-
tial Mangasarian-Fromovitz and constant rank constraint qualifications for (1.6). If both these
constraint qualifications are replaced by the stronger linear independence constraint qualification
(LICQ) for the partial gradients of the active constraints in (1.6) at the reference point, then the new
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GUSOSC reduces to the known “general strong second-order sufficient condition” (GSSOSC) from
[19], a slight modification for variational conditions of Robinson’s strong second-order sufficient
condition [38] in parametric nonlinear programming with C2-smooth data. In this way we arrive
at a rather surprising result that the GSSOSC characterizes the Lipschitzian full stability notion
from Section 4 in the framework of parametric variational conditions in (1.5), (1.6) (and thus for
parametric quasi-variational inequalities if the sets C(p) are convex) under the LICQ assumption
imposed in (1.6). Since Lipschitzian full stability in (1.5), (1.6) implies the local single-valuedness
and Lipschitz continuity of the solution map for this system, our new GUSOSC gives a sufficient
condition for the latter conventional properties. We present an example in Section 6 showing that
the GUSOSC holds and thus ensures the local single-valuedness and Lipschitz continuity of the
solution map to (1.5) with linear constraints in (1.6) while the well-recognized “strong coherent
orientation condition” known to be sufficient for these properties in such a setting [9] fails.
The developed notions of Lipschitzian and Ho¨lderian full stability and their characterizations for
general parametric variational systems in their specifications obtained in this paper have undoubted
potentials for applications to particular variational models governed by ordinary and partial dif-
ferential equations as well as to qualitative and numerical aspects of optimization, equilibria, and
control. These issues and related topics will be considered in our future research.
Notation and terminology of the paper are standard in variational analysis and generalized
differentiation; cf. [26, 41]. Unless otherwise stated, throughout the paper we assume that the
decision space X is Hilbert being identified with its dual space X∗. As usual, the symbol 〈·, ·〉
indicates the canonical pairing in X with the norm ‖x‖ := √〈x, x〉 while the symbol w→ signifies
the weak convergence in X. We denote by IB the closed unit ball in the space in question, and thus
IBη(x) := x + ηIB stands for the closed ball centered at x with radius η > 0. Given a set-valued
mapping F : X → X from X into itself (X = X∗), the symbol
Lim sup
x→x¯
F (x) :=
{
v ∈ X
∣∣∣ ∃ sequences xk → x¯, vk w→ v such that
vk ∈ F (xk) for all k ∈ IN := {1, 2, . . .}
} (1.7)
signifies the sequential Painleve´-Kuratowski outer/upper limit of F (x) as x → x¯. As stated as the
beginning, the parameter space (P, d) is metric, and we denote by IBη(p) := {q ∈ P | d(q, p) ≤ η} the
closed ball centered at p with radius η > 0. The closed ball in the product space X × P is referred
as IBη(x, p) := IBη(x) × IBη(p). Recall finally that the symbols x f→ x¯ and x Ω→ x¯ for a function
f : X → IR and a set Ω ⊂ X indicate that x→ x¯ with f(x)→ f(x¯) and x ∈ Ω, respectively.
2 Generalized Differentiation and Preliminary Material
First we present here the generalized differential constructions for function, sets, and set-valued
mappings widely implied in the paper; see [26, 41] for more details. Given an extended-real-
valued function f : X → IR on a Hilbert space X, supposed unless otherwise stated that it is l.s.c.
around the reference points. The regular subdifferential (known also as the Fre´chet or viscosity
subdifferential) of f at the point x¯ from dom f := {x ∈ X| f(x) <∞} is
∂̂f(x¯) :=
{
v ∈ X
∣∣∣ lim inf
x→x¯
f(x)− f(x¯)− 〈v, x− x¯〉
‖x− x¯‖ ≥ 0
}
, (2.1)
while the limiting subdifferential (known also as the basic subdifferential and as the Mordukhovich
subdifferential) and the singular subdifferential (known also as the horizon subdifferential) of f at
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x¯ ∈ dom f are defined via the sequential outer limit (1.7) by
∂f(x¯) := Lim sup
x
f
→x¯
∂̂f(x) and ∂∞f(x¯) := Lim sup
x
f
→x¯,λ↓0
λ∂̂f(x), (2.2)
respectively. If f is convex, both regular and limiting subdifferentials reduce to the subdifferential
of convex analysis. Furthermore, we have ∂∞f(x¯) = {0} if f is locally Lipschitzian around x¯.
Given a nonempty set Ω ⊂ X locally closed around x¯ ∈ Ω, the regular and limiting normal
cones to Ω at x¯ ∈ Ω are defined, respectively, by
N̂Ω(x¯) := ∂̂δΩ(x¯) and NΩ(x¯) := ∂δΩ(x¯) (2.3)
via the corresponding subdifferential constructions (2.1) and (2.2) applied to the indicator function
δΩ(x) of Ω equal to 0 for x ∈ Ω and to ∞ otherwise.
Let F : X → Y be a set-valued mapping between Hilbert spaces with the domain domF :=
{x ∈ X| F (x) 6= ∅} and the graph gphF := {(x, y) ∈ X × Y | y ∈ F (x)}. Assume that gphF is
locally closed around (x¯, y¯) ∈ gphF and define the regular coderivative and the limiting coderivative
of F at (x¯, y¯) by using the corresponding normal cone (2.3) to the graph of F by, respectively,
D̂∗F (x¯, y¯)(w) :=
{
z ∈ X∣∣ (z,−w) ∈ N̂gphF (x¯, y¯)}, w ∈ Y, (2.4)
D∗F (x¯, y¯)(w) :=
{
z ∈ X∣∣ (z,−w) ∈ NgphF (x¯, y¯)}, w ∈ Y. (2.5)
When F is single-valued around x¯, we skip y¯ = F (x¯) from the coderivative notation. It has been
strongly recognized that the coderivatives (2.4) and (2.5) are appropriate tools for the study and
characterizations of well-posedness and sensitivity in nonlinear and variational analysis; see [26,
Chapter 4] for more details and references. Recall to this end the Lipschitz-like (known also as
pseudo-Lipschitz or Aubin) property of F around (x¯, y¯) ∈ gphF defined in the case when X is a
metric space with metric d while Y is a normed space as follows: there are neighborhoods U of x¯
and V of y¯ as well as a constant ℓ > 0 such that
F (x) ∩ V ⊂ F (u) + ℓd(x, u)IB for all x, u ∈ U. (2.6)
When both X and Y are finite-dimensional, the Lipschitz-like property of F admits a pointwise
characterization known as the coderivative/Mordukhovich criterion
D∗F (x¯, y¯)(0) = {0} (2.7)
used in what follows; see [24, Corollary 5.4] and [41, Theorem 9.40]. We refer the reader to [26,
Theorem 4.10] for additional conditions ensuring the validity of criterion (2.7) in infinite dimensions.
It is worth mentioning that the limiting constructions above enjoy comprehensive pointwise
calculus rules (“full calculus”) while their regular counterparts obey the so-called “fuzzy calcu-
lus” rules involving neighborhood points. Both of these calculi are based on variational/extremal
principles of variational analysis; see [26, 41] and the references therein.
Let us emphasize that the main results of this paper are expressed in terms of second-order
subdifferential (or generalized Hessian) constructions defined in the vein proposed by the first
author (see, e.g., [25, 26]) as coderivatives of first-order subgradient mappings. Actually we use
here two second-order constructions of this type generated correspondingly by the regular (2.4) and
limiting (2.5) coderivative of the limiting subdifferential (2.2) for extended-real-valued functions.
The next definition of single-valued localization plays an important role in this paper. Note
that our definition is slightly different from the one in [8, p. 4], where it is not required that the
single-valued localization T̂ has the full domain in U . The reason why the condition dom T̂ = U is
needed is that most of the time we consider single-valued and continuous localization.
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Definition 2.1 (single-valued localizations). Let T : X → Y be a set-valued mapping between
metric spaces, and let (x¯, y¯) ∈ gphT . We say that T admits a single-valued localization
around (x¯, y¯) if there is a neighborhood U ×V ⊂ X × Y of (x¯, y¯) such that the mapping T̂ : U → V
defined by gph T̂ := gphT ∩(U×V ) is single-valued on U with dom T̂ = U . In this case we say that
T̂ is a single-valued localization of T relative to U×V . If in addition T̂ is (Lipschitz) continuous on
U , then we say that T admits a (Lipschitz) continuous single-valued localization around
(x¯, y¯), i.e., T̂ is a (Lipschitz) continuous single-valued localization of T relative to U × V .
The mapping T̂ : U → V from Definition 2.1 is simply called a localization of T relative to
U × V if its uniqueness is not postulated. Note that in the above definitions we can equivalently
replace the product neighborhood U × V by any open set W around (x¯, y¯). Indeed, define
PrX(W ) :=
{
x ∈ X∣∣ ∃ y ∈ Y with (x, y) ∈W}
and observe that this set is a neighborhood of x¯. Denoting now T̂ : PrX(W )→ Y by
T̂ (x) :=
{
y ∈ Y ∣∣ y ∈ T (x), (x, y) ∈W},
we get that gph T̂ = gphT ∩W , i.e., T̂ is a localization of T relative to W .
Recall finally that T : X → Y is strongly metrically regular around (x¯, y¯) with modulus κ > 0 if
the inverse mapping T−1 : Y → X admits a Lipschitz continuous single-valued localization around
(y¯, x¯) with constant κ > 0; see, e.g., [8, 9] for further details.
3 Characterizations of Local Strong Maximal Monotonicity
In this self-contained section we study some local monotonicity properties of set-valued operators
in Hilbert spaces and obtain complete coderivative characterizations of local strong maximal mono-
tonicity, which is actually behind the quantitative full stability notions for PVS (1.1) and their
specifications studied in the subsequent sections of the paper.
Given a Hilbert space X, recall that an operator T : X → X is (globally) monotone if
〈v1 − v2, u1 − u2〉 ≥ 0 whenever (u1, v1), (u2, v2) ∈ gphT.
The monotone operator T is maximal monotone if gphT = gphS for any monotone operator
S : X → X satisfying the inclusion gphT ⊂ gphS. The next definition presents several types of
local monotonicity (cf. [33, 35]) considered in this section.
Definition 3.1 (local monotonicity) Let T : X → X, and let (x¯, v¯) ∈ gphT . We say that:
• T is locally monotone around (x¯, v¯) if there is a neighborhood U × V of (x¯, v¯) such that
〈v1 − v2, u1 − u2〉 ≥ 0 for all (u1, v1), (u2, v2) ∈ gphT ∩ (U × V ). (3.1)
T is locally maximally monotone around (x¯, v¯) if there is a neighborhood U ×V of (x¯, v¯) such
that (3.1) holds and that gphT ∩ (U×V ) = gphS∩ (U×V ) for any monotone operator S : X → X
satisfying gphT ∩ (U × V ) ⊂ gphS.
• T is (locally) hypomonotone around (x¯, v¯) if there exist a neighborhood U × V of this point
and some positive number r such that
〈v1 − v2, u1 − u2〉 ≥ −r‖u1 − u2‖2 for all (u1, v1), (u2, v2) ∈ gphT ∩ (U × V ). (3.2)
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• T is locally strongly monotone around (x¯, v¯) with modulus κ > 0 if there exists a
neighborhood U × V of (x¯, v¯) such that
〈v1 − v2, u1 − u2〉 ≥ κ‖u1 − u2‖2 for all (u1, v1), (u2, v2) ∈ gphT ∩ (U × V ). (3.3)
Finally, T is locally strongly maximally monotone around (x¯, v¯) with modulus κ > 0 if
there exists a neighborhood U ×V such that (3.3) holds and that gphT ∩ (U ×V ) = gphS∩ (U ×V )
for any monotone operator S : X → X satisfying gphT ∩ (U × V ) ⊂ gphS.
First we briefly discuss local hypomonotonicity. It is shown in [33, 34, 35, 41] that this class of
operators is rather broad including locally monotone operators and Lipschitzian mappings, limiting
subgradient mappings for continuously prox-regular functions considered in Section 4, etc. The next
proposition presents two useful relationships involving hypomonotonicity and localization.
Proposition 3.2 (hypomonotonicity and single-valued localization). Let T1, T2 : X → X
be set-valued mappings with (x¯, v¯1) ∈ gphT1 and (x¯, v¯2) ∈ gphT2. The following assertions hold:
(i) If T1 admits a Lipschitz continuous single-valued localization around (x¯, v¯1), then T1 is
hypomonotone around (x¯, v¯1).
(ii) If both T1 and T2 are hypomonotone around (x¯, v¯1) ∈ gphT1 and (x¯, v¯2) ∈ gphT2, respec-
tively, then T := T1+T2 is also hypomonotone around (x¯, v¯) with v¯ := v¯1+ v¯2 provided that T1 has
a continuous single-valued localization around (x¯, v¯1).
Proof. To verify (i), employ Definition 2.1 and find a neighborhood U ×V of (x¯, v¯1) such that the
single-valued localization S : U → V with gphS = gphT1 ∩ (U × V ) is Lipschitz continuous on U
with some constant ℓ > 0. For any (u1, v1), (u2, v2) ∈ gphT1 ∩ (U × V ) = gphS we have
〈v1 − v2, u1 − u2〉 ≥ −‖v1 − v2‖ · ‖u1 − u2‖ = −‖S(u1)− S(u2)‖ · ‖u1 − u2‖ ≥ −ℓ‖u1 − u2‖2,
which shows by definition (3.2) that T1 is hypomonotone around (x¯, v¯1).
Next we justify the hypomonotonicity calculus rule formulated in (ii). In the notation of (ii),
let ϑ be a continuous single-valued localization of T1 relative to some neighborhood U×V of (x¯, v¯1).
By the hypomonotonicity of Ti, i = 1, 2, around the corresponding points we find neighborhoods
U1 × V1 ⊂ U × V of (x¯, v¯1) and U2 × V2 of (x¯, v¯2) and two numbers r1, r2 > 0 such that
〈v1 − v2, u1 − u2〉 ≥ −ri‖u1 − u2‖2 for all (u1, v1), (u2, v2) ∈ gphTi ∩ (Ui × Vi) (3.4)
for i = 1, 2. Since ϑ : U → V is continuous, there is a neighborhood U˜ × V˜ of (x¯, v¯) such that
U˜ ⊂ U1 ∩ U2, ϑ(U˜) ⊂ V1, and V˜ − ϑ(U˜) ⊂ V2. Now pick any (u1, v1), (u2, v2) ∈ gphT ∩ (U˜ × V˜ )
and define v′i := ϑ(ui) = T1(ui) ∩ V1, i = 1, 2. We get vi − v′i ∈ T2(ui) ∩
(
V˜ − ϑ(U˜)) ⊂ T2(ui) ∩ V2
for i = 1, 2. It follows from (3.4) that
〈v′1 − v′2, u1 − u2〉 ≥ −r1‖u1 − u2‖2 and 〈(v1 − v′1)− (v2 − v′2), u1 − u2〉 ≥ −r2‖u1 − u2‖2.
Adding these two inequalities side by side gives us that
〈v1 − v2, u1 − u2〉 ≥ −(r1 + r2)‖u1 − u2‖2,
which ensures the claimed hypomonotonicity of T around (x¯, v¯). △
The next result crucial in what follows describes local strong maximal monotonicity of operators
in Hilbert spaces via single-valued localizations of their inverses.
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Lemma 3.3 (local strong maximal monotonicity via single-valued localizations). Let
T : X → X be a set-valued mapping with (x¯, v¯) ∈ gphT . The following are equivalent:
(i) T is locally strongly maximally monotone around (x¯, v¯) with modulus κ > 0.
(ii) T is locally strongly monotone around (x¯, v¯) with modulus κ and the inverse mapping T−1
admits a Lipschitz continuous single-valued localization around (v¯, x¯).
(iii) The mapping T−1 admits a single-valued localization ϑ relative to a neighborhood V × U
of (v¯, x¯) such that for all v1, v2 ∈ V we have the estimate∥∥(v1 − v2)− 2κ[ϑ(v1)− ϑ(v2)]∥∥ ≤ ‖v1 − v2‖. (3.5)
Consequently, if T is locally strongly maximally monotone around (x¯, v¯), then T is strongly metri-
cally regular around (x¯, v¯) with modulus κ−1.
Proof. To verify implication (i)=⇒(ii), suppose that T is locally strongly maximally monotone
around (x¯, v¯) and then find a neighborhood U × V of (x¯, v¯) such that (3.3) is satisfied and that
the equality gphT ∩ (U × V ) = gphS ∩ (U × V ) holds for any monotone operator S : X → X
satisfying gphT ∩ (U × V ) ⊂ gphS. Denote W := Jκ(U × V ) with Jκ(u, v) := (u, v − κu)
for (u, v) ∈ X × X and note from (3.3) that the set-valued mapping F : X → X defined by
gphF := gph (T − κI) ∩ W is monotone. Indeed, for any (ui, vi) ∈ gphF , i = 1, 2 we have
(ui, vi + κui) ∈ gphT ∩ J−1κ (W ) = gphT ∩ (U × V ). It follows from (3.3) that
〈v1 + κu1 − v2 − κu2, u1 − u2〉 ≥ κ‖u1 − u2‖2,
which implies that 〈v1 − v2, u1 − u2〉 ≥ 0 and thus justifies the monotonicity of F . Accordingly,
there exists a maximal monotone operator R : X → X extending F via Zorn’s lemma (see, e.g.,
[1, Theorem 20.21]), which means that gphF ⊂ gphR and that R is maximal monotone. It yields
gph (F + κI) ∩ (U × V ) = gphT ∩ (U × V ) ⊂ gph (R+ κI).
The local maximality of T relative to U×V and the monotonicity of R+κI ensure the representation
gphT ∩ (U × V ) = gph (R + κI), and thus we have
gphT−1 ∩ (V × U) = gph (R+ κI)−1 ∩ (V × U). (3.6)
Applying the classical Minty theorem tells us that dom (R+κI)−1 = X and that the mapping (R+
κI)−1 is Lipschitz continuous on X. Combining this with (3.6) gives us that V1 := (R+κI)(U)∩V
is a neighborhood of v¯. Moreover, it follows from (3.6) that T−1(v) = (R+ κI)−1(v) for all v ∈ V1.
Thus the localization S : V1 → U with gphS = gphT−1 ∩ (V1 × U) is single-valued and Lipschitz
continuous in V1. This justifies implication (i)=⇒(ii).
To prove now implication (ii)=⇒(iii), suppose that T is locally strongly monotone around
(x¯, v¯) and that T−1 admits a Lipschitz continuous single-valued localization ϑ relative to some
neighborhood V × U of (v¯, x¯). By shrinking U, V if necessary, we get that condition (3.3) is also
valid on this neighborhood U × V . For any (v1, u1), (v2, u2) ∈ gphϑ, observe from (3.3) that
‖v1 − v2 − 2κ(u1 − u2)‖2 = ‖v1 − v2‖2 − 4κ
[〈v1 − v2, u1 − u2〉 − κ‖u1 − u2‖2] ≤ ‖v1 − v2‖2,
which therefore justifies assertion (iii).
It remains to verify implication (iii)=⇒(i). Pick any (u1, v1), (u2, v2) ∈ gphT ∩ (U ×V ), where
V × U is the neighborhood of (v¯, x¯) on which T−1 admits a single-valued localization ϑ satisfying
(3.5). It tells us that u1 = ϑ(v1), u2 = ϑ(v2), and it follows from (3.5) that
0 ≤ ‖v1 − v2‖2 − ‖v1 − v2 − 2κ(u1 − u2)‖2 = 4κ
[〈v1 − v2, u1 − u2〉 − κ‖u1 − u2‖2].
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This clearly gives us the estimates
‖v1 − v2‖ · ‖u1 − u2‖ ≥ 〈v1 − v2, u1 − u2〉 ≥ κ‖u1 − u2‖2, (3.7)
which not only verify (3.3) but also show that ϑ is Lipschitz continuous in V with constant κ−1.
Then we deduce from [27, Lemma 2.1] that ϑ is maximal monotone relative to U × V , and so is T .
This justifies (i) and completes the proof of the equivalencies. The final consequence of the lemma
follows from (ii) by the definition of strong metric regularity. △
Next we establish the main result in this section, which provides a characterization of local
strong maximal monotonicity via the regular coderivative (2.4) for set-valued mappings in Hilbert
spaces. The first result in this direction turns back to [35, Theorem 2.1], where Poliquin and
Rockafellar obtained a necessary condition for the global maximal monotonicity in terms of the
limiting coderivative (2.5) in finite dimensions. More recently [6], Chieu and Trang established
necessary and sufficient coderivative conditions for global monotonicity and strong monotonicity
for single-valued and continuous mappings. Our result below gives a coderivative characterization
of local strong maximal monotonicity of general set-valued mappings.
Theorem 3.4 (regular coderivative characterization of local strong maximal mono-
tonicity of set-valued mappings). Let T : X → X be a set-valued mapping for which the
set gphT is locally closed around the point (x¯, v¯) ∈ gphT . The following are equivalent:
(i) T is locally strongly maximally monotone around (x¯, v¯) with modulus κ > 0.
(ii) T is hypomonotone around (x¯, v¯) and there exists η > 0 such that
〈z, w〉 ≥ κ‖w‖2 for all z ∈ D̂∗T (u, v)(w), (u, v) ∈ gphT ∩ IBη(x¯, v¯). (3.8)
The conditions in (ii) ensure the strong metric regularity of T around (x¯, v¯) with modulus κ−1.
Proof. We start with justifying (i)=⇒(ii). It is obvious that T is hypomonotone around (x¯, v¯)
when (i) is satisfied. By Lemma 3.3 there is a single-valued localization ϑ of T−1 relative to
some neighborhood V × U of (v¯, x¯) such that inequality (3.5) holds. Observe from (3.7), which
is a consequence of (3.5) by the proof of Lemma 3.3, that ϑ is Lipschitz continuous on V with
modulus κ−1. Fix η > 0 satisfying IBη(x¯, v¯) ⊂ U × V and pick any (u, v) ∈ gphT ∩ IBη(x¯, v¯) and
z ∈ D̂∗T (u, v)(w). With ε > 0 we find, by definition (2.4) of the regular coderivative, some number
δ > 0 such that IBδ(u, v) ⊂ U × V and that
ε(‖x− u‖+ ‖y − v‖) ≥ 〈z, x− u〉 − 〈w, y − v〉 for all (x, y) ∈ gphT ∩ IBδ(u, v). (3.9)
When t > 0 is sufficiently small, define ut := ϑ(vt) with vt := v + t(z − 2κw) ∈ V and get from the
local Lipschitz continuity of ϑ that (ut, vt) → (u, v) as t ↓ 0. Without loss of generality, suppose
that (ut, vt) ∈ IBδ(u, v) for all t > 0. Replacing (x, y) in (3.9) by (ut, vt) and using (3.5) yield
ε
(‖ut − u‖+ ‖vt − v‖) ≥ 〈z, ut − u〉 − 〈w, vt − v〉
= 〈t−1(vt − v) + 2κw, ut − u〉 − t〈w, z − 2κw〉
= t−1〈vt − v, ut − u〉+ 2κ〈w, ut − u〉 − t〈w, z〉 + 2tκ‖w‖2
≥ κt−1‖ut − u‖2 + 2κ〈w, ut − u〉 − t〈w, z〉 + 2tκ‖w‖2
≥ κt−1‖ut − u‖2 − 2κ‖w‖ · ‖ut − u‖+ tκ‖w‖2 − t〈w, z〉 + tκ‖w‖2
≥ −t〈z, w〉 + tκ‖w‖2.
(3.10)
Since ϑ is Lipschitz continuous on V with modulus κ−1, we have
ε
(‖ut − u‖+ ‖vt − v‖) = ε(‖ϑ(vt)− ϑ(v)‖+ ‖vt − v‖) ≤ ε(κ−1‖vt − v‖+ ‖vt − v‖)
= ε(κ−1 + 1)‖vt − v‖ = ε(κ−1 + 1)t‖z − 2κw‖,
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which together with (3.10) yields 〈z, w〉+ ε(κ−1+1)‖z− 2κw‖ ≥ κ‖w‖2, and so 〈z, w〉 ≥ κ‖w‖2 by
taking ε ↓ 0. This ensures (3.8) and thus completes the proof of (i)=⇒(ii).
To verify the converse implication (ii)=⇒(i), observe that by Lemma 3.3 we only need to show
that T−1 admits a Lipschitz continuous single-valued localization ϑ around (v¯, x¯), which satisfies
(3.5). It is done below in the following two claims.
Claim 1. T−1 admits a Lipschitz continuous localization ϑ around (v¯, x¯).
By choosing η > 0 to be sufficiently small, we may always assume that the set gphT ∩ IBη(x¯, v¯)
is closed and there is a number r > 0 such that
〈v1 − v2, x1 − x2〉 ≥ −r‖x1 − x2‖2 for all (x1, v1), (x2, v2) ∈ gphT ∩ IBη(x¯, v¯). (3.11)
Pick any s > r and define Js(u, v) := (v + su, u) for (u, v) ∈ X × X. Denote further Ws :=
Js(IBη(x¯, v¯)) and observe that intWs = Js(int IBη(x¯, v¯)) is a neighborhood of (v¯+ sx¯, x¯). It follows
from (3.11) that for all (v1, x1), (v2, x2) ∈ gph (T + sI)−1 ∩Ws := gphF we have
‖v1 − v2‖ · ‖x1 − x2‖ ≥ 〈v1 − v2, x1 − x2〉 ≥ (s− r)‖x1 − x2‖2, (3.12)
which implies that the localization F of (T + sI)−1 is single-valued. Taking any (v, u) ∈ gphF ∩
(intWs) and w ∈ D̂∗F (v, u)(z), we get that w ∈ D̂∗(T + sI)−1(v, u)(z) and that −z ∈ D̂∗(T +
sI)(u, v)(−w). It follows from the coderivative sum rule [26, Theorem 1.62] that −z + sw ∈
D̂∗T (u, v − su)(−w). Since (u, v − su) = J−1s (u, v) ∈ J−1s (intWs) = int IBη(x¯, v¯), we deduce from
(3.8) that 〈−z + sw,−w〉 ≥ κ‖w‖2, and thus
‖z‖ · ‖w‖ ≥ 〈z, w〉 ≥ (κ+ s)‖w‖2. (3.13)
To proceed further, for any z ∈ IB define the extended-real-valued function
fz(v) :=
{ 〈z, F (v)〉 if v ∈ domF,
∞ otherwise. (3.14)
Since gphT ∩IBη(x¯, v¯) is closed in X×X, it is easy to see that gphF is also closed on X×X. Let us
show that fz is l.s.c. on X. Arguing by contradiction, suppose that there exist ε > 0 and a sequence
vk converging to some v ∈ X such that fz(vk) < f(v)− ε. If fz(v) = ∞, then we have v /∈ domF
while vk ∈ domF . It follows from (3.12) that ‖F (vk)− F (vj)‖ ≤ (s− r)−1‖vk − vj‖, and so F (vk)
is a Cauchy sequence. Hence the sequence (vk, F (vk)) ∈ gphF converges to (v, x) ∈ gphF due to
the closedness of gphF , which implies that F (v) = x and contradicts v /∈ domF . If fz(v) < ∞,
then (3.12) ensures that ‖F (vk)− F (v)‖ ≤ (s− r)‖vk − v‖ → 0, which contradicts fz(vk)→ fz(v).
Fix now a positive number δ < η3 and pick any (ui, vi) ∈ gphT ∩ IBδ(x¯, v¯), i = 1, 2. Then
we have (yi, ui) ∈ gphF with yi := vi + sui. Choosing ε ∈ (0, δ) and applying the mean value
inequality [26, Corollary 3.50] to the l.s.c. function fz give us that
|fz(y1)− fz(y2)| ≤ ‖y1 − y2‖ sup
{‖w‖ ∣∣ w ∈ ∂̂〈z, F 〉(y), y ∈ [y1, y2] + εIB}, (3.15)
where [y1, y2] := {ty1 + (1 − t)y2| t ∈ [0, 1]}. For any y ∈ domF ∩
(
[y1, y2] + εIB
)
there are some
t ∈ [0, 1] and y0 ∈ εIB such that y = ty1 + (1− t)y2 + y0. It follows from (3.12) that
‖y − v¯ − sx¯‖ = ‖ty1 + (1− t)y2 + y0 − v¯ − sx¯‖
= ‖t(y1 − v¯ − sx¯) + (1− t)(y2 − v¯ − sx¯) + y0‖
= ‖t(v1 + su1 − v¯ − sx¯) + (1− t)(v2 + su2 − v¯ − sx¯) + y0‖
≤ t(‖v1 − v¯‖+ s‖u1 − x¯‖)+ (1− t)(‖v2 − v¯‖+ s‖u2 − x¯‖)+ ‖y0‖
≤ t(δ + sδ) + (1− t)(δ + sδ) + ε = (1 + s)δ + ε < (2 + s)δ.
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We easily get from the latter estimate and (3.12) that
‖F (y) − x¯‖ = ‖F (y) − F (v¯ + sx¯)‖ ≤ (s− r)−1‖y − v¯ − sx¯‖ ≤ (s− r)−1(2 + s)δ. (3.16)
Furthermore, it follows from the above that
‖y − sF (y)− v¯‖ = ‖y − v¯ − sx¯− s(F (y)− x¯)‖ ≤ ‖y − x¯− sx¯‖+ s‖F (y)− v¯‖
≤ (2 + s)δ + s(s− r)−1(2 + s)δ. (3.17)
By choosing δ sufficiently small, we get from (3.16) and (3.17) that J−1s (y, F (y)) = (F (y), y −
sF (y)) ∈ int IBη(x¯, v¯), which yields (y, F (y)) ∈ Js
(
int IBη(x¯, v¯)
)
= intWs. Moreover, note that
∂̂〈z, F 〉(y) ⊂ D̂∗F (y)(z) = D̂∗F (y, F (y))(z).
Since (y, F (y)) ∈ gph (T + sI)−1 ∩ intWs, we have D̂∗F (y, F (y))(z) = D̂∗(T + sI)−1(y, F (y))(z).
This together with (3.15), (3.14), and (3.13) shows that
|〈z, F (y1)− F (y2)〉| = |fz(y1)− fz(y2)| ≤ ‖y1 − y2‖ · (κ+ s)−1‖z‖ for all z ∈ IB.
It allows us to conclude that
‖u1 − u2‖ = ‖F (y1)− F (y2)‖ ≤ (κ+ s)−1‖y1 − y2‖ = (κ+ s)−1‖v1 + su1 − v2 − su2‖,
which implies in turn the inequality
(κ+ s)‖u1 − u2‖ ≤ ‖(v1 − v2) + s(u1 − u2)‖ ≤ ‖v1 − v2‖+ s‖u1 − u2‖.
Thus we arrive at the estimate
κ‖u1 − u2‖ ≤ ‖v1 − v2‖ for all (u1, v1), (u2, v2) ∈ gphT ∩ IBδ(x¯, v¯). (3.18)
It remains to check that the inverse mapping T−1 admits a Lipschitzian localization around
(v¯, x¯). Observe to this end from (3.8) that
‖z‖ ≥ κ‖w‖ for all z ∈ D̂∗T (u, v)(w), (u, v) ∈ gphT ∩ IBη(x¯, v¯).
It follows from the regular coderivative criterion in [26, Theorem 4.7] that T−1 is Lipschitz-like
around (v¯, x¯) with some modulus ℓ > 0. By definition (2.6) we find ν > 0 such that the inclusion
IBℓν(x¯)× IBν(v¯) ⊂ IBδ(x¯, v¯) holds and that
x¯ ∈ T−1(v) + ℓ‖v − v¯‖ for all v ∈ IBν(v¯),
which implies in turn that T−1(v) ∩ int IBℓν(x¯) 6= ∅ for all v ∈ int IBν(v¯). Defining finally the
mapping ϑ from int IBν(v¯) to int IBℓν(x¯) by gphϑ := gphT
−1 ∩ (int IBν(v¯) × int IBℓν(x¯)), we have
domϑ = int IBν(v¯), and it follows from (3.18) that ϑ is single-valued. This together with (3.18)
shows that ϑ is locally Lipschitz continuous with modulus κ.
Claim 2. The single-valued localization ϑ of T−1 defined in Claim 1 satisfies inequality (3.5).
For any z ∈ IB we define ξz(v) := 〈z, v − 2κϑ(v)〉, v ∈ IBν(v¯). Fix α, β > 0 with α+ β < ν and
v1, v2 ∈ IBα(v¯). Similarly to (3.15) we get from the mean value inequality [26, Corollary 3.50] that
|ξz(v1)− ξz(v2)| ≤ ‖v1 − v2‖ sup
{‖w‖ ∣∣ w ∈ ∂̂ξz(v), v ∈ [v1, v2] + βIB}. (3.19)
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Since v ∈ int IBν(v¯) for each v ∈ [v1, v2] + βIB, it tells us that
w ∈ ∂̂ξz(v) ⊂ z − 2κD̂∗ϑ(v)(z) = z − 2κD̂∗T−1(v)(z),
which yields (2κ)−1(z − w) ∈ D̂∗T−1(v)(z), or equivalently −z ∈ D̂∗T (ϑ(v), v)((2κ)−1(w − z)).
Then we deduce from (3.8) the inequality
〈−z, (2κ)−1(w − z)〉 ≥ k‖(2κ)−1(w − z)‖2,
which implies in turn that ‖w‖ ≤ ‖z‖. This together with (3.19) ensures that
|ξz(v1)− ξz(v2)| ≤ ‖v1 − v2‖ · ‖z‖ for all z ∈ IB.
Remembering the definition of ξz, we arrive at the estimate
‖v1 − v2 − 2κ(ϑ(v1)− ϑ(v2))‖ ≤ ‖v1 − v2‖ whenever v1, v2 ∈ IBα(v¯),
which verifies (3.5) and thus justifies Claim 2. This completes the proof of the theorem by combining
the results given in Claim 1 and Claim 2. △
Note that the aforemention strong metric regularity of T can be characterized by using the
strict graphical derivative in finite-dimensions; see [41, Definition 9.53 and Theorem 9.54]. Our
result above provides a verifiable sufficient condition (3.8) for this property in terms of the regular
coderivative under the hypomonotonicity assumption. However, the main trust of Theorem 3.4 is a
characterizations of the local strong maximal monotonicity property, which significantly supersedes
strong metric regularity and is needed in what follows.
Next we derive from Theorem 3.4 a pointwise characterization of the local strong maximal
monotonicity property for single-valued Lipschitzian mappings in finite-dimensional spaces via the
limiting coderivative (2.5). This is actually a natural extension of the classical result stated that a
C1-smooth mapping F : IRn → IRn is locally strongly monotone around x¯ provided that ∇F (x¯) is
positive-definite. Note further that in the latter case the local maximality and hypomonotonicity
of F are automatic due to the Lipschitz continuity of this mapping.
Corollary 3.5 (limiting coderivative characterization of local strong monotonicity for
Lipschitz continuous mappings). Let X be a finite-dimensional space, and let T : X → X be a
single-valued mapping Lipschitz continuous around x¯ ∈ domT . The following are equivalent:
(i) T is locally strongly monotone around (x¯, T (x¯)).
(ii) D∗T (x¯) is positive-definite in the sense that
〈z, w〉 > 0 whenever z ∈ D∗T (x¯)(w), w 6= 0. (3.20)
Proof. It suffices to check that condition (3.20) is equivalent to (3.8) under the assumptions made.
By passing to the limit it is easy to derive implication (3.8)=⇒(3.20). To justify the converse
implication, we argue by contradiction and suppose that (3.20) is satisfied while (3.8) is not. This
gives us a sequence (uk, zk, wk) such that uk → x¯, zk ∈ D̂∗T (uk)(wk), and 〈zk, wk〉 < 1k‖wk‖2, which
implies that wk 6= 0. Define further w¯k := wk‖wk‖ and z¯k :=
zk
‖wk‖
. Since T is Lipschitz continuous
around x¯ with some modulus ℓ, we have ‖z¯k‖ ≤ ℓ‖w¯k‖ = ℓ for sufficiently large k. By passing to
subsequences, assume without loss of generality that w¯k → w¯ with ‖w¯‖ = 1 and z¯k → z¯ as k →∞.
It follows from definition (2.5) of the limiting coderivative that z¯ ∈ D∗T (x¯)(w¯). Furthermore, by
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〈z¯k, w¯k〉 < 1k we get the inequality 〈z¯, w¯〉 ≤ 0, which contradicts the positive-definiteness condition
(3.20) and thus completes the proof of the corollary. △
As a direct consequence of Corollary 3.5, observe that condition (3.20) is sufficient for the strong
metric regularity of T around (x¯, T (x¯)). It has been proved by Kummer [18] that the latter property
can be characterized by using Thibault’s strict derivative [43]. To this end we emphasize again that
our positive-definiteness coderivative criterion (3.20) characterizes essentially more specific property
of local strong maximal monotonicity of our main interest here.
Finally in this section, we formulate a conjecture for which the affirmative answer is achieved
in the cases presented in Corollary 3.5 as well as in Corollary 4.8 given in the next section.
Conjecture 3.6 (limiting coderivative characterization of local strong maximal mono-
tonicity for set-valued mappings). Let X be a finite-dimensional space, and let T : X → X be
a set-valued mapping with closed graph around (x¯, v¯) ∈ gphT . The following are equivalent:
(i) T is locally strongly maximally monotone around (x¯, v¯).
(ii) T is hypomonotone around (x¯, v¯) and D∗T (x¯, v¯) is positive-definite in the sense that
〈z, w〉 > 0 whenever z ∈ D∗T (x¯, v¯)(w), w 6= 0. (3.21)
Note that implication (i)=⇒(ii) of this conjecture follows from Theorem 3.4 by using the limiting
procedure. However, the converse implication would be more interesting. In Corollary 4.8 the reader
can find the justification of this conjecture in the important set-valued case including subgradient
mappings generated by a major and fairly broad class of extended-real-valued functions.
4 Characterizations of Full Stability in Variational Systems
In this section we turn to the main subject of the paper concerning full quantitative stability of the
parametric variational systems (PVS) given by
v ∈ f(x, p) + ∂xg(x, p) for x ∈ X, p ∈ P (4.1)
with the Hilbert decision space X and the metric parameter space (P, d), where f : X × P → X,
g : X×P → IR, and ∂xg stands for the partial limiting subdifferential of the function g with respect
to the variable x. Denote gp(·) := g(·, p) and observe that ∂xg(x, p) = ∂gp(x) for all (x, p) ∈ X×P .
Fix v¯ ∈ f(x¯, p¯) + ∂xg(x¯, p¯) and consider the solution map S : X × P → X to (4.1) defined by
S(v, p) :=
{
x ∈ X∣∣ v ∈ f(x, p) + ∂xg(x, p)} with x¯ ∈ S(v¯, p¯). (4.2)
The underlying goal of this section is to introduce and efficiently characterize the following new
notions of Ho¨lderian and Lipschitzian full stability for PVS (4.1).
Definition 4.1 (Ho¨lderian and Lipschitzian full stability of parametric variational sys-
tems). Given x¯ ∈ S(v¯, p¯) from (4.2), we say that:
(i) x¯ is a Ho¨lderian fully stable solution to PVS (4.1) corresponding to the parameter pair
(v¯, p¯) if the solution map (4.2) admits a single-valued localization ϑ relative to some neighborhood
V ×Q× U of (v¯, p¯, x¯) such that for any (v1, p1), (v2, p2) ∈ V ×Q we have∥∥(v1 − v2)− 2κ[ϑ(v1, p1)− ϑ(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ ℓd(p1, p2) 12 (4.3)
with some positive constants κ and ℓ.
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(ii) x¯ is a Lipschitzian fully stable solution to PVS (4.1) corresponding to the parameter
pair (v¯, p¯) if the solution map (4.2) admits a single-valued localization ϑ relative to some neighbor-
hood V ×Q× U of (v¯, p¯, x¯) such that for any (v1, p1), (v2, p2) ∈ V ×Q we have∥∥(v1 − v2)− 2κ[ϑ(v1, p1)− ϑ(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ ℓd(p1, p2) (4.4)
with some positive constants κ and ℓ.
It is easy to see that the stability notions defined above imply the local single-valuedness and
Lipschitz (resp. Ho¨lder) continuity of the solution map S, which are conventional definitions of
quantitative stability of perturbed variational systems discussed, e.g., in [21, 22, 37, 39, 44] for the
Lipschitzian case and in [45] for the Ho¨lderian one. However, full stability from Definition 4.1 is
much stronger than these conventional notions even in very simple settings. Consider, e.g., g = 0
and f : IR2 → IR2 in (4.1) given by f(x) := (x1,−x2). It is obvious that f−1 is single-valued and
Lipschitz continuous around (0, 0) while the Lipschitzian full stability property (4.4) fails.
More generally, we can observe to this end that when the basic parameter p is omitted in (4.1),
both stability conditions (4.3) and (4.4) reduce to the one in (3.5), which is equivalent to the
local strong maximal monotonicity of the mapping T := f + ∂g by Lemma 3.3. Thus for g = 0
and f = f(x) the full stability conditions of Definition 4.1 amount to saying that f is strongly
monotone around x¯, which essentially supersedes the Lipschitz continuity of its inverse. We will see
in what follows that the methods developed in Section 3 to characterize this monotonicity concept,
particularly Theorem 3.4 and its proof, play a crucial role in deriving efficient second-order criteria
for the full stability notions from Definition 4.1.
Furthermore, it will be shown below that the introduced notions of full stability for PVS (4.1)
are equivalent in the case of f = 0 to the corresponding full stability definitions for local minimizers
associated with g : X × P → IR, which are initiated in [20] for the Lipschitzian version and then
extended in [27] to Ho¨lderian full stability in optimization. Let us recall these definitions.
We say that x¯ ∈ X is a Lipschitzian fully stable local minimizer associated with g : X ×P → IR
relative to p¯ ∈ P with (x¯, p¯) ∈ dom g and some “tilt” parameter v¯ ∈ X if there exist positive
numbers κ, ℓ, γ and a neighborhood V ×Q of (v¯, p¯) such that the argminimum mapping
(v, p) 7→Mγ(v, p) := argmin
{
g(x, p)− 〈v, x〉∣∣ x ∈ IBγ(x¯)}
is single-valued on V ×Q with Mγ(v¯, p¯) = x¯ and satisfies the Lipschitz condition
‖Mγ(v1, p1)−Mγ(v2, p2)‖ ≤ κ‖v1 − v2‖+ ℓd(p1, p2) for all v1, v2 ∈ V, p1, p2 ∈ Q. (4.5)
The point x¯ is a Ho¨lderian fully stable local minimizer associated to of g relative to p¯ and v¯
if there exist positive numbers κ, ℓ, γ such that the argminimum mapping Mγ is single-valued on
some neighborhood V ×Q of (v¯, p¯) with Mγ(v¯, p¯) = x¯ and satisfies the condition
‖Mγ(v1, p1)−Mγ(v2, p2)‖ ≤ κ‖v1 − v2‖+ ℓd(p1, p2)
1
2 for all v1, v2 ∈ V, p1, p2 ∈ Q. (4.6)
These notions have studied intensively in both Lipschitzian [20, 30, 31, 32] and Ho¨lderian [27, 28]
cases for various constrained optimization problems in finite and infinite dimensions with deriving
second-order characterizations of fully stable local minimizers therein.
We can see that definitions (4.5) and (4.6) of full stability for local minimizers are formulated
differently in comparison with our new Definition 4.1 of full stability for parametric variational sys-
tems; the former ones essentially exploit specific features of scalar optimization. The equivalence
between these types of full stability in the optimization framework is a nontrivial fact that follows
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from the criteria of full stability for parametric variational systems obtained below and those es-
tablished earlier for local minimizers. In this way, the full stability conditions in Definition 4.1 can
be treated as new full stability characterizations for local minimizers in parametric optimization.
On the other hand, the derivation of the full stability criteria for parametric variational systems
given below includes the construction (by using the coderivative conditions for local strong maximal
monotonicity from Section 3 and advanced techniques of nonsmooth variational analysis) of aux-
iliary problems of extended-real-valued optimization and employing second-order characterizations
of fully stable local minimizers; see the proof of Theorem 4.2.
To proceed with the formulation and proof of our main result in this section, we first specify
the class of functions g from (4.1) used in our analysis. In fact, it is the major and fairly large
collection of extended-real-valued functions employed in second-order variational analysis and para-
metric optimization. In the parametric framework this class of functions has been defined in [20]
by extending the corresponding nonparametric versions widely used in variational analysis, opti-
mization, and their applications in both finite and infinite dimensions; see, e.g., [3, 34, 41] and the
references therein. Given g : X × P → IR finite at (x¯, p¯) with v̂ := v¯ − f(x¯, p¯) ∈ ∂xg(x¯, p¯), we say
following [20] that g is prox-regular in x at x¯ for v̂ with compatible parameterization by p at p¯ if
there are neighborhoods U of x¯, V of v̂, and Q of p¯ along with numbers ε > 0 and r > 0 such that
g(x, p) ≥ g(u, p) + 〈v, x− u〉 − r2‖x− u‖2 for all x ∈ U,
when v ∈ ∂xg(u, p) ∩ V, u ∈ U, p ∈ Q, and g(u, p) ≤ g(x¯, p¯) + ε. (4.7)
Further, g is subdifferentially continuous in x at x¯ for v̂ with compatible parameterization by p
at p¯ if the mapping (x, p, v) 7→ f(x, p) is continuous relative to the subdifferential graph gph ∂xg
at (x¯, p¯, v̂). For simplicity we call g to be parametrically continuously prox-regular at (x¯, p¯) for v̂
when g is simultaneously prox-regular and subdifferentially continuous at x¯ for v̂ with compatible
parameterization by p at p¯. In this case inequality “g(u, p) ≤ g(x¯, p¯) + ε” can be omitted in (4.7).
Throughout this section we impose the following standing assumptions on the data of (4.1):
(A1) f is differentiable with respect to x around (x¯, p¯) uniformly in x and the partial Jacobian
∇xf is continuous at (x¯, p¯). Furthermore, f is Lipschitz continuous with respect to p uniformly in
x around (x¯, p¯), i.e., there exist a neighborhood U ×Q of (x¯, p¯) and a constant L > 0 such that
‖f(x, p1)− f(x, p2)‖ ≤ Ld(p1, p2) for all x ∈ U, p1, p2 ∈ Q. (4.8)
(A2) g is parametrically continuously prox-regular at (x¯, p¯) for v̂.
(A3) The following basic constraint qualification (BCQ) holds at (x¯, p¯):
the mapping p 7→ epi g(·, p) is Lipschitz-like around (p¯, (x¯, g(x¯, p¯))). (4.9)
Note that assumption (A1) for f is classical in the study of generalized equations and turns
back to the landmark paper by Robinson [37]. It easily follows from the mean value theorem that
such a mapping f is also Lipschitz continuous around (x¯, p¯), i.e., with no change the notation in
comparison with (4.8), there exist a neighborhood U ×Q of (x¯, p¯) and a constant L > 0 for which
‖f(x1, p1)− f(x2, p2)‖ ≤ L
[‖x1 − x2‖+ d(p1, p2)] whenever (x1, p1), (x2, p2) ∈ U ×Q. (4.10)
Observe also that in the case when both spaces X and P are finite-dimensional, BCQ from (A3)
can be equivalently described by the implication
(0, q) ∈ ∂∞g(x¯, p¯) =⇒ q = 0, (4.11)
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which follows from the coderivative criterion (2.7) for the Lipschitz-like property of the epigraphical
mapping in (4.9); see [20]. It is shown in Sections 5 and 6 that both assumptions (A2) and (A3)
naturally hold for important special classes of parametric variational systems in finite and infinite
dimensions. It is worth also mentioning furthermore that when the parameter p is not present, we
have assumption (A3) to fulfill automatically, (A1) means that f is continuously differentiable
around x¯, and (A2) reduces to the continuous prox-regularity of g at x¯ for v̂.
Now we are ready to formulate the main results of this section giving a second-order character-
ization of Ho¨lder full stability for general parametric variational systems in Hilbert spaces.
Theorem 4.2 (second-order characterization of Ho¨lderian full stability for PVS). Let
x¯ ∈ S(v¯, p¯) from (4.2) under our standing assumptions. Consider the following two statements:
(i) x¯ is a Ho¨lderian fully stable solution of PVS (4.1) corresponding to the parameter pair (v¯, p¯)
with the moduli κ, ℓ > 0 taken from (4.3).
(ii) There exist numbers η, κ0 > 0 such that whenever (u, p, v) ∈ gph ∂xg ∩ IBη(x¯, p¯, v¯) we have
〈∇xf(x¯, p¯)w,w〉 + 〈z, w〉 ≥ κ0‖w‖2 for all z ∈ (D̂∗∂gp)(u, v)(w), w ∈ X. (4.12)
Then (i) implies (ii) with constant κ0 that can be chosen smaller than but arbitrarily close to κ.
Conversely, the validity of (ii) ensures that (i) holds, where κ can be chosen smaller but arbitrarily
close to κ0. Consequently, (4.12) implies that the solution map (4.2) admits a single-valued and
Ho¨lder continuous localization ϑ relative to a neighborhood V × Q × U of (v¯, p¯, x¯), i.e., for any
(v1, p1), (v2, p2) ∈ V ×Q we have
∥∥ϑ(v1, p1)− ϑ(v2, p2)∥∥ ≤ 1
κ
‖v1 − v2‖+ ℓ
2κ
d(p1, p2)
1
2 . (4.13)
As significant steps in the proof of Theorem 4.2, we begin with deriving the following two
lemmas, which are of their own interest while being largely employed in the subsequent parts of
this section. The first lemma establishes a certain “time propagation” of the aforementioned full
stability properties in the case of linearized PVS of type (4.1).
Lemma 4.3 (propagation of full stability for linearized PVS). Denote A := ∇xf(x¯, p¯) and
consider the one-parametric family of operators
At :=
1
2
(
A+A∗
)
+ tB with B := A−A∗ and t ≥ 0,
where A∗ is the adjoint operator of A. Define further the set-valued mapping Gt : X × P → X by
Gt(v, p) :=
{
x ∈ X∣∣ v ∈ f(x¯, p¯) +At(x− x¯) + ∂xg(x, p)} for all (v, p) ∈ X × P. (4.14)
The following two assertions are satisfied:
(i) Suppose that Gτ for some τ ≥ 0 has a single-valued localization ϑτ relative to a neighborhood
V ×Q× U of (v¯, p¯, x¯) such that for any (v1, p1), (v2, p2) ∈ V ×Q we have∥∥(v1 − v2)− 2κ[ϑτ (v1, p1)− ϑτ (v2, p2)]∥∥ ≤ ‖v1 − v2‖+ ℓd(p1, p2) 12 (4.15)
with some ℓ > 0. Then Gt also admits a single-valued localization ϑt relative to a neighborhood
V1 ×Q1 × U1 ⊂ V ×Q× U of (v¯, p¯, x¯) such that for any (v1, p1), (v2, p2) ∈ V1 ×Q1 we have∥∥(v1 − v2)− 2κ[ϑt(v1, p1)− ϑt(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ 2ℓd(p1, p2) 12 (4.16)
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whenever t ∈ [τ, τ + κ2‖B‖) under the convention that 1/0 :=∞.
(ii) Suppose that Gτ for some τ ≥ 0 has a single-valued localization ϑτ relative to a neighborhood
V ×Q× U of (v¯, p¯, x¯) such that for any (v1, p1), (v2, p2) ∈ V ×Q we have∥∥(v1 − v2)− 2κ[ϑτ (v1, p1)− ϑτ (v2, p2)]∥∥ ≤ ‖v1 − v2‖+ ℓd(p1, p2) (4.17)
with some ℓ > 0. Then Gt also admits a single-valued localization ϑt relative to a neighborhood
V1 ×Q1 × U1 ⊂ V ×Q× U of (v¯, p¯, x¯) satisfying the condition∥∥(v1 − v2)− 2κ[ϑt(v1, p1)− ϑt(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ 2ℓd(p1, p2) (4.18)
for any (v1, p1), (v2, p2) ∈ V1 ×Q1, provided that t ∈
[
τ, τ + κ2‖B‖
)
under the convention above.
Proof. To justify assertion (i), observe first from (4.15) that
2κ‖ϑτ (v1, p1)− ϑτ (v2, p2)‖ − ‖v1 − v2‖ ≤ ‖v1 − v2‖+ ℓd(p1, p2) 12
for all (v1, p1), (v2, p2) ∈ V ×Q. This clearly implies the estimate
‖ϑτ (v1, p1)− ϑτ (v2, p2)‖ ≤ ℓ1‖v1 − v2‖+ ℓ2d(p1, p2)
1
2 with ℓ1 :=
1
κ
, ℓ2 :=
ℓ
2κ
. (4.19)
Fixing t ∈ [τ, τ + κ2‖B‖) from the formulation of the lemma, we obviously get ε := r(1 − ℓ1(t −
τ)‖B‖) ∈ (0, r] for any r > 0. Choose now r > 0 so small that IBrℓ1(x¯) ⊂ U , IBr(v¯) ⊂ V , and
IBs(p¯) ⊂ Q with s := ε
2ℓ21
4ℓ22
. Define the mapping ϑt by
gphϑt := gphGt ∩
(
V1 ×Q1 × U1)
with V1 := int IB ε
2
(v¯) ⊂ IBr(v¯) ⊂ V , Q1 := int IBs(p¯) ⊂ Q, U1 = int IBrℓ1(x¯) ⊂ U and show that it
is single-valued. To proceed, for arbitrary parameters v ∈ V1 and p ∈ Q1 we form the single-valued
mapping T : IBrℓ1(x¯)→ X by
T (x) := ϑτ
(
v − (t− τ)B(x− x¯), p) for all x ∈ IBrℓ1(x¯) (4.20)
and claim that T has the full domain domT = IBrℓ1(x¯). Indeed, it is easy to see that
‖v− (t− τ)B(x− x¯)− v¯‖ ≤ ‖v− v¯‖+(t− τ)‖B‖ · ‖x− x¯‖ < ε+(t− τ)rℓ1‖B‖ = r for x ∈ IBrℓ1(x¯),
which amounts to v − (t − τ)B(x − x¯) ∈ IBr(v¯) ⊂ V . We get from the definition of ϑτ that the
values T (x) = ϑτ (v − (t − τ)B(x − x¯), p) are well defined, and thus domT = IBrℓ1(x¯). Observe
further that u ∈ ϑt(v, p) if and only if u = T (u), i.e., u is a fixed point of (4.20). Moreover, the
Ho¨lder continuity of ϑτ in (4.19) yields the estimates
‖T (x¯)− x¯‖ = ‖ϑτ (v, p)−ϑτ (v¯, p¯)‖ ≤ ℓ1‖v− v¯‖+ ℓ2d(p, p¯)
1
2 <
ℓ1ε
2
+ ℓ2s
1
2 =
ℓ1ε
2
+
ℓ1ε
2
= ℓ1ε. (4.21)
It follows from (4.19) that for any x1, x2 ∈ IBrℓ1(x¯) we have
‖T (x1)− T (x2)‖ = ‖ϑτ (v − (t− τ)B(x1 − x¯), p)− ϑτ (v − (t− τ)B(x2 − x¯), p)‖
≤ ℓ1(t− τ)‖B(x1 − x2)‖ ≤ ℓ1(t− τ)‖B‖ · ‖x1 − x2‖. (4.22)
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Pick now any x ∈ IBrℓ1(x¯) and deduce from (4.21) and (4.22) that
‖T (x)− x¯‖ ≤ ‖T (x) − T (x¯)‖+ ‖T (x¯)− x¯‖ < ℓ1(t− τ)‖B‖ · ‖x− x¯‖+ ℓ1ε
≤ ℓ1(t− τ)‖B‖rℓ1 + ℓ1r(1− ℓ1(t− τ)‖B‖) = rℓ1. (4.23)
Since ℓ1(t−τ)‖B‖ < 1 due to the choice of t, this allows us to apply the classical contraction princi-
ple to the mapping T satisfying (4.22) and (4.23) and thus to find a unique point u ∈ IBrℓ1(x¯) with
T (u) = u. It follows from (4.23) that u ∈ U1. Thus ϑt(v, p) is a singleton whenever (v, p) ∈ V1×Q1.
To complete the proof of (i), it remains to show that ϑt satisfies (4.16). Indeed, picking any
(vi, pi) ∈ V1 ×Q1 and denoting ui := ϑt(vi, pi), i = 1, 2, we have ui = ϑτ (vi − (t− τ)B(ui − x¯), pi).
Define also u3 := ϑt(v1, p2), which means that u3 = ϑτ (v1− (t− τ)B(u3− x¯), p2). Employing (4.15)
for two pairs (v1 − (t− τ)B(u3 − x¯), p2) and (v2 − (t− τ)B(u2 − x¯), p2) yields
‖v1 − v2 − (t− τ)B(u3 − u2)− 2κ(u3 − u2)‖ ≤ ‖v1 − v2 − (t− τ)B(u3 − u2)‖,
which ensures in turn the conditions
0 ≥ 4κ2‖u3 − u2‖2 − 4κ〈v1 − v2 − (t− τ)B(u3 − u2), u3 − u2〉
= 4κ2‖u3 − u2‖2 − 4κ〈v1 − v2, u3 − u2〉+ 4κ(t− τ)〈B(u3 − u2), u3 − u2〉
= 4κ2‖u3 − u2‖2 − 4κ〈v1 − v2, u3 − u2〉
= ‖v1 − v2 − 2κ(u3 − u2)‖2 − ‖v1 − v2‖2,
where the second equality is valid since for any x ∈ X we have
〈Bx, x〉 = 〈Ax, x〉 − 〈A∗x, x〉 = 〈x,A∗x〉 − 〈A∗x, x〉 = 0.
This gives us the norm relationship
‖v1 − v2‖ ≥ ‖v1 − v2 − 2κ(u3 − u2)‖. (4.24)
Then using (4.15) for two pairs (v1 − (t− τ)B(u1 − x¯), p1) and (v1 − (t− τ)B(u3 − x¯), p2) yields
‖ − (t− τ)B(u1 − u3)− 2κ(u1 − u3)‖ ≤ ‖(t− τ)B(u1 − u3)‖+ ℓd(p1, p2)
1
2
with noting again that ϑτ (v1−(t−τ)B(u1−x¯), p1) = ϑ(v1, p1) = u1 and ϑτ (v1−(t−τ)B(u3−x¯), p2) =
ϑt(v1, p2) = u3. Thus we arrive at the lower distance estimate
ℓd(p1, p2)
1
2 ≥ 2(κ − (t− τ)‖B‖)‖u1 − u3‖ ≥ κ‖u1 − u3‖,
where the last inequality is due to the choice of t. This tells us together with (4.24) that
‖v1 − v2‖ ≥ ‖v1 − v2 − 2κ(u1 − u2)‖ − 2κ‖u1 − u3‖
≥ ‖v1 − v2 − 2κ(u1 − u2)‖ − 2ℓd(p1, p2)
1
2 .
It verifies (4.16) and completes the proof of (i).
The proof of (ii) is quite similar. The only differences needed therein are the change of the
neighborhood Q1 above and the replacement of d(p1, p2)
1
2 by d(p1, p2). Now we choose Q1 :=
int IBs(p¯) ⊂ Q with s := εℓ12ℓ2 for r > 0 sufficiently small. This allows us to show that the mapping
T in (4.20) also satisfies (4.21), (4.22), and (4.23) for any v ∈ V1 and p belonging to the new
neighborhood Q1. The rest of the proof follows the lines in the proof of (i). △
The next lemma shows how to pass, after the parameter propagation of Lemma 4.3, from
single-valued localizations of the linearized variational systems G1/2 from (4.14) satisfying (4.15)
and (4.17) to the corresponding single-valued localizations of the solution map S to the original
PVS (4.1). The linearization results of this type go back to Robinson [37] in the case of local
Lipschitz continuity for generalized equations with parameter-independent set-valued parts.
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Lemma 4.4 (single-valued localizations of solutions maps to nonlinear PVS). In the
setting of Lemma 4.3 the following assertions hold:
(i) Consider the mapping Gτ from (4.14) with τ =
1
2 and suppose that it admits a single-
valued localization ϑτ relative to a neighborhood V ×Q× U of (v¯, p¯, x¯) satisfying (4.15) with some
moduli κ, ℓ > 0. Then for any ε ∈ (0, κ) the solution map S from (4.2) also admits a single-valued
localization ϑ relative to some neighborhood V1×Q1×U1 ⊂ V ×Q×U of (v¯, p¯, x¯) such that whenever
(v1, p1), (v2, p2) ∈ V1 ×Q1 we have the estimate∥∥v1 − v2 − 2(κ − ε)[ϑ(v1, p1)− ϑ(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ (ℓ+ 2L√2ε)d(p1, p2) 12 , (4.25)
where the Lipschitz constant L > 0 is taken from (4.8).
(ii) Suppose that in the setting of (i) the mapping Gτ with τ =
1
2 has a single-valued localization
ϑτ relative to a neighborhood V × Q × U of (v¯, p¯, x¯) satisfying (4.17) with moduli κ, ℓ > 0. Then
for any ε ∈ (0, κ) the solution map S also admits a single-valued localization ϑ relative to some
neighborhood V1 ×Q1 × U1 ⊂ V ×Q× U of (v¯, p¯, x¯) such that we have∥∥v1 − v2 − 2(κ− ε)[ϑ(v1, p1)− ϑ(v2, p2)]∥∥ ≤ ‖v1 − v2‖+ (ℓ+ 2L)d(p1, p2) (4.26)
for all pairs (v1, p1) and (v2, p2) from V1 ×Q1.
Proof. To justify (i), assume that Gτ with τ =
1
2 in (4.14) admits a single-valued localization ϑτ
relative to a neighborhood V ×Q×U of (v¯, p¯, x¯) satisfying (4.15) with some moduli κ, ℓ > 0. Thus
we also have the Holder continuity of ϑτ in (4.19) with ℓ1 :=
1
κ and ℓ2 :=
ℓ
2κ . Furthermore, observe
from the construction of Gτ in (4.14) and the structure of Aτ that
Gτ (v, p) =
{
x ∈ X∣∣ v ∈ f(x¯, p¯) +A(x− x¯) + ∂xg(x, p)} whenever (v, p) ∈ X × P.
Define r(x, p) := f(x¯, p¯) + A(x − x¯) − f(x, p) for all (x, p) ∈ X × P and note that x ∈ S(v, p)
if and only if x ∈ Gτ (v + r(x, p), p). It follows from the standing assumption (A1) that for any
ε ∈ (0, κ) = (0, ℓ−11 ) there exist ρ, η ∈ (0, ε) with IBρ(x¯) × IBη(v¯) × IBη(p¯) ⊂ U × V ×Q such that
v + r(x, p) ∈ U for (x, v, p) ∈ IBρ(x¯)× IBη(v¯)× IBη(p¯) and that
‖f(x1, p)− f(x2, p)−A(x1 − x2)‖ ≤ ε‖x1 − x2‖ and
ℓ1(‖f(x¯, p¯)− f(x¯, p)‖ + ‖v − v¯‖) + ℓ2d(p, p¯)
1
2 ≤ (1− ℓ1ε)ρ
(4.27)
whenever (x1, v, p), (x2, v, p) ∈ IBρ(x¯) × IBη(v¯) × IBη(p¯). Fix further (v, p) ∈ IBη(v¯) × IBη(p¯) and
observe that the mapping Φ(x) := ϑτ (v + r(x, p), p) is well defined on IBρ(x¯). Pick any vectors
x1, x2 ∈ IBρ(x¯) and deduce from (4.19) and (4.27) that
‖Φ(x1)− Φ(x2)‖ ≤ ℓ1‖r(x1, p)− r(x2, p)‖
= ℓ1‖f(x1, p)− f(x2, p)−A(x1 − x2)‖ ≤ ℓ1ε‖x1 − x2‖ (4.28)
ensuring by ℓ1ε < 1 the contraction condition for Φ. It also follows from (4.19) and (4.27) that
‖Φ(x¯)− x¯‖ = ‖ϑτ (v + r(x¯, p), p)− ϑτ (v¯, p¯)‖ ≤ ℓ1
(‖r(x¯, p)‖+ ‖v − v¯‖) + ℓ2d(p, p¯) 12
= ℓ1
(‖f(x¯, p¯)− f(x¯, p)‖+ ‖v − v¯‖) + ℓ2d(p, p¯) 12 ≤ (1− ℓ1ε)ρ,
which together with the last estimate in (4.28) implies the relationships
‖Φ(x)− x¯‖ ≤ ‖Φ(x)− Φ(x¯)‖+ ‖Φ(x¯)− x¯‖ ≤ ℓ1ε‖x− x¯‖+ (1− ℓ1ε)ρ ≤ ρ for all x ∈ IBρ(x¯).
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Combining it with (4.28) tells us that there is a unique fixed point x of Φ due to the classical
contraction principle. Denote this fixed point by x(v, p) := ϑτ (v + r(x(v, p), p), p) for each v, p ∈
IBη(v¯)× IBη(p¯) and then define a localization ϑ of S by
gphϑ := gphS ∩ (int IBη(v¯)× int IBη(p¯)× int IBρ(x¯)),
which is single-valued with ϑ(v, p) = x(v, p), (v, p) ∈ int IBη(v¯) × int IBη(p¯). Picking further any
(vi, pi) ∈ int IBη(v¯)× int IBη(p¯), i = 1, 2, and denoting ui := ϑ(vi, pi) and u3 := ϑ(v1, p2), we get
ui = ϑτ
(
vi + r(ui, pi), pi
)
, i = 1, 2, and u3 = ϑτ
(
v1 + r(u3, p2), p2
)
.
Applying (4.15) to the pairs (v1 + r(u3, p2), p2) and (v2 + r(u2, p2), p2) gives us the estimate
‖v1 − v2 + [r(u3, p2)− r(u2, p2)]− 2κ(u3 − u2)‖ ≤ ‖v1 − v2 + [r(u3, p2)− r(u2, p2)]‖,
which implies in turn the following relationships:
0 ≤ ‖v1 − v2 + [r(u3, p2)− r(u2, p2)]‖2 − ‖v1 − v2 + (r(u3, p2)− r(u2, p2))− 2κ(u3 − u2)‖2
= 4κ〈v1 − v2 + [r(u3, p2)− r(u2, p2)], u3 − u2〉 − 4κ2‖u3 − u2‖2
= 4κ〈v1 − v2, u3 − u2〉 − 4κ2‖u3 − u2‖2 − 4κ〈f(u3, p2)− f(u2, p2)−A(u3 − u2), u3 − u2〉
≤ 4κ〈v1 − v2, u3 − u2〉 − 4κ2‖u3 − u2‖2 + 4κ‖f(u3, p2)− f(u2, p2)−A(u3 − u2)‖ · ‖u3 − u2‖
≤ 4κ〈v1 − v2, u3 − u2〉 − 4κ2‖u3 − u2‖2 + 4κε‖u3 − u2‖2
= 4κ〈v1 − v2, u3 − u2〉 − 4κ(κ− ε)‖u3 − u2‖2,
where the last inequality follows from (4.27). This tells us that
0 ≤ 〈v1 − v2, u3 − u2〉 − (κ− ε)‖u3 − u2‖2,
and therefore we arrive at the estimate
‖v1 − v2 − 2(κ − ε)(u3 − u2)‖ ≤ ‖v1 − v2‖. (4.29)
Further, employing (4.15) to the pairs (v1 + r(u3, p2), p2) and (v1 + r(u1, p1), p1) gives us
‖r(u3, p2)− r(u1, p1)‖+ ℓd(p1, p2) 12 ≥ ‖[r(u3, p2)− r(u1, p1)]− 2κ(u3 − u1)‖
≥ 2κ‖u3 − u1)‖ − ‖r(u3, p2)− r(u1, p1)‖,
which readily implies the inequalities
ℓd(p1, p2)
1
2 ≥ 2κ‖u3 − u1‖ − 2‖r(u3, p2)− r(u1, p1)‖
≥ 2κ‖u3 − u1‖ − 2‖r(u3, p2)− r(u1, p2)‖ − 2‖r(u1, p2)− r(u1, p1)‖
≥ 2κ‖u3 − u1‖ − 2‖f(u1, p2)− f(u3, p2)−A(u1 − u3)‖ − 2‖f(u1, p1)− f(u1, p2)‖
≥ 2κ‖u3 − u1‖ − 2ε‖u3 − u1‖ − 2Ld(p1, p2),
where the last one is a consequence of (4.27) and (4.8). Thus we get
2(κ− ε)‖u3 − u1‖ ≤ ℓd(p1, p2)
1
2 + 2Ld(p1, p2) ≤ ℓd(p1, p2)
1
2 + 2L
√
2ηd(p1, p2)
1
2 .
This together with (4.29) ensures that
‖v1 − v2 − 2(κ − ε)(u1 − u2)‖ ≤ ‖v1 − v2 − 2(κ− ε)(u3 − u2)‖+ 2(κ − ε)‖u3 − u1‖
≤ ‖v1 − v2‖+ (ℓ+ 2L
√
2η)d(p1, p2)
1
2
≤ ‖v1 − v2‖+ (ℓ+ 2L
√
2ε)d(p1, p2)
1
2 ,
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which verifies (4.25) and completes the proof of assertion (i). The proof of (ii) is quite similar with
replacing d(p1, p2)
1
2 by d(p1, p2) in the arguments above. △
Now we are ready to proceed with the proof of the main Theorem 4.2 by using the obtained
lemmas, coderivative criteria of local strong maximal monotonicity from Section 3, and character-
izations of Ho¨lderian full stability of local minimizers established in [27].
Proof of Theorem 4.2. First suppose that (i) is satisfied, i.e., the Ho¨lderian full stability of
x¯ ∈ S(v¯, p¯) from Definition 4.1(i) holds. Fix p ∈ Q and get from (4.3) with ϑp(v) := ϑ(v, p) that∥∥(v1 − v2)− 2κ[ϑp(v1)− ϑp(v2)]∥∥ ≤ ‖v1 − v2‖ for all v1, v2 ∈ V,
which easily implies the local strong monotonicity condition
〈v1 − v2, ϑp(v1)− ϑp(v2〉 ≥ κ‖ϑp(v1)− ϑp(v2)‖2. (4.30)
Define similarly Tp(x) := fp(x)+∂gp(x) for x ∈ X and note that gphϑp = gphT−1p ∩(V ×U). Since
we automatically have the maximality in (4.30), it follows from the coderivative characterization
of Theorem 3.4 that there is ν > 0 independent of p (see the proof) such that
〈z, w〉 ≥ κ‖w‖2 for all z ∈ D̂∗Tp(u, v)(w), (u, v) ∈ gphTp ∩ IBν(x¯, v¯), w ∈ X. (4.31)
By the coderivative sum rule from [26, Theorem 1.62] we have
D̂∗Tp(u, v)(w) = ∇xf(u, p)∗w +
(
D̂∗∂gp
)(
u, v − f(u, p))(w),
which says that z ∈ D̂∗Tp(u, v)(w) if and only if z = ∇xf(u, p)∗w+z1 for some z1 ∈
(
D̂∗∂gp
)
(u, v1)(w)
with v1 := v − f(u, p). It follows therefore that
〈z, w〉 = 〈∇xf(u, p)∗w,w〉 + 〈z1, w〉 = 〈∇xf(u, p)w,w〉 + 〈z1, w〉
≤ 〈∇xf(x¯, p¯)w,w〉 + γ(ν)‖w‖2 + 〈z1, w〉 (4.32)
for all p ∈ IBν(p¯), where the inequality holds with some γ(ν) ↓ 0 as ν ↓ 0 due to assumption (A1).
Hence it is possible to choose η > 0 to be so small that
v1 + f(u, p) ∈ IBν(v¯) whenever (u, p, v1) ∈ gph ∂xg ∩ IBη(x¯, p¯, v̂).
This together with (4.32) and (4.31) tells us that for any (u, p, v1) ∈ gph ∂xg ∩ IBη(x¯, p¯, v̂) we have
〈∇xf(x¯, p¯)w,w〉 + 〈z1, w〉 ≥
(
κ− γ(ν))‖w‖2 whenever z1 ∈ (D̂∗∂gp)(u, v1)(w), w ∈ X.
This yields the coderivative condition (4.12) when ν is small enough to ensure that κ0 := κ−γ(ν) > 0
is smaller than but arbitrarily close to κ.
Next we verify that condition (4.12) is sufficient for the Ho¨lderian full stability of x¯ ∈ S(v¯, p¯)
while supposing that (ii) is satisfied. Define the auxiliary l.s.c. function h : X × P → IR by
h(x, p) := 〈f(x¯, p¯), x− x¯〉+ 1
2
〈A(x− x¯), x− x¯〉+ g(x, p) for all (x, p) ∈ X × P (4.33)
with A = ∇xf(x¯, p¯). Note that ∂xh(x, p) = f(x¯, p¯) + 12 (A + A∗)(x − x¯) + ∂xg(x, p) and that
v¯ ∈ ∂xh(x¯, p¯) = f(x¯, p¯) + ∂xg(x¯, p¯). It follows from (A2) that h is parametrically continuously
prox-regular at (x¯, p¯) for v¯. For any (u, p, v) ∈ gph ∂xh we get from [26, Theorem 1.62] that(
D̂∗∂hp
)
(u, v)(w) =
1
2
(
A+A∗
)
w +
(
D̂∗∂gp
)(
u, v − f(x¯, p¯)− 1
2
(
A+A∗
)
(u− x¯)
)
(w). (4.34)
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Select δ > 0 to be sufficiently small to ensure that(
u, p, v − f(x¯, p¯)− 1
2
(
A+A∗
)
(u− x¯)
)
∈ IBη(x¯, p¯, v̂) for all (u, p, v) ∈ IBδ(x¯, p¯, v¯).
It readily follows from (4.34) and (4.12) that
〈z, w〉 ≥ 1
2
〈
(A+A∗)w,w
〉
+ κ0‖w‖2 − 〈Aw,w〉 = κ0‖w‖2 if z ∈
(
D̂∗∂hp
)
(u, v)(w)
whenever (u, p, v) ∈ gph ∂xh∩ IBδ(x¯, p¯, v¯) and w ∈ X. The latter ensures by [27, Theorem 4.7] that
x¯ is a Ho¨lderian fully stable local minimizer associated with the function h from (4.33) relative
to the parameter pair (v¯, p¯) as defined above. Furthermore, [27, Theorem 3.3] applied to this
function tells us that the mapping G0 in (4.14) admits a single-valued localization ϑ0 relative to
some neighborhood V0 ×Q0 × U0 of (v¯, p¯, x¯) such that for any triple (u, p, v) ∈ gphϑ0 we have
h(x, p) ≥ h(u, p) + 〈v, x− u〉+ κ0
2
‖x− u‖2 whenever x ∈ U (4.35)
and there exists a positive number ℓ0 for which
‖ϑ0(v1, p1)− ϑ0(v2, p2)‖ ≤ κ−10 ‖v1 − v2‖+ ℓ0d(p1, p2)
1
2 if (v1, p1), (v2, p2) ∈ V0 ×Q0. (4.36)
The second-order growth condition (4.35) yields the two inequalities
h(u2, p) ≥ h(u1, p) + 〈v1, u2 − u1〉+ κ0
2
‖u2 − u1‖2,
h(u1, p) ≥ h(u2, p) + 〈v2, u1 − u2〉+ κ0
2
‖u1 − u2‖2
for any (u1, p, v1), (u2, p, v2) ∈ gph ∂xh ∩ (U0 ×Q0 × V0). Summing them up gives us
〈v1 − v2, u1 − u2〉 ≥ κ0‖u1 − u2‖2. (4.37)
which ensures in turn the estimate
‖v1 − v2 − 2κ0(ϑ0(v1, p)− ϑ0(v2, p))‖ ≤ ‖v1 − v2‖ for all v1, v2 ∈ V, p ∈ Q. (4.38)
Pick further any (vi, pi) ∈ (V0 ×Q0), i = 1, 2, and define ui := ϑ0(vi, pi), u3 := ϑ0(v1, p2). Then we
deduce from (4.38) and (4.36) the relationships
‖v1 − v2 − 2κ0(u1 − u2)‖ ≤ ‖v1 − v2 − 2κ0(u3 − u2)‖+ 2κ0‖u3 − u1‖
= ‖v1 − v2 − 2κ0(ϑ0(v1, p2)− ϑ0(u2, p2)‖+ 2κ0‖ϑ0(v1, p2)− ϑ0(v1, p1)‖
≤ ‖v1 − v2‖+ 2κ0ℓ0d(p1, p2)
1
2 ,
which show that the starting single-valued localization ϑ0 satisfies the Ho¨lderian inequality (4.15).
Now we are in a position to apply Lemma 4.3(i) and to do propagation fromG0 toGτ with τ =
1
2 .
Taking into account that the length of the propagation interval by Lemma 4.3 is θ = κ0/(2‖B‖)
and that the modulus ℓ in (4.15) is doubled at each step, we need to make n steps for reaching
G1/2 from G0, where n ∈ IN is chosen from the interval
1
2θ
≤ n < 1
2θ
+ 1.
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In this way we get from Lemma 4.3(i) that Gτ with τ =
1
2 admits a single-valued localization ϑτ
relative to a neighborhood Vτ ×Qτ × Uτ of (v¯, p¯, x¯) satisfying by (4.16) the following inequality:∥∥v1 − v2 − 2κ0[ϑτ (v1, p1)− ϑτ (v2, p2)]∥∥ ≤ ‖v1 − v2‖+ 2n(2κ0ℓ0)d(p1p2) 12 (4.39)
for all (v1, p1), (v2, p2) ∈ Vτ ×Qτ . Finally, we employ Lemma 4.4(i) to pass from the linearization
G1/2 to the solution map S in (4.2). Since the modulus is κ0 on the left-hand side of (4.39), we
choose any ε < κ0 in (4.25) and arrive at the Ho¨lder property (4.3) with the assigned modulus
κ = κ0 − ε in Definition 4.1(i), which can be chosen smaller than but arbitrarily close to κ0. This
finally completes the proof of the theorem. △
As a consequence of Theorem 4.2, we get the equivalence between Ho¨lderian full stability of
PVS (4.1) when f = 0 and the notion with the same name for local minimizers of g defined above
following [27]. In this way, the full stability conditions from Definition 4.1(i) can be seen as a new
characterization of Ho¨lderian full stability of local minimizers in scalar optimization.
Corollary 4.5 (Ho¨lderian full stability of local minimizers). The point x¯ is a Ho¨lderian
fully stable local minimizer associated with g : X × P → IR relative to the parameter pair (v¯, p¯) if
and only if it is a Ho¨lderian fully stable solution to PVS (4.1) with f = 0 corresponding to (v¯, p¯).
Proof. It follows from the comparison of the characterization of Ho¨lderian full stability in The-
orem 4.2 with f = 0 and that for Ho¨lderian full stability of local minimizers associated with g
obtained in [27, Theorem 4.8] under the same assumptions on the function g in (4.1). △
Next we establish second-order characterizations of Lipschitzian full stability of solutions to PVS
(4.1) in the sense of Definition 4.1(ii). The first characterization concerns the general Hilbert space
setting under the standing assumptions (A1)–(A3). For brevity, the quantitative relationship
between κ and κ0 similar to that of Theorem 4.2 is omitted in what follows.
Theorem 4.6 (neighborhood second-order characterization of Lipschitzian full stability
of PVS). Let x¯ ∈ S(v¯, p¯) be a solution to (4.1) corresponding to the parameter pair (v¯, p¯). Then x¯
is Lipschitzian fully stable for (4.1) if and only if the second-order condition (4.12) holds for some
η, κ0 and in addition we have that the graphical partial subdifferential mapping
K : p 7→ gph ∂xg(·, p) is Lipschitz-like around (p¯, x¯, v̂), (4.40)
where v̂ = v¯ − f(x¯, p¯). Consequently, this implies that the solution map S from (4.2) admits a
Lipschitz continuous and single-valued localization around (v¯, p¯, x¯).
Proof. To justify the “only if” part of the theorem, it remains to show by the view of Theorem 4.2
that the Lipschitzian full stability of x¯ implies the Lipschitz-like property of the mapping K in
(4.40). To proceed, fix the neighborhoods U,Q, V from Definition 4.1(ii) and find a neighborhood
U1 ×Q1 × V1 ⊂ U × Q ×X of (x¯, p¯, v̂) such that v + f(u, p) ∈ V for all (u, p, v) ∈ U1 × Q1 × V1.
Picking any p1, p2 ∈ Q1 and (u1, v1) ∈ K(p1) ∩ (U1 × V1), it follows that
V1 ∋ v′1 := f(u1, p1) + v1 ∈ f(u1, p1) + ∂xg(x1, p1)
yielding u1 = ϑ(v
′
1, p1). Define further u2 := ϑ(v
′
1, p2) and v2 := v
′
1 − f(u2, p2) ∈ ∂xg(u2, p2), which
means (u2, v2) ∈ K(p2). Since u1 = ϑ(v′1, p1) and u2 = ϑ(v′1, p2), we deduce from (4.4) that
2κ‖u1 − u2‖ = ‖(v′1 − v′1)− 2κ(u1 − u2)‖ ≤ ‖v′1 − v′1‖+ ℓd(p1, p2) = ℓd(p1, p2). (4.41)
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Moreover, it follows from the Lipschitzian property of f in (4.10) that
‖v1 − v2‖ = ‖v1 − v′1 + f(x2, p2)‖ = ‖ − f(u1, p1) + f(u2, p2)‖ ≤ L
(‖u1 − u2‖+ d(p1, p2))
if U1, Q1 are chosen to be sufficiently small. This together with (4.41) tells us that
‖u1 − u2‖+ ‖v1 − v2‖ ≤ (1 + L)‖u1 − u2‖+ Ld(p1, p2) ≤ (1 + L)ℓ
2κ
d(p1, p2) + Ld(p1, p2).
Thus we arrive at the inclusion
K(p1) ∩ (U1 × V1) ⊂ K(p2) +
[(1 + L)ℓ
2κ
+ L
]
d(p1, p2)IB for all p1, p2 ∈ Q1,
which verifies the claimed Lipschitz-like property of the mapping K in (4.40).
Conversely, let us prove the sufficiency of conditions (4.12) and (4.40) for the Lipschitzian full
stability of x¯ ∈ S(v¯, p¯). It follows from Theorem 4.2 that there exist κ, ℓ > 0 and a neighborhood
U ×Q× V of (x¯, p¯, v¯) such that the Ho¨lderian condition (4.3) is satisfied. Since K is Lipschitz-like
around (p¯, x¯, v̂), we find L1 > 0 and a neighborhood U1 × Q1 × V1 ⊂ U × Q × X of (p¯, x¯, v̂) for
which f(u, p) + v ∈ V whenever (u, p, v) ∈ U1 ×Q1 × V1 and
K(p1) ∩ (U1 × V1) ⊂ K(p2) + L1d(p1, p2)IB for all p1, p2 ∈ Q1. (4.42)
Take the localization ϑ from Definition 4.1(i) and get a neighborhood U2×Q2× V2 ⊂ U1×Q1× V
of (x¯, p¯, v¯) such that ϑ(V2 × Q2) ⊂ U2 and that v − f(u, p) ⊂ V1 for all (u, p, v) ∈ U2 × Q2 × V2.
Pick now any (v1, p1), (v2, p2) ∈ V2 ×Q2 and define u1 := ϑ(v1, p1) ∈ U2 and u2 := ϑ(v2, p2) ∈ U2.
Therefore we have v′1 := v1 − f(u1, p1) ∈ ∂xg(u1, p1), i.e., (u1, v′1) ∈ K(p1). It follows from (4.42)
that there is (u, v) ∈ K(p2) satisfying the condition
‖u− u1‖+ ‖v − v′1‖ ≤ L1d(p1, p2). (4.43)
Define v′ := f(u, p2) + v ∈ f(u, p2) + ∂xg(u, p2) and observe from (4.10) and (4.43) that
‖v′ − v1‖ = ‖f(u, p2) + v − f(u1, p1)− v′1‖ ≤ ‖v − v′1‖+ ‖f(u, p2)− f(u1, p1)‖
≤ L1d(p1, p2) + L
(‖u− u1‖+ d(p1, p2))
≤ L1d(p1, p2) + L
(
L1d(p1, p2) + d(p1, p2)
)
= (L1 + LL1 + L)d(p1, p2).
(4.44)
Hence we have v′ ∈ V by choosing Q2 to be sufficiently small, which implies that u = ϑ(v′, p2).
Using now (4.3) for the pairs (v′, p2) and (v2, p2) gives us the inequality
‖(v′ − v2)− 2κ(u− u2)‖ ≤ ‖v′ − v2‖.
Combining this with (4.44) and (4.43) ensures the estimates
‖(v1 − v2)− 2κ(u1 − u2)‖ ≤ ‖(v′ − v2)− 2κ(u− u2)‖+ ‖v′ − v1‖+ 2κ‖u1 − u‖
≤ ‖v′ − v2‖+ ‖v′ − v1‖+ 2κ‖u1 − u‖
≤ ‖v1 − v2‖+ 2‖v′ − v1‖+ 2κ‖u1 − u‖
≤ ‖v1 − v2‖+ 2(L1 + LL1 + L)d(p1, p2) + 2κL1d(p1, p2),
which verify (4.4) and thus complete the proof of the theorem. △
Similarly to Corollary 4.5, we can establish the equivalence between the Lipschitzian full stability
of solutions to PVS (4.1) with f = 0 and Lipschitzian full stability of local minimizers (4.5) for the
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corresponding optimization problem associated with g. This follows from the comparison of the
second-order characterizations obtained in Theorem 4.6 and in [27, Corollary 4.8], respectively.
Observe by the coderivative criterion (2.7) that in the case of both finite-dimensional spaces X
and P the Lipschitz-like property (4.40) is equivalent to the pointwise second-order condition
(0, q) ∈ (D∗∂xg)(x¯, p¯, v̂)(0) =⇒ q = 0. (4.45)
Our next result provides a complete pointwise characterization of Lipschitzian full stability of
PVS via the limiting second-order subdifferential constructions for g.
Theorem 4.7 (pointwise characterization of Lipschitzian full stability of PVS in finite
dimensions). Let X,P be two finite-dimensional spaces, and let x¯ ∈ S(v¯, p¯). Then the Lipschitzian
full stability of x¯ is equivalent to the simultaneous validity of (4.45) and the condition
〈∇xf(x¯, p¯)w,w〉 + 〈z, w〉 > 0 for all (z, q) ∈
(
D∗∂xg
)
(x¯, p¯, v̂)(w), w 6= 0. (4.46)
Consequently, conditions (4.45) and (4.46) imply that the solution map S from (4.2) admits a
Lipschitz continuous and single-valued localization around (v¯, p¯, x¯).
Proof. Similarly to the proof of Theorem 4.2, consider the l.s.c. function h : X × P → IR defined
in (4.33) and easily get from the elementary sum rule for the subdifferential (2.2) that
∂xh(x, p) = f(x¯, p¯) +
1
2
(
A+A∗
)
(x− x¯) + ∂xg(x, p) and v¯ ∈ ∂xh(x¯, p¯).
As mentioned above, h is parametrically continuously prox-regular at (x¯, p¯) for v¯, and it follows
from [26, Theorem 1.62] the representation
(
D∗∂xh
)
(x¯, p¯, v¯)(w) =
(1
2
(A+A∗)w, 0
)
+
(
D∗∂xg
)
(x¯, p¯, v̂)(w). (4.47)
To justify the “only if” part of the theorem, suppose that x¯ is a Lipschitzian full stable solution
to (4.1) corresponding to (v¯, p¯) and find a single-valued localization ϑ of S satisfying (4.4). It
follows from Theorem 4.6 that condition (4.40) holds and so does (4.45). By (4.47) we easily have
(0, q) ∈ (D∗∂xh)(x¯, p¯, v¯)(0) =⇒ q = 0. (4.48)
Note also that the Lipschitzian full stability of x¯ ensures the validity of condition (4.12) in The-
orem 4.2. Furthermore, it is shown in the proof of Theorem 4.2 that the second-order growth
condition (4.35) holds. When the latter two conditions are satisfied, we have that x¯ is a Lips-
chitzian fully stable local minimizer of h relative to p¯ and v¯ by [27, Theorem 3.4 and Theorem 4.6].
Then employing [27, Corollary 4.10] for the function h gives us
〈z, w〉 > 0 for all (z, q) ∈ (D∗∂xh)(x¯, p¯, v¯)(w), w 6= 0. (4.49)
This together with equality (4.47) implies that
0 <
1
2
〈(A+A∗)w,w〉 + 〈z, w〉 = 〈Aw,w〉 + 〈z, w〉 for all z ∈ (D∗∂xg)(x¯, p¯, v̂)(w), w 6= 0,
which ensures (4.46) and thus completes the proof of the necessity part of the theorem.
To verify the sufficiency of conditions (4.45) and (4.46) for the Lipschitzian full stability of x¯,
suppose that these conditions are satisfied and mention again that (4.45) implies (4.48) due to
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equality (4.47). Similarly to the above but in the opposite direction, we can verify the validity of
(4.49) from (4.46) and (4.47). Now we can use the characterizations of Lipschitzian first stability of
local minimizers associated with h, first from [27, Corollary 4.10 and Theorem 4.6] and then from
[27, Theorem 3.4], which allow us to conclude that the mapping G0 in (4.14) admits a single-valued
and Lipschitz continuous localization ϑ0 relative to a neighborhood V ×Q×U of (v¯, p¯, x¯) with some
modulus κ0 > 0 such that for any triple (u, p, v) ∈ gphϑ0 we have
h(x, p) ≥ h(u, p) + 〈v, x− u〉+ κ0
2
‖x− u‖2 whenever x ∈ U.
The latter implies similarly to the proof of (4.37) the strong monotonicity condition
〈v1 − v2, u1 − u2〉 ≥ κ0‖u1 − u2‖2,
which ensures as in the subsequent proof of Theorem 4.2 that the mapping G0 admits a single-
valued localization ϑ0 satisfying condition (4.17). Employing in this vein the propagation from
Lemma 4.3(ii) finitely many times shows that the mapping Gτ with τ =
1
2 also has a single-valued
localization ϑτ satisfying (4.17). Finally, Lemma 4.4(ii) allows us to pass to the solution map S in
(4.2) and completes the proof of the theorem. △
When the parameter p is omitted in (4.1), we derive from Theorem 4.7 the following new char-
acterization of local strong maximal monotonicity for the important class of set-valued mappings.
Corollary 4.8 (characterization of local strong maximal monotonicity of set-valued
mappings). Let X be a finite-dimensional space, let f : X → X be continuously differentiable
around x¯, and let g : X → IR be prox-regular and subdifferentially continuous at x¯ for some vector
v̂ ∈ ∂g(x¯). The following assertions are equivalent:
(i) The set-valued map T = f + ∂g : X → X is locally strongly maximally monotone around
(x¯, v¯) with v¯ := f(x¯) + v̂.
(ii) The limiting coderivative D∗T (x¯, v¯) is positive-definite in the sense of (3.21).
Proof. It follows from Lemma 3.3 that assertion (i) of this corollary is equivalent to condition (3.5),
which exactly is the Lipschitzian full stability condition from Definition 4.1(ii) in the nonparametric
case. Theorem 4.7 tells us that the latter is equivalent to
〈∇f(x¯)w,w〉 + 〈z, w〉 > 0 for all z ∈ (D∗∂g)(x¯, v̂)(w), w 6= 0,
which reduces to (3.21) for T = f + ∂g by the coderivative sum rule in [26, Theorem 1.62]. △
Note that Corollary 4.8 provides yet another evidence of the validity of Conjecture 3.6 formu-
lated above. To see it, we need only observing that that the mapping T = f + ∂g is hypomonotone
around (x¯, v¯) due to the hypomonotonicity of limiting subgradient mappings for continuously prox-
regular functions and the hypomonotonicity sum rule from Proposition 3.2(ii).
5 Full Stability in Parametric Variational Inequalities
In this section we consider a particular case of the general parametric variational systems (4.1)
described by parametric variational inequalities (PVI) in the form
v ∈ f(x, p) +NC(x), (5.1)
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where X is a Hilbert space and P is a metric space endowed with some metric d. Besides this,
our standing assumptions here are that the mapping f : X ×P → X satisfies (A1) from Section 4
and that C is a closed and convex subset of X. As discussed in Section 1, the variational system
(generalized equation) (5.1) can be rewritten in the standard variational inequality form (1.4).
Denote the solution map to the parametric variational inequality (5.1) by
Ŝ(v, p) :=
{
x ∈ X∣∣ v ∈ f(x, p) +NC(x)}. (5.2)
The main goal of this section is to show that necessary and sufficient conditions for Lipschitzian
full stability of solutions x¯ ∈ Ŝ(v¯, p¯) to (5.1) can be obtained in the pointwise form as in (4.46)
in infinite-dimensional decision spaces X under some reasonable assumptions, which have been
well understood and applied in the case of infinite-dimensional variational and control problems,
especially those related to semilinear partial differential equations of the elliptic type. Furthermore,
we establish conditions for Lipschitzian full stability in the PVI setting under consideration in more
explicit forms involving the underlying convex set C generated the variational inequality (5.1).
Since in this and next sections we focus only on Lipschitzian full stability of the corresponding
parametric variational systems, we will omit the word “Lipschitzian” in what follows.
To proceed, we first recall the aforementioned assumptions following [5, p. 194] and [15, p. 259]
for the Legendre form and [10, 23] for polyhedric sets; see also [2, 4, 5, 13, 14, 27] and the references
therein for more details, discussions, and applications.
Definition 5.1 (Legendre forms). The real-valued function Q : X → IR is a Legendre form
if it is weakly lower semicontinuous, represented as Q(x) = 〈Ax, x〉 with some linear operator
A : X → X, and satisfies the implication[
xk
w→ x, Q(xk)→ Q(x)
]
=⇒ xk → x as k →∞.
We see that the conditions of Definition 5.1 hold trivially for quadratic forms in finite dimensions.
In general Hilbert spaces, various necessary and sufficient conditions for the validity of Definition 5.1
and interesting examples of Legendre forms can be found in [5, Section 3.3.2] and [15, Section 6.2].
Definition 5.2 (polyhedric sets). Let C be a closed and convex subset of X. It is said to be
polyhedric at x¯ ∈ C for some v̂ ∈ NC(x¯) if we have the representation
KC(x¯, v̂) := TC(x¯) ∩ {v̂}⊥ = cl
{
RC(x¯) ∩ {v̂}⊥
}
(5.3)
of the corresponding critical cone K(x¯, v̂), where
RC(x¯) :=
⋃
t>0
[C − x¯
t
]
(5.4)
is called the radial cone, and where TC(x¯) := clRC(x¯) is the classical tangent cone to C at x¯. If C
is polyhedric at each x¯ ∈ C for any v̂ ∈ NC(x¯), we say that the set C is polyhedric.
Polyhedral sets in finite and infinite dimensions are automatically polyhedric while the latter
class is significantly broader; see, in particular, [5, Chapter 6] and [2, 4, 10, 14, 23] for important
examples of polyhedric but nonpolyhedral sets in infinite dimensions.
The following proposition, taken from [27, Theorem 6.2] and employed below, provides a precise
calculation of the regular coderivative for the normal cone mapping generated by a polyhedric set.
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Proposition 5.3 (regular coderivative calculation for the normal cone mapping to poly-
hedric sets). For any x¯ ∈ C and v̂ ∈ NC(x¯) we have the inclusion
dom D̂∗NC(x¯, v̂) ⊂ −KC(x¯, v̂). (5.5)
If in addition C is polyhedric at x¯ ∈ C for v̂, then
D̂∗NC(x¯, v̂)(w) = KC(x¯, v̂)∗ whenever w ∈ −KC(x¯, v̂). (5.6)
Now we are in a position to derive a major result of this section that gives pointwise sufficient
and necessary conditions for full stability of solutions to PVI (5.1) in Hilbert spaces. It can be
seen as a far-going extension of [27, Theorem 7.2], which characterizes (Lipschitzian) full stability
of local solutions in the sense of (4.5), to optimal control problems governed by semilinear partial
differential equations with elliptic operators written as a Legendre form.
Theorem 5.4 (pointwise sufficient and necessary conditions for full stability of solu-
tions to PVI). Let x¯ ∈ Ŝ(v¯, p¯) in (5.2), and let v̂ := x¯−f(x¯, p¯. Consider the following statements:
(i) x¯ is a fully stable solution to PVI (5.1) in the sense of Definition 4.1(ii).
(ii) We have the positive-definiteness condition
〈∇xf(x¯, p¯)w,w〉 > 0 for all w ∈ Hw(x¯, v̂), w 6= 0, (5.7)
in terms of the (weak) outer limit (1.7) of the critical cones
Hw(x¯, v̂) := Lim sup
(x,v)
gphNC−→ (x¯,v̂)
KC(x, v). (5.8)
(iii) We have the positive-definiteness condition
〈∇xf(x¯, p¯)w,w〉 > 0 for all w ∈ Hs(x¯, v̂), w 6= 0, (5.9)
where Hs(x¯, v̂) is defined by the the strong version of the outer limit (1.7) via the norm topology
Hs(x¯, v̂) := s− Lim sup
(x,v)
gphNC−→ (x¯,v̂)
KC(x, v)
=
{
z ∈ X∣∣ ∃ sequences (xk, vk) gphNC−→ (x¯, v̂), zk ∈ KC(xk, vk), zk → z}. (5.10)
Then the following assertions are satisfied:
(1) If Q(w) := 〈∇xf(x¯, p¯)w,w〉 is Legendre, then (ii) is a sufficient condition for (i).
(2) If C is polyhedric, then (iii) is necessary for the validity of (i).
Proof. To justify assertion (1), let Q be Legendre, and let (5.7) hold. Since BCQ (4.9) is trivial
when g(x, p) := δC(x) and so ∂xg(x, p) = NC(x) for all (x, p) ∈ X ×P , it follows from Theorem 4.6
that we only need to verify the validity of (4.12). Assume the contrary and find a sequence
(uk, vk, wk, zk) ∈ X ×X ×X ×X such that (uk, vk) gphNC→ (x¯, v̂), zk ∈ D̂∗NC(uk, vk)(wk), and
〈∇xf(x¯, p¯)wk, wk〉+ 〈zk, wk〉 < 1
k
‖wk‖2 for all k ∈ IN. (5.11)
Since NC is maximally monotone, we get from [6, Lemma 3.3] that 〈zk, wk〉 ≥ 0. Furthermore, it
follows from Proposition 5.3 that wk ∈ −KC(uk, vk). Combining these facts with (5.11) yields
〈∇xf(x¯, p¯)wk, wk〉 < 1
k
‖wk‖2 with wk ∈ −KC(uk, vk), (5.12)
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which readily implies that wk 6= 0. Defining w¯k := wk‖wk‖−1, we get from (5.12) that
Q(w¯k) = 〈∇xf(x¯, p¯)w¯k, w¯k〉 < 1
k
with w¯k ∈ −KC(uk, vk). (5.13)
Since ‖w¯k‖ = 1, there is a subsequence of {w¯k} (no relabeling), which weakly converges to some w¯.
By (uk, vk)
gphNC→ (x¯, v̂), we derive from (5.8) that w¯ ∈ −Hw(x¯, v̂). Employing now the weak l.s.c.
of the Legendre form Q ensures by (5.13) and (5.7) that
0 ≤ Q(w¯) ≤ lim inf
k→∞
Q(w¯k) ≤ 0, (5.14)
which yields Q(w¯) = 0. By passing to a subsequence in (5.14) and Definition 5.1 for Q, suppose
without loss of generality that w¯k → w¯ as k → ∞. Hence we get ‖w¯‖ = 1, w¯ ∈ Hw(x¯, v̂), and
Q(w¯) = Q(−w¯) = 0. This contradicts (5.7) and thus completes the proof of assertion (1).
It remains to verify assertion (2) provided that C is polyhedric. Indeed, by the assumed full
stability in (i) it follows from Theorem 4.6 in the case of g(x, p) = δC(x) that there are numbers
κ, η > 0 such that for any (u, v) ∈ gphNC ∩ IBη(x¯, v̂) we have
〈∇xf(x¯, p¯)w,w〉 + 〈z, w〉 ≥ κ‖w‖2 whenever z ∈ D̂∗NC(u, v)(w), w ∈ X. (5.15)
Since C is polyhedric, Proposition 5.3 tells us w ∈ −K(u, v) and D̂∗NC(u, v)(w) = KC(u, v)∗, which
yield 0 ∈ D̂∗NC(u, v)(w). This together with (5.15) and (5.6) shows that
〈∇xf(x¯, p¯)w,w〉 ≥ κ‖w‖2 for all w ∈ −KC(u, v) (5.16)
for all (u, v) ∈ gphNC ∩ IBη(x¯, v̂). Employing the limiting procedure in (5.16) as η ↓ 0 and using
the strong convergence in the definition of Hs, we arrive at (5.9) and so complete the proof. △
The next lemma effectively estimates the limiting forms Hw and Hs in Theorem 5.4 via the
tangent and critical cones for the set C, which allows us to establish more direct and verifiable
conditions for full stability of solutions to (5.1) in both finite and infinite dimensions.
Lemma 5.5 (estimates of weak and strong outer limits of the critical cone). In the
general setting of Theorem 5.4 we have the upper estimate
Hw(x¯, v̂) ⊂ cl[TC(x¯)− TC(x¯)] ∩ {v̂}⊥. (5.17)
If in addition C is polyhedric, then the lower estimate
KC(x¯, v̂)−KC(x¯, v̂) ⊂ Hs(x¯, v̂) (5.18)
is satisfied. It furthermore dimX <∞ and the set C is polyhedral, then we have the representation
Hs(x¯, v̂) = Hw(x¯, v̂) = KC(x¯, v̂)−KC(x¯, v̂). (5.19)
Proof. To verify (5.17), pick any w ∈ Hw(x¯, v̂) and find a sequence (uk, vk, wk) such that wk w→ w,
(uk, vk)
gphNC→ (x¯, v̂), and wk ∈ KC(uk, vk) = TC(uk) ∩ {vk}⊥. Hence for each k ∈ IN there exist
sequences ynk → uk and tnk ↓ 0 with
ynk−uk
tnk
→ wk as n→∞. In this way we construct sequences
(zk, αk) ∈
{
(ynk , tnk)
∣∣ n ∈ IN}
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so that zk → x¯, αk ↓ 0 , and zk−ukαk − wk → 0 as k →∞. It follows that
w = w − lim
k→∞
wk = w − lim
k→∞
zk − uk
αk
= w − lim
k→∞
(zk − x¯)− (uk − x¯)
αk
∈ clw
[
TC(x¯)− TC(x¯)
]
,
where the symbol “w− lim” indicates that the weak limit in X is taken. Since 〈wk, vk〉 = 0, we get
〈w, v̂〉 = 0 by passing to the limit, and hence
w ∈ clw[TC(x¯)− TC(x¯)] ∩ {v̂}⊥.
Note that TC(x¯) − TC(x¯) is a convex set. The classical Mazur theorem tells us that clw
[
TC(x¯) −
TC(x¯)
]
= cl
[
TC(x¯)− TC(x¯)
]
. Therefore w ∈ cl[TC(x¯)− TC(x¯)] ∩ {v̂}⊥, which justifies (5.17).
Now suppose that C is polyhedric. To verify (5.18), pick any w = w1−w2 from the left-hand side
of (5.18) with w1, w2 ∈ KC(x¯, v̂). The polyhedricity of C allows us to find (5.3) sequences w1k → w1,
w2k → w2, and t1k, t2k ↓ 0 such that x¯+ t1kw1k ∈ C, x¯+ t2kw2k ∈ C, and w1k, w2k ∈ {v̂}⊥. Defining
tk := min{t1k, t2k}, we get from the convexity of C that uk := x¯+ tkw1k = (1− tkt−11k )x¯+ tkt−11k (x¯+
t1kw1k) ∈ C and similarly xk := x¯+ tkw2k ∈ C. Thus it follows from (5.3) and (5.4) that
w2k − w1k = xk − uk
tk
∈ RC(uk) ∩ {v̂}⊥ ⊂ KC(uk, v̂).
Since w2k − w1k → w2 − w1 = w and uk → x¯ as k →∞, we deduce from (5.10) that w ∈ Hs(x¯, v̂)
and hence complete the proof of inclusion (5.18).
Finally, assuming dimX < ∞ ensures that Hw(x¯, v̂) = Hs(x¯, v̂). To verify (5.19), it remains
to show by (5.18) that the opposite inclusion holds therein when C is polyhedral. Picking any
w ∈ Hs(x¯, v̂), find a sequence (wk, xk, vk) such that wk ∈ KC(xk, vk), (xk, vk) gphNC→ (x¯, v̂) and
wk → w as k →∞. It follows from the proof of [7, Theorem 2] that
wk ∈ TC(xk) = TC(x¯) + IR{xk − x¯}, (5.20)
vk ∈ NC(xk) = NC(x¯) ∩ {xk − x¯}⊥ (5.21)
for all large k ∈ IN and that TC(x¯)∩{vk}⊥ ⊂ TC(x¯)∩{v̂}⊥ = KC(x¯, v̂). Since IR+{xk− x¯} ⊂ TC(x¯)
and the cone TC(x¯) is convex, we obtain from (5.20) that
wk ∈ TC(xk) = TC(x¯)− IR+{xk − x¯}.
Hence there exist yk ∈ TC(x¯) and rk ≥ 0 with wk = yk − rk(xk − x¯). Since vk ∈ NC(xk), we
get 〈xk − x¯, vk〉 = 0 from (5.21). It follows furthermore that 0 = 〈wk, vk〉 = 〈yk, vk〉, and so
yk ∈ TC(x¯) ∩ {vk}⊥ ⊂ KC(x¯, v̂). Observing from (5.21) that rk(xk − x¯) ⊂ TC(x¯) ∩ {vk}⊥ ⊂ K(x¯, v̂)
and using the above representation of wk give us the inclusion
wk ∈ KC(x¯, v̂)−KC(x¯, v̂)
showing that w ∈ cl [KC(x¯, v̂) − KC(x¯, v̂)] = KC(x¯, v̂) − KC(x¯, v̂), where the equality holds since
KC(x¯, v̂)−KC(x¯, v̂) is a subspace in finite dimensions. This verifies that (5.19) is satisfied. △
The obtained results lead us to the following verifiable conditions for full stability in (5.1).
Theorem 5.6 (refined pointwise conditions for full stability of solutions to PVS). In the
framework of Theorem 5.4, consider the statements:
(i) x¯ ∈ Ŝ(v¯, p¯) is a fully stable solution to (5.1).
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(ii) We have the positive-definiteness condition of closure type
〈∇xf(x¯, p¯)w,w〉 > 0 for all w ∈ cl
[
TC(x¯)− TC(x¯)
] ∩ {v̂}⊥, w 6= 0. (5.22)
(iii) We have the the positive-definiteness condition via the critical cone
〈∇xf(x¯, p¯)w,w〉 > 0 for all w ∈ KC(x¯, v̂)−KC(x¯, v̂), w 6= 0. (5.23)
Then the following assertions hold:
(1) If Q(w) = 〈∇xf(x¯, p¯)w,w〉 is Legendre, then (ii) is sufficient for the validity of (i).
(2) If C is polyhedric, then (iii) is necessary for the validity of (i).
(3) If dimX <∞ and C is polyhedral, then the conditions in (ii) and (iii) are equivalent being
necessary and sufficient for the validity of (i).
Proof. It follows by combining the corresponding assertions in Theorem 5.4 and Lemma 5.5. △
Note that the positive-definiteness condition of the closure type (5.22) has been used in [5,
p. 405] to ensure that the solution map Ŝ in (5.2) admits a single-valued and Lipschitz continu-
ous localization around (v¯, p¯) provided that Q(w) is Legendre. As follows from the discussion in
Section 4, our assertion (1) of Theorem 5.6 establishes much stronger property of full stability of
solutions to (5.1) under the same assumptions as in [5].
Finally in this section, we focus on the space X = L2(Ω), where Ω is an open subset of IRn.
Consider the closed and convex set C ⊂ X in (5.1) defined by the magnitude constraint system
C =
{
x ∈ L2(Ω)∣∣ a ≤ x(y) ≤ b a.e. y ∈ Ω} (5.24)
with −∞ ≤ a < b ≤ ∞. Such constraints are typical in applications to PDE control of elliptic
equations; see, e.g., [4, 5, 27]. It follows from [5, Proposition 6.33] that the set C ⊂ L2(Ω) in (5.24)
is polyhedric. The next proposition taken from [27, Proposition 7.3] gives us precise calculations
of the strong and weak outer limits of critical cones in (5.8) and (5.10), respectively.
Proposition 5.7 (calculations of outer limits of critical cones). Let (x¯, v̂) ∈ gphNC with
C defined in (5.24). Then we have the set (5.8) and (5.10) are calculated by
Hs(x¯, v̂) = Hw(x¯, v̂) = {u ∈ L2(Ω)∣∣ u(y)v̂(y) = 0 a.e. on Ω}.
This allows us to derive from Theorem 5.4 the following pointwise characterization of full stabil-
ity of solutions to infinite-dimensional PVS (5.1) generated by the constrained sets of type (5.24).
Corollary 5.8 (characterization of full stability for PVI generated by magnitude con-
strained systems). Let X = L2(Ω) with C given in (5.24), and let x¯ ∈ Ŝ(v¯, p¯) in (5.2). In
addition to the standing assumption (A1) on f : X × P → X with a metric parameter space P ,
suppose that Q(w) := 〈∇f(x¯, p¯)w,w〉 for w ∈ L2(Ω) is a Legendre form. Then x¯ is a fully stable
solution to (5.1) if and only if we have the pointwise positive-definiteness condition
〈∇xf(x¯, p¯)w,w〉 > 0 for all w ∈ L2(Ω) \ {0} with w(y)
(
v¯(y)− f(x¯, p¯)(y)) = 0 a.e. y ∈ Ω.
Proof. Follows directly from Theorem 5.4 by employing the calculations of Proposition 5.7. △
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6 Full Stability in Parametric Variational Conditions
Here we study the parametric variational conditions (PVC) given in the form
v ∈ f(x, p) +NC(p)(x), (6.1)
where x ∈ X = IRn, p ∈ P = IRd, and the set C(p) for each p is defined by the inequality constraints
C(p) :=
{
x ∈ IRn∣∣ ϕi(x, p) ≤ 0 for i = 1, . . . ,m} (6.2)
via the functions ϕi : IR
n × IRd → IR, i = 1, . . . ,m, which are C2-smooth around a feasible point
(x¯, p¯) ∈ IRn × IRd of (6.2). As mentioned above, inclusion (6.1) can be written in form (4.1) with
g(x, p) = δC(p)(x) for (x, p) ∈ IRn×IRd. Furthermore, (6.1) can be represented as a quasi-variational
inequality when the sets C(p) are convex. The solution map to (6.1) is denoted by
S˘(v, p) :=
{
x ∈ IRn∣∣ v ∈ f(x, p) +NC(p)(x)}. (6.3)
The main goal of this section is to derive necessary and sufficient conditions for full stability of
solutions to (6.1), (6.3) expressed entirely via the initial data of these variational systems.
Given (x¯, p¯) satisfying (6.2), recall that the partial Mangasarian-Fromovitz constraint qualifica-
tion (MFCQ) with respect to x holds at (x¯, p¯) if there is d ∈ X such that
〈∇xϕi(x¯, p¯), d〉 < 0 for i ∈ I(x¯, p¯) :=
{
i ∈ {1, . . . ,m}∣∣ ϕi(x¯, p¯) = 0}. (6.4)
The Lagrangian function for the variational system (6.1), (6.2) is defined by
L(x, p, λ) := f(x, p) +
m∑
i=1
λi∇xϕi(x, p) with x ∈ IRn, p ∈ IRd, and λ ∈ IRm.
Under the validity of the partial MFCQ condition (6.4), it is well known that for all feasible (x, p)
around (x¯, p¯) we have
f(x, p) +NC(p)(x) =
{
L(x, p, λ)
∣∣ λ ∈ N(ϕ(x, p);Θ)} := Ψ(x, p) with Θ := IRm− (6.5)
and ϕ = (ϕ1, . . . , ϕm) : IR
n × IRd → IRm. Hence any vector v¯ ∈ f(x¯, p¯) +NC(p¯)(x¯) satisfies
v¯ ∈ L(x¯, p¯, λ) with some λ ∈ NΘ
(
ϕ(x¯, p¯)
)
(6.6)
and the set of Lagrange multipliers is represented by
Λ(x¯, p¯, v¯) :=
{
λ ∈ IRm+
∣∣ v¯ ∈ L(x¯, p¯, λ), 〈λ, ϕ(x¯, p¯)〉 = 0}. (6.7)
Moreover, it follows from [20, Proposition 2.2] that MFCQ (6.4) implies that BCQ (4.9) holds for
g(x, p) = δC(p)(x) and that g is parametrically continuously prox-regular at (x¯, p¯) for v̂ = v¯−f(x¯, p¯).
Let us further recall the following general strong second-order sufficient condition (GSSOSC)
for the variational condition (6.1) as formulated in [19]: given (x¯, p¯) satisfying (6.2) and given
v¯ ∈ f(x¯, p¯) +NC(p¯)(x¯), the GSSOSC holds at (x¯, p¯, v¯) if for all λ ∈ Λ(x¯, p¯, v¯) we have
〈u,∇xL(x¯, p¯, λ)u〉 > 0 whenever 〈∇xϕi(x¯, p¯), u〉 = 0 as i ∈ I+(x¯, p¯, λ), u 6= 0 (6.8)
with the strict complementarity index set I+(x¯, p¯, λ) :=
{
i ∈ I(x¯, p¯)∣∣ λi > 0}. This condition is
a slight modification and adaptation to (6.1), (6.2) of the strong second-order sufficient condition
introduced by Robinson [37] for nonlinear programs with C2-smooth data; cf. also Kojima [17].
Next we modify for the case of PVC in (6.1), (6.2) the uniform second-order sufficient condition
introduced recently in [27] for parametric nonlinear programs.
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Definition 6.1 (general uniform second-order sufficient condition). We say that the gen-
eral uniform second-order sufficient condition (GUSOSC) holds at (x¯, p¯) satisfying (6.2)
with v¯ ∈ Ψ(x¯, p¯) if there are positive numbers η, ℓ such that
〈∇xL(x, p, λ)u, u〉 ≥ ℓ‖u‖2 for all (x, p, v) ∈ gphΨ ∩ IBη(x¯, p¯, v¯), λ ∈ Λ(x, p, v),
〈∇xϕi(x, p), u〉 = 0 as i ∈ I+(x, p, λ) and 〈∇xϕi(x, p), u〉 ≥ 0 as i ∈ I(x, p) \ I+(x, p, λ), (6.9)
where the mapping Ψ and the set Λ(x, p, v) are defined in (6.5) and (6.7), respectively.
Similarly to the proof of [27, Proposition 4.2] in the nonparametric setting we can check that,
under the validity of the partial MFCQ (6.4), the GSSOSC from (6.8) implies the GUSOSC from
Definition 6.1 at (x¯, p¯) with v¯ ∈ Ψ(x¯, p¯) by passing to the limit in (6.9).
The last qualification condition needed in this section is the partial constant rank constraint
qualification (CRCQ) formulated as follows; cf. [9, 21]. We say that the partial CRCQ with respect
to x holds at (x¯, p¯) feasible to (6.2) if there is a neighborhood W of (x¯, p¯) such that for any subset
J of I(x¯, p¯) the gradient family
{∇xϕi(x, p)∣∣ i ∈ J} has the same rank in W . It occurs that the
simultaneous fulfillment of the partial MFCQ and CRCQ ensures the Lipschitz-like property of the
graphical mapping K from (4.40) crucial for the (Lipschitzian) full stability results in Section 4.
Proposition 6.2 (graphical Lipschitz-like property under partial MFCQ and CRCQ).
Assume that both partial MFCQ and CRCQ conditions hold at the point (x¯, p¯) feasible to (6.2).
Then, given any vector v¯ satisfying (6.6), the Lipschitz-like property in (4.40) holds around (p¯, x¯, v̂)
with g(x, p) = δC(p)(x) and v̂ = v¯ − f(x¯, p¯).
Proof. Follows directly from [27, Proposition 5.2] for the case of constant cost functions. △
Now we are ready to derive the main result of this section.
Theorem 6.3 (characterization of full stability for PVC under partial MFCQ and
CRCQ). Take (x¯, v¯, p¯) ∈ IRn × IRn × IRd with v¯ ∈ S˘(x¯, p¯) from (6.3) and suppose that both
partial MFCQ and CRCQ conditions hold at (x¯, p¯). Then the following assertions are equivalent:
(i) x¯ is fully stable solution of the PVC in (6.1) and (6.2) corresponding to (v¯, p¯).
(ii) The GUSOSC from Definition 6.1 holds at (x¯, p¯) with v¯ ∈ Ψ(x¯, p¯).
Consequently, the validity of GUSOSC at (x¯, p¯) with v¯ ∈ Ψ(x¯, p¯) ensures that the solution map S˘
admits a single-valued and Lipschitz continuous localization ϑ around (v¯, p¯, x¯).
Proof. It suffices to show by Theorem 4.6 that the imposed GUSOSC is equivalent to the second-
order subdifferential condition (4.12). This can be done via calculating the term 〈z, w〉 in (4.12)
by using the formula for D̂∗∂gp established in [11, Theorem 6] under the validity of MFCQ and
CRCQ. The proof is similar to the one given in [27, Theorem 5.3], and so we omit details. △
Another sufficient condition for the existence of a single-valued and Lipschitz continuous local-
ization of the solution map S˘ around (v¯, p¯, x¯) was obtained by Facchinei and Pang [9] under the
name of the strong coherent orientation condition (SCOC) from [9, Definition 5.4.11], with imposing
both MFCQ and CRCQ while assuming in addition that all the functions ϕi in (6.2) are convex.
The latter convex assumption has been dismissed in the more recent paper by Lu [21]. Observe
that both developments in [9, 21] rely on topological degree theory the application of which to
sensitivity analysis in optimization was initiated by Kojima [17].
It is worth mentioning the previous result in this direction by Kyparisis [19] who proved, based
mainly on the implicit function technique by Robinson [38], the local single-valuedness and con-
tinuity (while not Lipschitz continuity) of the solution map S˘ for convex PVC (6.1) (i.e., for
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quasi-variational inequalities) under the so-called “general modified strong second-order condition”
that is stronger than GSSOSC (6.8), which in turn is known to be stronger than SCOC.
The next example demonstrates that our new GUSOSC from Definition 6.1 is strictly weaker
than GSSOSC and is not implied by SCOC even in the case of constraint functions linear with
respect to the decision x ∈ IR3 and parameter p ∈ IR2 variables as well as of cost functions
linear in p and quadratic in x under the validity of both MFCQ and CRCQ conditions. This
shows that Theorem 6.3, which completely characterizes the stronger property of full stability of
solutions to nonconvex PVC derived via advanced techniques of variational analysis and generalized
differentiations, provides new sufficient conditions for the local single-valuedness and Lipschitz
continuity of the solution map (6.3) independent of [9, 21] and significantly extended those in [19].
Example 6.4 (improving sufficient conditions for single-valuedness and Lipschitz con-
tinuity of PVC under partial MFCQ and CRCQ). Consider the PVC in (6.1), (6.2) with

f(x, p) = ∇ϕ0(x, p) for ϕ0(x, p) := x3 +
(
1
4 + p2
)
x1 + p1x2 + x
2
3 − x1x2,
ϕ1(x, p) := x1 − x3 − p1 ≤ 0,
ϕ2(x, p) := −x1 − x3 + p1 ≤ 0,
ϕ3(x, p) := x2 − x3 − p2 ≤ 0,
ϕ4(x, p) := −x2 − x3 + p2 ≤ 0,
x = (x1, x2, x3) ∈ IR3, p = (p1, p2) ∈ IR2.
(6.10)
We get that both partial MFCQ and CRCQ hold at (x¯, p¯) with x¯ = (0, 0, 0), p¯ = (0, 0). It follows
from the arguments in [27, Example 6.4] that our GUSOSC holds in this setting. Thus we have
by Theorem 6.3 that x¯ is fully stable in (6.10) and consequently the solution map S˘ admits a
single-valued Lipschitz continuous localization ϑ around (v¯, p¯, x¯) with v¯ = (0, 0, 0). We also deduce
from [27, Example 6.4] that GSSOSC (6.8) fails when λ¯ := (38 ,
5
8 , 0, 0).
Let us now check that the aforementioned SCOC does not hold here. Indeed, note that this
vector λ¯ is an extreme point of the set Λ(x¯, p¯, v¯), which can be calculated directly by (6.7) as
Λ(x¯, p¯, v¯) =
{(3
8
− α, 5
8
− α,α, α
)∣∣∣ 0 ≤ α ≤ 3
8
}
.
Observe further that the gradient vectors ∇xϕ1(x¯, p¯),∇xϕ2(x¯, p¯) are linearly independent in IR3
and that the determinant of the matrix

∇xL(x¯, p¯, λ¯) ∇ϕ1(x¯)T ∇ϕ2(x¯)T−∇ϕ1(x¯) 0 0
−∇ϕ2(x¯) 0 0

 =


0 −1 0 1 −1
−1 0 0 0 0
0 0 2 −1 −1
−1 0 1 0 0
1 0 1 0 0


is equal to zero. It shows the violation of SCOC from [9, Definition 5.4.11] in this example.
Finally in this section, we discuss the role of the pointwise second-order condition GSSOSC in
the study of full stability of PVC from (6.1), (6.2). The following consequence of Theorem 6.3
describes the situation under the two first-order constraint qualifications considered above as well
as under the partial linear independence constraint qualification (LICQ) at (x¯, p¯):
the gradients ∇xϕi(x¯, p¯) for i ∈ I(x¯, p¯) are linearly independent,
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which clearly implies the partial MFCQ and CRCQ at the corresponding point. Note that both
assertions of the corollary below are new and rather surprising by taking into account the classical
nature of the first-order and second-order conditions used and the novelty of the full stability notion
for general PVC under consideration. On the other hand, we have recently obtained in [27] the
prototypes of these results for parametric nonlinear programs.
Corollary 6.5 (full stability of PVC via GSSOSC). Let (x¯, v¯, p¯) ∈ IRn × IRn × IRd be such
that x¯ ∈ S˘(v¯, p¯) in (6.3). The following assertions hold:
(i) If both partial MFCQ and CRCQ are satisfied at (x¯, p¯), then the validity of GSSOSC (6.8)
ensures that x¯ is a fully stable solution of PVC corresponding to (v¯, p¯).
(ii) If the partial LICQ holds at (x¯, p¯), then GSSOSC is necessary and sufficient for the full
stability of the corresponding solution x¯ in (i).
Proof. Since GSSOSC is stronger than GUSOSC as discussed after Definition 6.1, assertion (i)
follows directly from Theorem 6.3. To verify the necessary of GSSOSC for full stability in assertion
(ii) under the partial LICQ, it suffices to show that the pointwise second-order subdifferential
condition (4.46) from Theorem 4.7 is equivalent to GSSOSC. The proof of this fact follows the lines
in the proof of [31, Theorem 6.6], where the inner product 〈z, w〉 with (z, w) ∈ (D∗∂xg)(x¯, p¯, v̂)(w)
and v̂ = v¯ − f(x¯, p¯) is explicitly calculated. △
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