Index Terms-Band matrix, low rank submatrix, fast multiplication.
Our proof will use an inequality for ranks of products. Wayne Barrett observed that our lemma is a special case of the Frobenius Rank Inequality
Then we noticed that (2) follows quickly from our special case. Conceivably this provides a new proof of (2).
Barrett also pointed out that (1) follows immediately from the beautiful observation by Fiedler and Markham [10] that (in this notation)
This approach surely gives the best proof of the Theorem. It has the great merit that (3) is an equality (of nullities) instead of an inequality (of ranks). After returning to this discussion in Section III, the Theorem is applied to fast multiplication by these "semiseparable" matrices. Notice that there are an equal number of free parameters in and ' # ) $
. Figure 1 
We noticed that our weaker result (4) 
. So (6) implies (5).
i Now we restate the Theorem and prove it using the rank inequality (4). 
III. REFERENCES AND ALTERNATIVE PROOFS
Normally we would comment on the existing literature before adding to it! That is the proper order, especially for a theorem to which many earlier authors have contributed. But the "best" proof was pointed out to us by Wayne Barrett and it becomes particularly easy to describe in terms of the matrices and e above. The proof will follow directly from a simple and beautiful result of Fiedler was taken by Barrett and Feinsilver [3] . Their proof of the Theorem is based on the formula for the minors of # ) $ . Meurant [19] has provided an extremely helpful survey of the literature, and a stable algorithm for computing 0 # ) $ in the tridiagonal case.
It is interesting to recognize these two approaches: determinant formulas or rank and nullity formulas. The former come ultimately from Jacobi and Sylvester. They led in [3] to the conditions of unique completion of # ) $ starting from its central band (for H 2 and any t ). We now give the nullity formula (too little known!) which proves the Theorem in a single step.
The Nullity Theorem was given in 1984 by Gustafson [13] in the language of modules over a ring and in 1986 by Fiedler and Markham [10] in matrix language. A neat and simple proof will be in Section 0.7.5 of the forthcoming new edition of [16] . Here is an equivalent statement:
Nullity Theorem
Complementary submatrices of a matrix and its inverse have the same nullity. 
These block matrices are invertible exactly when the corresponds to low bandwidth. Smoothness: A slowly varying kernel corresponds to low rank submatrices. In both cases the word "approximate" should be included. We have matrix analysis rather than matrix algebra.
To summarize the applications to fast solution of integral equations, our best plan is to point to several active groups (with apologies to others). The first group has emphasized the connections to earlier "panel methods" and the delicate partitioning that can sometimes reduce the operation count to 4 @ A B
-for matrix inversion as well as multiplication. We hope these names and references will help the reader: 1) Hackbusch [14] , [15] 2) Chandrasekaran and Gu [7] 3) Tyrtyshnikov [12] , [21] 4) Eidelman and Gohberg [8] , [9] V. TRIDIAGONAL MATRICES AND DIFFERENTIAL EQUATIONS
The tridiagonal case is the simplest and most important. If we look at the first two columns of # ) $
, below the first row, then the "lower" statement at the start of our paper means: Those columns are proportional. We want to discuss this conclusion directly, and also to recognize the analogous statement for second-order differential equations and their Green's functions.
In the matrix case, the tridiagonal multiplies the first column of ' # % $ 
