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CHAPTER 1!INTRODUCTION
Computational chemistry––including electronic structure methods based on quantum
mechanics (QM), molecular mechanics (MM) force fields, and molecular dynamics (MD)
simulation ––are widely used to study and simulate the fundamental properties of molecules and
materials. It provides information about the structural properties and details of chemical reaction
paths which are not easily accessible from experiments. Therefore, computational studies can
assist chemists to interpret experimental observations and to predict the behaviors of molecular
systems.
The research in this dissertation applies different quantum and molecular mechanical
methods to study the molecular properties and reaction paths for various inorganic and organic
systems. The calculations range from thermochemical to molecular dynamic properties of
chemical reactions. For each chapter of this dissertation, a literature review, purpose of the
research, and its comparison with published literature, results of research, and summary have been
described in detail. Some of these computational studies involve method development, and some
studies may provide the guidance for experimentalists to design new molecules for more efficient
chemical processes.
In Chapter 2 and 3, polarizable force fields were developed for imidazolium-based ionic
liquids by incorporating Gaussian electrostatic model-distributed multipoles1 (GEM-DM) into the
AMOEBA force field,2 and the resulting force field parameters were able to successfully estimate
a number of thermodynamic and transport properties for 1,3-dialkylimidazolium-based ionic
liquids. The dynamics of water exchange on lanthanide ions is important for catalysis of organic
reactions and biomedical diagnosis. Recent
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O-NMR experiments have shown that the water-

exchange rates of lanthanide ions can be manipulated by choosing different solvents and metal
ions. In water, the water-exchange rate decreases in the order of Gd3+ > Dy3+ > Ho3+. By contrast,

!

!

2!

the inverse trend, Gd3+ < Dy3+ < Ho3+, is observed in water/1-ethyl-3-methylimidazolim ethyl
sulfate (water/[EMIm][EtSO4], Chapter 2) and in water/1-ethyl-3-methylimidazolim triflate
(water/[EMIm][OTf], Chapter 3). To gain further insight into these water-exchange events,
classical MD simulations were performed with these new developed force field parameters for the
ionic liquids as well as the corresponding lanthanide ions.3-4 By analyzing the MD trajectories, the
water-exchange rates of lanthanide ions were calculated in water, water/[EMIm][EtSO4], and
water/[EMIm][OTf]. Our simulations are in agreement with experimental results with respect to
water-exchange trends, indicating the importance of polarizable force field parameters. In addition,
this study shows how the interactions between metal ions and solvents influence water-exchange
rates and provides guidance for the selection of suitable solvents and metals for optimizing the
water-exchange rates.
Metal complexes that release ligands upon photoexcitation are important tools for
biological research and show great potential as highly specific therapeutics. Experiments have
shown that upon excitation with visible light, [Ru(TQA)(MeCN)2]2+ (TQA = tris(2quinolinylmethyl)amine)

releases

one

of

the

two

acetonitriles

(MeCNs),

whereas

[Ru(DPAbpy)MeCN]2+ (DPAbpy = N-(2,2’-bipyridin-6-yl)-N,N-bis(pyridin-2-ylmethyl) amine)
does not release MeCN. Furthermore, [Ru(TQA)(MeCN)2]2+ is highly selective for nitrile release,
showing release of the MeCN which is perpendicular to the plane of the two axial quinolines of
the complex (this acetonitrile is also cis to the basic nitrogen). Release of the second nitrile which
is coplanar with the quinolines is a much slower process that likely proceeds from the product of
the first photodissociation, [Ru(TQA)(H2O)(MeCN)]2+. In Chapter 4, we have used density
functional theory to compute the energies and geometries of the 3MLCT and dissociative 3MC
states and to explore the triplet potential energy surfaces to study the photodissociation behavior
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of these two complexes.5 The method used for exploring the photodissociation of the acetonitrile
is extended in Chapter 5 to study the photodissociation of pyridine in [Ru(tpy)(Me2bpy)(py)]2+
than in [Ru(tpy)(bpy)(py)]2+ (tpy = 2,2′:6′,2″-terpyridine; bpy = 2,2′-bipyridine, Me2bpy = 6,6′dimethyl-2,2′-bipyridine; py = pyridine).6
Ascorbic acid is a well-known antioxidant and radical scavenger. It can be oxidized by
losing two protons and two electrons, but normally loses only one electron at a time. The reactivity
of the ascorbate radical is unusual and it can either disproportionate or react with other radicals.
Dehydroascorbic acid (DHA) is the fully oxidized form of ascorbic acid and the structure of DHA
is commonly shown as tricarbonyl form DHA1 (Scheme 1.1) even though it has been known that
this structure is energetically unstable and can be detected only in “dry” aprotic solvent. In aqueous
media, the primary DHA structure is actually found to be the bicyclic hydrated form DHA4
(Scheme 1.1). Understanding the mechanism of formation of DHA4 has significant importance
for exploring the likely reaction pathways for oxidation of ascorbic acid. In Chapter 6, the pKa’s
and standard oxidation potentials were calculated by using the B3LYP/6-31+G(d,p) and CBS-QB3
levels of theory with the SMD implicit solvent model and explicit waters.7 The possible oxidation
reactions at different pH conditions can be understood by constructing a potential-pH (Pourbaix)
diagram from the calculated pKa and standard reduction potentials. The Pourbaix diagram at the
CBS-QB3 level of theory indicates that under physiological pH the disproportionation of the
intermediate radical is thermodynamically favored because the second oxidation occurs at a much
less positive potential than the first one. A study of the possible pathways for disproportionation
shows that the radicals dimerize to form an asymmetrical structure. Protonation of this dimer
facilitates intramolecular electron transfer and the hydrolysis of the dimer into a pair of a fully
reduced and a fully oxidized structures. This mechanism can also be applied to explain the reaction
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of the ascorbic acid radical with other radical species. The two radicals react and intramolecular
electron transfer followed by hydrolysis yields dehydroascorbate and converts the other radical
into its fully reduced form.

Scheme 1.1. The fully oxidized species of ascorbic acid
OH
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HO
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O

OH
O

– 2e–

O

HO

O
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O
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– 2e–
+ H 2O
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O

O

OH
OH OH
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In Chapter 7, the isomerization and fragmentation of allene cation (H2C=C=CH2+) were
simulated by Born-Oppenheimer molecular dynamics (BOMD) on the ground state potential
energy surface in the presence of a 10-cycle 7 µm laser pulse with maximum field strength of 0.07
au. The trajectory calculations show that the field aligned with the C=C=C axis of allene cation
deposits much more energy (ca. 150 kcal/mol) than the other two polarizations perpendicular to
the C=C=C axis (25 kcal/mol and 51 kcal/mol) with the same maximum field strength. This is
consistent with the overlap of the 7 µm laser pulse with the IR spectrum of aligned allene cation.
No isomerization and fragmentation were observed when the field was perpendicular to the
C=C=C bond of allene cation. Compared to perpendicular orientations, approximately 90% of the
trajectories for aligned allene cation underwent one or more structural rearrangement steps to form
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various isomers such as vinylmethylene cation (CH2=CH–CH+), propyne cation (CH3CCH+), and
cyclopropene cation (c-C3H4+), and allene cation with rearranged hydrogens and carbons. In
addition, a variety of fragments including H2CCCH+ + H, c-C3H3+ + H, and HCCCH+ + H2 were
produced after isomerization.
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CHAPTER 2! SIMULATIONS OF WATER EXCHANGE DYNAMICS
ON LANTHANIDE IONS IN 1-ETHYL-3-METHYLIMIDAZOLIM
ETHYL SULFATE ([EMIM][ETSO4]) AND WATER
Phys. Chem. Chem. Phys., 2016, 18, 30323-30333
- Reproduced by permission of the PCCP Owner Societies

2.1! Introduction
Lanthanides have been applied widely in lighting devices, medical diagnosis, catalysis and
organic synthesis, because of their luminescent,1-5 magnetic6-9 and catalytic10-13 properties. These
properties can have a broad range for modulation by altering the lanthanide ions and the
coordination environments. Moreover, the interactions of lanthanide ions with solvents can
influence solvent-exchange rates that are important in the efficiency of contrast agents for
biomedical analysis, and catalysts! in organic reactions.14-15 Consequently, studies of the
coordination chemistry and solvent exchange of lanthanide ions are of particular importance for
the development of catalysis and other applications.
The application of room temperature ionic liquids has become popular in catalysis,16-19
organic synthesis,20-21 and separations.22 In an effort to combine the advantages of lanthanide ions
and ionic liquids, a number of properties of lanthanide ions in ionic liquids have been explored
experimentally1,6,10 and theoretically.23-24 The properties of lanthanide ions in ionic liquids are
often unique compared to those in conventional organic solvents.1,6,10 However, to our knowledge,
solvent-exchange kinetics of lanthanide ions are studied mostly in the aqueous and organic solvent
systems.25-33 Recently, the water-exchange rate of lanthanide ions in 1-ethyl-3-methylimidazolium
ethyl sulfate ([EMIm][EtSO4]) was reported using
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O-NMR spectroscopy to investigate the

modulation of kinetic properties of lanthanide ions in ionic liquids.34 Those results revealed that
the trend of water-exchange rates in [EMIm][EtSO4] for different lanthanide ions is opposite to
that observed in water. The water-exchange rates of lanthanide ions in [EMIm][EtSO4] are also
slower than those in water.
!

!
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Theoretically, the factors that influence the structural and kinetic properties of lanthanide

ions are mainly attributed to the electrostatic attractions between lanthanide ions and solvent
molecules and to the electrostatic and steric repulsions between solvent molecules. The ligand field
effect for lanthanide ions is small because of the shielding of 4f valence electrons by 5s and 5p
electrons. However, the factors that control the rates and mechanisms of water-exchange on
lanthanide ions in [EMIm][EtSO4] were not clear and, thus, warranted further investigation.
Molecular dynamic (MD) simulations can provide useful structural and dynamic
information of solvent-exchange processes.23-24,28-30,35-37 However, an accurate force field is
required for appropriately modeling intermolecular interactions among solvent molecules and
electrostatic interactions between solvent molecules and lanthanide ions. Because the metal ions
and the components of ionic liquids are highly charged ions, the force field for these species needs
to be created. The Atomic Multipole Optimized Energetics for Biomolecular Applications
(AMOEBA)38 force field has been used to simulate hydration dynamics for various metal ions
because it can accurately describe the interactions of metal ions with water molecules.28,30,35-37,39
Recently, our group has incorporated Gaussian electrostatic model-distributed multipoles (GEMDM)40 into the AMOEBA force field and was able to successfully estimate the bulk properties for
imidazolium-based ionic liquids.41
In this paper, we develop the AMOEBA force field parameters for lanthanide ions and the
[EMIm][EtSO4] ion pair. The resulting parameters were used to determine water-exchange rates
in water and in water/[EMIm][EtSO4]. The solvation characteristics, transport properties, and
solvated structures from the MD trajectories were further examined to understand the contrasting
water-exchange behaviors of lanthanide ions in these two solvent systems.
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2.2! Methods
2.2.1! Parameterization of [EMIm][EtSO4]
The procedure for the determination of the required AMOEBA parameters for ionic liquids
has been described previously.41 Briefly, this procedure involves the use of quantum mechanics
(QM) energy decomposition analysis (EDA)42 to determine and match individual inter-molecular
interaction components for different dimers as well as employing the distributed multipoles
obtained from the Gaussian electrostatic model-distributed multiple (GEM-DM)40 method. The
use of the GEM-DM parameters in AMOEBA force fields has been shown to provide accurate
reproductions

of

a

number

of

thermodynamic

and

transport

properties

for

1,3-

dimethylimidazolium-based ionic liquids.41 In this work, we follow the same fitting methodologies
to develop intra- and inter-molecular parameters for the [EMIm][EtSO4] ionic pair. All parameters
have been optimized by comparison to the quantum calculations that included optimized
structures, intermolecular interactions and energy decomposition analyses. To test the accuracy of
the developed force field for [EMIm][EtSO4], MD simulations were performed and compared with
reported experimental densities43 and heat vaporizations.44-45
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2.2.2! Parameterization of Gd3+, Dy3+, and Ho3+
The AMOEBA parameters for the three lanthanide ions—Gd3+, Dy3+, and Ho3+—were
obtained by comparing energies calculated with the respective AMOEBA parameters with the
interaction energies of lanthanide−water dimers obtained at the MP2 level46-50 using the Gaussian
software package.51 Stuttgart’s small core quasi-relativistic effective core potential and the
associated basis sets52-54 were used for the lanthanide ions, and 6-311G(d,p) basis set were used
for H and O atoms. The structures of mono aqua complexes for the three studied lanthanide ions
were optimized and the intermolecular interaction energies of these optimized structures were
calculated via the counterpoise method.55 QM EDA data for different lanthanide–water dimers
(Ln−H2O) has been reported.56 and the results show that polarization energies contribute 54.0,
53.1, 52.4, and 51.1% of the total interaction energies of La3+−H2O, Eu3+−H2O, Gd3+−H2O, and
Lu3+−H2O dimers, respectively. Those polarization contribution percentages enable us to estimate
the polarization energies from the total QM interaction energy for other lanthanide−water dimers.
In the AMOEBA model, polarization is described by the induction of a dipole on each interaction
site. The induced dipole (!" ) on each site i is calculated as !" = $" %" , where $" is the atomic
polarizability and %" is the external electric field generated by the permanent multipoles or the
induced dipoles on other sites. To avoid the so-called “polarization catastrophe”, the dipole
interactions are damped at short distances by using the Thole scheme.57 The damped charge
distribution in the AMOEBA force field38 has the form & =

'(
)*

exp.(−12' ), where 2 =

4"5 (1" 15 )6/8 is the effective distance as a function of atomic polarizabilities of sites i and j, and
1 is a dimensionless parameter that controls the strength of damping. The parameter 1 was set to
0.39 in the water AMOEBA force field, but the values for divalent37 and trivalent metal ions30
should be reduced to obtain better descriptions of polarization energies for metal−water dimers
!

!
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(due to the small polarizabilities for these metal cations). Because the dipole polarizabilities (α) of
the lanthanide ions have been reported,58 we adjusted the damping parameters for lanthanide ions
in this work to fit the AMOEBA polarization energy with the estimated polarization energies for
different lanthanide–water dimers. The polarizability and damping factors for each lanthanide ion
studied in this work are listed in Table 2.1.
In addition to Coulomb and polarization energies, the other type of AMOEBA
intermolecular interaction of a lanthanide−water dimer corresponds to van der Waals interactions.
These interactions are described by the buffered Halgren pairwise potential,59
!
6)EF

9"5:;< = ="5

1 + 0.07
C"5
D + 0.07
4"5

1 + 0.12
C"5
D
4"5

F

−2

+ 0.12

D
where ="5 is a potential well (kcal/mol), C"5 is the separation distance between sites i and j, and 4"5

is the minimum interaction energy distance (Å) for sites i and j. To describe the van der Waals
interactions for different lanthanide−water dimers, the repulsion-dispersion parameters (4 and =
in the Halgren function) for lanthanide ions were adjusted to match the remainder of the total
interaction energy minus the sum of AMOEBA coulomb and polarization energies. The resulting
parameters for three lanthanide ions are listed in Table 2.1.
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Table 2.1. Polarizabilities (α), Thole
and J) for Gd3+, Dy3+, and Ho3+
Metal ions
α (Å3)
Gd3+
0.790 a
3+
Dy
0.728 a
Ho3+
0.702 a
a
58 b
Reference . Reference 30.

damping exponents (H), and van der Waals parameters (I
1
0.146
0.140
0.136

4 (Å)
3.30 b
3.23
3.20

= (kcal/mol)
8.5 b
15.0
20.0

2.2.3! MD simulation procedure
Simulations for three lanthanide ions—Gd3+, Dy3+, and Ho3+—were performed with two
different liquid systems: water (system 1) and a mixture of water and [EMIm][EtSO4] (1:19, v/v)
(system 2). In water, the simulation for each lanthanide ion was performed with 511 water
molecules, and the systems in water were tripositive. In system 2, 83 water molecules were placed
randomly in a box of 150 [EMIm][EtSO4] ion pairs because the volume ratio of water to
[EMIm][EtSO4] was 1:19, corresponding to the molar ratio of 83:150, to match the NMR
experimental conditions.34 For each lanthanide ion studied, three [EMIm] cations were replaced
with a lanthanide ion in system 2 to keep the systems electroneutral. All simulations were
performed with the AMBER12 package60 and the AMOEBA polarizable force field with the above
determined parameters. The simulations were carried out in an isothermal isobaric ensemble (NPT)
at 298 K and 1 bar with a 1 fs time step using an 8.5 Å cutoff for non-bonded interactions and an
8.0 Å cutoff for the smooth particle mesh Ewald (PME) method61 for long-range electrostatics.
The Berendsen thermostat and barostat62 were used to control temperature and pressure with
relaxation times of 1 and 3 ps, respectively. All production trajectories were generated for at least
10 ns, and snapshots were recorded every 100 fs. All properties such as the mean residence time
were calculated from three independent MD trajectories with the standard deviation used as the
uncertainty.
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2.3! Results and discussion
The water-exchange rates of Gd3+, Dy3+, and Ho3+ in water as well as a
water/[EMIm][EtSO4] mixture were determined by

17

O-NMR experiments and reported

previously.25-27, 34 In these two solvent systems, the lanthanide ions exhibited different trends in
water exchange rates. In water, water-exchange rates on the lanthanide ions increase as a function
of charge density (the ratio of charge to ionic radius). By contrast, lanthanide ions in
water/[EMIm][EtSO4] exhibited the opposite trend for the water exchange rates, Gd3+ < Dy3+ <
Ho3+, moreover, the rates were also slower than in water alone. However, information about the
reasons for these observed results was not easily accessible, and we suspected that MD simulations
would provide atomic level insights to aid in the interpretation of these results.
Information about the structural properties at the atomic level of the three lanthanide ions
in the different solvent environments can be obtained from their radial distribution functions, g(r).
The g(r) of the solvent molecules around each lanthanide ion in water and water/[EMIm][EtSO4]
are displayed in Figures 2.1 and 2.2, respectively. In Figure 2.1, the Ln–Ow g(r) patterns are similar,
and two well-resolved peaks indicate the location of the first and second hydration shells around
the lanthanide ions. Table 2.2 shows that the position of the first Ln–Ow peak is dependent on the
size of the specific ionic radius of the lanthanide ion. As the ionic radius decreases from Gd3+ to
Ho3+, the Ln–Ow distance decreases in the order of Gd3+–Ow (2.38 Å) > Dy3+–Ow (2.36 Å) > Ho3+–
Ow (2.35 Å). Integration of the first Ln–Ow g(r) peak (dashed line in Figure 2.1) represents the
coordination numbers (CN) of water molecules around each lanthanide ion in the first hydration
shell, and the integrated values are listed in Table 2.2. The numbers of water molecules in the first
hydration shell are between eight and nine due to water-exchange events between the first and the
second shells.
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Figure 2.1. Lanthanide-water oxygen (Ln–Ow) radial distribution functions (solid line) and the
integration curves (CN(r), dashed line) for (a) Gd3+, (b) Dy3+, and (c) Ho3+.
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Table 2.2. Coordination number (CN) and lanthanide–water distances (Ln−Ow) in the first
hydration shell.
Metal ions
Current Work
Experiment63
Gd3+
CN
8.8
8.7
Ln–Ow
2.38
2.42
Dy3+
CN
8.6
8.5
Ln–Ow
2.36
2.38
3+
Ho
CN
8.7
8.4
Ln–Ow
2.35
2.36
In the water/[EMIm][EtSO4] system, lanthanide ions can be surrounded by water and
[EtSO4]– anions, and the Ln–Ow and Ln–S g(r) in Figure 2.2 display the distribution of the O atoms
of water and the S atoms of [EtSO4]– anions around each lanthanide ion, respectively. The positions
of the first g(r) peaks and the corresponding integral values (CN) are summarized in Table 2.3.
Figure 2.2 shows that the first peaks of the Ln–S g(r) have two components. The one appearing at
distances of 3.3 − 3.4 Å are three bidentate [EtSO4]– anions. The one located at a distance of
3.8−3.9 Å correspond to [EtSO4]– anions that coordinate the metal ions in a monodentate fashion
(Figure 2.2, right panel). This data indicates that all three lanthanide ions are surrounded by four
[EtSO4]– anions in the first coordination shell.
When the size of the metal ions decreases from Gd3+ to Ho3+, the distances of the first Ln–
S peaks decrease as: Gd3+−S (3.33 Å) > Dy3+−S (3.32 Å) > Ho3+−S (3.29 Å) (Figure 2.2 and Table
2.3). In addition to [EtSO4]– anions, the first coordination shell of the lanthanide ions also contains
one or two water molecules due to water-exchange events. The distances of the first Ln−Ow g(r)
peaks are 2.43 Å for Gd3+−Ow, 2.40 Å for Dy3+−Ow, and 2.40 Å for Ho3+−Ow, which are longer by
0.04–0.05 Å than those in pure water (2.38 Å for Gd3+−Ow; 2.36 Å for Dy3+−Ow; 2.35 Å for
Ho3+−Ow; see Table 2.2). The elongation of the Ln−Ow distance in water/[EMIm][EtSO4] indicates
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that the presence of [EtSO4]– weakens the interaction between the lanthanide ions and water
molecules, potentially leading to differences in water dissociation rates and water exchanges.

Figure 2.2. Radial distribution functions and integration curves of water molecules (left panel)
and [EtSO4] anions (right panel) around (a) Gd3+, (b) Dy3+, and (c) Ho3+ in water/[EMIm][EtSO4].
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Table 2.3. Coordination number (CN) and lanthanide–water (Ln–Ow) and lanthanide–ethylsulfate
(Ln–S)a distances in the first coordination shell from MD simulations (performed with 1 lanthanide
ion + 147 [EMIm]+ cations + 150 [EtSO4]– anions + 83 water molecules)
g(r)
metal ions
CN
distance (Å)
Ln–Ow
Gd3+
1.8
2.43
3+
Dy
1.6
2.40
Ho3+
1.7
2.40
3+
Ln–S
Gd
(1) 3.0; (2) 1.0
(1) 3.33; (2) 3.84 – 3.88
Dy3+
(1) 3.0; (2) 1.0
(1) 3.32; (2) 3.81 – 3.85
3+
Ho
(1) 3.0; (2) 1.0
(1) 3.29; (2) 3.84 – 3.87
a
The first peak of Ln-S has two components: component (1) corresponds to three bidentate
[EtSO4]– anions and component (2) corresponds to one monodentate [EtSO4]– anion.
Because molecular diffusion is one of the transport properties that is involved in waterexchange reactions, prediction of diffusion coefficients can provide useful information for the
kinetics of these chemical processes. The diffusion coefficients (D) of molecules can be
determined by using the Einstein relation,64

6LM = lim MSD(M)
Q→S

where MSD is the mean-square displacement over a period of time (t). In the diffusive regime,
MSD grows linearly with time, so the diffusion coefficient can be calculated from the slope of the
plot of MSD as a function of time.
To investigate effect of solvents on molecular diffusion, the diffusion coefficients of water
(DH2O) and each lanthanide ion (DLn, Ln = Gd3+, Dy3+, or Ho3+) in water were calculated from the
slopes of MSD plots (see Supporting Information) and compared to the corresponding values in
water/[EMIm][EtSO4]. Table 2.4 shows that the diffusion coefficients of water (DH2O) are in the
range

of

1.59×10–5–1.63×10–5

cm2/s

in

water

and

7.86×10–9–1.40×10–8 cm2/s

in

water/[EMIm][EtSO4]. The self-diffusivities of water in water/[EMIm][EtSO4] are smaller than

!
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those in water because the diffusion coefficients of [EtSO4]– anion are in the range of 2.99×10–9–
4.28×10–9 cm2/s in water/[EMIm][EtSO4], and water molecules form strong hydrogen bonds with
the [EtSO4]– anions. These hydrogen bonds restrain the motion of water and lead to slower
dynamics in water/[EMIm][EtSO4]. A similar solvent effect can be observed in the diffusion
coefficients of lanthanide ions (DLn) in these two solvent systems. Table 2.4 shows that diffusion
coefficients for Gd3+, Dy3+, and Ho3+ are 1.65×10–10, 1.80×10–10, and 3.37×10–10 cm2/s,
respectively, in water/[EMIm][EtSO4], but these coefficients are slower than the rates in water
(1.04×10-5 cm2/s for Gd3+, 1.78×10-6 cm2/s for Dy3+, and 8.11×10-7 cm2/s for Ho3+). In part, the
slower diffusion rates of lanthanide ions in water/[EMIm][EtSO4] are because the electrostatic
interactions of lanthanide ions with [EtSO4]– anions are stronger than with neutral water molecules
and because the water molecules coordinated to lanthanide ions are bridged by the surrounding
[EtSO4]– via ionic hydrogen bonds. The molecular diffusions for water and lanthanide ions in
water/[EMIm][EtSO4] being slower than those in water is consistent with the
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O-NMR

experimental results demonstrating that water-exchange rates of lanthanide ions are slower in
water/[EMIm][EtSO4] than in water.

Table 2.4. Self-diffusion coefficients for water (DH2O) and lanthanide ions (DLn) and in water and
[EMIm][EtSO4] a
solvent
Metal ions
DH2O (cm2/s)
DLn (cm2/s)
DEtSO4 (cm2/s)
water
Gd3+
1.62×10–5
1.04×10–5
3+
water
Dy
1.63×10–5
1.78×10–6
3+
–5
water
Ho
1.59×10
8.11×10–7
water/[EMIm][EtSO4] Gd3+
1.40×10–8
1.65×10–10
4.28×10–9
3+
water/[EMIm][EtSO4] Dy
8.64×10–9
1.80×10–10
3.10×10–9
3+
–9
–10
water/[EMIm][EtSO4] Ho
7.86×10
3.37×10
2.99×10–9
a
The standard deviation from three independent MD simulations are provided in the supporting
information.
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To study the size effect of metal ions on their mobility, the diffusion coefficient of each

lanthanide ion was determined in a given solvent system. In water/[EMIm][EtSO4], all studied
lanthanide ions have similar diffusion rates. In water, on the other hand, the diffusion rates of the
lanthanide ions decrease as a function of their ionic radii.65 The calculated diffusion coefficients
are 1.04×10–5 cm2/s for Gd3+, 1.78×10–6 cm2/s for Dy3+, and 8.11×10–7 cm2/s for Ho3+. This trend
is because the larger lanthanide ions with lower charge densities bind to solvent molecules less
tightly than smaller ions with higher charge densities, causing faster dynamics. Experiments found
that the water–exchange rate decreases from Gd3+ to Ho3+ in water.25-27
To determine the water–exchange rate (kex), we calculated the averaged residence time (τ =
1/kex) of a water molecule in the first solvation shell using the following equation for 4 M :66

1
4 M =
WD

[\

X" (M, M ∗ )
"]6

where WD is the total number of water molecules in the first hydration shell of the lanthanide ion
at time M = 0. X" (M, M ∗ ) is the time correlation function, which takes a value of 1 if the water
molecule i continuously stays in the first shell between time 0 and time M, or if the water molecule
leaves the first hydration shell within M ∗ ; otherwise, X" (M, M ∗ ) is 0. In this work, the parameter M ∗ is
taken to be 2 ps in water and 100 ps in water/[EMIm][EtSO4] due to the smaller mobility of
molecules in this solvent. The distance of a water molecule within the first hydration shell is
defined as Ln–Ow < 3.25 Å from Ln–Ow g(r). The function 4 M decays exponentially with respect
to time M, and the mean residence time of a water molecule around a lanthanide ion (τ) can be
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obtained by fitting an exponential form (^ EQ/_ ) to 4 M . The calculated water-exchange rates (kex),
the inverse of mean residence time, are shown in Table 2.5 and Figure 2.3.

Table 2.5. Water-exchange rates (kex, s–1) for lanthanide ions in water or water/[EMIm][EtSO4]
solvent
Metal ions Current work
Experiments26-27,34
water
Gd3+
1.30×109
8.30×108 a
water
Dy3+
7.72×108
4.34×108 b
3+
water
Ho
4.75×108
2.14×108 b
3+
7
water/[EMIm][EtSO4] Gd
2.96×10
5.08×106 c
water/[EMIm][EtSO4] Dy3+
4.94×107
3.64×107 c
3+
water/[EMIm][EtSO4] Ho
8.86×107
4.61×107 c
a
27 b
26 c
34
Reference . Reference . Reference .
In water, the calculated water-exchange rates are 1.30×109, 7.72×108, and 4.75×108 s–1 for
Gd3+, Dy3+, and Ho3+, respectively. The water-exchange rates exhibit the trend of Gd3+ > Dy3+ >
Ho3+. In water/[EMIm][EtSO4], water-exchange rates are 2.96×107 s–1 for Gd3+, 4.94×107 s–1 for
Dy3+, and 8.86×107 s–1 for Ho3+, which are slower than the rates for the same ions in water. In
addition, the trend of water-exchange rates is the opposite of that in water. The calculated waterexchange rates in Table 2.5 are faster than the experimental measurements;25-27, 34 nevertheless,
the trends in the two solvent systems are consistent with the 17O-NMR experiments.
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!!
Figure 2.3. Residence probability I ` that a particular water molecule stays in the first hydration
shell of (a) Gd3+, (b) Dy3+, and (c) Ho3+ after a correlation time for the simulations in water.
A water-exchange event can be viewed in terms of the time difference between a water
molecule coming into the first shell and another water molecule leaving the first shell. Based on
solvent substitutions along different reaction coordinates, water-exchange mechanisms can be
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classified as (1) an associative path where an incoming water joins the first coordination sphere in
the first step; (2) a dissociative path where an outgoing water leaves the first solvation shell in the
first step; and (3) an interexchange process where the outgoing water comes out from the first shell
at the same time when the entering water joins the first shell.67
By analyzing the lanthanide–oxygen distance and snapshots from MD trajectories, we can
observe the transitions of water-exchange events between the first coordination shell and the bulk
along the distance trajectories and have a qualitative picture to distinguish these solvent exchange
processes in different solvent systems. Figure 2.4(a) shows selected snapshots for water exchange
of Gd3+ in water. Similar behavior is observed for Dy3+ and Ho3+ in water. At the beginning of the
simulation (t = 0 ps in Figure 2.4(a)), the first hydration shell of Gd3+ have eight water molecules,
forming a square antiprism (SAP) geometry. During the simulation, one water from the bulk joins
the first hydration shell, and a nine-coordinate lanthanide aquo complex is formed with a tricapped
trigonal prism (TTP) geometry. Subsequently, when a water is released from the first shell to the
outer hydration shells, the remaining eight water molecules in the first shell rearrange themselves
to the SAP geometry. Figure 2.4(b) shows that the lanthanide–water distance trajectories for the
incoming and the outgoing water molecules overlap at the distance of the first hydration shell,
which suggests that lanthanide ions employ an associative pathway for a water exchange in water.
To initiate a water exchange in water, a water from the bulk must move into the first shell. The
ionic radii of lanthanide ions have two main effects on the water association process.26 First, the
smaller lanthanide ions with higher charge density can result in faster association of a water
molecules. On the other hand, to provide room for one additional water molecule in the first shell,
the SAP structure for the eight-coordinate lanthanide aquo complex must rearrange itself to a
bicapped trigonal prism (BTP) so that the incoming water molecule can attack one of the square
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faces of the initial SAP structure to form the TTP structure for the nine-coordinated aquo complex.
Because the ionic radii of lanthanide ions are in the order of Gd3+ > Dy3+ > Ho3+, the smaller
lanthanide ions form smaller aquo complexes with the surrounding water molecules, resulting in
smaller square faces of the SAP structures. The smaller square face makes it less accessible for the
incoming water to join the first shell of the lanthanide ion, preventing the association of the
incoming water from the bulk. Therefore, a decreasing trend of Gd3+ > Dy3+ > Ho3+ is observed
for the water-exchange rates in water.
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!
Figure 2.4. (a) MD snapshots for a water exchange event on Gd3+. The water molecules colored
in blue and green represent the incoming and outgoing water molecules, respectively. At t = 9.9
ps, there are eight water molecules in the first hydration shell of Gd3+. Between 11.9 and 192.2 ps,
the ninth water (blue) from the bulk joins the first coordination shell, characteristic of an
associative mechanism. At t = 194.4 ps, the green water molecule has moved out of the first
hydration shell and the blue water molecule stays in the first hydration shell. (b) The corresponding
trajectory for the water exchange observed in Figure 2.4(a). The blue solid and green dashed
trajectories represent the incoming and outgoing water molecules, respectively.
When the water-exchange processes of lanthanide ions were simulated in
water/[EMIm][EtSO4], the beginning MD snapshot (t = 0 ps in Figure 2.5(b)) shows that Ho3+
binds with nine O atoms from four [EtSO4]– anions and two water molecules in the first
coordination shell. In addition, the Ho3+ ion slightly deviates from the S1–S2–S3 plane (see the
definition of φ(S1–S2–S3–Ho3+) in Figure 2.5(a)) by 24.2 degrees at t = 0 ps. During the first few
!
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nanoseconds of MD simulations, no exchanges of water or other ligands were observed.
Nevertheless, we observed that the [EtSO4]– anions underwent rapid spin motions around the
lanthanide ion. In some occasions, these rotational motions cause the central lanthanide ion to
deviate from the S1–S2–S3 plane and elongate the lanthanide–water distance, preventing binding
of the first shell water to the lanthanide ion. When the φ(S1–S2–S3–Ho3+) torsion angle is
increased from the average of 28.6 degrees to the average of 37.5 degrees (right panel in Figure
2.6(a)), the average distance of the lanthanide−water oxygen is elongated from 2.46 to 4.72 Å,
indicating the dissociation of a water molecule from the first coordination shell. When a first-shell
water molecule is lost, water exchange is imminent. The entering water can be the original
outgoing water from the first shell or other water molecules from the outer-sphere. Similar
behaviors were observed for Dy3+ and Gd3+ in water/[EMIm][EtSO4] (Figure 2.6(b) and 6(c)).
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Figure 2.5. (a) The definition of dihedral angle φ(S1−S2−S3−Ln): a lanthanide ion deviates from
the S1−S2−S3 plane by φ(S1−S2−S3−Ln). (b) MD snapshots for a water-exchange event around
Ho3+ in water//[EMIm][EtSO4]. From t = 0 to 1,314 ps, Ho3+ forms a 9-coordinate complex with
[EtSO4]– anions and water molecules in the first coordination shell. The green water leaves the
first coordination sphere at 1,316 ps and stays in the second or the third coordination spheres until
1,737 ps. The green water joins the first solvation shell again at 1,739 ps, and a water exchange is
complete. This reaction follows a dissociative pathway.
Figure 2.6 shows the time required to dissociate a water molecule from the first solvation
shell for the three studied lanthanide ions. For the dissociation of a water molecule, the average
time it took was 1,329 ps for Ho3+, 2,382 ps for Dy3+, and 3.984 ps for Gd3+. The residence time
of a water in the first shell is in the trend of Ho3+ < Dy3+ < Gd3+ and is dependent on the charge
density of the lanthanide ion that influences the electrostatic interactions between the lanthanide
cation and the [EtSO4]– anions. As shown in the Ln–S g(r) plots, the [EtSO4]– anions bind more
tightly to Ho3+ than Gd3+ due to the smaller ionic radius of Ho3+. As a result, the first coordination
shell of Ho3+ is sterically more crowded than Gd3+, hindering the binding of water to the lanthanide
and resulting in water molecules being released more easily from Ho3+ than from Gd3+. These
results likely explain why the experiments found that water exchange rates in
water/[EMIm][EtSO4] appeared in the order of Gd3+ < Dy3+ < Ho3+. Interestingly, no water
!
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exchange event was observed for these lanthanide ions throughout all MD trajectories when the
simulations for the water-exchange reactions were started from the configuration where two first
shell water molecules were adjacent to each other (Figure 2.7). This type of solvent configuration
might provide insight for ligand design for manipulation of water-exchange rates in future
experiments.
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Figure 2.6. The distance of lanthanide−water oxygen (left panel) and the dihedral angle
φ(S1−S2−S3−Ln) (right panel) over simulation time demonstrating the time when a water travels
between the first and outer coordination spheres of (a) Ho3+, (b) Dy3+, and (c) Gd3+ in
water/[EMIm][EtSO4].
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Figure 2.7. MD snapshots and lanthanide–water oxygen distance trajectories showing that no
water exchange event was observed throughout the entire simulation time when two water
molecules (blue and pink) were adjacent to each other in the first solvation shell of Ho3+. Similar
behaviors were observed for Gd3+ and Dy3+.
2.4! Conclusions
Experiments have shown that the water-exchange rates of lanthanide ions can be
manipulated by choosing different solvents and metal ions. In water, water-exchange rate
decreases in the order of Gd3+ > Dy3+ > Ho3+. By contrast, the inverse trend, Gd3+ < Dy3+ < Ho3+,
is observed in water/[EMIm][EtSO4]. To gain further insight into these water-exchange events, we
developed AMOEBA parameters for the [EMIm][EtSO4] ion pair as well as the corresponding
lanthanide ions and performed classical MD simulations with these new parameters. By analyzing
the MD trajectories, we calculated the water-exchange rates of lanthanide ions in water and
water/[EMIm][EtSO4] and analyzed the interactions between the lanthanide ions with water
molecules and [EMIm][EtSO4]. Our simulations are in agreement with experimental results with
respect to water-exchange trends. Furthermore, the atomic-level insight of our simulations
indicates that in water, water-exchange events follows an associative process. The water-exchange
!
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rate of Ho3+ being slower than that of Gd3+ might be explained by stronger electrostatic interactions
with the first shell water of Ho3+ due to its smaller ionic radius relate to Gd3+, preventing the
association of water to the first shell. On the other hand, water exchange in water/[EMIm][EtSO4]
is initiated by dissociating a water from the first shell. The residence time of a first shell water
depends on the relative binding strength of the lanthanide ion with [EtSO4]– anions and water
molecules. The first shell [EtSO4]– binds to the smaller lanthanide ions more tightly and causes
more steric effects on the first shell water molecules, facilitating the dissociation of water. As a
result, the trend of Gd3+ < Dy3+ < Ho3+ is seen for water-exchange rates in water/[EMIm][EtSO4].
This study shows how the interactions between metal ions and solvents influence water-exchange
rates and provides guidance for the selection of suitable solvents and metals for optimizing the
water-exchange rates.
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CHAPTER 3! MOLECULAR DYNAMICS INVESTIGATION OF
WATER-EXCHANGE REACTIONS ON LANTHANIDE IONS IN
WATER/1-ETHYL-3-METHYLIMIDAZOLIUM
TRIFLUOROMETHYLSUFATE ([EMIM][OTF])
Reprinted from [The Journal of Chemical Physics 148, 024503 (2018)],
with permission from AIP Publishing.
3.1! Introduction
Room-temperature ionic liquids are salts that are generally composed of organic cations
and inorganic or organic anions. Ionic liquids have attracted attention for a broad range of
applications in catalysis,1-4 organic synthesis,5-6 separations,7 and electrochemistry8-9 because of
their unique properties such as low vapor pressure; non-flammability; and high thermal, chemical,
and electrochemical stabilities. These properties can be tuned by choosing an appropriate
combination of cations and anions, making ionic liquids task-specific solvents.
Many ionic liquids have been used as solvents for lanthanide solutes because the
luminescent,10-14 magnetic,15-18 and catalytic19-22 properties of lanthanides have been extensively
exploited for the development of lighting devices, medical diagnosis, catalysis and organic
synthesis. A variety of these properties and applications can be modulated through variation of the
lanthanide ions and the coordination environments. Moreover, water-exchange rates influenced by
the coordination chemistry of lanthanides are important parameters for characterizing the
efficiency of contrast agents for biomedical imaging and diagnosis, and catalysts in organic
reactions.23-24 Recently, ionic liquids have become important for coordination chemistry of
lanthanides because lanthanide ions in ionic liquids often exhibit unique properties compared to
conventional organic solvents.14, 16, 22 A number of properties and behaviors of lanthanides in ionic
liquids have been studied experimentally14, 16, 22 and theoretically.25-26 However, to our knowledge,
water-exchange kinetics of lanthanide ions in ionic liquids are scarcely discussed, and more
comprehensive structural and dynamics studies of these processes in ionic liquids will be helpful
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for the development of lanthanide-based catalysts for diverse applications in both the chemical and
biomedical fields.
Molecular-dynamics (MD) simulations can explicitly represent solvents and, therefore,
have become powerful tools to study solvation characteristics and the water-exchange processes.2533

However, rates of water exchange are influenced by metal–water and water–solvent interactions,

so an accurate force field is required for appropriately modeling these intermolecular interactions.
The atomic-multipole-optimized-energetics-for-biomolecular-applications (AMOEBA)34 force
field has been used to simulate water-exchange dynamics for various metal ions because it can
accurately describe the interactions between metal ions and water molecules. Recently, our group
has developed a protocol to incorporate Gaussian electrostatic model-distributed multipoles
(GEM-DM)35 into the AMOEBA force field and was able to successfully estimate the bulk
properties for several ionic liquids.36 In addition, our previous MD study based on the AMOEBA
force field was able to reproduce the experimental water-exchange behaviors that revealed that the
trend of water-exchange rates in water/[EMIm][EtSO4] for different lanthanide ions is opposite to
that observed in water.33, 37 Our simulation results demonstrated that the dissociation of a water
from the first shell is a key step for a water-exchange events in water/[EMIm][EtSO4]. Smaller
lanthanide ions undergo faster water exchange in water/[EMIm][EtSO4] because they bind to the
first shell [EtSO4]– anions more tightly than larger lanthanide ions, resulting in more steric effects
on the first shell water molecules and facilitating the dissociation of water.
Lanthanide trifluoromethylsufates (or triflates) have been extensively used as Lewis acids
in a wide range of organic-synthesis and catalysis applications in aqueous solution because these
acids are tolerant of water.38-40 In addition, because of the high thermal and electrochemical
stability of triflate ionic liquids, they are of interest as the heat transfer materials and the
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electrolytes in the electrochemical cells.41-42 However, water-exchange reactions of lanthanide ions
in triflate ionic liquids have not been studied, and more comprehensive studies will be important
for further applications of these ionic liquids. In this paper, we explore the water exchange
processes for different lanthanide ions in water/[EMIm][OTf]. We follow our previous
methodology36 to develop the AMOEBA force field parameters for [OTf]–, which are not available
in the current AMOEBA force field. With the optimized force fields, we can simulate rates of
water-exchange reactions in water/[EMIm][OTf]. The solvation characteristics, transport
properties, and solvated structures from the MD trajectories were further examined to understand
the water-exchange behaviors of lanthanide ions in water/[EMIm][OTf].

3.2! Methods
3.2.1! Parameterization of the [OTf]– anion
The force-field parameters for lanthanide ions and the [EMIm]+ cation have been
developed previously,33 and these optimized parameters were used for simulation of waterexchange reactions on lanthanide ions in water/[EMIm][OTf]. Here, we employed the same
computational procedures to develop the required AMOEBA force-field parameters for the [OTf]–
.36 Briefly, we optimized the structure for a [OTf]––water dimer at the MP2 level43-47 with a 6311G(d,p) basis set using the Gaussian software package.48 The relaxed one-electron density from
the optimized structure was employed to calculate the distributed multipoles via the Gaussian
electrostatic model-distributed multiple (GEM-DM) method.35 At the optimized geometry,
second-order symmetry-adapted perturbation theory (SAPT2)49-51 energy decomposition analysis
was performed using the Psi4 package52 to determine individual components of intermolecular
interactions for different [OTf]––water dimers as a reference. All parameters were optimized by
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comparison to different quantum-mechanical calculations including optimized structures,
intermolecular interactions, and energy decomposition analyses as previously described.35 MD
simulations were performed with 216 ion pairs of [EMIm][OTf] to test the accuracy of the
developed force field for [EMIm][OTf], The simulated densities and heats of vaporization were
compared with reported experimental values.53-54
3.2.2! MD simulation precedure
Simulations for three lanthanide ions—Gd3+, Dy3+, and Ho3+—were performed with a
mixture of water and [EMIm][OTf]. To match the experimental NMR conditions (the volume ratio
1:19 of water to [EMIm][OTf]), 99 water molecules were placed randomly in a box of 180
[EMIm][OTf] ion pairs. Three [EMIm]+ cations were replaced with a lanthanide ion for each
simulation studied to keep the systems electroneutral. All simulations were performed with the
AMBER14 package55 and the AMOEBA polarizable force field with the above determined
parameters. The simulations were carried out in an isothermal isobaric ensemble (NPT) at 298 K
and 1 bar with a 1 fs time step using an 8.5 Å cutoff for non-bonded interactions and an 8.0 Å
cutoff for the smooth particle mesh Ewald (PME) method56 for long-range electrostatics. The
Berendsen thermostat and barostat57 were used to control temperature and pressure with relaxation
times of 1 and 3 ps, respectively. All production trajectories were generated for at least 20 ns, and
snapshots were recorded every 100 fs. All properties—such as radial distribution function,
molecular diffusion coefficient, and mean residence time—were calculated from three independent
MD trajectories with the standard deviation used as the uncertainty.
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3.3! Results and discussion
3.3.1!

17

O-NMR Water-Exchange Rates

Water-exchange rates of three lanthanide ions in water/[EMIm][OTf] were determined
using

17

O-NMR relaxation-rate measurements. The results show that water-exchange rates of

lanthanide ions in water/[EMIm][OTf] increase as a function of charge density (the ratio of charge
to ionic radius). The increase of water exchange rates from Gd3+ to Ho3+ was also observed in
water/[EMIm][EtSO4]. However, The exchange rate increases more rapidly with the increasing
size of metal ions in water/[EMIm][OTf] than in water/[EMIm][EtSO4]. To understand the waterexchange reactions in this solvent, we started with the development of force-field parameters for
[EMIm][OTf]. To validate the force field for [EMIm][OTf], the density, heat of vaporization, and
the self-diffusion coefficient for [EMIm][OTf] were simulated. With the optimized force-field
parameters, we simulated the water-exchange dynamics of lanthanides in water/[EMIm][OTf].

Table 3.1. Water-exchange rates (s–1) of lanthanide ions determined by 17O-NMR experiments
ion
watera,b
water/[EMIm][EtSO4]c water/[EMIm][OTf]
Gd3+
8.30 × 108
5.08 × 106
1.30 × 107
3+
Dy
4.34 × 108
3.64 × 107
1.40 × 108
3+
8
7
Ho
2.14 × 10
4.61 × 10
1.50 × 108
a
Reference 58. b Reference 59. c Reference 37.
3.3.2! Thermodynamic properties of [EMIm][OTf] ionic liquid
Table 3.2 lists the experimental and simulated density and heat of vaporization for
[EMIm][OTf] for four different temperatures. A density of 1.413 g/cm3 predicted from simulation
at 298 K is 2.1% higher than the experimental values of 1.384 g/cm3 using the original van der
Waals (vdW) parameter from the AMOEBA potential. In addition, the calculated heat of
vaporization (97.5 kJ/mol) is underestimated by 29.3% compared to the experimental ΔHvap of
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137.9 kJ/mol. Therefore, the van der Waals parameters for [OTf]– were optimized by comparing
the calculated density and ΔHvap with their experimental counterparts at a single temperature (298
K) to improve agreement with the experimental data. After the van der Waals parameters for
[OTf]– were optimized, the calculated density (1.394 g/cm3) and heat of vaporization (136.6
kJ/mol) at 298 K show errors below 1% with respect to the experimental counterparts. The
calculated density slightly decreases with increasing temperature (Table 3.2) and is in good
agreement with experimentally reported data, with errors below 2% for all temperatures.

Table 3.2. Density (ρ, g/cm3) and heat of vaporization (ΔHvap,d kJ/mol) of [EMIm][OTf] a
Temperature
MD with original vdW
MD with the scaling of
Experiment
(K)
vdW
ΔHvap
ΔHvap
ΔHvap
ρ
ρ
ρ
298
1.413
97.5
1.394
136.6
1.384 b 137.9 c
(2.1%)
(29.3%)
(0.8%)
(0.9%)
308
1.392
1.375 b
(1.2%)
318
1.388
1.367 b
(1.6%)
328
1.384
1.359 b
(1.8%)
a
The values in parenthesis are the percent error in the simulation results compared to the
experimental measurements. b Reference 53. c Reference 54. d The heat of vaporization (ΔHvap) is
also calculated using the equation: ΔHvap = ΔE + RT, where ΔE is the difference of the potential
energies in the gas and liquid phases; R is the gas constant; T is at 298 K. (Reference 60)
3.3.3! Solvation characteristics of lanthanide ions in water/[EMIm][OTf]
Radial distribution functions, g(r), were calculated for each lanthanide ion (Gd3+, Dy3+, and
Ho3+) with various solvent molecules (water, [OTf]–, and [EMIm]+) to examine the coordination
environment of lanthanide ions in water/[EMIm][OTf]. The peak positions of g(r) indicate the
location of solvent coordination shells around the lanthanide ions, and the corresponding integral
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values of g(r) peaks, CN(r), represent the average coordination numbers of solvent molecules. The
peak positions and the corresponding integrated values are summarized in Table 3.3.
The g(r) for the lanthanide ion with inner-sphere water are displayed in Figure 3.1 and are
given by water O (Ln–Owater g(r), solid line) and H atoms (Ln–Hwater g(r), dashed line). In Figure
3.1, Ln–Owater g(r) display two well-resolved peaks, indicating the population of water in the first
and second coordination sphere of the lanthanide ion. The first sharp peak appears at 2.23 ± 0.01
Å, indicating a population of water in the first coordination sphere of the lanthanide ion. The peak
position of Ln–Owater g(r) for all lanthanide ions is located at almost the same distance and shows
no dependence on the size of the lanthanide ions. However, the maxima of these peaks are centered
at shorter distances compared to the previously reported distances of 2.35–2.38 Å in water and
2.40–2.43 Å in water/[EMIm][EtSO4].33 This difference indicates that the binding strength
between the lanthanide ions and water in water/[EMIm][OTf] is stronger compared to only water
or water/[EMIm][EtSO4], possibly resulting from less steric repulsion between water and [OTf]–
than water–[EtSO4]– and water–water in the first coordination shell.
The first and second peaks of Ln–Owater g(r) are well separated by a minimum, and the
minimum reaches zero. In addition, integration of the first Ln–Owater g(r) gives an integer of 1.0.
These results indicate that only one water molecule stays in the first shell and no water-exchange
processes occur between the first and second shell during the simulations.
The second Ln–Owater g(r) peak is broader than the first one and appears at 4.47 Å for Gd3+,
4.51 Å for Dy3+, and 4.55 Å for Ho3+. The second and third solvation shells are also separated by
a minimum, but the minimum after the second peak does not reach the x-axis, indicating that
second-shell water exchanges with outer-sphere water. The integral values of the second Ln–Owater
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g(r) peaks show that the number of water molecules in the second coordination shell is between
one and two due to water exchange events between the second shell and the bulk.
Similar to Ln–Owater g(r), Ln–Hwater g(r) display two well-defined peaks corresponding to
the first and second solvation shells. The first peak of Ln–Hwater g(r) has zero overlap with the first
one of Ln–Owater g(r), indicating that the water dipole in the first coordination shell is strongly
oriented toward the lanthanide ion. The second Ln–Hwater g(r) peak appears at 5.0–5.1 Å and is
partially overlapped with the second Ln–Owater g(r) peak, indicating that the second shell water
molecules are also strongly oriented by the lanthanide ion but have more flexibility compared to
the first shell water molecules. The higher flexibility of the second shell water is consistent with
water-exchange with the bulk.

Table 3.3. The lanthanide–water (Ln–Owater, Å) and lanthanide–triflate (Ln–OOTf, Å) distances for
the first and second coordination shell of lanthanide ions in water/[EMIm][OTf]
Gd3+
Dy3+
Ho3+
g(r)
CN
g(r)
CN
g(r)
CN
1st shell
Ln–Owater 2.23
1.0
2.23
1.0
2.23
1.0
Ln–Hwater 2.85
2.0
2.87
2.0
2.91
2.0
Ln–OOTf 2.79
9.0
2.77
9.0
2.75
8.9
2nd shell Ln–Owater 4.47
1.2
4.51
1.5
4.55
2.0
Ln–Hwater 4.97
2.4
5.03
3.1
5.05
4.1
Ln–OOTf 4.11; 4.51 6.4 a
4.07; 4.49 6.2 a
3.99; 4.45 5.5 a
a
The integration of two Ln–OOTf g(r) peaks in the second shells.
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Figure 3.1. Radial distribution functions g(r) and the corresponding g(r) integration of water
molecules (O atoms in solid line and H atoms in dashed line) around (a) Gd3+, (b) Dy3+, and (c)
Ho3+ in water/[EMIm][OTf].
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Figure 3.2. Radial distribution functions g(r) and the corresponding g(r) integration of [OTf]– and
[EMIm]+ around (a) Gd3+, (b) Dy3+, and (c) Ho3+ in water/[EMIm][OTf].
The Ln–OOTf g(r) for the lanthanide ions and the O atoms of [OTf]– anions for the
distribution of [OTf]– anions were also calculated (Figure 3.2, left panel). For all lanthanide ions,
the Ln–OOTf g(r) patterns are similar, and a well-resolved peak at the distance of 2.7–2.8 Å
indicates the location of the first coordination shell formed by the O atoms of [OTf]– anions. The
first peak of Ln3+–OOTf g(r) appears at 2.79 Å for Gd3+, 2.77 Å for Dy3+, and 2.75 Å for Ho3+.
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Integration of the first Ln–OOTf g(r) peaks show that the lanthanide ions are coordinated with nine
O atoms from six [OTf]– anions in the first shell. In addition, the first peak of Ln–OOTf g(r) is broad
compared to that of Ln–Owater g(r), and the broader peak for Ln–OOTf g(r) is partly due to
interconversion of coordination modes of [OTf]– between bidentate and monodentate during the
simulation.
The Ln–[EMIm]+ g(r) show zero population of [EMIm]+ cations in the first coordination
shell because of the repulsion between the lanthanide and [EMIm]+ cations (Figure 3.2, right
panel). When the distance of the lanthanide ions and [EMIm]+ is longer than 4 Å, the Ln–[EMIm]+
g(r) become non-zero, indicating that [EMIm]+ cations occupy the second coordination shell of
lanthanide ions.
3.3.4! Molecular diffusion in water/[EMIm][OTf]
Determination of diffusion coefficients can provide useful information about the molecular
mobility and kinetics of water-exchange reactions in a given solvent environment. The molecular
diffusion coefficients (D) can be determined by using Einstein’s relation,61

6LM = lim MSD(M)
Q→S

where MSD is the mean-square displacement of molecules over a period of time (t). In the
diffusive regime the MSD grows linearly with time, which enables calculation of diffusion
coefficients from the slopes of the plots of MSD as a function of time. The molecular diffusion
coefficients (DH2O, DOTf, and DLn, Ln = Gd3+, Dy3+, or Ho3+) in water/[EMIm][OTf] were
calculated from the slopes of MSD plots from 500 to 15 000 ps (Table 3.4).
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To study the effect of the metal ion on molecular diffusion, the diffusion coefficients of

water and lanthanide ions were determined for Gd3+, Dy3+, and Ho3+ in water/[EMIm][OTf] (Table
3.4). All three lanthanide ions have similar diffusion coefficients in water/[EMIm][OTf]: 1.53 ×
10–10 cm2/s for Gd3+, 2.88 × 10–10 cm2/s for Dy3+, and 2.35 × 10–10 cm2/s for Ho3+. The effect of
the metal ion on the diffusion coefficients of water molecules in water/[EMIm][OTf] is also not
significant, with the diffusion coefficients of water (DH2O) corresponding to 1.94 × 10–8 in
Gd3+/water/[EMIm][OTf], 1.80 × 10–8 cm2/s in Dy3+/water/[EMIm][OTf], and 1.33 × 10–8 cm2/s
in Ho3+/water/[EMIm][OTf].

Table 3.4. Self-diffusion coefficients (cm2/s) for water (DH2O) and lanthanide ions (DLn) in
water/[EMIm][OTf] a
solvent
Metal ions
DH2O
DLn
Danion b
3+
water/[EMIm][OTf]
Gd
1.94 × 10–8
1.53 × 10–10
2.39 × 10–9
–8
–11
(1.51 × 10 )
(2.99 × 10 )
(1.58 × 10–9)
water/[EMIm][OTf]
Dy3+
1.80 × 10–8
2.88 × 10–10
2.06 × 10–9
(4.25 × 10–9)
(2.24 × 10–10)
(2.11 × 10–10)
3+
–8
–10
water/[EMIm][OTf]
Ho
1.33 × 10
2.35 × 10
1.45 × 10–9
(1.47 × 10–9)
(2.67 × 10–10)
(6.28 × 10–10)
c
3+
water/[EMIm][EtSO4]
Gd
1.40 × 10–8
1.65 × 10–10
4.28 × 10–9
c
3+
–9
–10
water/[EMIm][EtSO4]
Dy
8.64 × 10
1.80 × 10
3.10 × 10–9
water/[EMIm][EtSO4] c
Ho3+
7.86 × 10–9
3.37 × 10–10
2.99 × 10–9
a
The standard deviation from three independent MD simulations are listed in parenthesis. b
Subscript anion refers to [OTf]– anions in water/[EMIm][OTf] and [EtSO4]– anions in
water/[EMIm][EtSO4]. c Reference 33.
The calculated diffusion coefficients of water (DH2O) were compared to our previously
reported values in water or water/[EMIm][EtSO4] to investigate the solvent effect on diffusion of
water molecules. Table 3.4 shows that the diffusion coefficients of water in water/[EMIm][OTf]
are in the range of 1.33 × 10–8 to 1.94 × 10–8 cm2/s, slower than those in water (1.59 × 10–5 to 1.63
× 10–5 cm2/s).33 The slower molecular diffusion of water in water/[EMIm][OTf] is primarily due
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to the formation of intermolecular hydrogen bonds between water and [OTf]– anions. The diffusion
coefficients of [OTf]– are in the range of 1.45 × 10–9 to 2.39 × 10–9 cm2/s in water/[EMIm][OTf],
suggesting that the hydrogen bonds between water and [OTf]– anions slow the diffusion of water
in water/[EMIm][OTf]. The diffusion of molecules influenced by hydrogen-bond interactions was
also observed in our previous study in water/[EMIm][EtSO4].33 In addition, water molecules
diffuse more rapidly in water/[EMIm][OTf] (1.33 × 10–8 to 1.94 × 10–8 cm2/s) than in
water/[EMIm][EtSO4] (1.40 × 10–8 to 8.64 × 10–9 cm2/s), and this difference is consistent with the
17

O-NMR experimental results demonstrating that water-exchange rates of lanthanide ions are

faster in water/[EMIm][OTf] than in water/[EMIm][EtSO4].
3.3.5! Water-exchange dynamics of lanthanide ions in water/[EMIm][OTf]
Two methods can be used to calculate the water-exchange rates, namely the survival
function proposed by Impey et al.,62 and the direct method,63 accounting for all incoming and
outgoing water molecules throughout the whole simulation trajectory. In this work, the direct
method was chosen because this method treats the associative and dissociative exchange processes
equally. Similar to the Impey procedure, the direct method also needs the time parameter M ∗ for
defining a real exchange event. In this work, the parameter M ∗ is taken to be 2 ps, which means that
if a water molecule enters or leaves the second shell (i.e. 4.0 Å < distance of Ln–Owater < 5.5 Å)
for a time period longer than 2 ps, the event is counted as one real exchange process. The average
residence time (abc ) of water can be defined as:

abc =

!

Mdef ∙ CNjk
Wlm
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where Mdef is the whole simulation time, CNjk is the average number of water molecules in the
second shell, and Wlm is the number of water-exchange events between the second shell and the
bulk. The distances of the lanthanide ion with water O atoms at various solvation shells were
analyzed throughout the whole simulation time to record the all exchange events of water. In
Figure 3.3, the Ln–Owater distance trajectories show that no water exchange events occurred from
the first solvation shell of lanthanide ions. Nevertheless, a number of second shell water-exchange
processes were observed during the MD simulations. The calculated water-exchange rates (kex),
the inverse of mean residence time (abc ), were determined from the simulation time of 20 ns and
listed in Table 3.5. As shown in Table 3.5 and Figure 3.3, the calculated water-exchange rates are
in the order of Gd3+ < Dy3+ < Ho3+. The increasing trend for the rates is similar to that in
water/[EMIm][EtSO4] and is consistent with the 17O-NMR experiments (Tables 3.1 and 3.5).

Table 3.5. Calculated average rates of water-exchange between the second shell and the bulk in
water/[EMIm][OTf]
Metal ions CNav
Nex
kex (s–1)
τex (s)
Gd3+
1.19
3
7.9 × 10–9
1.3 × 108
Dy3+
1.52
6
5.1 × 10–9
2.0 × 108
3+
Ho
1.95
10
3.9 × 10–9
2.6 × 108
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Figure 3.3. The distance trajectories of the water O atoms with (a) Gd3+, (b) Dy3+, and (c) Ho3+ in
water/[EMIm][OTf]. At t = 0 ps, the first shell water molecules are colored in black, and the second
shell ones are in red, and other solvation shells are in gray. Water-exchange events between the
second shell and the bulk were observed during the simulations.
Further information regarding water-exchange events can be obtained by examining the
snapshots of lanthanide ions with the inner-sphere solvent molecules from the MD trajectories.
Figure 3.4 shows a representative example of the water-exchange process of a lanthanide ion in
water/[EMIm][OTf]. At the beginning of the simulations (t = 0 ps in Figure 3.4), all lanthanide
ions were coordinated by six [OTf]– anions and one water molecule in the first solvation shell. Six
[OTf]– anions form a trigonal prism structure, and a water molecule is located at one of the square
!
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faces of the trigonal prism structure. The second solvation shell consists of two water and two
[OTf]– anions. Two water molecules form hydrogen bonds with two H atoms of the first-shell
water, and the O atoms of the second-shell water molecules are pointed toward the lanthanide ion,
showing strong dipole interactions between the water O atoms and the lanthanide ion. During the
simulation, both the [OTf]– and water molecules undergo rapid rotational motions around the
lanthanide ion. In some occasions, the rotational motions cause the second shell water to form
hydrogen bonds with the O or F atoms of the first shell [OTf]–, disrupting the interaction of the
lanthanide ion with the second shell water molecules and leading to the dissociation of a water
from the second shell to the bulk (blue water at t = 7706–7707 ps in Figure 3.4). Once the water
leaves the second shell, the outgoing water becomes randomly oriented toward the lanthanide ion.
The entering water can be the original outgoing water or other water molecules from the outersphere.

Figure 3.4. MD snapshots for a water-exchange event on Ho3+ during the simulation time. The
water molecules colored in green and blue represent the incoming and outgoing water molecules,
respectively. At t = 0 ps, there are six [OTf]– anions (colored in black) and one water molecule
(colored in gray) in the first solvation shell of Ho3+, and the second shell contains two [OTf]–
anions and two water molecules. Two second shell water molecules are strongly oriented toward
Ho3+. At t = 7 706 ps, the blue water dissociates from the second coordination shell of Ho3+, and
forms hydrogen bond with the first shell [OTf]–. Between t = 7 707 ps and t = 7 779 ps, blue and
green water molecules exchange in the bulk. At t = 7 780 ps, the green water from the second shell
joins the second coordination shell of Ho3+ and replaces the original blue water.
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Intermolecular interaction energies of Ln–[OTf]– and Ln–water were calculated for

selected snapshots from the simulation trajectories to understand the effect of the metal ion on the
water exchange rates in water/[EMIm][OTf]. All intermolecular interactions were determined
using the AMOEBA force field and TINKER program.64 The averaged interaction energies
between the lanthanide ion and [OTf]– anions and between the lanthanide ion and water molecules
are summarized in Figure 3.5. The interaction energies of the lanthanide ion with [OTf]– anions
and water are dependent on the size of the lanthanide ion. In the first solvation shell (Figure 3.5(a)),
both [OTf]– anion and water bind more tightly to Ho3+ than Gd3+ due to the larger change density
of Ho3+. On the other hand, interaction energies of the lanthanide ions with the second shell [OTf]–
anions and water become less negative when the size of the lanthanide ion decreases from Gd3+ to
Ho3+(Figure 3.5(b)). A possible cause for the decreasing interactions of Ln–water and Ln–[OTf]–
involves a larger screening effect resulting from the stronger interaction between the smaller
lanthanide ion and the first shell [OTf]–. The first shell [OTf]– anions bind to Ho3+ more strongly
than Gd3+, making it more difficult for Ho3+ to interact with the second shell [OTf]– and water
compared to Gd3+. As a result, the second shell water molecules around Ho3+ are more labile than
those around Gd3+, and the trend of Gd3+ < Dy3+ < Ho3+ is seen for water-exchange rates in
water/[EMIm][OTf].
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Figure 3.5. The average total interaction energies of lanthanide ions with a [OTf] anion and a
water in (a) the first shell and (b) the second shell. In the first shell, the averaged Ln–[OTf]–
interaction energies are calculated from the average of six Ln–[OTf]– interaction energies because
there are six first shell [OTf]– anions coordinating to the lanthanide ion. In the second shell, the
averaged interaction energies for Ln–[OTf]– and Ln–water are respectively calculated from the
average of two Ln–[OTf]– and the average of two Ln–water interaction energies because there are
two [OTf]– anions and two water molecules surrounding around the lanthanide ion.
3.4! Conclusions
Experimental results show that the water-exchange rates of lanthanide ions in
water/[EMIm][OTf] increase in the order of Gd3+ < Dy3+ < Ho3+. The trend is similar to that
observed in water/[EMIm][EtSO4]. To gain further insight into the water-exchange events in
water/[EMIm][OTf], we performed classical MD simulations using the AMOEBA polarizable
force field. Our simulations are in good agreement with experiment with respect to the trend of
water-exchange rates. By analyzing the MD trajectories, we observed that the water-exchange
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event for a lanthanide ion occurred between the second shell and bulk in water/[EMIm][OTf]. The
exchange rate of the second-shell water with the bulk water depends on the relative binding
strength of the lanthanide ion with the first shell [OTf]– anions. The [OTf]– binds to the smaller
lanthanide ions more tightly, but this causes the more screening effect to the second shell water
molecules. The stronger screening effect weakens the interaction of the smaller lanthanide ion with
the second shell water, facilitating water exchange from the second shell of the smaller lanthanide
ion. As a result, the trend of Gd3+ < Dy3+ < Ho3+ is seen for water-exchange rates in
water/[EMIm][OTf]. Although the trend of water-exchange rates in water/[EMIm][OTf] is similar
to that in water/[EMIm][EtSO4], our simulation indicates that the process of water exchange for
lanthanide ions in water/[EMIm][OTf] is different from that in water/[EMIm][EtSO4]. This study
suggests that second-shell water exchange should be considered when interpreting 17O-NMR data,
and it provides a possible mechanism for manipulation of water-exchange dynamics through
selection of different ionic liquids as solvents.
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CHAPTER 4! SELECTIVE PHOTODISSOCIATION OF
ACETONITRILE LIGANDS IN RUTHENIUM POLYPYRIDYL
COMPLEXES STUDIED BY DENSITY FUNCTIONAL THEORY
Reprinted with permission from Inorg. Chem. 54, 16, 8003-8011
Copyright 2015, American Chemical Society
4.1! Introduction
Metal complexes that undergo photochemical substitution reactions are used widely in
chemistry and biology.1-4 Photodissociation can release active agents from metal centers, providing
a method for garnering spatiotemporal control over biological activity.5-7 Light-activated release
of ligands can also open up coordination sites for interaction with biological targets.8,9 In general,
light-activated metal complexes are important tools for basic research applications.10 They also
have potential as highly specific agents for photodynamic therapy that would mitigate damage to
surrounding tissue by using light with a targeted photosensitizer to control the site of drug
activation.11-13
Light-activated ruthenium complexes have been applied successfully in many biological
applications, due in part to their kinetic inertness in the dark and rich photochemical reactivity.
Photoactivation can be used to open coordination sites on ruthenium for DNA binding, such as
that observed for [Ru(bpy)2(NH3)2]2+ (bpy = 2,2’-bipyridine)14 and other complexes.15 Recent
reports proved that bidentate ligands can also be released from Ru(II) complexes for DNA binding,
providing high phototoxicity indices against cancer cells under light vs. dark conditions.16,17
Ruthenium complexes also cleave DNA through oxidative mechanisms.18-21 Beyond DNA,22 a
variety of small molecules can be caged and released from ruthenium complexes, including nitric
oxide (NO),23-30 neurotransmitters,31-41 cytotoxic agents5,6 and protease inhibitors.42,43 These
complexes have proven applications in cell culture experiments for garnering spatial and temporal
control over biological activities, such as apoptotic induction, neurotransmission or enzyme
inhibition.
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Although ruthenium complexes have enjoyed great success as biochemical tools, ligands

for ruthenium-based caging groups have focused mainly on planar heteraromatics of lower
denticity, typically bi- or tridentate chelators such as bpy or terpy (terpy = 2,2':6',2''-terpyridine).
In an effort to explore additional chemical space, Kodanko and co-workers recently discovered
that tri(2-pyridylmethyl)amine (TPA), a tripodal chelator with four nitrogen donors, is an effective
ligand for ruthenium-based caging groups. Complexes derived from TPA are stable in the dark
and release nitriles efficiently upon irradiation with UV light (365 nm).44 In an effort to tune the
photochemistry of Ru(TPA), ligands derived from TPA were designed and analyzed for
photochemical reactivity of Ru(II) nitrile complexes.45 Results revealed that absorptivity is shifted
readily into the visible range upon tuning the ligand structure. However, a wide range of reactivity
with light was observed for complexes derived from very similar ligands, even though several
examples absorbed light in the visible range. Further investigations were needed to explain why
some complexes underwent selective ligand release, whereas others were inert towards light.
In general, two factors are important to achieve efficient release of a ligand from a metal
complex. First, the complex should absorb at the desired wavelength of light. Secondly, after
excitation into a 1MLCT band, the excited state should undergo conversion into an excited state
where ligand dissociation occurs. For Ru(II) complexes, it is generally accepted that excitation
into a singlet MLCT (1MLCT) state results in intersystem crossing into a triplet MLCT (3MLCT)
state, which then transitions to a triplet metal-centered (3MC) potential energy surface where
ligand dissociation occurs.46-48 The mechanism of ligand dissociation from [Ru(bpy)2L2]2+
complexes has been studied by density functional theory (DFT),47 and ligand dissociation was
attributed to the mixing between 3MLCT and 3MC dissociative states.46-48 However, the factors
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that controlled photochemical reactivity of Ru complexes derived from TPA and related ligands
were not clear and warrant further investigation.
In this paper, we apply DFT to investigate the photochemical behavior of two Ru
complexes from Kodanko, Turro and co-workers that were identified by photodissociation
experiments: Ru(TQA) ([Ru(TQA)(MeCN)2]2+ where TQA = tris(2-quinolinylmethyl)amine) and
Ru(DPAbpy) ([Ru(DPAbpy)MeCN]2+ where DPAbpy = N-(2,2’-bipyridin-6-yl)-N,N-bis(pyridin2-ylmethyl) amine). The relative energies of the 3MLCT and 3MC structures were studied first.
Then relaxed scans were carried out on the triplet potential energy surfaces to determine the
barriers for dissociation. The molecular orbitals of the 3MLCT and 3MC structures were examined
to explain the contrasting photodissociation behaviors of the Ru(TQA) and Ru(DPAbpy)
complexes.

4.2! Computational methods
Electronic structure calculations were carried out using the BP86 density functional49,50 as
implemented in the development version of Gaussian.51 The SDD basis set and effective core
potential52-54 were used for the Ru atom, and the 6-31G(d) basis set55,56 was used for all other
atoms. All optimized structures were checked by normal-mode vibrational analysis, and wave
functions were tested for SCF stability. Solvation eﬀects in acetonitrile and water were accounted
for using the implicit SMD continuum solvation model57 and were included during structure
optimization. The identities of the 3MLCT and 3MC electronic configurations were confirmed by
spin density populations. GaussView58 was used to visualize isodensity plots of the spin
populations (isovalue=0.004 a.u.), canonical and corresponding/biorthogonal orbitals59
(isovalue=0.04 a.u.). To explore the potential energy surfaces for dissociation, relaxed potential
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energy surface scans were performed by stretching the Ru-NCCH3 bond and optimizing the
remaining coordinates. The QST3 method60,61 was used to find the transition state on the triplet
surface. The transition state was confirmed to have only one imaginary frequency by the
vibrational mode analysis. The DVV steepest descent reaction path following was used to track
the dissociation on the 3MC surface.62 TD-DFT calculations63,64 were performed with the same
density functional and basis sets. Vertical excitations with 25 singlet and 25 triplet states were
calculated using ground state geometries in order to simulate the UV-vis spectra. To explore the
triplet potential energy surfaces, twenty triplet excited states were calculated using the geometries
from the relaxed scan. The electronic transitions were checked by visualizing the orbitals
(isovalue=0.04 a.u.) using GaussView.

4.3! Results and Discussion
The Ru(TQA)(MeCN)2 and Ru(DPAbpy)(MeCN) complexes shown in Scheme 4.1 were
previously synthesized and characterized by UV-vis and 1H NMR spectroscopy.45 On irradiation
with λ > 395 nm for 1-3 hours, these complexes exhibited different ligand dissociation behaviors
as determined by UV-vis and 1H NMR spectra. Ru(TQA) has two MeCN ligands at N5 and N6.
The photodissociation of MeCN occurred only at N6, where the MeCN is perpendicular to the
plane of the quinolines (Q) at N1 and N4. The other MeCN at N5, which is coplanar to Q at N1
and N4, did not dissociate. Ru(DPAbpy) contains one MeCN at N6 which is coplanar with the bpy
ligand. This complex is inert toward photodissociation of MeCN under the present conditions.
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Scheme 4.1. Ru(TQA) and Ru(DPAbpy) complexes with atom numbering.

!
TD-DFT calculations of the UV-vis spectrum show that the lowest energy excited singlet
states for both Ru(TQA) and Ru(DPAbpy) are 1MLCT states. The 1MLCT states readily convert
to 3MLCT states by intersystem crossing.65 Since the photodissociations occur from the triplet
states, we focused on the triplet potential energy surfaces. Because the states of interest are the
lowest energy electronic configurations in the triplet manifold, they can be calculated by SCF
methods as well as by TD-DFT methods.

Table 4.1. Calculated bond lengths (Å) and angles (degree) of Ru complexes in the S0, 3MLCT,
3
MC, and 3TSa states in acetonitrile
Ru(TQA)
S0 (calc.)
S0 (x-ray45)
3
MLCT
3
MC1b
3
MC2
3
MC3b
3
TS

Ru-N1

Ru-N2

Ru-N3

Ru-N4

Ru-N5

Ru-N6

N1-Ru-N4

N2-Ru-N5

N3-Ru-N6

2.085
2.067

2.077
2.052

2.062
2.042

2.085
2.061

2.010
2.042

2.023
2.032

2.038
2.118
2.424
2.103
2.082

2.068
2.088
2.350
2.349
2.092

2.050
2.146
2.066
2.078
2.123

2.089
2.141
2.161
2.101
2.164

2.035
2.014
2.084
--2.017

2.049
--2.015
2.106
2.454

162.8
163.8
164.2
116.2
142.2
151.3
150.1

178.0
178.9
178.0
179.8
151.9
--178.6

177.1
174.0
173.2
--175.7
176.1
164.0

2.111
2.084

1.979
1.953

2.088
1.986

2.075
2.052

2.030
2.053

2.147
2.360
2.135

1.983
2.020
2.165

2.089
2.161
2.098

2.035
2.113
2.099

2.055
2.024
---

162.7
164.6
159.2
144.9
163.4

162.6
163.4
163.2
150.7
152.9

177.8
177.1
179.4
175.1
---

Ru(DPAbpy)
S0 (calc)
2.089
45
S0 (x-ray ) 2.061
3
MLCT
2.104
3
MC1
2.380
3
b
MC2
2.091
a3
3

!

TS is the optimized transition structure for the conversion of 3MLCT to 3MC1. b five coordinate
MC structure that has released one acetonitrile.
!
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The SCF optimized geometries of the ground state (S0) and triplet excited states in

acetonitrile are shown in Table 4.1. The optimized geometries in water agree closely with the
acetonitrile values. The structures, relative energies, spin densities and molecular orbitals for the
triplet states of Ru(TQA) are shown in Figures 4.1 – 4.3; the corresponding data for Ru(DPAbpy)
are shown in Figures 4.4 – 4.6. The 3MLCT states have geometries similar to ground states, and
the changes in the Ru-N bond lengths are small, ranging from 0.001 Å to 0.06 Å. The 3MLCT
states have one unpaired electron on Ru and one on the ligand. The spin density on Ru in the
3

MLCT state for Ru(DPAbpy) is 0.82, while the spin density of 0.55 on Ru for Ru(TQA) is

significantly lower because of mixing between the metal-based SOMO1 (dπ1) of the 3MLCT state
and the π orbital of TQA. At the optimized geometries of the 3MLCT states, vertical excitation
calculations by TD-DFT and ΔSCF show that all of the 3MC electronic configurations are higher
in energy than the 3MLCT state for both Ru(TQA) and Ru(DPAbpy).
The 3MC structures have dσ* orbitals occupied, so these electronic configurations can be
found by starting from the 3MLCT geometries and stretching some of the Ru-N bonds. Different
3

MC structures show the elongation of different Ru-N bonds and the bending of different N-Ru-N

bond angles compared to the 3MLCT state. The optimized geometries of the lowest 3MC structures
of Ru(TQA) and Ru(DPAbpy) are shown in Table 4.1 and in Figures 2 and 5. At the optimized
geometries, one of the 3MC structures for Ru(TQA) is lower than the 3MLCT state at its optimized
geometry (Figure 4.1). The Mulliken spin densities on Ru for the three lowest 3MC structures of
Ru(TQA) are 1.58, 1.65, and 1.82, respectively (Figure 4.2). The Ru(DPAbpy) complex has two
3

!

MC structures, and Ru spin densities are 1.54 for 3MC1 and 1.79 for 3MC2 (Figure 4.5).

!
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!
Figure 4.1. The relative energies in kcal/mol of the 3MLCT and 3MC structures on the triplet
potential energy surface for Ru(TQA) in acetonitrile. The data in parentheses are the relative
energies in water. The energy of the 3MLCT state is arbitrarily set to zero (while the relative
energies and barriers are drawn to scale, the shapes of the potential energy curves are only
schematic).
!

!
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Figure 4.2. The optimized structures and spin density plots of the triplet states for the Ru(TQA)
complex in acetonitrile. The data in parentheses are for calculations in water.
!

!
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Figure 4.3. The isosurface plots of SOMO1 and SOMO2 in the optimized structures of the excited
Ru(TQA) complexes in acetonitrile. Inset figures provide SOMO1 and SOMO2 plots of quinoline
at N1 in 3MLCT.
4.3.1! Relative energies of the 3MLCT and 3MC structures
The photodissociation of ligands from these complexes has been attributed to internal
conversion from the 3MLCT state to a dissociative 3MC state. If the dissociative 3MC state is the
lowest lying state on the triplet surface, the photochemical process is more likely to result in ligand
dissociation. Figure 4.1 shows the relative energies of the optimized 3MLCT and 3MC geometries
of the Ru(TQA) complex. The relative energies are somewhat sensitive to the functional used in
the calculations. For the BP86 functional, the lowest 3MC structure is 3-5 kcal/mol below the
3

MLCT state. During the optimization of the six coordinate 3MC1 complex, the Ru-N6(MeCN)

bond elongates, leading toward dissociated products of acetonitrile and a five coordinate

!
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[Ru(TQA)MeCN]2+ complex. In addition, the two quinolines at N1 and N4 are markedly bent
toward N6. As shown in Table 4.1, the N1-Ru-N4 angle decreases from 164˚ in 3MLCT to 116˚ in
3

MC1. This 3MC structure of Ru(TQA) with MeCN dissociated corresponds to a five coordinate,

trigonal bipyramidal complex, and correlates with the photodissociation of MeCN from N6
observed in the NMR experiments. The optimization of the corresponding 3MC electronic
configuration of [Ru(TQA)(MeCN)(H2O)]2+, where water has replaced the acetonitrile at N6, also
leads to release of water and formation of the same five coordinate, trigonal bipyramidal complex.
During the optimization of the six coordinate 3MC3 structure, the Ru-N5(MeCN) distance
elongates and leads to dissociated products. The Ru-N2(amine) bond is significantly lengthened
to 2.35 Å (compared to 2.068 Å in the 3MLCT state, Table 4.1). However, the dissociated 3MC3
products are 1.79 kcal/mol higher in energy than the 3MLCT state whereas the 3MC1 dissociated
products are 3.42 kcal/mol lower (Figure 4.1). This indicates that the formation of 3MC3, and hence
dissociation of MeCN from N5, is thermodynamically less favorable than that of 3MC1 and MeCN
dissociation from N6. This is consistent with the experimental results that efficient
photodissociation of MeCN occurs at N6 rather than N5 of the Ru(TQA) complex. In addition to
the relative energies of the 3MLCT and 3MC structures, the rates for internal conversion to the
3

MC surfaces and subsequent dissociation will also depend on the reorganization energy and on

possible interactions between the 3MLCT and 3MC electronic configurations (discussed below).
The difference between the 3MLCT and 3MC structures can be understood in terms of their
different singly occupied molecular orbitals (SOMOs) shown in Figure 4.3 (the singly occupied
corresponding / biorthogonal orbitals are essentially the same as the canonical SOMOs, see Figure
S1 in the SI). In the 3MLCT state, the lower energy SOMO (SOMO1) is a dπ orbital of Ru mixed
1

with a π orbital of the quinoline at N1, while the higher energy SOMO (SOMO2) is mainly a π*

!
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orbital of the quinoline ring. The 3MC structures show elongation of different Ru-N bonds, and
this can be understood in terms of the different patterns of SOMOs (Figure 4.3). In the lowest
energy 3MC1 structure, the Ru-N6(MeCN) bond dissociates and SOMO2 has Ru dσ * (dx2-y2 like)
1

character, while SOMO1 is a dπ orbital of Ru similar to SOMO1 of the 3MLCT state. In the higher
1

energy 3MC3 configuration, the Ru-N5 bond dissociates and both SOMOs are different from the
SOMOs in the 3MLCT state: SOMO1 is a dπ orbital of Ru, while the SOMO2 is primarily a dσ *
2

2

(dz2 like) orbital of Ru.

!
Figure 4.4. The relative energies of the 3MLCT and 3MC structures on the triplet potential energy
surface for Ru(DPAbpy) in acetonitrile. The data in parentheses are the relative energies in water.
The energy of the 3MLCT state is arbitrarily set to be zero (while the relative energies and barriers
are drawn to scale, the shapes of the potential energy curves are only schematic).
!

!
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!
Figure 4.5. The optimized structures and spin density plots for the triplet states of the Ru(DPAbpy)
complex in acetonitrile. The data in parentheses are for calculations in water.

!
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!
Figure 4.6. The isosurface plots of SOMO1 and SOMO2 for the optimized structures of excited
Ru(DPAbpy) complexes in acetonitrile.
The energies, structures, spin densities and SOMOs of the triplet states for Ru(DPAbpy)
are shown in Figures 4.4 – 4.6 and Table 4.1. The dissociated 3MC1 structure is 2 kcal/mol lower
than the 3MLCT state in acetonitrile and exhibits significant elongation of the Ru-N1(pyridyl) and
Ru-N2(amine) bonds (2.380 Å and 2.360 Å). Figure 4.6 shows that SOMO2 is a dσ* orbital that
is antibonding with N1 and N2. The optimization of the six coordinate 3MC2 structure results in
elongation of the Ru-N6(MeCN) distance leading to dissociation of MeCN. However, the
dissociated products are 8 kcal/mol higher than the 3MLCT state in acetonitrile. The fact that this
structure is higher in energy than the 3MC1 and 3MLCT structures is in accord with the
experimental results that do not see ligand photodissociation of MeCN for this complex.
In summary, the optimized geometries and relative energies of the 3MLCT and dissociative
3

MC states of Ru(TQA) and Ru(DPAbpy) are consistent with the results of photodissociation

experiments. In Ru(TQA), the dissociative 3MC state corresponding to Ru-N6(MeCN) elongation

!
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is lower than the 3MLCT state, while the one corresponding to Ru-N5(MeCN) elongation is higher
than the 3MLCT state. In Ru(DPAbpy), the dissociative 3MC state is higher than the 3MLCT state.
The experiments found that efficient photodissociation of MeCN occurred from the N6 position
of Ru(TQA) but not from the N5 position, while MeCN photodissociation was not seen for
Ru(DPAbpy).
4.3.2! Potential energy scans on the triplet surface
To obtain energy barriers for photodissociation of MeCN, we carried out relaxed potential
energy scans starting from the 3MLCT state and stretching specific Ru-N(MeCN) bonds. For each
scan, the chosen Ru-N bond was increased in increments of 0.1 Å and the energy was minimized
with respect to the remaining coordinates. In the region around the maximum, the relaxed scan
was carried out with smaller increments. Figure 4.7 shows the potential energy scans of Ru(TQA)
with respect to the stretching of the two Ru-N(MeCN) bonds. When the Ru-N6(MeCN) bond is
elongated (Figure 4.7a), a smooth transition occurs from the 3MLCT to the dissociative 3MC1 state
with a barrier of about 4.7 kcal/mol (other functionals could result in a lower barrier, depending
on the energy difference obtained for the 3MLCT and 3MC structures).! The spin density on Ru
increases gradually from 0.57 in 3MLCT to 1.33 at the highest energy point of the scan and
continues to increase to 1.58 in the dissociated products.

!
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Figure 4.7. Relaxed potential energy scans from the 3MLCT state of Ru(TQA) in acetonitrile for
(a) stretching the Ru-N6(MeCN) coordinate and (b) stretching the Ru-N5(MeCN) coordinate on
the 3MLCT surface, an abrupt transition to the 3MC state, and a steepest descent reaction path
toward the 3MC3 potential energy surface. The energy of each point is relative to the energy of the
fully optimized 3MLCT geometry. The numbers along the scan show the spin density on Ru.
To get a better description of the dissociation, the transition structure (3TS) was optimized
with the QST3 method. The initial guess for 3TS was taken from the highest point of the scan. The
optimized transition state is 4.6 kcal/mol higher in energy than the 3MLCT minimum energy
structure and 3TS possesses one imaginary frequency, corresponding to MeCN dissociating from
!

!

!
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the N6 position of Ru(TQA). The optimized 3TS structure is shown in Figure 4.8. For acetonitrile
solution, the Ru-N6(MeCN) bond length is 2.454 Å and N1-Ru-N4 angle of 3TS (150.1˚) is
between the values for the 3MLCT state (164.2˚) and the dissociated 3MC structure (116.2˚) (see
Table 4.1). The optimized 3TS has a spin density of 1.33 on Ru (Figure 4.8), which is closer to the
dissociated 3MC1 state (1.58) than to the 3MLCT state (0.55). The bond lengths in N1 quinoline
ring for 3MLCT, 3TS and 3MC1 are shown in Table 4.2. The a, d, f, h bond lengths in 3MLCT are
1.415, 1.403, 1.411, and 1.440 Å, respectively, while they are shorter in 3MC1 due to π antibonding
character of SOMO2 for these bonds in 3MLCT (Table 4.2). In contrast, SOMO2 is π bonding for
the e and g bonds, so they are shorter in 3MLCT than those in 3MC1. In the optimized 3TS, most
of the electron population has transferred to Ru, so the lengths of these bonds are closer to those
of 3MC1.

!
Figure 4.8. The optimized geometry and spin density plot for 3TS in acetonitrile. The data in
parentheses are for calculations in water.
!
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Table 4.2. The bond lengths of the quinoline at N1 and isosurface plots of SOMO2 (isovalue=0.04)
in the 3MLCT, 3TS and dissociated 3MC1 states of the Ru(TQA) complex in acetonitrile.

S0
3
MLCT
3
TS
3
MC1

a
1.355
1.415
1.367
1.355

b
1.430
1.425
1.427
1.427

c
1.430
1.430
1.431
1.430

d
1.388
1.403
1.389
1.388

e
1.423
1.406
1.421
1.423

f
1.387
1.411
1.391
1.388

g
1.425
1.409
1.421
1.423

h
1.423
1.440
1.429
1.425

i
1.379
1.382
1.376
1.378

j
1.375
1.365
1.380
1.379

!
k
1.445
1.448
1.447
1.446

Elongation of the Ru-N5(MeCN) bond (Figure 4.7b) results in an abrupt transition from
3

MLCT to a higher energy dissociative 3MC3 state. When the bond is stretched beyond 2.69 Å,

there is a sudden switch in the occupancy of the frontier orbitals resulting in an increase in the spin
density from 0.72 to 1.61. Beyond the transition, Figure 4.7b shows the steepest descent reaction
path on the 3MC3 surface. The Ru-N2 bond (trans to the Ru-N5(MeCN) bond) elongates by 0.35
Å, and the energy decreases by 12 kcal/mol, as the molecule relaxes toward the dissociated
products (Figure 4.7b). These SCF calculations are confirmed by TD-DFT calculations of vertical
excitation energies for points along the reaction coordinate. The TD-DFT calculations show that
the 3MC3 potential energy curve is higher than the 3MLCT potential energy curve for points along
the scan prior to the transition, and 3MLCT energies are higher than the 3MC3 energies after the
transition. The barrier for the conversion of 3MLCT to 3MC3 is estimated to be 14.5 kcal/mol,
which is significantly higher than the 4.6 kcal/mol barrier found for stretching Ru-N6(MeCN) and

!
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transition to 3MC1. This is in agreement with the experimental results, which shows that efficient
photodissociation of MeCN occurred only for N6 and not for N5.
For Ru(DPAbpy) the conversion of 3MLCT to the dissociative 3MC2 surface is similar to
the 3MLCT to 3MC3 conversion for Ru(TQA), showing an abrupt transition in the energy,
geometry and spin density when the Ru-N6(MeCN) bond is stretched (Figure 4.9). The estimated
barrier is 13.1 kcal/mol, considerably higher than for the stretching of Ru-N6(MeCN) in Ru(TQA)
(4.6 kcal/mol). In part this is because the dissociative products are higher in energy than the
3

MLCT state and in part because the rigidity of the ligand prevents relaxation of the geometry.

Furthermore, there is little or no interaction between the bpy π* orbital of the 3MLCT state with
the Ru-N6(MeCN) σ* orbital that could lower the energy of the transition from the 3MLCT state
to the 3MC2 surface. This high barrier for Ru(DPAbpy) is in accord with experiment which did not
find photodissociation of MeCN in Ru(DPAbpy).

!

!
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Figure 4.9. Relaxed potential energy scans from the 3MLCT state of Ru(DPAbpy) in acetonitrile
for stretching the Ru-N6(MeCN) coordinate toward dissociated products. The energy of each point
is relative to the energy of the fully optimized 3MLCT geometry. The numbers along the scan show
the spin density on Ru.
4.3.3! MO analysis along the potential energy scan
To help understand the mechanism for photodissociation for these complexes, we analyzed
the MOs for relaxed geometries along the potential energy scans. For Ru(TQA), when the Ru-N6
bond is stretched longer than 2.25 Å (Figure 4.10), the ligand-based SOMO2 mixes with the Ru
dσ * (dx2-y2-like) orbital, which corresponds to SOMO2 of 3MC1. This orbital mixing occurs
1

because the π* orbital of quinoline and the dσ * orbital of Ru can overlap when the geometry is
1

distorted away from octahedral coordination as the Ru-N6(MeCN) bond is stretched. This mixing
promotes dissociation because the dσ * orbital interacts with the MeCN in an antibonding fashion.
1

By contrast, stretching the Ru-N5(MeCN) bond of Ru(TQA) leads to no mixing between the π*
orbital of quinoline and the dσ * (dz2-like) orbital that corresponds to SOMO2 of 3MC3 (Figure
2

4.11). The ligand framework restricts reorientation of the quinoline during stretching of the RuN5 bond and the ligand π* orbital remains orthogonal to the dσ * orbital. As the Ru-N5(MeCN)
2

!
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bond is stretched, the energy of the dσ * orbital decreases. When the energy of the dσ * orbital is
2

2

lower than SOMO2 of the 3MLCT state, the occupancy of the two orbitals switches, resulting in
an abrupt transition to the 3MC3 potential energy surface. Since the dσ * orbital interacts with the
2

MeCN in an antibonding manner, this change in occupation leads to dissociation. Because there is
no interaction with the π* orbital, Ru-N5 must be stretched further before the transition occurs
(2.69 Å compared to 2.49Å for Ru-N6 stretching). The greater amount of stretch and the lack of
orbital interaction results in a higher barrier. Since breaking the Ru-N5 bond has a much higher
barrier than the Ru-N6 bond, only dissociation of MeCN at N6 is seen for Ru(TQA).
A similar picture of orbital interactions is obtained when the Ru-N6(MeCN) bond of
Ru(DPAbpy) is stretched (Figure 4.12). Because the orbitals remain orthogonal as the Ru-N6 bond
is stretched, no mixing occurs between π* orbital of bpy and Ru dσ * orbital responsible for MeCN
2

dissociation. The Ru-N6 bond of Ru(DPAbpy) must be stretched by about the same amount as the
Ru-N5 bond in Ru(TQA) before the dσ * orbital becomes lower in energy than SOMO2 of the
2

3

MLCT state, so that the transition to the 3MC2 potential energy surface can occur. The similar

amount of stretch results in comparable barrier heights. This high barrier is in agreement with the
experiments that do not see photodissociation of MeCN for Ru(DPAbpy).
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Figure 4.10. The MO diagram for the relaxed PE scan of triplet state of Ru(TQA) in acetonitrile
along the Ru-N6(MeCN) coordinate. Selected isosurface plots of SOMOs are present to show the
changes in electron population and geometry.
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Figure 4.11. The MO diagram for the relaxed PE scan of triplet state of Ru(TQA) in acetonitrile
along the Ru-N5(MeCN) coordinate. Selected isosurface plots of SOMOs are present to show the
changes in electron population and geometry.
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Figure 4.12. The MO diagram for the relaxed PE scans of triplet state of Ru(DPAbpy) in
acetonitrile along the Ru-N6(MeCN) coordinate. Selected isosurface plots of SOMOs are present
to show the changes in electron population and geometry.
With the above discussion, the selective photodissociation of acetonitrile can be
rationalized as outlined in Scheme 4.2. Ligand photodissociation is ascribed to the conversion of
3

MLCT to 3MC, which involves transfer of electron density from the ligand π* orbital to a Ru dσ*

orbital. The ease of this conversion is related to the extent of interaction (mixing) between these
two orbitals. If they can interact as the bond is stretched and the complex distorts, the mixing leads
to a smaller barrier for ligand dissociation. If the orbitals remain orthogonal as the bond is
stretched, there is no mixing and the states change abruptly when the energy of the dσ* orbital
becomes lower than the ligand π* orbital. Because reaching this geometry requires greater
stretching of the bond, the barriers are higher than when mixing can occur. In Ru(TQA) there are
two MeCN ligands that could dissociate. Since the MeCN at N6 in Ru(TQA) is perpendicular to

!

!

!

89

quinoline rings (QA and QB in Scheme 4.2), mixing of the ligand π* and Ru dσ* can occur as the
bond is stretched, resulting in a smooth transition from 3MLCT to 3MC1 and a lower barrier for
photodissociation. On the other hand, for the dissociation of a MeCN coplanar with π acceptor
ligand (N1 N2 N4 N5 plane in Ru(TQA) or N2 N3 N5 N6 plane in Ru(DPAbpy)), no mixing is
possible between the ligand π* and the Ru dσ*, causing higher barriers and a sudden transition
between the 3MLCT and 3MC potential energy surfaces. As a result, efficient photodissociation of
MeCN from N5 in Ru(TQA) or N6 in Ru(DPAbpy) is not seen.

Scheme 4.2. Symmetries and orbital interactions of SOMO2 in the 3MLCT states and the empty
dσ* orbital: (a) MeCN perpendicular to quinoline rings in Ru(TQA), (b) MeCN coplanar to
quinoline rings in Ru(TQA), and (c) MeCN coplanar to bpy in Ru(DPAbpy).
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4.4! Conclusions
Experiments have shown that suitably designed ruthenium complexes can release nitrile
ligands by photoactivation. We have chosen two complexes to study the factors that govern the
photodissociation in these complexes. For Ru(TQA) one of the two possible MeCN ligands is
observed to dissociate selectively, whereas photodissociation of MeCN is not seen for the closely
related Ru(DPAbpy) complex. We have used density functional theory to compute the energies
and geometries of the 3MLCT and dissociative 3MC states and to explore the triplet potential
energy surfaces. By analyzing the molecular orbitals along relaxed scans for stretching the RuN(MeCN) bonds, we have demonstrated that MeCN photodissociation is facilitated by orbital
mixing between the ligand π* orbital of 3MLCT state and the dσ* orbitals that characterize the
dissociative 3MC states. The degree of mixing depends on the spatial relation of MeCN and π*
orbitals of the ligand. Mixing is significant when the Ru-N(MeCN) bond perpendicular to a π
acceptor ligand is stretched and the complex distorts to allow good orbital overlap. For Ru(TQA)
this results in a smooth and continuous transition from 3MLCT to the 3MC potential energy surface
with a small barrier for photodissociation of MeCN from N6. By contrast, when the Ru-N(MeCN)
bond coplanar with the π acceptor ligand is stretched (N5 in Ru(TQA) and N6 in Ru(DPAbpy)),
the ligand π* and Ru dσ* orbitals remain orthogonal; no mixing occurs and the barrier for the
transition from 3MLCT to the corresponding 3MC potential energy surface is high. As a result,
MeCNs coplanar with the π acceptor ligand do not dissociate upon light activation. The existence
of a small barrier for conversion of 3MLCT to the lowest 3MC1 surface for [Ru(TQA)(MeCN)2]2+
(4.6 kcal/mol = 30 kBT at 77 K) is consistent with the long emission decay lifetime (125 µs) and
the large emission quantum yield (0.45) observed at 77 K. The examples in this study show how
the electronic properties of metal complexes influence the photodissociation processes and may
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provide guidance for the design of transition metal complexes for the light activated release of
ligands.
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CHAPTER 5!A DFT INVESTIGATION OF LIGAND
PHOTODISSOCIATION IN [RUII(TPY)(BPY)(PY)]2+ AND
[RUII(TPY)(ME2BPY)(PY)]2+ COMPLEXES
Reprinted with permission from Inorg. Chem. 57, 1, 231-240
Copyright 2018, American Chemical Society

5.1! Introduction
There is a highly sustained interest in photo-activatable metal complexes for applications
in the broad field of solar energy conversion, including the photocatalytic production of fuels from
abundant sources and photovoltaic systems, as well as compounds that have increasing potential
as tools in biomedical research.1-5 Compounds that can be photoactivated are being developed
such that a biologically active species, like a therapeutic or inhibitor, can be released from a nontoxic metal-based chaperone in the presence of light, so that the delivery can be accomplished with
spatiotemporal control over biological activity. Their potential as selective and specific agents for
photoactivated chemotherapy (PACT) has been noted.6-11
Photoinduced therapies are being developed for the treatments of various disease states,
including cancer and microbial infections.4-13 Active species currently being used include
established inhibitors, neurotransmitters, drugs and their derivatives.14-16 Therapies that rely on
photoactivation overcome the downfalls of those that are currently in use which lack the ability to
achieve location-specific inhibition and have low bioavailability, leading to dose escalation, drug
resistance and intensified side effects.17 A photo-releasable drug or inhibitor has the potential to
minimize the risk and side effects by providing non-invasive spatial and temporal control over
drug delivery.
Metal centers of interest include Pt(IV),18 Re(I),19 and Ir(III),20 as well as complexes
containing Ru(II) have been investigated extensively. Photoactivatable Ru(II) centered chaperones
are typically composed of tridentate or bidentate chelators, such as 2,2′:6′,2″-terpyridine (tpy),
2,2′-bipyridine (bpy), 1,10-phenanthroline (phen) and their derivatives as ancillary ligands and one
!
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or more monodentate ligands as the active species for release. The low ligand exchange in Ru(II)
complexes observed in the dark, together with their high photoreactivity makes these complexes
highly attractive as potential PACT agents. In photochemotherapy, absorption of a photon by the
complex opens coordination sites on the ruthenium for binding to biomolecules, including DNA
and proteins. Alternatively, the photodissociation can be used to release reactive molecules and
species while the leftover ruthenium fragment is not toxic. The efficiency of a PACT agent is
typically rated based on its relative efficacy upon irradiation as compared to dark conditions.
Chaperone complexes that can release two or three monodentate active nitrile species have also
been previously developed.4, 21-22 In these compounds, only one of the biologically active ligands
usually dissociates efficiently upon irradiation.
Whereas much of the initial work in the field focused on the photorelease of nitrile-bound
inhibitors and drugs, the Turro group recently designed a photoactive Ru(II) complex able to
deliver pyridine and pyridine-bound inhibitors efficiently with low-energy visible light, a
requirement for tissue penetration.23 The release of pyridine and other N-heterocycles is important
due to the very large number of active agents available that contain these functional groups,
opening the field of PACT to include compounds that can achieve a method of cell death
independent of oxygen concentration, unlike photodynamic therapy that requires oxygen.24 When
the octahedral orientation is distorted using 6,6′-dimethyl-2,2′-bipyridine (Me2bpy), these
complexes become more photo-reactive. [Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+
complexes (Scheme 5.1) are stable in the dark and the latter releases pyridine efficiently upon
irradiation with visible light, whereas pyridine ligand exchange is not observed in the former upon
photoexcitation under the same conditions.25
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Scheme 5.1. [Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+ complexes with atomic
numbering
2+

py
N6
R
N3
N4
C1

Ru

N2

N1
tpy

N 5 C2
R

φ
bpy

R = H, CH3

It is generally accepted that photoactivated dissociation and solvolysis occurs because a
dissociative triplet metal-centered state is thermally accessible from the observed triplet metalligand charge transfer state.25-37 Through steric crowding about the Ru center, the Ru-N5 and RuN6 bonds are distorted in Ru(tpy)(Me2bpy)(py)]2+ relative to Ru(tpy)(bpy)(py)]2+. As a result, the
energy difference between the 3MC and 3MLCT states is smaller in Ru(tpy)(Me2bpy)(py)]2+,
allowing for efficient population of the 3MC state and increasing the quantum yield for
photodissociation. In [Ru(tpy)(bpy)(py)]2+,29, 34 population of the 3MC state and photodissociation
are unfavorable because 3MC state is significantly higher in energy than the 3MLCT state.
For biomedical applications it is desirable for the complex to absorb red or near-IR
wavelengths of light, which penetrate tissue deeper than shorter wavelengths in the visible and UV
regions. It is also necessary that excitation is followed by conversion to an excited state that will
promote ligand dissociation. In Ru(II) complexes, excitation to a singlet metal-ligand charge
transfer state (1MLCT) state is followed by ultrafast intersystem crossing to a triplet metal-ligand
charge transfer state (3MLCT), and the dissociative triplet metal-centered state (3MC) is known to
be thermally accessible from the 3MLCT state.26-37 In [Ru(tpy)(Me2bpy)(py)]2+, photodissociation
consistently leads to the substitution of the pyridine ligand by coordinating solvent molecules. In
!
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a previous study, we developed a molecular orbital based explanation for the selectivity of
photochemical ligand dissociation in ruthenium-nitrile complexes.38

When the orbitals are

oriented favorably, mixing between the ligand π* orbital and the Ru dσ* orbital was shown to lead
to a low barrier for the conversion of the 3MLCT state to a dissociative 3MC state. The same
mechanism explains the selective ligand release in ruthenium tris(2-pyridylmethyl)amine (tpa)
complexes. These prior findings motivated us to explore the photodissociation of pyridine in
[Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+ complexes, the subject of the present work.

5.2! Computational methods
Electronic structure calculations were performed using Gaussian 0939 and the BP86 density
functional.40-41 For a set of Ru(II) polypyridyl complexes, Gonzalez and co-workers42 found that
BP86 showed the best state ordering and state mixing in comparison to MS-CASPT2 calculations.
In preparation for our earlier study,38 we examined a number of different functionals and found
the 3MC state of a RuTQA complex was 3 – 27 kcal/mol lower in energy than the 3MLCT state.
The BP86 functional gave the smallest energy difference between the 3MLCT and 3MC states,
whereas the hybrid functionals gave the largest energy differences. The SDD basis set and effective
core potential43-45 were used for the central Ru atom. The 6-31G(d) basis set46-47 was used for the
other atoms. Solvation effects in methanol were incorporated by using the implicit SMD solvation
model48 and were included during structure optimization. The optimized structures were confirmed
to be minima by harmonic vibrational frequency calculations. The 1S0, 3MLCT and 3MC electronic
configurations were tested for SCF stability and were characterized by examining the molecular
orbital populations and the spin densities. GaussView49 was used to generate isodensity plots of
the spin densities (isovalue = 0.004 au), the canonical orbitals and biorthogonal/corresponding
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orbitals50 (isovalue = 0.04 au). To explore the potential energy surfaces for dissociation, relaxed
potential energy surface scans were performed by stretching selected Ru−N bonds while
optimizing the remaining coordinates. Transition states were obtained by optimizing the highest
energy structures of the relaxed scans, and were confirmed to have only one imaginary vibrational
frequency.

5.3! Results and discussion
5.3.1! Electronic structures and energetics
The

photoinduced

ligand

dissociation

in

the

[Ru(tpy)(bpy)(py)]2+

and

[Ru(tpy)(Me2bpy)(py)]2+ complexes (Scheme 5.1) has been studied experimentally and reported
previously.23,

34

Upon irradiation with visible light, the pyridine ligand dissociates from

[Ru(tpy)(Me2bpy)(py)]2+ much more readily than from [Ru(tpy)(bpy)(py)]2+, and in fact, ligand
exchange from the latter is not observed under certain irradiation conditions. Typically, the 1MLCT
excited states of Ru complexes convert rapidly to a lower 3MLCT state by intersystem crossing. It
is generally accepted that ligand dissociation occurs via internal conversion of the 3MLCT states
to a dissociative 3MC state.25-37 Therefore, exploration of triplet potential energy surface is key to
the understanding of the photodissociative behavior of these Ru complexes. The molecular orbitals
and spin densities for the lowest

3

MLCT and the three lowest

3

MC states of the

[Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+ complex are shown in Figures 5.1 and 5.2.
The difference between the 3MLCT and 3MC states can be discerned from the singly
occupied molecular orbitals (SOMOs) and from the different spin densities on Ru. For the 3MLCT
state, SOMO1 is a dπ orbital of Ru and SOMO2 is a π* orbital of the tpy ligand, resulting in a
Mulliken

!

spin

density

of

0.93

and

0.98

on

Ru

for

[Ru(tpy)(bpy)(py)]2+

and

!
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[Ru(tpy)(Me2bpy)(py)]2+, respectively. The two unpaired electrons in the 3MC states occupy a dπ
orbital and a dσ* orbital on Ru, yielding spin densities on Ru ranging from 1.66 to 1.83 for 3MC1,
3

MC2, and 3MC3 for the two complexes. Because the SOMOs of the 3MC states have dσ*

antibonding character in Ru–N bonds, the various 3MC states can be found by elongating different
Ru–N bonds in the 3MLCT excited state structure. The nature of these 3MC states can be
understood in terms of the different Ru d orbitals involved in the SOMOs. In the 3MC1 state, the
Ru–N6 bond dissociates and SOMO2 is a dσ1* orbital of Ru which is antibonding with N5 and N6,
while SOMO1 is a dπ1 orbital of Ru (comparable to SOMO1 of the 3MLCT state). SOMO1 and
SOMO2 in the 3MC2 state are similar to those in 3MC1 since the Ru–N5 bond is elongated along
the same axis as Ru–N6. In the 3MC3 state, the Ru–N4 bond is broken, and SOMO2 is a dσ2* orbital
of Ru which is antibonding with N2 and N4.

!
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Figure 5.1. Biorthogonal orbitals of SOMO1 and SOMO2 for the 3MLCT and 3MC states of the
(a) [Ru(tpy)(bpy)(py)]2+ and (b) [Ru(tpy)(Me2bpy)(py)]2+.
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!
Figure 5.2. Spin density plots for the 3MLCT and 3MC states of (a) [Ru(tpy)(bpy)(py)]2+ and (b)
[Ru(tpy)(Me2bpy)(py)]2+.
The Ru-N bond lengths in the S0, 3MLCT and 3MC states of [Ru(tpy)(bpy)(py)]2+ and
[Ru(tpy)(Me2bpy)(py)]2+ are compared in Table 5.1. Methyl substitution on the bpy ligand results
in a more crowded structure and increases the calculated Ru-N4 and Ru-N5 bond lengths in the
ground state.23 Similar increases in these bond lengths are found in the excited state structures.
The changes in the N-Ru-N angles also reflect this crowding. Only modest changes in the bond
lengths are seen on excitation from S0 to 3MLCT. The S0 to 3MLCT excitation energies for
[Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+ are 41.8 kcal/mol and 40.4 kcal/mol,
respectively, indicating that the methyl groups have similar effects on the S0 and 3MLCT states.
!
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Excitation to the 3MLCT state puts an electron in the tpy π* orbital, and the nodal patterns of this
orbital explain the bond length changes in the tpy ligand seen on excitation (see Table 5.2).

Table 5.1. The selected calculated bond distances (Å) and angles (degree) for [Ru(tpy)(bpy)(py)]2+
and [Ru(tpy)(Me2bpy)(py)]2+complex in the S0, 3MLCT, 3MC and 3TS states in methanol
Ru-N1 Ru-N2
[Ru(tpy)(bpy)(py)]2+
S0
2.080
1.979
3
MLCT
2.086
2.031
3
a
MC1
2.096
1.987

Ru-N3

Ru-N4

Ru-N5

Ru-N6

N1-RuN3

N2-RuN4

N5-RuN6

2.088
2.081
2.097

2.094
2.103
2.095

2.070
2.088
2.171

2.130
2.125
---

158.7
151.8
157.1

175.1
175.8
174.0

172.6
175.7
---

3

2.006

2.090

2.160

4.593

2.215

146.2

175.2

127.5

MC3
2.120
2.203
b
TS1
2.097
1.985
[Ru(tpy)(Me2bpy)(py)]2+
S0
2.073
1.979
3
MLCT
2.084
2.039
3
MC1 a
2.088
1.982

2.131
2.087

4.384
2.115

2.142
2.170

2.125
3.036

147.0
155.0

135.9
172.2

170.8
163.0

2.106
2.120
2.095

2.124
2.131
2.124

2.126
2.169
2.225

2.132
2.119
---

158.3
149.6
154.8

179.1
176.2
166.0

168.3
169.0
---

3

MC2

2.137

3
3

MC2

2.151

2.000

2.075

2.197

4.246

2.261

148.2

169.6

132.0

MC3
TS1 b
3
TS2 b

2.115
2.100
2.095

2.165
1.993
1.990

2.118
2.111
2.151

3.961
2.156
2.169

2.179
2.182
2.439

2.152
2.639
2.691

146.0
154.5
149.8

152.0
173.8
177.7

157.3
165.5
152.5

3
3

a

φc
-2.4
-2.1
1.5
141.8
137.2
2.7
-1.4
-0.1
2.5
134.2
117.4
-7.6
-18.8

Five-coordinate 3MC1 structure that has released the pyridine. b optimized transition structures
are shown in Figure 5.5. c dihedral angle φ is defined in Scheme 5.1.
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Table 5.2. The selected bond lengths (Å) of the tpy ligand and isosurface plot of SOMO2 (isovalue
= 0.04) in the optimized 3MLCT, 3TS1, and 3MC1 states of the [Ru(tpy)(Me2bpy)(py)]2+ complex.

S0
3
MLCT
3
TS1
3
MC1

a

b

c

d

e

f

g

h

i

j

k

l

1.402
1.415
1.410
1.407

1.400
1.391
1.394
1.395

1.356
1.364
1.360
1.360

1.384
1.393
1.389
1.387

1.475
1.451
1.458
1.464

1.369
1.379
1.380
1.378

1.370
1.383
1.379
1.378

1.475
1.448
1.463
1.465

1.389
1.399
1.388
1.388

1.358
1.366
1.360
1.360

1.398
1.389
1.394
1.395

1.403
1.419
1.409
1.407

Stretching the Ru–N6 bond in the 3MLCT optimized structure results in conversion to the
3

MC1 state. Geometry optimization of the 3MC1 structure leads to a weakly bound 6-coordinate

structure which dissociates to a 5-coordinate complex and a free pyridine. Because SOMO2 is a
dσ∗ orbital aligned with both the Ru-N6 and Ru-N5 bonds, the latter is also somewhat elongated
(Table 5.1). Figure 5.3 shows the relative energies of the optimized 3MLCT and 3MC struvtures.
The 6-coordinate 3MC1 structure for [Ru(tpy)(bpy)(py)]2+ is 9.8 kcal/mol higher in energy than the
3

MLCT state. For [Ru(tpy)(Me2bpy)(py)]2+, the 6-coordinate 3MC1 structure is only 1.6 kcal/mol

higher in energy than the 3MLCT state since elongation of the Ru-N6 bond releases the strain from
interaction between the pyridine and the methyl group of Me2bpy.
Stretching of the Ru-bpy bonds leads to the 3MC2 and 3MC3 states. The 3MC2 optimized
structures are 15.8 and 8.1 kcal/mol higher in energy than the

3

MLCT states for

[Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+, respectively. The difference can be attributed
to the release of strain from interaction between tpy and the methyl group of Me2bpy in the latter
complex. In the 3MC2 structure, the Ru-N5 bond elongates and the N5 pyridyl group of bpy rotates

!
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away from Ru. For the 3MC3 structures, the N4 pyridyl group of bpy rotates away from Ru,
resulting in structures that are 22.0 and 15.5 kcal/mol higher than 3MLCT for [Ru(tpy)(bpy)(py)]2+
and [Ru(tpy)(Me2bpy)(py)]2+, respectively. The fact that 3MC1 is the lowest-energy 3MC state is
consistent with the experimental results that the ligand dissociation occurs at the N6 position.

!
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!
Figure 5.3. Relative energies of the 3MLCT and 3MC structures for (a) [Ru(tpy)(bpy)(py)]2+ and
(b) [Ru(tpy)(Me2bpy)(py)]2+. The arrows indicate the positions of ligand dissociation. The
definition of dihedral angle φ is shown in Scheme 5.1.
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5.3.2! Potential energy scan on triplet surface
The energy barriers for the ligand dissociation on the triplet surface can be estimated by
conducting relaxed scans from 3MLCT and stretching various Ru–N bonds. For each scan, one
Ru-N bond was chosen, elongated in steps of 0.05 Å, and the energy was minimized with respect
to all of the remaining coordinates at each step of the scan. When the Ru–N6 bond in
[Ru(tpy)(bpy)(py)]2+ is elongated, there is a smooth transition from the 3MLCT to 3MC1 state with
a barrier of approximately 12 kcal/mol (Figure 5.4a). After the barrier, there is a weakly bound 6coordinate complex before the pyridine fully dissociates to the 5-coordinate 3MC1 complex. The
transition state structure 3TS1 for [Ru(tpy)(bpy)(py)]2+ (Figure 5.5a) was found by optimizing the
highest energy point on the scan, yielding a barrier height of 11.5 kcal.mol.
When the Ru–N6 bond in [Ru(tpy)(Me2bpy)(py)]2+ is elongated, the transition from the
3

MLCT to 3MC1 state occurs at a shorter distance and has a barrier of only approximately 7

kcal/mol (Figure 5.4b). Transition state 3TS1 for [Ru(tpy)(Me2bpy)(py)]2+ (Figure 5.5b) was found
by optimizing the highest energy point on the scan. The optimized 3TS1 is 6.9 kcal/mol higher in
energy than the 3MLCT structure and has one imaginary frequency which corresponds to stretching
of the Ru–N6 bond. Following the IRC and the relaxed scan confirm that this transition state
connects to the 3MC1 structure. Structure 3TS1 has a spin density of 1.38 on Ru (midway between
0.98 in 3MLCT and 1.66 in 3MC1) and a Ru–N6 bond length of 2.639 Å. The differences between
[Ru(tpy)(bpy)(py)]2+ and [Ru(tpy)(Me2bpy)(py)]2+ in both the barrier heights and the Ru-N6 bond
lengths can be understood in terms of an avoided crossing between the potential energy surfaces
of the 3MLCT and 3MC1 states as the Ru-N6 bond is stretched (see Figure 5.3). Because the
3

MLCT

to

3

MC1

energy

difference

is

smaller

for

[Ru(tpy)(Me2bpy)(py)]2+

than

[Ru(tpy)(bpy)(py)]2+, the avoided crossing between the 3MLCT and 3MC1 states occurs at a lower

!
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energy and shorter bond length for [Ru(tpy)(Me2bpy)(py)]2+. Other coordinates such as the Ru-N5
bond

length

and

various

N-Ru-N

angles

also

indicate

the

transition

state

for

[Ru(tpy)(Me2bpy)(py)]2+ occurs earlier along the reaction path and with a greater release of strain
than the transition state for [Ru(tpy)(bpy)(py)]2+. Because the conversion of 3MLCT to 3MC
involves electron transfer from the tpy ligand to Ru, some changes are also observed in the bond
length of the tpy ligand (see Table 5.2).
After the high point on the scan of the Ru-N6 in [Ru(tpy)(Me2bpy)(py)]2+, there is a 1.4
kcal/mol drop in energy (Figure 5.4b) and a 0.298 Å lengthening of the Ru-N5 bond. Continuing
the scan in the forward direction leads to the 3MC1 structure. The energy decreases monotonically
while the Ru-N5 bond shortens and Me2bpy ligand twists to a lower energy geometry. Scanning
the Ru-N6 bond in the reverse direction also produces a monotonic decrease in energy (Figure
5.4b, green line) leading to the 3MLCT structure. Optimizing the highest energy point on this scan
results in transition structure 3TS2 (Figure 5.5c) that is 5.4 kcal/mol above the 3MLCT state. The
Ru-N6 bond length in 3TS2 is similar to 3TS1 but the Ru-N5 bond length is significantly longer and
the spin density on Ru is higher. As discussed in the next paragraph, 3TS2 can also be found by
stretching the Ru-N5 bond in the 3MLCT structure and then stretching the Ru-N6 bond. Thus 3TS2
represent the barrier for a second, lower energy pathway for dissociation of the 3MLCT state to
form the 3MC1 and pyridine.

!
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!
Figure 5.4. Relaxed potential energy scans from the 3MLCT state for stretching the Ru–N6 bond
of (a) [Ru(tpy)(bpy)(py)]2+ and (b) [Ru(tpy)(Me2bpy)(py)]2+. The red squares indicate the
optimized transition states. The numbers along the scan show the spin density on Ru. The energies
for 3MC1 correspond to the fully relaxed 6-coordinate structure for [Ru(tpy)(bpy)(py)]2+ and the 5coordinate structure with a released pyridine for [Ru(tpy)(Me2bpy)(py)]2+. For (b), the purple line
is the IRC in the forward direction from 3TS1 and the green line is the relaxed scan in the reverse
direction from Ru-N6 = 2.67 Å.
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Figure 5.5. Optimized transition state geometries and spin density plots for the conversion from
3
MLCT to 3MC1 (a) 3TS1 for [Ru(tpy)(bpy)(py)]2+, (b) 3TS1 for [Ru(tpy)(Me2bpy)(py)]2+ and (c)
3
TS2 for [Ru(tpy)(Me2bpy)(py)]2+.
Elongation of the Ru–N5 bond perpendicular to the tpy plane results in a smooth increase
in the energy from the 3MLCT state to the 3MC2 state (Figure 5.6).

The increase for

[Ru(tpy)(Me2bpy)(py)]2+ is significantly smaller than for [Ru(tpy)(bpy)(py)]2+. When the Ru–N5
bond in [Ru(tpy)(Me2bpy)(py)]2+ is stretched to 2.62 Å, the potential energy increases by 4.05
kcal/mol, the spin density on Ru increases gradually to 1.62 and the Ru–N6 bond elongates slightly
to 2.26 Å. Because the bpy ligand is tethered to Ru at the N4 position, the N5 pyridyl does not
dissociate. When the Ru–N5 bond is stretched beyond 2.62 Å, the potential energy continues to
increase because of the twisting of the bpy ligand. If the Ru–N5 bond is frozen at 2.62 Å and
another relaxed scan is conducted by stretching the Ru–N6 bond, the energy increases
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monotonically until the pyridine dissociates. Optimization of the highest point on this scan results
in transition state 3TS2 (Figure 5.5c).

!

!
Figure 5.6. Relaxed potential energy scans from the 3MLCT state for stretching the Ru–N5 bond
in (a) [Ru(tpy)(bpy)(py)]2+ and in (b) [Ru(tpy)(Me2bpy)(py)]2+. The red line represents the relaxed
scan for stretching the Ru–N6 bond in [Ru(tpy)(Me2bpy)(py)]2+ when the Ru–N5 bond is frozen at
2.62 Å. The numbers along the scan show the spin density on Ru.
When the Ru–N4 bond, which is coplanar with the tpy ligand, is stretched, the estimated
barrier for the transition to the 3MC3 state is 23 kcal/mol for [Ru(tpy)(bpy)(py)]2+ and 15 kcal/mol
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for [Ru(tpy)(Me2bpy)(py)]2+, values that are significantly higher than for the conversion to the
3

MC1 and 3MC2 states (Figure 5.7). The higher barriers for breaking the Ru–N4 bond are consistent

with experiment which did not find photodissociation of the bpy ligand.

!
Figure 5.7. Relaxed potential energy scans from the 3MLCT state for stretching the Ru–N4 bond
in (a) [Ru(tpy)(bpy)(py)]2+ and in (b) [Ru(tpy)(Me2bpy)(py)]2+. The numbers along the scan show
the spin density on Ru.
!
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5.3.3! MO analysis along the relaxed scans
In our previous study38 we analyzed the SOMOs along the relaxed potential energy scans
and found that photodissociation of the nitrile-bound Ru polypyridyl complexes is facilitated by
orbital mixing between the ligand π* orbital of 3MLCT state and the Ru dσ* orbitals of a
dissociative

3

MC state. Figure 5.8 shows the corresponding plots for the SOMOs of

[Ru(tpy)(Me2bpy)(py)]2+ as the Ru-N6, Ru-N5 and Ru-N4 bonds are stretched. The SOMO2 in the
3

MLCT state is a ligand-based π* orbital on tpy. When the Ru–N6 bond is stretched longer than

2.52 Å, the ligand-based SOMO2 mixes with the dσ1* orbital of Ru, which corresponds to SOMO2
of 3MC1 (Figure 5.8a). This orbital mixing promotes dissociation because the dσ1* orbital involves
an antibonding interaction with the pyridine ligand. Stretching the Ru–N5 bond (trans to Ru–N6)
also leads to similar orbital mixing of the tpy π* orbital and the Ru dσ1* orbital (Figure 5.8b).
However, the Ru–N5 bond does not dissociate because the bpy ligand is still tethered by the Ru–
N4 bond. Further elongation of the Ru–N5 bond results in an increase in energy because of the
twisting of the bpy ligand. By contrast to the orbital mixing seen when the Ru–N5 and Ru–N6
bonds are stretched, when the Ru-N4 bond is stretched, the π* orbital of tpy remains orthogonal to
the Ru dσ2* orbital that corresponds to SOMO2 of 3MC3, and no mixing occurs (Figure 5.8c). In
addition, the rigidity of the bpy ligand restricts the motion of the Ru–N4 bond. As a result, the
barrier for the transition to the 3MC3 state is high.
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Figure 5.8. Isosurface plots of the SOMOs of [Ru(tpy)(Me2bpy)(py)]2+ along the relaxed scan of
the 3MLCT state for elongation of (a) Ru-N6, (b) Ru-N5, and (c) Ru-N4.
5.4! Conclusions
Experimental studies of photoinduced ligand dissociation found that the pyridine ligand is
released

from

[Ru(tpy)(Me2bpy)(py)]2+

significantly

more

efficiently

than

from

[Ru(tpy)(bpy)(py)]2+. To explore the ligand dissociation reaction on triplet surface, we have
calculated the energies and geometries of the 3MLCT and dissociative 3MC states. When compared
to [Ru(tpy)(bpy)(py)]2+, the geometry of [Ru(tpy)(Me2bpy)(py)]2+ shows significant strain because
of interaction of the methyl groups with the other ligands in both the S0 and 3MLCT states.
Transition to the dissociative 3MC states releases this strain, resulting in lower barriers for ligand
dissociation for [Ru(tpy)(Me2bpy)(py)]2+ than for [Ru(tpy)(bpy)(py)]2+. By analyzing the
molecular orbitals along relaxed scans for stretching the Ru-N bonds, we find that ligand
photodissociation is promoted by orbital mixing between the ligand π* orbital of 3MLCT state and
the dσ* orbitals that characterize the dissociative 3MC states. Mixing can occur when the Ru-N6
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bond perpendicular to a π acceptor ligand is stretched and the π* orbital of tpy and the dσ* orbital
of Ru have good overlap. Orbital mixing results in a smooth and continuous transition from
3

MLCT to

3

MC1 with a small barrier for photodissociation of the pyridine ligand in

[Ru(tpy)(Me2bpy)(py)]2+. By contrast, when the Ru-N4 bond coplanar with the π acceptor ligand
is stretched, the ligand (tpy) π* and Ru dσ* orbitals remain orthogonal; no mixing occurs and the
barrier for the transition from 3MLCT to 3MC3 is high. In addition to orbital mixing, ligand
dissociation also depends on the rigidity of the ligand. When the Ru–N5 bond perpendicular to the
π acceptor is stretched, orbital mixing occurs but the bpy group does not dissociate from Ru;
instead, bpy twists about its central bond in order to break the Ru–N5 bond in the 3MC2 state.
Nevertheless, stretching the Ru–N5 bond followed by elongation of the Ru-N6 bond can lead to a
smaller barrier for transition from 3MLCT to 3MC1 facilitating dissociation of the pyridine ligand.
This work provides understanding on the factors that lead to enhancements in photoinduced ligand
dissociation and may be used to predict the structures of complexes for drug photorelease with
improved properties.
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CHAPTER 6! A THEORETICAL STUDY OF ASCORBIC ACID
OXIDATION AND HOO• / O2–• RADICAL SCAVENGING

Org. Biomol. Chem., 2017, 15, 4417-4431
- Reproduced by permission of The Royal Society of Chemistry
6.1! Introduction

Free radicals in the body can damage DNA, cells, and tissues via oxidation, as they react
quickly with non-radical species to form new radicals and propagate free-radical chain reactions.1
In contrast, antioxidants can protect against oxidative damage by breaking free radical chains.
Since its identification by Albert Szent-Györgyi and Walter Norman Haworth, ascorbic acid
(vitamin C) has become popularly acclaimed as a preeminent antioxidant and free-radical
scavenger.2-4 Due to its remarkable behavior, the chemistry of ascorbic acid has been studied
extensively, but the oxidation mechanism is complex and still poorly understood. Ascorbic acid
can lose two electrons, as observed by voltammetry.5 However, it commonly functions as a oneelectron reducing agent because the ascorbate radical (A–• in Scheme 6.1), the one-electron
oxidation product of ascorbic acid, is relatively unreactive with non-radical species and reacts
preferentially with itself and other radicals.6-8 These properties of ascorbate radical are crucial to
the biological function of ascorbic acid, and a more comprehensive understanding of these
properties would be helpful.
Dehydroascorbic acid (DHA) is the fully oxidized form of ascorbic acid and can be formed
by two-electron oxidation of ascorbic acid, by one-electron oxidation of ascorbate radical or by a
disproportionation reaction between two ascorbate radicals. Pulse radiolysis studies by Bielski et
al. showed that, in the presence of protons, two ascorbate radicals react together to form an
unspecified dimer that disproportionates to a fully reduced ascorbic acid and a fully oxidized
dehydroascorbic acid.6 The structure of DHA is commonly shown as DHA1 (Scheme 6.1) even
though it is known that this structure is energetically unstable and can be detected only in “dry”
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aprotic solvent.9 In aqueous media, the primary DHA structure is actually found to be the bicyclic
hydrated form DHA4.10-14 Understanding the mechanism of formation of DHA4 has significant
importance for exploring the likely reaction pathways for oxidation of ascorbic acid. Extensive
studies of the thermodynamics and kinetics of ascorbic acid oxidation have been conducted
experimentally.6-7,

9, 11, 15

The structures related to these reactions have also been studied

theoretically11, 16-36 by several groups; however, the role of the DHA4 structure is seldom discussed
in these studies. In the disproportionation reaction, it is generally assumed that the ascorbate
radical obtained from the first oxidation undergoes one-electron transfer to form DHA1 as an
intermediate, which then quickly undergoes ring closure and hydration to form the stable bicyclic
hydrated form DHA4.11, 15 However, the rate for this process would be expected to be very slow
because the energy required to form DHA1 is so high that it occurs rarely. Another suggested
pathway is that ascorbate radicals obtained from the first oxidation undergo an initial dimerization
and then disproportionation to form the fully oxidized DHA and regenerate the fully reduced HA–
.6-7
Reactions of hydroperoxyl radical (HOO•) / superoxide (O2–•) can be considered
representative of the radical scavenging reactions of ascorbic acid. Bielski and coworkers7, 37 have
used stop-flow and pulsed radiolysis to measure the reaction rates of HOO• / O2–• with ascorbic
acid and ascorbate radical. Because the rate for the latter reaction is considerably higher, as soon
as ascorbate radical is formed, it reacts with any available HOO• / O2–•. Galano et al.38 have used
density functional calculations to study the radical scavenging reaction rates of several
antioxidants including ascorbic acid. However, the reaction of HOO• / O2–• with ascorbate radical
has not yet been studied by computational methods.
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The calculation of pKa’s and reduction potentials can provide useful thermodynamic

information for these reactions and comparison with experimental data can validate the
calculational methodology. Reduction potentials of ascorbic acid in aqueous solution have been
measured by pulse radiolysis and electrochemical techniques, and the values range from +0.06 V
to +0.40 V depending on the experimental conditions.5, 14-15 Several studies have calculated pKa’s
and reduction potentials of ascorbic acid.26, 30 Although these theoretical studies predict reliable
pKa values, they have not considered the intermediate one electron oxidized state and have not
examined the hydrated and bicyclic structures of the fully oxidized form. The disproportionation
reaction has also not been examined computationally.
In the present study, we explore the mechanisms for ascorbic acid oxidation and the
reactivity of intermediates by using electronic structure methods to calculate structures, energetics,
pKa’s and reduction potentials. Recently developed computational protocols have allowed us to
calculate the pKa’s and reduction potentials for guanine oxidation in good agreement with the
experimental measurements.39-41 For this study, we follow the same methodology to predict pKa’s
and reduction potentials (E0 and E7) of ascorbic acid and the intermediates along the oxidation
pathways. From these calculated values, we can construct a Pourbaix diagram for each oneelectron oxidation process to identify the thermodynamically favored species and reactions under
selected pH conditions. Then possible reaction pathways are explored to understand the most likely
oxidation mechanism of ascorbic acid under physiological conditions. In particular, we explore
the possibility that dimerization of the ascorbate radical, followed by cyclization and then
dissociation yields the stable bicyclic form of dehydroascorbic acid directly, avoiding formation
of the high-energy DHA1 intermediate. Understanding of oxidation mechanism allows us to
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further study how ascorbate radical is able to interact with reactive oxygen species such as HOO•
/ O2–•, which may shed light on its unique antioxidant properties.

Scheme 6.1. Electrochemical equilibria and structures of ascorbic acid and its derivatives in water
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6.2! Computational methods
Calculations were performed with the development version of the Gaussian series of
programs.42 Equilibrium geometries and transition states were optimized using the SMD implicit
solvation model43 and the B3LYP functional44-48 with the 6-31+G(d,p) basis set.49-54 Vibrational
frequency calculations were used to confirm that the optimized structures are minima or first order
saddle points on the potential energy surface. Because ascorbic acid and its derivatives have
multiple conformations, the ensemble averaged values of pKa’s and reduction potentials were
evaluated using Boltzmann weighting. The ensemble-averaged pKa’s and reduction potentials
were very close to the values calculated from the most stable structures. The most stable structures
for each protonated and oxidized state were used as starting structures for CBS-QB3 calculations
to obtain more accurate values for the pKa’s and reduction potentials.
Implicit solvation models like SMD do not treat specific hydrogen bonding interactions
between the solute and water. This can lead to significant problems for anionic solutes, which can
be alleviated by solute cavity scaling39-40 or by including explicit water molecules.41 Our previous
study found that the solvent cavity for negatively charged solutes needed to be scaled to obtain
good agreement between calculated and experimental pKa values for nucleobases.39-40

For

dianions such as A2–, a cavity scaling parameter of 0.90 was used for B3LYP and CBS-QB3. The
solvent cavity was not scaled for dimers of ascorbate radical since the negative charges in the
dimers are far enough from each other. Solvent cavity scaling was not needed for monoanions of
ascorbic acid and its derivatives since they have significant intramolecular hydrogen bonding
interactions. The solvent cavity was also not scaled for neutral species. The B3LYP/6-31+G(d,p)
level of theory was used to determine the placement of explicit water molecules to augment the
SMD solvation model. More accurate energies for pKa’s and reduction potential and for hydration
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and cyclization reactions were calculated with the CBS-QB3 method and SMD implicit solvation
with explicit waters.
The pKa for a deprotonation reaction in aqueous solution,
AH.(jq) .

..∆stuvwxy. z{ ...

|
.AE.(jq) +.H.(jq)
...........(1)

is calculated from the Gibbs free energy of deprotonation, ΔGdeprot (aq),
p}j = .

∆GlÄÅÇÉ.(jq)
...........(2)
2.3034Ö

where R is the gas constant and T is the temperature. The Gibbs free energy for aqueous
deprotonation can be calculated by
∆Ü;báàâQ. (ä = Ü (ä ãE + . Ü (ä å| − . Ü (ä åã ...........(3)
The aqueous phase Gibbs energy for a proton (Ü (ä å| ) is
Ü (ä å| = . Ü °ç å| + . ∆Ü 6.(Qè→6.ê + . ∆Ü ∗(ä å| .. = −270.3.kcal/mol........(4)
where Ü °ç å| = . −6.287.kcal/mol is the gas phase free energy of a proton at 298K (obtained
from

H °ó H | = 1.48.kcal/mol.and.S °ó H | = .26.05.cal/(mol.K)),

∆G6.jÉf→6.ú =

1.89.kcal/mol is the change in the standard state from 1 atm to 1 M, and ∆G∗jq H | =
.−265.9.kcal/mol is the literature value for the aqueous solvation free energy for a proton.55
Superscripts º and * denote the standard state of 1 atm and 1 mol/L, respectively.
Ascorbic acid can lose two electrons (Scheme 6.1) in two sequential oxidation steps
forming first the intermediate Ox1 (eq. 5) and then the fully oxidized product Ox2 (eq. 6).
Ox1.(jq) + . eE
.(jq) = . Red.(jq) .......... %âc6 ...........(5)
Ox2.(jq) + . eE
.(jq) = .. Ox1.(jq) .......... %âc† ...........(6)
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The oxidation process can also occur as a concerted 2e oxidation forming the fully
−

oxidized Ox2 state directly.
Ox2.(jq) + .2eE
.(jq) = . Red.(jq) .......... %âc ...........(7)
For a reduction reaction,
A.(jq) +

.°eE
.(jq)

....∆s∗wut. z{ ....

.A¢E
.(jq) ........... (8)

the standard reduction potential is
°
%àb;.((ä)
=.

∗
−.∆GÅl.
jq

°£

− §å%...........(9)

∗
where ∆GÅl.
jq is the Gibbs free energy of the reduction under standard conditions, n is the

number of electrons transferred in the reduction process, F is Faraday’s constant (23.06 kcal/(mol
V)), and SHE is the absolute potential of the standard hydrogen electrode (4.281 V).56-59 The Gibbs
free energy for reduction is
∗
¢E
∆GÅl.
− . G jq A − °G°ó eE ...........(10)
jq = . G jq A

where G°ó eE is the gas phase free energy of an electron. At 298 K, the gas phase Gibbs energy
of an electron is G°ó eE = . −0.867.kcal/mol and is obtained from the literature values of
H °ó eE = 0.752.kcal/mol and S °ó eE = 5.434.cal/(mol.K).60-61 The Nernst equation
% = %° −

4Ö
[4^¶]
.ln
...........(11)
£
[®©]

can be applied to convert reduction potentials under the standard condition (% ° ) to other
experimental conditions.
For the first one electron oxidation of ascorbic acid, the reduced form has two Ka’s and the
oxidized form has one Ka. The pH dependent reduction potential is
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% Ä™ = .% ° (´¨• , ´¨E ) +

4Ö
1
.ln
.
£
}(6à

4Ö
}(6à }(†à + }(6à 10EÄ™ + . 10E†Ä™
+
.ln
...........(12)
£
}(†â + . 10EÄ™
assuming low ionic strength of the solute. HA– is the reduced monoanion form and HA• is the
oxidized radical that has one less electron than HA–. The acid dissociation constants Ka1r, Ka2r, and
Ka2o are shown in Scheme 6.1. Depending on Ka2o and the pH, the radical may deprotonate yielding
A–•. Njus and coworkers62 have shown that at physiological pH this first oxidation step of ascorbic
acid occurs via proton-coupled electron transfer (HA– to A–• in Scheme 6.1).
Following the first electron oxidation, ascorbic acid can lose a second electron to form
dehydroascorbic acid (DHA). Dehydroascorbic acid has several hydrated forms in water or
alcohol, involving cyclization and the hydration of the carbonyl groups (see Scheme 6.1). The pH
dependent reduction potential of DHA is
%âc† = %

=.%

¨E• , Æ´¨ +

¨E• , Æ´¨ −

4Ö
.ln
£

¨E•
Æ´¨

4Ö
}(†â + . 10EÄ™
4Ö
10EÄ™
.ln
+
.ln
...........(13)
£
}(†â
£
}('â + . 10EÄ™

where DHA can be any of the structures listed in Scheme 6.1, and }(†â and }('â are the
dissociation constants of HA• and DHA, respectively.
Ascorbic acid and its oxidation products have many conformations because of numerous
rotatable OH groups and the alkyl side chain. Since these conformations can be close in energy,
their populations may need to be considered in calculating pKa’s and reduction potentials. The
Boltzmann population for a given conformer is
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Ø6 = .

−Ü6.((ä)
4Ö
., where.
−Ü¢.((ä)
^©∞
4Ö

^©∞
¢

Ø¢ = 1 ...........(14)
¢

The ensemble averaged pKa value is
"5

p}( = . p}( − log Ø" − log.(Ø5µ )...........(15)
"5

where p}( is the specific p}( value for the deprotonation of conformer i resulting in the formation
of conformer j, Ø" is the population of the i-th conformer of the protonated species, and Ø5µ is the
population of the j-th conformer of the deprotonated species. Similarly, the ensemble averaged
reduction potential for a reduction reaction is calculated by
E =.E
where E

c∑

c∑

.+.

4Ö
4Ö
ln Øc −
ln.(Ø∑µ )...........(16)
£
£

is the specific reduction potential, Øc is the population of the oxidized species which is

reduced to form the species which has the population Ø∑µ .
As described in the Results and Discussion section, calculating the energies of hydration
and cyclization reactions of DHA can be problematic. The free energy for hydration of acetone
(CH3COCH3 + H2O → CH3C(OH)2CH3) calculated by CBS-QB3 with SMD solvation and an
additional explicit water molecule is in error by 2.1 kcal/mol when compared to experiment.63
CBS-APNO64 and G465 calculations are in better agreement with experiment but are not currently
practical for systems the size of ascorbic acid. Therefore, the CBS-QB3 calculated free energies
for the hydration and cyclization reactions of DHA have been corrected for the difference between
the CBS-QB3 and experimental free energies for the hydration of acetone.
ΔGcor = ΔG(CBS-QB3) + (ΔG(exp. acetone hydration) - ΔG(CBS-QB3 acetone hydration))
= ΔG(CBS-QB3) + 2.1 kcal/mol

(17)

The disproportionation reaction of ascorbate radical,
!
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|
E•
¨E•
.(jq) + . ¨ .(jq) + . H.(jq)

....∆st∏πv. z{ ....

.´¨E.(jq) +.Æ´¨.(jq) ...........(18).

where Æ´¨.(jq) is one of the form of dehydroascorbic acid. The reaction energy (∆Ü;"∫á ) is
governed by the extent of the potential inversion between the first and second oxidation.
∆Ü;"∫á = −4Ö ln };"∫á = £(%âc6 − %âc† )...........(19)
In the first step of the disproportionation reaction, two ascorbate radicals form a dimer.
E•
¨E•
.(jq) + . ¨ .(jq)

....

.¨†E
†.(jq) .......... (20).

Unfortunately, the dimer is too large to calculate readily at the CBS-QB3 level of theory.
However, if the ethyldiol sidechain of A–• is removed, the dimerization energy of this smaller
system can be calculated by CBS-QB3.

(21)
The CBS-QB3 energy for dimerization for two ascorbate radicals can be estimated in the
following way:
ΔG(rx 20, est CBS-QB3) = ΔG(rx 20, B3LYP) + ΔG(rx 21, CBS-QB3) - ΔG(rx 21, B3LYP)
= 17.57 + 0.91 – 19.78 = -1.28 kcal/mol

(22)

This is equivalent to a QM/QM calculation of the dimerization reaction using an ONIOM
approach.66 Similarly, the cyclization reactions for unprotonated ascorbate dimer (1 → 2) and
protonated ascorbate dimer (3 → 4) can be calculated with a QM/QM approach using the CBSQB3 energies of the corresponding cyclization reactions of the monomers (see Scheme 6.3)
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ΔG(1 → 2, est CBS-QB3) = ΔG(1 → 2, B3LYP) + ΔG(DHA2–!→ DHA4–, CBS-QB3) -

ΔG(DHA2–!→ DHA4–, B3LYP) = -0.84 + (-4.18) – (-1.94) = -3.09 kcal/mol

(23)

ΔG(3 → 4, est CBS-QB3) = ΔG(3 → 4, B3LYP) + ΔG(DHA2 → DHA4, CBS-QB3) ΔG(DHA2 → DHA4, B3LYP) = -2.73 + (-5.48) – (-2.97) = -5.24 kcal/mol

(24)

6.3! Results and discussion
The overall oxidation of ascorbic acid typically involves the transfer of two electrons and
two protons to form dehydroascorbic acid (DHA): H2A → DHA + 2e– + 2H+. The process is seen
as a single 2e irreversible wave by cyclic voltammetry, but the actual oxidation reaction is a
−

complex mechanism that involves several chemical reactions as shown in Scheme 6.1. To develop
a comprehensive understanding of the oxidation mechanism of ascorbic acid, we need to examine
the individual one-electron oxidation steps. To understand the pH effect on these oxidation steps,
we need the pKa’s for the various structures shown in Scheme 6.1. We start by examining the
energies of the conformations of ascorbic acid, ascorbate radical and dehydroascorbic acid in their
different protonated and hydrated forms. The most stable conformers of ascorbic acid and its
derivatives are then used to calculate pKa’s and reduction potentials of ascorbic acid and its
derivatives. With the calculated pKa’s and reduction potentials, we can explore the possible
reaction pathways for the oxidation mechanism of ascorbic acid and its reaction with other radical
species.
6.3.1! Conformations of ascorbic acid (H2A) and its derivatives
H2A contains an ethyldiol side chain, two hydroxyl groups and a carbonyl group around
the γ-lactone ring. The hydroxyl groups can be proton donors or acceptors in hydrogen bonds and
the carbonyl group can act as proton acceptor. Rotation of the ethyldiol and hydroxyl groups
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provides a variety of intramolecular hydrogen bond arrangements which affect the pKa’s and
electrochemical potentials of ascorbic acid. To explore possible conformations for ascorbic acid
and its derivatives, we followed the approach of Juhasz et al.29 and Ebrahimi et al.67 by optimizing
the H2A structures with the six different dihedral angles defined in Table 6.1. Next, the optimized
H2A conformers were deprotonated, first from the C3 hydroxyl group and then from the C2
hydroxyl group, and reoptimized to obtain the lowest energy structures for HA– and A2–. Structures
for the oxidized forms (HA•, A–•, and DHA1 in Scheme 6.1) were obtained by starting with the
optimized structures of HA– and A2– and reoptimizing the corresponding oxidation states. All H2A
conformers have multiple hydrogen bonds, and the most stable conformers at different
deprotonated and oxidation states exhibit somewhat different arrangements of intramolecular
hydrogen bonds. The optimized structures of these conformers are shown in Figure 6.1. For H2A,
the most stable conformer has three hydrogen bonds: H2---O3, H3---O6, and H5---O. For the
deprotonated forms of ascorbic acid (HA– and A2– in Scheme 6.1), the most stable HA–conformer
also shows hydrogen bonds at H2---O3, H6---O3, and H5---O, and the most stable A2– conformer
has almost the same conformation as HA– except for the loss the H2---O3 hydrogen bond. For the
1e oxidized forms of ascorbic acid, the most stable conformer of HA• has hydrogen bonds at H2−

--O3, H6---O5, and H5---O, and its deprotonated form, A–•, also shows the hydrogen bonds at H6--O5 and H5---O. For the 2e oxidized ascorbic acid, the most stable DHA1 conformer has almost
−

the same conformation as A–•. These most stable conformers along with one or two explicit water
molecules were used for the calculation of the pKa’s and reduction potentials, and for the hydration
and cyclization reactions.
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Table 6.1. The most stable conformations of ascorbic acid and its derivatives optimized at
SMD/B3LYP/6-31+G(d,p)

φ1
φ2
φ3
φ4
H2A
-3.3
160.7
50.5
-63.9
–
HA
-2.9
55.1
-57.0
A2–
54.8
-54.1
Ox1
HA•
-0.80
55.6
-64.4
–•
A
55.3
-58.2
Ox2
DHA1
53.3
-70.7
φ1: H2−O2−C2−C3; φ2: H3−O3−C3−C2; φ3: O5−C5−C4−O; φ4:
O6−C6−C5−C4; φ6: H6O−O6−C6−C5
Red

!

φ5
φ6
65.3
76.1
74.6
-56.4
73.0
-54.2
-57.5
-64.5
-57.4
-63.2
-57.8
-65.7
H5O−O5−C5−C4; φ5:
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H2A

HA•

HA−

A2−

A−•

DHA1

Figure 6.1. The B3LYP/6-31+G(d,p) optimized structures of the most stable conformers for
ascorbic acid and its derivatives using the SMD implicit solvent model. (HA• and A–• with the
same conformations as HA– and A2– are less than 2 kcal/mol higher in energy than the most stable
HA• and A–• conformers)
6.3.2! Relative energies of hydrated and bicyclic forms of dehydroascorbic acid
The conventional form of dehydroascorbic acid is DHA1, a structure with three carbonyls.
However, this structure is detectable by NMR spectroscopy only in dry DMSO9 but not in water
or alcohols.10-14 In water or alcohol, the second 1e oxidation of ascorbic acid is accompanied by
−

hydration and ring closure. The possible structures of DHA in water are presented in Scheme 6.1,
but the calculation of their relative free energies is surprisingly troublesome. Therefore, we first
examined the hydration of some simple carbonyls to calibrate the computational methodology.
Only a few experimental free energies for the hydration of carbonyls are available for
comparison with calculations. Table 6.2 shows the results for the hydration of acetone. For
B3LYP/6-31+G(d,p) calculations with SMD implicit solvation, the calculated ΔG is in error by
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nearly 12 kcal/mol. Increasing the basis set does not solve the problem. Methods like CBS-QB3,
CBS-APNO and G4 typically yield gas phase energy differences that are accurate to within 1 – 2
kcal/mol. With implicit solvation these methods still have large errors for the free energy of
hydration of acetone. If explicit water molecules are included along with implicit solvation, the
calculated free energies are in much better agreement with experiment. To determine the
appropriate placement of the explicit waters, we started by optimizing the six-centered transition
structure for the hydration of acetone using two water molecules. Then steepest decent reaction
path following with the DVV method68 followed by full optimization of the minima at the
B3LYP/6-31+G(d,p) level of theory yielded the positions and orientations of the explicit waters in
the reactant and product for the hydration reaction (these structures were used as starting points
for the higher level calculations). The G4 and CBS-APNO levels of theory are within 1 kcal/mol
of the experimental free energy of hydration. However, these methods are too costly for most of
the calculations in our study of ascorbic acid oxidation. The CBS-QB3 method is affordable but
overstabilizes the hydrated form of acetone by 2.1 kcal/mol. As shown in eq. 17, we apply this
correction factor to the CBS-QB3 results for each hydration and ring closure step in relative free
energy calculations of the hydrated and bicyclic forms of dehydroascorbic acid. These corrected
free energies are also used in the calculation of pKa’s, reduction potentials and disproportionation
reactions.
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Table 6.2. Reaction enthalpy and free energy for the hydration of acetone

!!

B3LYP/6-31+G(d,p)
B3LYP/CBSB7
B3LYP/CBSB7+
CBS-QB3
CBS-APNO
G4
Experimental

ΔH
(kcal/mol)
2.73
-0.36
4.02
-3.30
-2.75
-3.07

Implicit
ΔG
(kcal/mol)
15.67
13.06
16.82
10.10
9.94
9.10

Inclusion of explicit water
ΔH
ΔG
(kcal/mol)
(kcal/mol)
5.13
9.42
-1.58
-1.10
-0.86

1.56
2.70
3.78
3.68 63

The relative free energies of the DHA structures computed with CBS-QB3, SMD implicit
solvation and explicit water molecules are summarized in Scheme 6.2. Hydration is preferred at
O2 and cyclization is preferred at O3. The most stable form of dehydroascorbic acid is the
hydrated bicyclic structure, DHA4. The CBS-QB3 calculated barriers are 16.99 kcal/mol for
DHA1 → DHA2, 11.1 kcal/mol for DHA1 → DHA5 and 17.2 kcal/mol for DHA5 → DHA4 (see
Figure 6.5 for details).
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Scheme 6.2. The relative enthalpies, free energies, and pKa’s of the DHA structures calculated at
CBS-QB3 with inclusion of explicit water molecules a

a

for the placement of the waters, see Figure 6.5. b with respect to DHA1a in Figure 6.5. c with
respect to DHA1b in Figure 6.5. d using DHA5b in Figure 6.5. e ΔG is corrected using eq. 17

!

By contrast to dehydroascorbic acid, hydration and cyclization are not favored for
ascorbate radical. The spin density plots in Scheme 6.3 show this is because hydration and
cyclization limit the π delocalization of the unpaired electron. The most stable form of ascorbate
radical is A–•. This is consistent with ESR results indicating that the unpaired electron of ascorbate
radical is delocalized over the three carbonyl groups.69
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Scheme 6.3. The spin density plots (isovalue = 0.04 au) and relative free energies of the ascorbate
radical structures calculated at CBS-QB3 with SMD implicit solvation and inclusion of explicit
water moleculesa

!
The position of explicit water were initially determined from the optimized DHA structures
shown in Scheme 6.2.
a

6.3.3! pKa’s of ascorbic acid and its one and two electron oxidized form
The calculated pKa’s for ascorbic acid and its derivatives are summarized in Table 6.3.
Since the calculations at the B3LYP level of theory show that the pKa’s computed with the lowest
energy structures are in good agreement with the ensemble averaged pKa’s, the CBS-QB3
calculations used only the lowest energy structures. For the fully reduced ascorbic acid, the two
pKa’s of H2A (pKa1r and pKa2r in Scheme 6.1) computed at CBS-QB3 are 4.16 and 13.79. The
calculated pKa1r is in good agreement with the experimental value of 4.04, while the second one is
overestimated by about 2 units compared to the experimental pKa2r of 11.34.70 With inclusion of
explicit water and cavity scaling for the dianion, the computed pKa1r and pKa2r are 4.45 and 10.51
at the CBS-QB3 level of theory, in good agreement with the experimental values. At physiological
conditions, HA– is the predominant species for the fully reduced form. One electron oxidation of
ascorbic acid yields ascorbate radical. For HA•, pKa2o calculated at CBS-QB3 is -2.26 which is at
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least 1.5 pKa units lower than the experimental value of -0.45.69 A better pKa value of -1.21 can
be obtained when an explicit water is included at the CBS-QB3 level of theory.

For

dehydroascorbic acid, the fully oxidized form of ascorbic acid, several structures need to be
considered. With explicit waters, the pKa’s calculated for DHA2, DHA3 and DHA4 are 7.90, 8.57
and 8.86, respectively, compared the experimental pKa of ~8 for DHA.71 (however, DHA
decomposes rapidly when pH is higher than 869).

Table 6.3. pKa’s for ascorbic acid and its derivatives in aqueous solution

a

Deprotonation Reactions
H 2A
HA– + H+ ; pKa1r
–
HA
A2– + H+ ; pKa2r
•
HA
A–• + H+ ; pKa2o
DHA2 → DHA2– + H+ ; pKa3o
DHA3 → DHA3– + H+ ; pKa3o
DHA4 → DHA4– + H+ ; pKa3o
DHA

B3LYP/6-31+G(d,p)a
3.69 (3.78)b
14.74 (14.69)b
-1.32 (-1.43)b

CBS-QB3 c
4.16; 4.45 d
13.79; 14.16;d 10.51 e
-2.34; -1.21 d
7.90 f
8.57 f
8.86 f

Experiment
4.0470
11.3470
-0.4569

~ 871

using the most stable conformers optimized at B3LYP/6-31+G(d,p) with SMD
using an ensemble average of the conformers optimized at B3LYP/6-31+G(d,p) with SMD
c
using CBS-QB3 optimized structures starting with the most stable B3LYP/6-31+G(d,p)
optimized structures
d
calculated with two explicit water molecules
e
calculated with one explicit water and 0.90 for cavity scaling for the A2– dianion
f
calculated with one explicit water molecule
b

6.3.4! Reduction potentials and Pourbaix diagrams for ascorbic acid!
Table 6.4 lists the calculated and experimental standard reduction potentials of various
forms of ascorbic acid. The standard reduction potential for HA–/HA• couple computed at CBSQB3 with the SMD implicit model is 0.72 V which is in good agreement with the experimental
values of 0.72 V70 and 0.766 V.62 The reduction potential of 0.68 V calculated with inclusion of
explicit water is also in good agreement with the experiment.
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Table 6.4. Standard reduction potentials for ascorbic acid and its derivatives in aqueous solution
Redox Reactions
•

HA + e
A–• + e–

–

–

B3LYP/6-31+G(d,p)
•

HA ; Eº(HA /HA )
A2– ; Eº(A2–/ A–•)
−

a

b

0.59 V (0.58 V)
-0.36 V c (-0.37 V)b

DHA1(H2O)2 + e– A–• (H2O)2 ; Eº(A–•/DHA1)
DHA2(H2O) + e– A–• (H2O)2 ; Eº(A–•/DHA2)
DHA4(H2O) + e– A–• (H2O)2 ; Eº(A–•/DHA4)
DHA5(H2O)2 + e– A–• (H2O)2 ; Eº(A–•/DHA5)
DHA

CBS-QB3 d

0.72; 0.68 V
+0.01 V f
0.33 V e
0.05 V g
+0.18 V g
+0.05 V g

Experiment
e

0.72 V;70 0.766 V62
0.015 V (at pH 13.5);
0.085 V (at pH ~11)72
0.22 V; 0.24 V73

-0.14 V;15 -0.174 V;70
-0.21 V74

a

using the most stable conformers optimized at B3LYP/6-31+G(d,p) with SMD
using an ensemble average of the conformers optimized at B3LYP/6-31+G(d,p) with SMD
c
using the most stable conformers optimized at B3LYP/6-31+G(d,p) and SMD with 0.90 for cavity
scaling for the A2– dianion
d
using CBS-QB3 optimized structures starting with the most stable B3LYP/6-31+G(d,p)
optimized structures
e
calculated with two explicit water molecules
f
calculated with two explicit water and 0.90 for cavity scaling for the A2– dianion
g
calculated with corrected ΔG’s for hydration and cyclization of DHA (see eq. 17)
b

The variation of the reduction potential with pH can be illustrated in a Pourbaix diagram.
Figure 6.2 shows the Pourbaix diagram for the first 1e– oxidation of ascorbic acid (Red

Ox1 +

e–, Eox1). This is constructed from the reduction potential for HA–/HA• couple (0.68 V calc., 0.72
V exp.) and the pKa’s of H2A, HA–, and HA• using the Nernst equation in eq. 11. When pH < pKa2o
for HA• (-1.21 calc., -0.45 exp.), the line has a slope of -0.059 V/pH, and ascorbic acid undergoes
1H+, 1e oxidation from H2A to HA•. When the pH is between pKa2o for HA• and pKa1r for H2A
−

(4.45 calc., 4.04 exp.), the slope increases to -0.118 V/pH, indicating the oxidation involves a 2H+,
1e transfer. When pH is between pKa1r and pKa2r for H2A (10.51 calc., 11.43 exp.), the slope
−

decreases to -0.059 V/pH again, corresponding to a 1H+, 1e oxidation from HA– to A–•. When pH
−

> pKa2r of H2A, A–• is formed via 1e oxidation of A2– without a proton transfer, so the slope of the
−

potential-pH curve is zero. The Pourbaix diagrams using the calculated and experimental potentials
are in good agreement. At pH 7, the dominant reaction is the oxidation of HA– to form A–•, and
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the calculated value for E7 is 0.20 V, in acceptable agreement with experimental values of 0.33
V74 from EPR results and 0.28 V70 (derived from reduction potential of 0.72 V for HA–/HA•; pKa1r
= 4.04; pKa2r= 11.34; pKa2r= -0.45).

Figure 6.2. Pourbaix diagram for the first 1e oxidation of ascorbic acid in water. Solid line: the
pH-dependent reduction potential calculated at the CBS-QB3 level of theory with SMD implicit
solvent and inclusion of explicit waters (pKa1r = 4.45; pKa2r = 10.51; pKa2o = -1.21; Eº(HA–/HA•)
= 0.68 V). Dashed line: the pH-dependent reduction potentials obtained from experiment values
(pKa1r = 4.04; pKa2r = 11.34; pKa2o = -0.45; Eº(HA–/HA•) = 0.72 V). The values in parenthesis are
the experimental pKa’s.
−

In water, the second 1e– oxidation of ascorbic acid from A–• to DHA can be accompanied
by hydration and ring closure. The two Pourbaix diagrams in Figure 6.3 correspond to the
oxidation of ascorbate radical to the DHA1 and DHA4 forms of dehydroascorbic acid. When A–•
undergoes 1e oxidation without hydration or ring closure, the reduction potential for A–•/ DHA1
−

couple computed at CBS-QB3 is +0.29 V (Table 6.4) is in good agreement with the experimental
values of +0.22 and +0.24 V obtained by polarography and high speed cyclic voltammetry,
respectively.73 To test the CBS-QB3 level of theory for the oxidation of a radical anion, we
calculated the redox potential for 4-methylcatechol semiquinone (Q –•) to o-quinone (Q) (the ortho
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enediol group of 4-methylcatechol similar to ascorbic acid). The reduction potential of -0.056 V
calculated at CBS-QB3 with SMD implicit solvation (no explicit waters) is in very good agreement
with the experimental value of -0.046 V.5 Inclusion of explicit waters changes the reduction
potential for A–•/ DHA1 by only a small amount (0.33 V vs 0.29 without explicit water). The
Pourbaix diagram for the oxidation of A–• to DHA1 is in good agreement with the one derived
from the experimental values (Figure 6.3a). Formation of DHA1 was confirmed by the reversible
trace from cyclic voltammetry when very fast scan rates (several hundred volts per second) were
applied.75 However, DHA1 structure is unstable. Once it is formed, it can undergo hydration or
cyclization. DHA4 is calculated to be the most stable structure, 12 kcal/mol lower in energy than
the conventional DHA1 structure at the CBS-QB3 level of theory (Scheme 6.2). This is consistent
with NMR data, which show that the predominant form of the oxidized ascorbic acid in water is a
bicyclic hydrate structure, DHA4.10-14 The predicted reduction potential at pH 7 for oxidation of
A–• to DHA4 is -0.18 V, which is good agreement with the experimental values of -0.14 V,15 0.174 V70, and -0.21 V74 (Figure 6.3b).
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Figure 6.3. Pourbaix diagram for 1e– oxidation of HA• or A–• to produce (a) DHA1 and (b) DHA4
in water. Solid line: the values for pKa’s and redox potentials are calculated at the CBS-QB3 level
of theory with SMD implicit solvent and explicit water molecules (for DHA1, pKa2o = −1.21 and
Eº(A–•/DHA1) = 0.33 V; for DHA4, pKa2o = −1.21, pKa3o = 8.86, and Eº(A–•/DHA4) = −0.18 V).
Dashed line: the pH-dependent reduction potentials obtained from experiments (for DHA1, pKa2o
= −0.45 and Eº(A–•/DHA1) = 0.23 V; for DHA4, pKa2o = −0.45; pKa3o = 8; Eº(A–•/DHA4) = −0.14
V).
6.3.5! Disproportionation reaction of ascorbic acid !
At pH 7, the reduction potential for HA– / A–• (E7 = 0.32 V exp, 0.33 V calc) is higher than
the reduction potential for A–• / DHA (E7 = -0.20 V exp, -0.18 V calc for DHA4, the most stable
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form of DHA). Figure 6.4 shows the changes in the concentration for each oxidation state when
the applied potential is increased from -0.5 V to 0.6 V. Because the reduction potentials are
inverted, ascorbic acid is converted to dehydroascorbic acid in an apparent two electron process
as the potential is increased, while the concentration of the one electron oxidized ascorbate radical
remains small.

Figure 6.4 also shows that in the absence of an applied potential, it is

thermodynamically favorable for two ascorbate radicals to disproportionate into ascorbic acid and
dehydroascorbic acid: 2 A–• + H+ → HA– + DHA4.

The equilibrium constant for the

disproportionation reaction, K = 5.1×10-9, has been determined at pH 6.4 by combining ascorbic
acid and dehydroascorbic acid, and measuring the concentration of ascorbate radical by EPR.76
The free energy for the disproportionation reaction calculated with CBS-QB3, ΔG = -9.7 kcal/mol
is in good agreement with ΔG = -11.3 kcal/mol obtained from the experimental equilibrium
constant. Fast disproportionation of ascorbate radicals is also supported by the NMR studies which
provide evidence for the interconversion between ascorbic acid and DHA4.13-14

Figure 6.4. Logarithm of the concentration of ascorbic acid in the Red, Ox1, and Ox2 states at pH
7 when the applied potential is in the range of -0.5 V to +0.6 V.
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To determine the energetically favored mechanism for the disproportionation of ascorbic

radical, possible mechanisms shown in Scheme 6.4 were compared (for the corresponding energy
diagram, see Figure 6.6). Direct electron transfer would yield A2– + DHA1, which is endothermic
(ΔG = 7.75 kcal/mol by CBS-QB3). Protonation and / or cyclization before electron transfer are
also unfavorable (see Table 6.3 and Scheme 6.3). Bielski6 proposed that two ascorbate radicals
disproportionate by forming a dimer. We propose the dimer structure shown in Scheme 6.4
because it allows transfer of the unpaired electron from one unit to the other and permits cyclization
of the donor unit. Using a QM/QM approach (see eq. 22 in the Computational Methods section),
the estimated CBS-QB3 energy for dimerization is ΔG = -1.28 kcal/mol. This is in agreement with
Bielski’s estimate of the equilibrium constant for dimerization,6 K ≈ 103 which corresponds to ΔG
= -4.1 kcal/mol. The calculated pKa of the dimer is 8.5, which is in accord with the pH dependence
of disproportionation rate observed by Bielski.6 Dissociation of the uncyclized dimer to form
DHA1 + HA– is unfavorable (ΔG = 4.26 kcal/mol). However, one of the components of the dimer
can cyclize. The estimated CBS-QB3 energies for cyclization are -3.09 kcal/mol for the
unprotonated dimer and -5.24 kcal/mol for the protonated dimer (see eq. 23 and 24). Protonation
of the bridging oxygen of the unprotonated dimer (or transfer of the C2-O proton to the bridging
oxygen in the protonated dimer) leads to dissociation of the dimer to DHA5 + HA–. This process
is exothermic for the unprotonated dimer (estimated CBS-QB3 ΔG = -1.37 kcal/mol obtained by
completing the thermodynamic cycle) but endothermic for the protonated dimer (estimated CBSQB3 ΔG = 2.87 kcal/mol). Hydration of the C2-O bond in DHA5 produces the final products,
DHA4 + HA–.
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Scheme 6.4. The mechanism for the disproportionation of ascorbate radicala

a

!

Free energies calculated by CBS-QB3 at pH 7 (see Computational Methods section for details)
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Figure 6.5. The energy diagram calculated at CBS-QB3 for hydration and cyclization of DHAs.
Relative free energies of DHAs are with respect to DHA1a(H2O)2.
!
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Figure 6.6. The energy diagram for the disproportionation of two ascorbic acid radicals (est. CBSQB3 at pH 7).
The change in the geometry on formation of the dimer provides evidence for the transfer
of an electron from one fragment to the other (Table 6.5). The C1-C2 and C2-C3 bonds in fragment
1 elongate to resemble DHA2 while the corresponding bonds in fragment 2 shorten to resemble
HA–. The trend in the C=O bonds is similar but the changes are smaller.
!
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Table 6.5. Bond distances (Angstrom) of ascorbic acid at fully reduced (A2–), partially oxidized
(A–•), fully oxidized (DHA1), and dimerized form (Fragments 1 and 2) a

A–•

Dimer 1
DHA2 / HA–
(fragment1 / fragment 2)
C1-C2
1.477
1.546 / 1.424
1.538 / 1.426
C2-C3
1.443
1.542 / 1.392
1.544 / 1.383
C1-O1
1.227
1.216 / 1.241
1.213 / 1.238
C3-O3
1.251
1.218 / 1.273
1.213 / 1.283
a
the structures are optimized with SMD solvation model and explicit waters at the B3LYP/631+G(d,p) level of theory
In summary, direct electron transfer between two ascorbate radicals is not favorable
because it would produce higher energy products, DHA1 and A2–. Hydration and / or cyclization
of ascorbate radical before electron transfer is also endothermic because these reactions destroy
the delocalization of the unpaired electron in the radical. However, the dimerization of two
ascorbate radicals is thermodynamically favorable, and internal electron transfer on dimerization
leads to a structure with a DHA2-like fragment and a HA–-like fragment. The DHA2 fragment
can cyclize, and dissociation to DHA5 and HA– is exothermic. Hydration of DHA5 then yields
the final DHA4 and HA– products.
6.3.6! Reaction with superoxide
Reactive oxygen species (ROS), such as superoxide (O2–•) and peroxyl radical (HO2•), can
cause oxidative damage to DNA bases and other biological macromolecules. Ascorbic acid can
play a protective role preventing this damage by reducing reactive oxygen species. Since the
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experimental pKa for HO2• is 4.8, both HO2• and O2–• could contribute to the reactivity.37 With the
inclusion of 5 explicit water molecules, the pKa’s and reduction potential for HO2• computed with
CBS-QB3 are in good agreement with the experimental values (Scheme 6.5).

Scheme 6.5. The pKa values and reduction potential for oxygen species at pH 7 are calculated at
CBS-QB3 with SMD implicit solvent and inclusion of 5 explicit water molecules

The reaction rates of HOO• / O2–• with ascorbic acid have been measured by Bielski and
coworkers7, 37 and calculated by Galano et al.38 Bielski also found that ascorbate radical reacts
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with HOO• / O2–• even faster ascorbic acid,7, 37 but this reaction has not yet been studied by
computational methods. Hydrogen atom transfer from ascorbate radical can be ruled out (no
hydrogens on the relevant oxygens), and electron transfer from ascorbate radical to HOO•
producing HOO– and DHA1 is endothermic (by 0.13 kcal/mol with SMD implicit solvation only).
However, a mechanism analogous to the disproportionation reaction can explain the high reactivity
of the ascorbate radical with superoxide as shown in Scheme 6.6 for the corresponding energy
diagram, see Figure 6.7. The reaction pathway starts with the addition of O2–• or HOO• to C2 of
ascorbate radical to form adduct 5 or 7 (ΔG = -5.40 kcal/mol for A–• + O2–• → 5!and -19.81 kcal/mol
for A–• + HOO• → 7! at CBS-QB3), followed by the addition of two protons to form 9a. The
calculated pKa for deprotonation from the OH group of adduct 9a is 7.58, similar to the pKa’s 7.90
– 8.86 of DHAs in Table 6.2. The pKa for deprotonation the OOH group of adduct 9a is 11.63,
similar to the pKa value of H2O2 (13.8 (CBS-QB3) and 11.8 (exp.); Scheme 6.5). Therefore, both
the OH and OOH groups will be protonated at pH 7. The overall reaction of A–• + O2–• + 2 H+ →
9a is calculated to be exothermic by 38.60 kcal/mol. The geometry of 9a closely resembles DHA2
demonstrating that the addition process results in the oxidation of ascorbate and reduction of
superoxide.
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Scheme 6.6. The calculated energies and pKa’s for the reaction of ascorbate radical with O2–• or
HO2•
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Figure 6.7. The energy diagram calculated at CBS-QB3 for the reaction of ascorbic acid radical
with superoxide
Adduct 9a can cyclize to form adduct 10a with ΔG = -6.56 kcal/mol and a barrier of 7.7
kcal/mol when assisted by two explicit water. The OH group of adduct 2 has a pKa of 7.94, similar
to 7.90 – 8.86 for the pKa’s of DHAs in Table 6.3; deprotonation of the OOH group has a pKa of
11.34, similar to the pKa value of H2O2 (13.8 (CBS-QB3) and 11.8 (exp.); Scheme 6.5). Hydrolysis
of adduct 10a, assisted by two explicit waters has a barrier of 19.13 kcal/mol and produces DHA5
and H2O2. Hydration of DHA5 to form the most stable form of dehydroascorbic acid, DHA4, has
a barrier of 17.2 kcal/mol. The alternative pathway, involving the hydrolysis of 9a to form DHA1
is endothermic by 4.84 kcal/mol and has a higher barrier of 18.1 kcal/mol. Cyclization of DHA1
to form DHA5 has barrier of 11.05 kcal/mol.
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In summary, the reaction of ascorbate radical with superoxide proceeds in a manner similar

to the disproportionation reaction of ascorbate radical. The formation of an adduct between
superoxide and ascorbate radical is followed by the addition of two protons to form a neutral
intermediate. This intermediate cyclizes before dissociating to DHA5 and H2O2. Hydration of
DHA5 then yields the final DHA4 and H2O2 products.

6.4! Conclusions
In the present study, we have used B3LYP and CBS-QB3 calculations with the SMD
implicit solvent model and explicit waters to explore the oxidation of ascorbic acid and its reaction
with superoxide. The lowest energy conformations have been determined for ascorbic acid in its
various protonation and oxidation states. The bicyclic hydrated isomer of dehydroascorbic acid
was found to be the most stable structure of the fully oxidized form of ascorbic acid in aqueous
solution, in agreement with NMR studies. The calculated pKa’s, reduction potentials and Pourbaix
diagrams are in good agreement with the experimental values. The disproportionation of ascorbate
radical into fully reduced ascorbic acid and fully oxidized dehydroascorbic is thermodynamically
favored at physiological pH. In agreement with Bielski’s proposed mechanism, the calculations
show that disproportionation proceeds via dimerization of ascorbate radical and internal electron
transfer. One of the ascorbate units in the dimer cyclizes before dissociating to yield a fully
reduced ascorbic acid and fully oxidized dehydroascorbic acid. This mechanism is also found for
the reaction of the ascorbic acid radical with superoxide. Ascorbate radical and superoxide
combine to form an adduct which cyclizes before dissociating to dehydroascorbic acid and
hydrogen peroxide.
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CHAPTER 7! AB INITIO MOLECULAR DYNAMICS STUDY OF
THE REACTIONS OF ALLENE CATION INDUCED BY INTENSE 7
MICRON LASER PULSE
7.1! Introduction
Structural rearrangements of hydrocarbons are common in organic chemical reactions
where a hydrogen or carbon atom migrates within a molecule. These reactions play important role
in the efficiency of catalysis and combustion reactions of fuels.1-2 Allene (CH2=C=CH2) is one of
the fundamental hydrocarbons for understanding the energetics and kinetics of these nuclear
rearrangements. Extensive studies of allene cation and its isomers have been carried out
experimentally3-8 and computationally.9-10 Recently, Mebel and Bandrauk have thoroughly
investigated the potential energy surface of allene cation,9 showing that allene cation
(CH2=C=CH2+) can isomerize to vinylmethylene cation (CH2=CH–CH+), propyne cation
(CH3CCH+), and cyclopropene cation (c-C3H4+), and these isomers can dissociate to H2CCCH+ +
H, c-C3H3+ + H, and HCCCH+ + H2. Experimental studies also showed that the isomers strongly
affected the fragmentation distribution of double-ionized C3H4.11 Therefore, a more
comprehensive understanding of these chemical processes would be important.
Rearrangements of chemical bonds require extensive deformations of molecular structures,
and this can be achieved by introducing short, intense mid-IR laser pulses to directly interact with
vibrational modes of a molecule.12-15 We expect that the deposited energy from the laser pulse can
affect the molecular dynamics of the chemical reactions by changing the reaction rates and lead to
various distribution of isomers and fragments. Our previous studies have shown that intense 7 µm
laser pulses were able to selectively enhance specific reaction channels for aligned molecules.15 In
this work, we present a dynamics study of the isomerization and fragmentation reactions of allene
cation using the Born-Oppenheimer ab initio classical trajectory calculations. Our goal is to
explore the branching ratios of allene cation when it interacts with the short, intense laser pulses.
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The branching ratios were also calculated using RRKM theory in order to understand the statistical
distributions of isomerizations and fragmentations of allene cation.

7.2! Computational methods
All calculations were performed with the development version of the Gaussian program.16
The geometries of allene cation (1), its isomers (2, 3, and 4), transition states, and dissociation
products (5, 6, and 7) were optimized at the B3LYP/6-31+G(d,p) level of theory. The transition
state structures have one imaginary frequency, and the reactant, intermediate isomers, and
dissociation products have no imaginary frequency. Classical trajectories were carried out on the
ground state Born-Oppenheimer surface in the oscillating electric field of a laser pulse. After
testing various laser parameters of field strength, pulse length, and field polarizations, a 7 µm laser
pulse with a field strength of 0.07 au was aligned with the C=C=C axis of the allene cation to
simulate the isomerization and fragmentation processes. The trajectories were started from the
optimized geometry of allene cation and calculated at the B3LYP/6-31+G(d,p) level of theory
using the Hessian-based predictor-corrector algorithm17 with a step size of 0.25 fs and Hessian
updating18-19 for 20 steps before recalculation. The trajectory initial conditions were constructed
using the microcanonical normal mode sampling of the zero-point energy.20 For comparison, the
field-free BOMD trajectories were also computed by adding the same amount of energy as that
gained on average from the laser pulse and using the normal mode sampling.
To estimate the statistical distribution of isomers and fragments, the branching ratios for
various reactions were also calculated using the RRKM theory. For a unimolecular reaction, the
RRKM rate constant with an internal energy, ª(%), can be expressed as:
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º.W # (% − % # )
ª(%) =
W(%)

where % is the internal energy of the system, % # is the activation energy for a reaction, W # (% −
% # ) is the total number of states of the transition state with energy less than or equal to % − % # ,
and the density of state, W(%), is the number of states of a reactant or an intermediate per energy
level. W # (% − % # ) and W(%) were calculated using the direct count method of Beyer and
Swinehart.21 There are 15 vibrational frequencies for allene cation and its isomers and 14
vibrational frequencies for the corresponding transition states. The vibrational data used for
RRKM calculation is listed in Table 7.3. Scheme 1 shows all possible reaction steps considered in
RRKM calculations. The rate constants for all reaction steps were weighted by reaction symmetry
(º). For example, allene cation has four hydrogen atoms that can undergo 1,2 hydrogen migration,
so the k2 rate constant was multiplied by four. The RRKM rate constants were used to solve the
reaction kinetics (Scheme 1) to obtain the relative abundance of various isomers and dissociation
products.
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Scheme 1. Possible reaction pathways used in the RRKM calculation
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7.3! Results and discussion
7.3.1! Structures and energetics
The potential energy surface (PES) for the isomerization and fragmentation of allene cation
(H2C=C=CH2+) has been studied previously by Mebel and Bandrauk using the CCSD(T)
calculations. In this work, the energetics of allene cation PES are calculated at the B3LYP/631+G(d,p) level of theory and summarized in Figure 7.1. As shown in the previous study by Mebel
and Bandrauk, there are four stable C3H4+ structures: allene cation (1), vinylmethylene cation (2),
propyne cation (3), and cyclopropene cation (4). The most stable C3H4+ structure is allene cation
(1) with the calculated dihedral angle of 49.6 degrees between the two CH2 planes. A 1,2 hydrogen
migration of allene cation leads to the formation of vinylmethylene cation (2), which is 25.5
kcal/mol higher than allene cation. The transition state for 1,2 hydrogen migration shows a planar
geometry and is 31.3 kcal/mol above allene cation. Vinylmethylene cation can undergo cyclization
with a very small energy barrier of 2.2 kcal/mol to form cyclopropene cation (4, which is 24.1
kcal/mol higher than allene cation) or return to allene cation with a low barrier of 5.8 kcal/mol. A
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1,3 hydrogen migration of allene cation has an energy barrier of 40.6 kcal/mol for the formation
of propyne cation (3), which is 16 kcal/mol higher than the allene cation. The transition state for
1,3 hydrogen migration has a nonplanar geometry where the hydrogen attached to the middle
carbon is perpendicular to the H2C=C=CH+ plane. Propyne cation can also convert to cyclopropene
cation, but this needs to overcome a high energy barrier of 58.9 kcal/mol. In addition to
isomerization, there are three dissociation channels: loss of hydrogen to form H2CCCH+ (5, 72.6
kcal/mol higher than 1), loss of hydrogen from cyclopropene cation to form c-C3H3+ (6, 23.6
kcal/mol higher than 4), and loss of H2 from propyne cation to produce HCCCH+ (7, 52.7 kcal/mol
higher than 3). The relative energies of isomers and transition states calculated at B3LYP/631+G(d,p) are higher by 3 – 7 kcal/mol compared to the results studied by Mebel and Bandrauk,
but the B3LYP energetics is in acceptable agreement with the CCSD(T) results. Therefore, this
level of theory is used for the ab initio MD simulations.
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Figure 7.1. The potential energy surface of allene cation calculated at the B3LYP/6-31+G(d,p)
level of theory. The relative energies with respect to allene cation are calculated with zero-point
energy correction.
7.3.2! Dynamics
To simulate the isomerization and fragmentation of allene cation by intense 7 µm laser
pulses, the ab initio MD trajectories were calculated on the ground state surface using the
B3LYP/6-31+G(d,p) level of theory and were initiated from the optimized geometry of allene
cation. When the laser field interacts with the molecule, considerable amount of energy can be
deposited in the vibrational modes. To explore the interaction of molecules with the laser,
simulations were carried out with various laser polarizations, field strengths, and pulse durations.
For each set of the laser pulse, 50 trajectories were initially calculated for 500 fs, and additional
150 trajectories were calculated if initial 50 trajectories exhibited chemical events during 500 fs
simulation time. The average amounts of energy gained from the 10 cycle 7 µm laser pulse with
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different laser parameters are presented in Figure 7.3 and Table 7.1. Figure 7.3 shows that the
allene cation with the C=C=C axis aligned with the laser polarization gained the most energy (150
kcal/mol) compared to the other two polarizations perpendicular to the C=C=C axis (25 kcal/mol
and 51 kcal/mol) with the same maximum field strength of 0.07 au. This can be understood in
terms of the IR spectrum of allene cation. Figure 7.2 shows that the frequency distribution for a
10-cycle 7 µm laser pulse is centered around 1430 cm–1 with a full width at half maximum
(FWHM) of ~200 cm–1. This primarily overlap with the vibrational modes in the region of 1300 –
1600 cm–1 which are linearly polarized along the C=C=C axis of allene cation. The frequency
around 1350 cm–1 corresponds to the bending motion of CH2 groups in allene cation, and this
vibration can facilitate the hydrogen migration within allene cation.

Figure 7.2. IR spectrum of allene cation when it is linearly polarized along different molecular
axes: Fx in yellow, Fy in green, and Fz in red. The dotted line represents the frequency distribution
for a 10-cycle 7 µm laser pulse.
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Figure 7.3. Histograms of the distribution of energy absorbed by allene cation for different
polarizations of laser field: (a) Fx, (b) Fy, and (c) Fz. The definition of Fx, Fy, and Fz are shown
in Figure 7.2.
The results of trajectory calculations for a 10-cycle 7 µm laser pulse are summarized in
Table 7.1. The fraction of reactive trajectories is associated with the amount of energy deposited
to the molecules. Alignment of the C=C=C axis with the laser field exhibits a large percentage of
trajectories undergoing isomerization and fragmentation reactions as a result of the large amount
of energy absorbed from the laser pulse. Most of the isomerization and fragmentation occurs after
the laser pulse. On the other hand, no isomerization and bond dissociation happens when the
C=C=C axis of allene cation is perpendicular to the laser polarization because of the less energy
gained from the pulse. Therefore, the following ab initio classical trajectories are calculated with
alignment of the C=C=C axis with the laser field.
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Table 7.1. Numbers and percentage of the trajectories producing isomers and fragments (1 – 7) in
the present of the 7 µm laser pulses with field strength of 0.07 au
Pulse length
Energy gained
1a
2
3
4
5b
6
7
Total

3-cycle
85 kcal/mol
No.
%
a
106 (51)
53.0%
(25.5%)
14
7.0%
0
0.0%
10
5.0%
b
11 (6)
5.5%
(3.0%)
2
1.0%
0
0.0%
200

5-cycle
125 kcal/mol
No.
%
a
113 (19)
56.8%
(9.5%)
22
11.1%
11
5.5%
12
6.0%
7 (11)b
3.5%
(5.5%)
2
1.0%
2
1.0%
199

10-cycle
150 kcal/mol
No.
%
a
94 (15)
47.5%
(7.6%)
29
14.6%
8
4.0%
11
5.6%
b
19 (5)
9.6%
(2.5%)
14
7.1%
3
1.5%
198

a

The values represent numbers and percentage of allene cation with arranged hydrogens or carbons
at 500 fs, and the values in parenthesis represent the number of unreactive trajectories throughout
500 fs simulation time. b The values represent numbers and percentage of H2CCCH+ + H produced
after isomerization, and the values in parenthesis represent the number of trajectories undergoing
direct H dissociation from allene cation before having chance to isomerize.
The branching ratio of all isomers and fragmentation products at the simulation time of 500
fs are listed in Table 7.1. As expected from the potential energy surface of allene cation, allene
cation has the highest abundance (55 %) because allene cation is the most stable C3H4+ structure.
The distribution of allene cation (55 %) includes 8 % of unreactive trajectories and 47 % of reactive
trajectories involving one or multiple steps of isomerizations. For these reactive trajectories,
approximate 18% of allene cation shows that the C=C=C skeleton is rearranged because the
formation of cyclopropene cation (4) and the subsequent ring-opening occur during the simulation.
For isomerization pathways, the percentages of vinylmethylene cation (2), propyne cation (3), and
cyclopropene cation (4) are 15 %, 4 %, and 6 %, respectively. Vinylmethylene cation (2) has higher
distribution than propyne cation (3) and cyclopropene cation (4) because isomerization to 2
requires a lower barrier for isomerization and fewest intermediate steps to go through. In addition,
considerable rearrangement of the CCC skeleton is observed in vinylmethylene cation (2) and
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propyne cation (3) because of the formation of cyclopropene cation (4) as an intermediate. For
formation of cyclopropene cation (4), trajectories show that all cyclopropene cation are converted
from vinylmethylene cation (2) rather than propyne cation (3) because of the lower barrier for
conversion from vinylmethylene cation to cyclopropene cation.
There are three dissociation channels to produce 5, 6, and 7. Dissociation to H2CCCH+ +
H (5) is the dominant pathway (12 %) in all dissociation reactions in the present of a 10-cycle 7
µm laser pulse with the field strength of 0.07 au. For this type of dissociation, hydrogen can
dissociate directly from allene cation without undergoing isomerization (2 %), or dissociate after
isomerization (10 %) to vinylmethylene cation (2) or propyne cation (3). Hydrogen dissociation
can also occur after formation of cyclopropene cation (4) to produce c-C3H3+ + H (6), which is the
second most abundant dissociation channel (7 %). Finally, propyne cation can eliminate H2 to
produce HCCCH+ + H2, but the fraction of this fragmentation reaction is relatively small (2 %)
compared to H2CCCH+ + H (5, 12 %) and c-C3H3+ + H (6, 7%).
The distribution of isomers and dissociation products is related to the amount of energy
deposited in the molecules. The amount of energy deposited can be also controlled by the pulse
duration. The effect of pulse duration on the distribution of energy gained by the molecules is
graphically presented in Figure 7.4, and the branching ratios for isomerization and fragmentation
are summarized in Table 7.1. Figure 7.4 and Table 7.1 show that the longer pulse duration can
deposit more energy to the molecules, leading to more isomerization and fragmentation. A 3-cycle
7 µm laser pulse deposits 85 kcal/mol to the molecules, which is much less than the energy gained
from a 5-cycle (125 kcal/mol) and a 10-cycle 7 µm laser pulse (150 kcal/mol) with the same field
strength of 0.07 au. Therefore, the percentage of the reactive trajectories is less for a 3-cycle laser
pulse compared to the 5-cycle and 10-cycle pulses. In addition, isomerization to propyne cation
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(3) was observed for the 5-cycle and 10-cycle pulses but not for a 3-cycle 7 µm laser pulse because
1,3 hydrogen migration has a higher energy barrier (40.6 kcal/mol) compared to 1,2 hydrogen
migration (31.3 kcal/mol) and more energy absorbed in the molecule is required for the formation
of propyne cation. As a result, no H2 elimination was found for a 3-cycle 7 µm laser pulse because
of less amount of energy deposited to the molecule.

Figure 7.4. Histograms of the distribution of energy absorbed by allene cation from (a) 3-cycle,
(b) 5-cycle, and (c) 10-cycle 7 µm laser pulses. (d) The distribution of all isomers and fragments
at the simulation time of 500 fs.
To compare with the branching ratio by intense 7 µm laser pulses, field free BOMD
trajectories of allene cation were simulated with the same amount of energy as that absorbed from
the laser, and the branching ratios are listed in Table 7.2. As expected, the more energy deposited
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to the molecules can result in more reactive trajectories for isomerization and fragmentation. We
found that with 150 kcal/mol energy, all trajectories undergo isomerization or fragmentation
during simulation although allene cation has the highest population (34 %) in all isomers at 500
fs. For other three isomers, 2 has a population of 15 %, which is higher compared to propyne cation
(3, 5 %) and cyclopropene cation (4, 10 %). For three dissociation channels, the percentages of
H2CCCH+ + H (5), c-C3H3 + H (6), and HCCCH+ + H2 (7) are 23 %, 7%, and 6.5 %. The branching
ratio for 5 is dominant, consistent with the BOMD result for a 10-cycle 7µm laser pulse.
Nevertheless, the percentages of 5 and 7 for field free BOMD are higher compared to those for a
10-cycle 7µm laser pulse (12 % for 5 and 1.5 % for 7). In general, the branching ratios for field
free BOMD are in good agreement with those induced by the laser pulses, which favors 1,2
hydrogen migration followed by H dissociation (5 and 6) over 1,3 hydrogen migration followed
by H2 elimination (7).

Table 7.2. Numbers and percentage of the trajectories producing isomers and fragments (1 – 7)
with the thermal energy equivalent to that gained from the laser pulses
Abundance
1
2
3
4
5
6
7
Total
a

85 kcal a
No.
157
24
7
10
1
1
0
200

%
78.5%
12.0%
3.5%
5.0%
0.5%
0.5%
0.0%

125 kcal b
No.
115
19
9
13
35
6
0
197

%
58.4%
9.6%
4.6%
6.6%
17.8%
3.0%
0.0%

150 kcal c
No.
68
29
10
19
46
14
13
199

%
34.2%
14.6%
5.0%
9.5%
23.1%
7.0%
6.5%

The averaged amount of energy gained from a 3-cycle 7 µm pulse. b The averaged amount of
energy gained from a 5-cycle 7 µm pulse. c The averaged amount of energy gained from a 10-cycle
7 µm pulse.
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7.3.3! RRKM calculation
Table 7.3. Relative energiesa and vibrational frequencies of intermediates and the transition state
at the B3LYP/6-31+G(d,p) level of theory

a

1
2
3
4
TS(1/2)
TS(1/3)
TS(2/4)
TS(3/4)
TS(3/7)
TS(4/6)
TS(1/5)b
TS(2/5)b
TS(3/5)b

Relative E
(kcal/mol)
0
25.5
16.0
24.1
31.3
40.6
27.7
74.9
69.9
49.1
72.6
72.6
72.6

Frequency (cm–1)

326, 346, 796, 800, 915, 935, 1005, 1070, 1359, 1406, 1652, 3079, 3096, 3175, 3178
299, 388, 662, 808, 992, 1025, 1140, 1281, 1286, 1494, 1577, 3146, 3174, 3225, 3257
125, 345, 437, 614, 698, 896, 983, 1212, 1285, 1428, 2084, 2877, 2996, 3088, 3365
393, 568, 702, 824, 900, 921, 1019, 1027, 1132, 1313, 1562, 2934, 2966, 3238, 3279
295, 386, 568, 722, 834, 894, 1060, 1153, 1479, 1644, 2809, 3178, 3286, 3303
207, 377, 494, 563, 674, 923, 1024, 1054, 1439, 1931, 2518, 3127, 3251, 3372
370, 645, 777, 796, 927, 958, 1124, 1218, 1453, 1610, 3116, 3188, 3238, 3336
207, 377, 494, 563, 674, 923, 1024, 1054, 1439, 1931, 2518, 3127, 3251, 3372
211, 272, 343, 408, 413, 488, 521, 849, 979, 1288, 1953, 3344, 3367, 4097
265, 459, 790, 912, 940, 985, 1006, 1032, 1277, 1305, 1643, 3252, 3262, 3304
225, 354, 377, 526, 611, 872, 1029, 1036, 1119, 1467, 2102, 3130, 3236, 3366
188, 335, 401, 519, 589, 857, 1032, 1125, 1151, 1483, 1996, 3127, 3240, 3359
340, 364, 549, 633, 649, 803, 1041, 1073, 1112, 1464, 2136, 3121, 3226, 3391

The relative energies are calculated with respect to allene cation with zero-point energy
correction. b TS(1/5), TS(2/5), and TS(3/5) represent the transition state for H dissociation from
1, 2, and 3 to produce 5. The vibrational frequencies for these three TS were determined by
elongating a C–H bond of allene cation, vinylmethylene cation, and propyne cation to 2 Å.
For comparison with the BOMD results, the branching ratio for all isomers and dissociation
products were also estimated by the RRKM calculations. The vibrational data and relative energies
of all intermediates and transition states in Figure 7.1 were used to calculate the rate constant for
individual steps in isomerization and dissociation reactions proposed in Scheme 1. For
isomerization reactions, the forward and backward reactions are considered. For dissociation
pathways, only the forward rate constant is taken into account for the RRKM calculations. For loss
of hydrogen from 1, 2, and 3, the transition states could not be found, so the vibrational frequencies
of these transition states for these reaction channels were computed with B3LYP/6-31+G(d,p) by
elongating the C–H bond distance of the optimized 1, 2, and 3 structures to 2 Å, similar to the
distance in TS(4/6) in Figure 7.1. The RRKM rate constants and the internal energy of allene cation
are used to calculate the populations of all isomers and fragments for each set of laser condition.
In this work, the internal energy of a molecule was determined from the averaged energy gained
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by the molecule (RRKM1) or weighted by the distribution of energy absorbed by the molecule
(RRKM2). The branching ratios calculated by RRKM1 and RRKM2 methods are graphically
presented in Figure 7.5.

Figure 7.5. Branching ratio estimated by (a) the RRKM1 method using the averaged energy
deposition as the internal energy. Branching ratio are calculated by the RRKM2 method using the
distribution of energy gained from (b) 3-cycle, (c) 5-cycle, and (d) 10-cycle 7 µm laser pulses. All
branching ratios are calculated at the simulation time of 500 fs.

!

!

182

Table 7.4. The RRKM branching ratios (%) of isomers and fragments (1 – 7) with the internal
energy of 85 kcal/mol, in comparison with BOMD in the present of a 3-cycle 7 µm laser pulse as
well as field-free BOMD
1
2
3
4
5
6
7
a

BOMD with field
78.5%
7.0%
0.0%
5.0%
8.5%
1.0%
0.0%

field-free BOMD
78.5%
12.0%
3.5%
5.0%
0.5%
0.5%
0.0%

RRKM1a
65.6%
5.8%
23.7%
3.6%
0%
1.3%
0%

RRKM2b
62.7%
4.5%
21.1%
2.7%
1.0%
2.8%
3.8%

The branching ratios are obtained using the averaged amount of energy gained from a 3-cycle 7
µm laser pulse as the internal energy. b The branching ratios are weighted by the distribution of
energy absorbed from a 3-cycle 7 µm laser pulse.
!
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Table 7.5. The RRKM branching ratios (%) of isomers and fragments (1 – 7) with the internal
energy of 125 kcal/mol, in comparison with BOMD in the present of a 5-cycle 7 µm laser pulse as
well as field-free BOMD
1
2
3
4
5
6
7
a

BOMD with field
66.3%
11.1%
5.5%
6.0%
9.0%
1.0%
1.0%

field-free BOMD
58.4%
9.6%
4.6%
6.6%
17.8%
3.0%
0.0%

RRKM1a
21.7%
5.0%
35.6%
2.5%
5.1%
10.2%
20.0%

RRKM2b
37.2%
5.1%
31.1%
2.9%
4.0%
6.2%
13.6%

The branching ratios are obtained using the averaged amount of energy gained from a 5-cycle 7
µm laser pulse as the internal energy. b The branching ratios are weighted by the distribution of
energy absorbed from a 5-cycle 7 µm laser pulse.
!
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Table 7.6. The RRKM branching ratios (%) of isomers and fragments (1 – 7) with the internal
energy of 150 kcal/mol, in comparison with BOMD in the present of a 10-cycle 7 µm laser pulse
as well as field-free BOMD
BOMD with field
55.1%
14.6%
4.0%
5.6%
12.1%
7.1%
1.5%

1
2
3
4
5
6
7

field-free BOMD
34.2%
14.6%
5.0%
9.5%
23.1%
7.0%
6.5%

RRKM1a
4.1%
1.4%
7.4%
0.7%
16.7%
11.8%
57.9%

RRKM2b
14.4%
2.8%
18.5%
1.5%
14.2%
9.1%
39.6%

a

The branching ratios are obtained using the averaged amount of energy gained from a 10-cycle
7 µm laser pulse as the internal energy. b The branching ratios are weighted by the distribution of
energy absorbed from a 10-cycle 7 µm laser pulse.
Figure 7.5 and Tables 7.4 – 7.6 show the RRKM branching ratios at 500 fs with three
different internal energies: 85, 125, and 150 kcal/mol, which correspond to the averaged energy
absorbed from 3-, 5-, and 10-cycle 7 µm laser pulses, respectively. At lower internal energy of 85
kcal/mol (i.e. the energy distribution for a 3-cycle 7 µm laser pulse), the dominant species is
propyne cation (3) with a percentage of 23.7% for RRKM1 and 21.1% for RRKM2. When the
internal energy is increased to 150 kcal/mol (i.e. the energy distribution for a 10-cycle 7 µm laser
pulse), the percentage of propyne cation (3) decreases to 7.4% for RRKM1 and 18.5% for RRKM2,
and the branching ratio for H2 elimination (7) increases to 57.9% for RRKM1 and 39.6% for
RRKM2.
Tables 7.4 – 7.6 also summarize the comparison of RRKM results with field free BOMD
as well as BOMD in the presence of laser pulses. For the full range of internal energies, the RRKM
calculations favor the isomerization to H3CCCH+ (3) and the dissociation to HCCCH+ + H2 (7),
whereas the field and field-free BOMD calculations prefer 1,2 hydrogen migration to form
H2C=CH–CH+ (2) and the dissociation to H2CCCH+ + H (5) and c-C3H3+ + H (6). The discrepancy
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between RRKM and BOMD indicates that the intramolecular vibrational redistribution in the
intermediate isomers is not complete in BOMD simulations of molecules in intense laser fields.

7.4! Conclusions
The potential energy surface of allene cation has been studied at the B3LYP/6-31+G(d,p) level
of theory. The energetics show that allene cation can isomerize to H2C=CH–CH+, H3CCCH+, and
cyclopropene cation, and these intermediate isomers can dissociate to H2CCCH+ + H, c-C3H3+ +
H, and HCCCH+ + H2. To simulate the branching ratio for isomerizations and fragmentation
reactions of allene cation, the trajectories were calculated on the ground state Born-Oppenheimer
surface in the presence of a 10-cycle 7 µm laser pulse with maximum field strength of 0.07 au. No
isomerization and fragmentation occurred when the field was perpendicular to the C=C=C bond
of allene cation because too little energy (25 kcal/mol and 51 kcal/mol) was deposited. Compared
to perpendicular orientations, allene cation absorbed considerable amount of energy (ca. 150
kcal/mol) when the field is aligned with the C=C=C axis. Approximately 90% of the trajectories
for aligned allene cation underwent one or more structural rearrangement steps to form various
isomers such as H2C=CH–CH+ (15 %), H3CCCH+ (4 %), cyclopropene cation (6 %), and allene
cation (47 %) with rearranged hydrogens and carbons. In addition, a variety of fragments including
H2CCCH+ + H (10 %), c-C3H3+ + H (7 %), and HCCCH+ + H2 (2 %) were produced from various
isomers. The BOMD results favor the isomerization to H2C=CH–CH+ and the dissociation to
H2CCCH+ + H, c-C3H3+ + H. However, RRKM calculations favor the isomerization to propyne
cation and the dissociation to HCCCH+ + H2. This is because the intramolecular vibrational
redistribution in the intermediate isomers is not complete before the next isomerization or
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fragmentation reactions occur. This suggests that nonstatistic dynamics is important for the studies
of isomerizations and fragmentations of molecules in intense laser fields.
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CONCLUDING REMARKS!
The common thread in the thesis research is exploring chemical reactions with
computational methods. Each of the projects in the thesis pushed the boundaries of standard and
conventional methods in computational chemistry.
Ligand exchange is a simple chemical reaction but requires extensive dynamics. Ab initio
dynamics is too expensive. Molecular mechanics required the development of new force field
parameters and potential functions. In future work, QM/MM calculations can provide greater
accuracy, but will require GPUs to make the calculations affordable.
For pKa and redox potential calculations, as illustrated by the ascorbic acid calculations,
the major difficulty is the treatment of solvation. Overcoming these difficulties required nonstandard explicit-implicit solvation methods. Inaccuracies in DFT calculations of redox potentials
needed high level electronic structure calculations such as CBS-QB3. Future calculations on
similar systems will require better implicit solvation models and better DFT functionals.
For reactions on excited state surfaces, such as the selective photodissociation of ruthenium
complexes, a major problem was treating MLCT and MC states with equal accuracy. Existing
functionals may not be accurate enough and there are insufficient experimental data for
calibration. Further work on these systems will require better functionals. Better algorithms for
finding minimum energy surface crossings are also needed.
Modeling molecules in intense laser fields is on the forefront of chemical physics. The
molecular dynamics of allene cation were carried out on the ground state surface. There is
increasing evidence that the dynamics of molecules in intense laser fields involves excited state
surfaces. Future simulations of molecules in intense laser fields will need to treat coupled nuclear
and electron dynamics.!!
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ABSTRACT
APPLICATIONS OF MOLECULAR AND QUANTUM MECHANICAL METHODS
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Computational studies can assist chemists to interpret experimental observations and to
predict the properties and behaviors of molecules. The work presented in this dissertation applies
different computational methods to study the molecular properties and reaction paths for various
inorganic and organic systems. The second and third chapters discuss the force field development
using “Gaussian Electrostatic Model (GEM)” and its amenability for use in the AMOEBA force
field. The forth and fifth chapters discuss the density functional theory (DFT) studies of
photodissociation behaviors for inorganic molecules. The sixth chapter explores the oxidation
mechanisms of ascorbic acid and its antioxidant properties in bioorganic systems using a variety
of quantum mechanic methods. The last chapter discuss the Born-Oppenheimer molecular
dynamics simulation for the isomerization and fragmentation of allene cation in the strong laser
field.
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