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.‘!The past two decades have witnessed a dramatic increase in -8 the use of Unmanned Air Vehicles (UAVs) by the armed 
forces, both in the US and abroad. More recently, many re- 
searchers in the academic community have realized the useful- 
ness of UAVs both as teaching and research tools. To develop 
UAVs and their flight control systems, a number of engineering 
problems must be addressed covering a wide range of issues that 
include weight and energy restrictions, portability, risk factors, 
electronic interferences, vibrations and manpower. Further- 
more, the testing of new algorithms, sensor packages, and vehi- 
cles is a truly multidisciplinary effort that borrows from many 
branches of the engineering sciences that include aeronautic, 
electrical, and computer engineering. The process is costly and 
time consuming, and has the potential for catastrophic failure. 
When successfully completed, however, it provides develop- 
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mental information, insight, and field data that cannot be ob- 
tained from other sources-thus the importance to develop 
systems to enable rapid flight testing of new theoretical/practi- 
cal concepts. 
Motivated by these considerations, and as a contribution to- 
wards the development of a versatile set-up for advanced UAV 
system design and testing, the Naval Postgraduate School has re- 
cently completed development of a rapid flight test prototyping 
system (RFTPS) for a prototype UAV named Frog. This paper 
describes the complete RFTPS system that uses the Frog UAV 
and a portable ground station, and explains how it is being used 
as a rapid proof-of-concept tool for testing new guidance, navi- 
gation, and control algorithms for air vehicles. The paper starts 
with a general discussion of the Rapid Flight Test Prototyping 
System (RFTPS) including the main motivation behind its devel- 
opment as well as the system capabilities, cost and safety re- 
quirements, and hardware description. The second part focuses 
on the modeling of the Frog UAV and describes briefly a novel 
integrated guidance and control system for precise trajectory 
tracking that was introduced in [ 11. Finally, it is shown how the 
RFTPS was used to develop and flight test the integrated guid- 
ance and control system. The full capabilities of the RFTPS are 
demonstrated when the new algorithm is taken from theoretical 
development to flight test on the UAV Frog operated by the UAV 
Lab at the Naval Postgraduate School. 
System Description 
The Rapid Flight Test Prototyping System consists of a test bed 
unmanned air vehicle equipped with an avionics suite necessary 
for autonomous flight, and a ground station responsible for flight 
control of the UAV and flight data collection, as shown in Figs. 1 
and 2, respectively. A functional block diagram of the RFTPS is 
shown in Fig. 3. The key decision when designing the RFTPS was 
to use off-the-shelf technology as much as possible, thus exploit- 
ing the economy of scale of a number of commercial industries. 
Furthermore, since the UAV development program is to span 
many years and to draw on the talents of the NPS students in the 
future, the RFTPS emphasizes high-level algorithm design. Low- 
level code and device driver generation is kept to a minimum, the 
vast majority of the code “writing” being done via autocode tools. 
The system architecture is open, providing the ability to add, re- 
move, or change real time input/output (YO). Computational power 
can be increased as ” ion  requirements dictate. The telemetry 
links are secure, yet low power and unobtrusive to the public, thus 
dispensing with the need for special authorizations from govern- 
ment authorities. The onboard components are lightweight and low 
power, allowing for the inclusion of addibonal payload. 
RFTPS Capabilities 
The RFTPS developed provides the following capabilities. 
Within the RFTPS environment, one can synthesize, analyze 
and simulate guidance, navigation, control, and mission 
management algorithms using a high level development 
language. 
Algorithms are seamlessly moved from the high level de- 
sign and simulation environment to the real time processor. 
The RFTPS utilizes industry standard I/O including digital 
to analog, analog to digital, serial, and pulse width modula- 
tion capabilities. 
Fig. 1. The unmanned air vehicle Frog at the Naval Postgraduate 
School. 
Fig. 2. The base station of the RFTPS in use at the airfiel 
The RFTPS is portable, easily fitting in a car. 
testing will occur at fields away from the imme 
ity of the Naval Postgraduate School. 
e The unmanned air vehicle can be flown manually, autono- 
mously, or using a combination of the two. For instance, au- 
tomatic control of the lateral axis can be tested while the 
elevator and throttle are controlled manually. 
a All I/O and internal algorithm variables can be monitored, 
collected, and analyzed within the RFTPS environment. 
Cost, Safety and Other Considerations 
Cost and risk were two leading, and, at times, competing con- 
cerns that had to be effectively handled. Since all initial testing of 
new algonthms or vehicle systems is expected to occur within line 
of sight at all times, a pulse width modulated (PWM) remote con- 
trol system manufactured by Futaba was chosen. Testing of a new 
control algorithm is similar to handing over control of the aircraft 
to a student pilot. The algorithm should have full freedom to per- 
form, yet adequate safeguards must exist in case it fails. With some 
modifications, the extensive master-slave flight training capabili- 
ties built in to the exisbng RC transmitters were exploited. A sig- 
nificant portion of the cost of the RFTPS resides in the real time 
processor, YO board and modules, and in the host computer. In 
spite of their compactness, the weight and power requirements of 
these components are significant when compared to onboard 
power and payload available. In order to gain admtional payload 
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and manage the risk associated with the loss of an 
expensive computer package, the real time con- 
troller was kept on the ground. Sensor and control 
links to the real time controller were bridged via 
RF components described below. 
Components 
The centerpiece of the RFTPS ground station 
is the AClOO/C30 system from Integrated Sys- 
tems Incorporated. The key feature of this product 
is its autocode tools. With a relatively short time 
available for research by the NPS students, em- 
phasis had to be shifted from code writing, debug- 
ging, and maintenance to algorithm development. 
The AClOO/C30 uses “XmatWSystemBuild,” a 
graphical programming environment that uses a 
high level block diagram paradigm for modeling 
of linear and nonlinear systems. Within the 
“XmatWSystemBuild’ environment, algorithms 
can be built, simulated, tested, and debugged. 





tion on the real time processor. 
software package resides on a Sun Workstation. Communication 
with the real time processor is via an Ethernet bus using TCP/IP 
protocol and is managed by the host PC. The AClOO/C30 pro- 
vides extensive animation tools for building graphical user inter- 
faces (GUI). By appropriate design of these interfaces, the flight 
test team can monitor, modify, and control the actions of the real 
time processor. The GUI resides on the workstation. Addi- 
tionally, the host PC provides power to the real time processor, as 
well as utilities for compiling, linking, and downloading the 
C-code. The I/O consists of four multi-mode, bidirectional serial 
ports using the RS-232 protocol, a 16 channel pulse width modu- 
lation (PWM) port capable of measuring up to sixteen PWM sig- 
nals or generating up to six PWM signals, and a six channel 
digital-to-analog converter. The I/O modules are hosted by the 
same PC that holds the real time processor, a single Texas Instru- 
ments Digital Signal Processor (TMS320C30). 
The Frog UAV has a wing span of 12 ft and its typical take-off 
weight is 90 lbs. The control configuration of the Frog is conven- 
tional with three independent surfaces (elevator, aileron, rudder) 
and a throttle. Manual control is provided via a Futaba, dual con- 
version, PWM transmitter utilizing the portion of the radio spec- 
trum reserved for Radio Controlled (RC) flight, 72.030 MHz to 
72.990 MHz. Precautions entail a search of the electronic spec- 
trum using a handheld spectrum analyzer, as well as standard 
procedures employed by RC hobbyists to avoid two individuals 
selecting the same frequency locally. Built-in capabilities of the 
transmitter include the ability to transmit one or more signals 
from a slave transmitter. The slave transmitter is a modified 
Fig. 3. RFTPS 
Consider Fig. 3. The “Xmath/SystemBuild” 
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hardware architecture. 
vator, aileron, and rudder actuator position sensors, and angle of 
attack, side slip angle, Pitot-static, and static pressure air data 
sensors. The IMU includes a three axis rate gyro, three axis ac- 
celerometer, magnetic heading indicator, and a two axis pendu- 
lum that measure the vehicle’s angular rates, accelerations, and 
attitude, respectively. Sensor data are processed by a navigation 
filter inside the IMU. The errors of the resulting estimates are 
summarized in Table 1 (see [2]). The IMU also provides a five 
channel analog-to-digital (AD) converter which is used to cap- 
ture data from any five of the following sensors: elevator, aile- 
ron, rudder actuator position, angle of attack, side slip angle, 
dynamic pressure, or static pressure. 
The DGPS receiver on the aircraft receives differential cor- 
rections from the DGPS receiver installed on the ground station. 
Therms errors inherent to the position estimates provided by this 
system can be found in Table 2 (see [3]). 
Communication between the sensors and the real time pro- 
cessor is accomplished via two full duplex RF serial links. Frog 
is equipped with two low power, matched, spread spectrum RF 
modems that provide up to 115 Kbaud rates at over 10 miles 
range. They require no license, and can be used anywhere in the 
United States. The data obtained by the IMU are sent to the 
ground station via one of the RF modems at 9600 baud. This re- 
sults in an update rate of 25 Hz for the IMU sensor data. The GPS 
receiver onboard the aircraft uses the full duplex capability of the 
second RF modem to send position information to the ground 
station and to receive differential corrections from the DGPS re- 
ceiver on the ground. The update rate for GPS data is 1 Hz. 
Futaba transmitter where the manual control effectors have been 
replaced by a direct connection to the digital-to-analog I/O mod- 
ule. Thus, an exogenous source (RFTPS) can be given control of 
one, some, or all of the control actuators of the aircraft using the 
same RC link currently controlling the aircraft. The aircraft is 
also equipped with an autopilot, a detailed description of which 
is provided below. 
The sensor suite onboard the air vehicle consists of an inertial 
measurement unit (IMU), differential GPS (DGPS) receiver, ele- 





Power for the onboard avionics is supplied from a lithium-ion 
battery. The battery provides 6 hours of continuous use. The 






Trajectory Control: An Application of the RFTPS 
This section illustrates the utility of the RFTPS system by de- 
scribing how it was used to successfully flight test a new trajec- 
tory tracking algorithm for autonomous vehicles [ 11. This 
project was chosen because of the complexity of the algorithm 
adopted, and because its implementation requires going through 
all the steps that are normally required of any application involv- 
ing autonomous flight of air vehicles. 
Generic tasks fundamental to guidance, navigation, and con- 
trol algorithm development were done first. To begin with, a high 
fidelity model of the test bed Frog UAV was developed. This in- 
volved a complete lateral/directional and longitudinal parameter 
identification of the Frog’s stability and control derivatives that 
were used to build a six degree of freedom, nonlinear simulation 
of the Frog’s dynamics. In order to manage the risk inherent to 
autonomous flight, it was decided to add an onboard inner-loop 
controller, a commercially available autopilot whose control 
laws had to be identified. 
This section begins with the discussion of the process used to 
identify the dynamic model of the Frog UAV. First, the experi- 
mental testing completed to obtain data used in the parameter 
identification process is summarized. Flight test data are com- 
pared with simulation results to demonstrate the efficacy of the 
effort. Then, a linear controller design based on the modeling re- 
sults obtained is discussed, after which a nonlinear controller im- 
plementation based on the theory developed in [I]  is presented. 
Finally, the results of the flight tests conducted using the RFTPS 
to track a representative trajectory are presented. Data from these 
flight tests are compared with results obtained from simulations. 
Along the way, implementation issues germane to the flight test- 
ing process are explained. 
Vehicle Model Identification 
Initially, the dynamic model of the Frog was developed using 
analytical methods [4]. Then, a series of flight tests were con- 
ducted to test the validity of the analytical model. The control 
surface inputs and the corresponding aircraft response measured 
by various IMU sensors were stored using the RFTPS and used 
for parameter identification. The conventional configuration of 
the Frog suggested that the parameter identification problem 
could be decoupled by identifying longitudinal and lateralldirec- 
tional dynamics separately. Maximum likelihood parameter 
identification was used to refine existing analytic estimates of the 
stability and control derivatives of the Frog [4]. Fig. 4 shows the 
response of the Frog’s pitch rate to an elevator doublet, both in 
nonlinear simulation and in flight. The new refined model was 
used in the nonlinear simulation. 
A similar process was adopted to identify parameters for the 
1ateraUdirectional axis. Aileron and rudder doublets were exe- 
cuted while aileron and rudder position, roll and yaw rates, and 
side slip angle data measured by IMU were used for parameter 
identification. 
Table 4 shows the eigenvalues of the complete linearized lon- 
gitudinal and IateraUdirectional model of the Frog at the flight 
test condition adopted, characterized by airspeed of 88 feet per 
second and altitude of 500 feet. Notice that the open-loop Frog 
dynamics include an unstable spiral mode. 
Autopilot Model Identification 
The inner-loop autopilot is a “black box” containing both sen- 
sors and controller logic. The intent was to model the unit as 
closely as possible without disassembling it. Autopilot controls 
vertical speed (h)  of the aircraft using elevators and its yaw rate 
( r )  using ailerons. This naturally decouples into an identification 
problem for the lateral and longitudinal channels. 
The lateral channel employs a rate gyro to track yaw rate com- 
mands via feedback to the ailerons. The general structure is 
shown in Fig. 5. In order to identify the dynamics of the block la- 
beled 1, in Fig. 5 ,  the unit was rotated at differing yaw rates. This 
provided a variable input signal to the feedback path with a fre- 
quency content covering 0 to 20 radians per second. The com- 
0 5 10 15 20 
Time - seconds 
Fig. 4. Pitch rate response to an elevator doublet. Testflight data is 
compared with simulation results to assess validity of the model. 
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manded yaw rate, rc, was held constant. The feedback loop was 
broken at the summing junction of r, and r, and the feedback sig- 
nal was captured. Parameter identification algorithms were used 
to determine that the feedback loop dynamics could be approxi- 
mated by the following transfer function: 
Eigciival ue 
0.1730 
-0.0398 + 0.4104 
-0.0398 - 0.4104 
-0.6h45 + 2.8205 
-0.6645 - 2.8205 
-1s +1 
s + 1  
T,(s)  = -. 
Damping Freq. (r;id/scc) 
- 1 .0000 0.1730 
0.0966 0.4 I 23 
0.0066 0.4 123 
0.2293 2.8077 
0.2293 2.8977 
Table 4. Open loop eigenvalues of the Frog 
-32295 + 4.095 I i 
-3.2295 - 4.095 1 i 
0.61 92 5.2153 
0.6 I92 5.2 I53 
-3.3526 I 1 .oooo I 3.3526 I 
r---- .. 
K,a(lat = 0.25 
Fig. 5. Block diagram of the lateral channel of the inner-loop 
autopilot. 
I 
I Time (Seconds) I 
Fig. 6. Flight test data is used to identifj, the dyiamics of the 
autopilot. A step signal is sent to the lateral channel oJthe autopilot. 
Measured yaw rate is compared to simulation results. 
With the autopilot on, a step command in yaw rate was trans- 
mitted to the vehicle in flight. Vehicle yaw rate, as measured by 
the IMU, was recorded and used to estimate the value of K,, at 
0.25. Test data from that flight are shown in Fig. 6 and compared 
with simulation results using the autopilot model. 
The longitudinal channel of the autopilot measures the rate of 
change of static pressure in order to control the vehicle’s vertical 
velocity via feedback to the elevator. Flight test data capturing 
the response of the vehicle to a step input in climb rate command 
h,  was used for model identification. The identified model of the 
longitudinal channel of  the autopilot is shown in Fig. 7. 
The eigenvalues of the linearized feedback system consisting 
of the Frog and the autopilot are shown in Table 5, where it can be 
seen that the autopilot has stabilized the unstable spiral mode and 
improved the damping ratio of some of the lightly damped modes. 
With the accurate models of the Frog and of the onboard auto- 
pilot, it was easy to determine the command bandwidths of the 
inner-loop controller (see Fig. 8). These will set basic constraints 
to the performance achievable with the guidance and control al- 
gorithm that will be introduced next. Hardware-in-the-loop test- 
ing of  the actuators found their bandwidth to be an order of 
magnitude higher than the inner-loop command bandwidths. A 
natural next step will be to remove the autopilot, after sufficient 
time and experience have reduced the risk exposure to acceptable 
levels, and exploit the extra actuator bandwidth available. 
Control System Design 
In this section, the design of a trajectory tracking controller 
for the combined Froglautopilot system is described briefly. Tra- 
jectory tracking controller design followed the steps outlined in 
[l], where a method is derived for the design of a nonlinear 
gain-scheduled controller for accurate trajectory tracking with 
guaranteed local stability and robustness properties. The method 
builds on the key observation that the equilibrium (i.e., trim- 
ming) trajectories of UAVs correspond to three dimensional heli- 
ces that can be parameterized by the vehicle’s linear speed, tum 
rate, and flight path angle. Furthermore, the linear position of the 
UAV is given in terms of its location with respect to the closest 
point on a desired trajectory, together with the arc length of an 
imaginary curve traced along the trajectory. Tracking of a trim- 
ming trajectory by the vehicle at a fixed speed is then converted 
into the problem of driving a conveniently defined generalized 
error-that implicitly includes the distance to the trajectory-to 
zero. Interestingly enough, the linearization of the generalized 
error dynamics about any trimming trajectory is time-invariant. 
Based on these results, the problem of integrated design of guid- 
ance and control systems for accurate tracking of trajectories that 
consist of the piecewise union of trimming trajectories is cast in 
the framework of gain scheduled control theory. Using this ap- 
proach, linear speed, tum rate, and flight path angle play the role 
of scheduling variables that interpolate the parameters of linear 
controllers designed for a finite number of representative trim- 
ming trajectories. The implementation of the resulting gain 
scheduled controller is done using a recently developed method- 
ology [SI that guarantees that the properties of the linear designs 
are recovered locally, about each trimming trajectory. The meth- 
odology leads naturally to a control structure that avoids the need 
to feedforward the trimming conditions for all the state variables. 
For the sake of clarity, a summary of the methodology pro- 
posedin [ 11 is includednext. The following notation is required: 
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{ I }  - inertial reference frame 
(B) - coordinate frame that is fixed with respect to the Frog 
P - position of the origin of (B} expressed in ( I ) ;  
V = ( U ,  v ,  w)' -linear velocity of the origin of {BJrelative to ( I } ,  
A = (@ 8, v)' - vector of Euler angles which describe the ori- 
LR = ( p ,  q ,  r)' - angular velocity of (B} relative to ( I } ,  ex- 
hicle along the trajectory, at trimming. Clearly, to switch be- 
tween any two trajectories in E the aircraft must necessarily go 
As is shown in [ 11, the set E can be parametrized by the vector 
q, = [v, \ir, y,]' E K 3 ,  where v,, qc, and 'I, denote the speed, 
turn rate, and flight path angle, respectively, along each trajec- 
tory P, E E. For the application at hand, it was convenient to use 
the local radius 
UAV. through a transient maneuver. 
expressed in (B}; 
entation of frame {B} with respect to ( I }  
pressed in {B); Vc  COS(Y<) b, =-, x = Lx( A) - rotation matrix from (B} to { I} .  w c  
T,(s) = 1.00 
Q = Q( A) - matrix that relates 5 A to Q and satisfies the rela- 
Using this notation, the nonlinear model of the Frog UAV can 
tionships 5 A = Q LR and Q(0) = I ;  
be written as 
$v = %G(V,Q,hU) 
= !Fnn(V,Q, h U )  
(2) 
'= I $ P = $ V  
L A =  QQ, 
where !E,, Fn are continuouslv differentiable functions of their I 
h 
4 
elevatorcommand h. Ki,, = ,005 
I - I' 
arguments and U represents the vector of control inputs. This 
model has a total of 12 States (v, a> A> p )  and four (eleva- 
tor, ailerons, rudder, thrust). autopilot. 
In what follows, an equlibrium (also referred to as trimming) 
I 
Fig. 7. Block diagram of the longitudinal channel of the inner-loop 
I I 
condition for the UAV is a set of fixed inputs Ut and states 
V,,C12,, Ac, such that the vector fields !Fv(Vc,Qc, Ac,Uc), and 
Fa(Vc,Qc, A,, U,) are zero. The corresponding set E of trimming 
trajectories is defined by 
1 d p  -1 dr c -e K"0 
F*(Vc,Q,,Ac,Uc) = 0,  
E := 
where V, , LR e and U' denote the trimming values of V ,  LR and U, 
respectively, P, is the corresponding vehicle position, and A, is 
the vector of Euler angles that describe the orientation of the ve- 
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Fig. 8. Bode plot of the yaw rate command to yaw rate and climb rate 
command to climb rate for Frog with the autopilot on. 
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along the trajectory, instead of v ~ ,  in the def 
[b, qc y,]'. With this new parametrization, the 1 
of the vehicle at trimming can be written as 
Ligen\ a1 uc 
-0.0 I 55 + 0.0 15-11 
The radius b, was introduced since during flight tc 
was left at a cruise power setting and the airspeed P 
itly controlled. In the example presented here, a si1 
trajectory Pc characterized by 
q, =[I146 5 01' 
Llai-npi ng Prcq. (radhec) 
0.7084 0.021 x was tracked, where the units of the variables are fec 
second, and degrees, respectively. 
From (4) and (3), the trimming values V,, Q,, , 
the trimming trajectory Pc were found to be 
V,' =[87.7 0 2.43]', 
= [O.O 0.029 0.087IT, 
A: =[13.41 0.023 O]', 
-0.0200 + 0. I OhOi 
-0.0299 - 0.106% 
-0.2598 
where standard units are feet per second, degrees 
and degrees. 
The key idea in [ I ]  was to reparametrize Pc I 
length s = jv,dt to obtain 
I 
I I W<b<Stan(Y') 
1 
P,(s):= [x, y ,  z, 1' 
0.2W6 0.1 I10 
0.2606 0. I I I O  - 
I .oooo 0.2598 
-0.1047 + 0.331% 
-0.1047 - 0.33 1% 
- I  .oooo 
-0.74 I7 + 0.7200i 
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First, the linearized dynamics (i, of a generalized error vector 
(that includes E )  along the trimming trajectory Pc were obtained. 
It can be shown that the linearization is time-invariant. Then, a 
linear controller for Gl was designed to meet the following design 
requirements: 
1. Tracking Requirements The controller should achieve 
perfect steady state tracking of trimming trajectories in E in the 
presence of a constant disturbance. 
2. Bandwidth Requirements Command bandwidths along 
the lateral and longitudinal channel should be maximized to en- 
Pc(s) and the actual vehicle position P ex- 
pressed in a conveniently defined Frenet 
frame A [6] located along the trajectory. Let 
P,(s,) be the point on the trajectory P,(s) that 
is closest to the vehicle's position P.  Then the 
error 
E = :R(P-Pc(.Y")) 
can be shown to be of the form [ I ] :  
E:= [0 y z]. 
Notice that E represents the position error re- 
solved in the Frenet frame A and ; -?I denotes 
the rotation matrix from { I )  to {A}. By design- 
ing a controller that drives y and z to zero in 
steady state, perfect trajectory tracking can be 
achieved. The design process for the Frog 
Table 6. Eigenvalues of the feedback system consisting of the 
Frog, autopilot and trajectory tracking; controller 
- 
I -0. IO86 I 0.1080 I 
- 1.6939 - 3.8277i I 0.1047 I 4.1858 I 
IO.  Root-locus f o y  the lateral channel. 
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sure tight tracking of the trajectory. Adequate frequency separa- 
tion between the inner and outer loops should be assured. 
3. Closed Loop Damping and Stability Margins The domi- 
nant closed-loop eigenvalues should have a damping ratio of at 
least 0.5. Phase and gain margins should be no less than 45 de- 
grees and 6 dB respectively in each control loop. 
4. Implementation Requirements 1) Control of Frog 
from the console, open-loop, should be possible in order to 
maneuver the vehicle to a suitable location over the field based 
on visual cues and displayed navigational data. 2) Switching 
from open-loop to closed-loop control should be accom- 
plished from the console at the discretion of the console opera- 
tor and should be transient-free. 3) The definition of the 
inertial trajectory passed to the controller should be easily de- 
fined from the console, and expressed in terms of helix angle 
(y,), radius (bJ,  and turn rate (qJ. 
To meet these requirements classical control synthesis tech- 
niques were used to obtain an output feedback controller of the 
form shown in Fig. 9, where 6 s  are used to indicate perturbations 
from nominal values along Pc. The controller output 
Unp = [rc J T  consists of yaw rate and climb rate commands to 
the autopilot. 
Performance objectives included setting the loop gain cross- 
over frequencies at 0.5 radians per second along each channel 
based on the inner-loop command bandwidths (see Fig. 8). 
Root-locus analysis along the lateral channel provides the most 
intuitive view of the control problem (see Fig. 10). The open- 
loop plant has unstable zeros along the lateral channel due to the 
dihedral effect of the high wing design. These unstable zeros will 
naturally attract the free integrators in the synthesis model if left 
unattended. 
The straightforward solution was to interlace the pole-zero 
structure of the Frog with a stable pair of complex zeros suffi- 
ciently close to the integrators. The robustness limit was set by the 
dutch roll poles which were forced to eventually migrate to the 
non-minimum phase zeros. Modification of the dutch roll behav- 
ior would require a different approach than that imposed by the in- 
clusion of the inner-loop autopilot. Design concerns and solutions 
along the longitudinal channel were qualitatwely similar. These 
considerations resulted in a fifth order controller. Broken loop 
analysis of the lateral and longitudinal channels had shown that 
phase and gain margin requirements for each channel had been 
met. The eigenvalues of the feedback system consisting of the 
Frog, autopilot and the trajectory tracking controller are shown in 
Table 6. Clearly, the dominant mode has a damping ratio of 0.7, 
greater than the lower bound of 0.5 imposed by performance re- 
quirements. Similar damping ratios for other low frequency 
modes could not be achieved with the current inner-loop autopilot. 
The linear controller C, was implemented on the nonlinear 
plant G using the implementation proposed in [l], as shown in 
Fig. 11. This nonlinear controller C guarantees that the stability 
and performance properties provided by the linear controller C, 
are preserved by the nonlinear feedback system along the trim- 
ming trajectory Pc. 
Controller Implementation for Flight Test 
During a flight test it is critical that the transition from manual 
to autonomous flight occur without any undesirable transients. 
The method chosen to achieve this was to initiate autonomous 
flight with the vehicle on the trajectory and with the controller 
outputs initialized as follows. Lett,, be the time that the console 
operator turns the controller on. Then, setting the controller out- 
puts at to,, to 
and setting the internal controller states to zero guarantees tran- 
sient-free initiation of the autonomous flight. Notice in (5)  how 
the trajectory parameters are used to define the initial values of 
the autopilot commands. 
The structure of the nonlinear controller C is also convenient 
for implementing hard limits on the feedback signal. It was ex- 
perimentally determined that the command signals to the autopi- 
lot should be kept within the following ranges 
-15 degrees per second 5 r, < +I5 degrees per second, 
-2000 feet per minute 5 iz, 5 +2000 feet per minute. (6) 
Since autopilot commands U are outputs of the controller 
integrators, they were easily hard limited to the values in (6) with 
anti-windup implemented on the associated integrators. 
a4 
Additional Implementation Issues 
Prior to autonomous flight of Frog, it was decided to test the 
RFTI'S by flying Frog remotely from the workstation console. 
The console operator was provided with the appropriate displays 
showing Frog's position, heading, and velocity, and used that in- 
--+U I 





Fig. 12. Functional architecture of the trajectory tracking system. 
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h, = degrees of latitude, 
h, = degrees of longitude, 
h = GPS height in meters. (7) 
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simulation are shown us a dash-dot line. 
The variable h is a height referenced to the surface of an ellip- 
soid approximating the shape of the earth. Two important param- 
eters describing this reference ellipsoid, termed WGS84, are its 
eccentricity factor (E) and the length of its semi-major axis (a)  
[8]. The distance from the origin of the WGS84 ellipsoid to a 
point on its surface where the local latitude is h, is given by 
Consider a Cartesian coordinate system with its origin at the 
center of the WGS84 ellipsoid, oriented such that its z-axis is 
aligned due north, its x-axis intersects the prime meridian, and its 
y-axis completes the right hand rule. This reference coordinate 
system is termed Earth Centered Earth Fixed (ECEF). Then, 
given the position reported by GPS (7), the vehicle's position ex- 
pressed in the ECEF reference frame is 
xfroE =(N + h)cos(h,)cos(h,) 
yfYot,, = (N + h)cos(h,)sin(h, 1 
zfio8 = ( N ( I  -E')+ h)sin(h,). 
Let [Alo h, hIT be the surveyed position of the workstation, let 
[xo,  yo,  zO]' be the same location expressed in ECEF coordi- 
nates, and suppose this position is used to define the origin of a 
local tangent plane reference frame. Sign convention and orien- 
tation of the local tangent plane reference frame are defined as 
positive x-axis values extending due north, positive y-axis values 
extending due east, and positive z-axis values extending straight 
down. Then, 
is the position of the vehicle in the local tangent plane reference 
frame. This position was displayed on the console and used by 
the trajectory tracking controller, as shown in Fig. 12, where the 
functional architecture of the complete control system is shown. 
The trajectory tracking algorithm receives position information 
from the differential GPS system, converts it to the local tangent 
plane coordinate system and then uses it to generate climb rate 
and yaw rate commands to the onboard autopilot. It is important 
to point out that in the final implementation the trajectory track- 
ing controller algorithm resides on the ground station and sends 
autopilot commands via the Futaba PWM transmitter (see the 
system description above). This allows the RC pilot to override 
the controller commands at any time. 
Results and Analysis 
This section summarizes the results of flight testing the guid- 
ance and control algorithm developed in the preceding section. 
The flight took place at approximately 500 feet of geopotential al- 
titude. Wind measurements were made at ground level on the run- 
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Fig. 15. Top graph: Commanded vehicle yaw rate, in degrees per 
second from the controller Bottom graph: lateral error y in feet, as 
computed by the trajectory tracking algorithm, along the same 
trajectoqi 








0 20 40 60 80 1 00 
Time (seconds) 
Fig. 16. The output of the longitudinal channel of the controller i 
shown along with the error signal z on which it is acting. Note that 
the positive z-axis points down and that positive error corresponds 
to the vehicle being below the reference trajectory. 
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way, and later incorporated into the simulation. The pilot 
maintained control of the throttle throughout the tests. During au- 
tonomous flight, the pilot left the throttle at the trim setting for the 
trajectiory defined. The rudder was not used. This flight test pro- 
vided ithe opportunity to test the guidance algorithm in near ideal 
weather conditions. The wind was 1 to 2 miles per hour out of the 
west, and the air was absent of thermal activity and disturbances. 
The Frog UAV was brought up to altitude by the pilot and control 
was handed over to the console operator, who switched to autono- 
mous flight. The results of the flight test and of subsequent simula- 
tion using estimated wind are summarized in Table 7. 
The actual flight path, together with the reference and simu- 
lated trajectories, is shown in Fig. 13. The corresponding projec- 
tions in the horizontal plane are shown in Fig. 14. The history of 
the controller activity is shown for the lateral channel in Fig. 15, 
and for the longitudinal channel in Fig. 16. 
Wirh little wind, the test data characterizes the performance 
of the guidance and control algorithm in the presence of model- 
ing errors, transport lag, hardware non-linearities, and sensor 
noise. The simulation results were a close match to flight test 
data along the lateral channel. The average tracking error was 
just over 21 feet. It can be seen in Fig. 15 that the integral control 
i s  holding about one half degree per second commanded yaw rate 
to cornpensate for constant disturbances. In flight, tracking er- 
rors along the longitudinal channel were even less than lateral 
tracking errors. The average command signal along the longitu- 
dinal clhannel was -5 feet per second. This probably indicates that 
the power setting was too high. Subsequent testing will incorpo- 
rate airspeed and throttle control which will address this issue. In 
simulation, however, longitudinal tracking errors were ex- 
tremely small. The discrepancy is most likely the result of 
unmodeled vertical disturbances in the airmass due to light ther- 
mal activity and DGPS errors. 
Conclusions 
In this paper, an integrated system for the design, develop- 
ment, and testing of guidance, navigation, and control algo- 
rithms for unmanned air vehicles was presented. Extensive use 
was made of commercial off-the-shelf hardware. This kept costs 
relatively low (see Table 8) and made the system easily scaleable. 
Sophisticated autocode tools allowed a two man team to write, 
test, and maintain thousands of lines of error-free real time code. 
In a single unified environment, the avionics system was de- 
signed, simulated, and tested incorporating hardware-in-the- 
loop and used to control an aircraft in flight. 
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project began with an unmanned air vehicle 
characteristics. In addition, a “black box 
known internal dynamics was placed on 
Through the use of the RFTPS, a high fidelity s 
appropriate user interfac 
was used to control the ve 
two years. 
The success of the project demonstrated both 
trajectory tracking algorithm as well as the ca 
RFTPS. The trajectory tracking algorithm was 
and safe and reliable at controlling an aircraft. 
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