Although energy efficiency is a hot topic in the context of global climate change, in the European Union directives and in national energy policies, methodology for estimating energy efficiency still relies on standard techniques defined by experts in the field. Recent research shows a potential of machine learning methods that can produce models to assess energy efficiency based on available previous data. In this paper, we analyse a real dataset of public buildings in Croatia, extract their most important features based on the correlation analysis and chi-square tests, cluster the buildings based on three selected features, and create a prediction model of energy efficiency for each cluster of buildings using the artificial neural network (ANN) methodology. The main objective of this research was to investigate whether a clustering procedure improves the accuracy of a neural network prediction model or not. For that purpose, the symmetric mean average percentage error (SMAPE) was used to compare the accuracy of the initial prediction model obtained on the whole dataset and the separate models obtained on each cluster. The results show that the clustering procedure has not increased the prediction accuracy of the models. Those preliminary findings can be used to set goals for future research, which can be focused on estimating clusters using more features, conducted more extensive variable reduction, and testing more machine learning algorithms to obtain more accurate models which will enable reducing costs in the public sector.
Introduction
Scientific efforts in predicting energy efficiency and consumption align with the European Commission directives about reducing greenhouse gas emissions, increasing energy efficiency and using 20% of energy from renewable resources until 2020. The largest individual energy consumer is the building sector, which contains 40% of total primary energy consumption (Tommerup et al., 2007) . That stresses out the importance of creating efficient models that will be able to extract features and predict the energy efficiency level of a building according to its characteristics and planned reconstruction measures. This work deals with creating such prediction model by using data from Croatian Agency for Legal Trade and Real Estate Brokerage (APN), which maintains the centralized information system of energy efficiency in public buildings (ISGE). In order to create prediction models, the machine learning methods were used such as clustering and artificial neural networks (ANN). The real dataset of Croatian public buildings with a large number of attributes, which were reduced in pre-modelling phase. The aim of this research was to investigate the effect of a clustering procedure on ANN model accuracy. For that purpose, the symmetric mean average percentage error (MAPE) of an initial prediction model obtained on the whole dataset is compared to the MAPE of separate models obtained on each cluster, and the results were discussed. Due to a lack of approaches, which integrate clustering and neural networks in modelling energy efficiency, the scientific contribution of this paper is in providing such an approach and in analysing its effects to modelling accuracy. Guidelines for using the model as an approach for saving costs in public sector are also given.
Literature Review
One of the earliest research in methods used to predict energy efficiency is given by Patterson (1996) who defines energy efficiency, and describes its concepts, indicators and methodological issues. Since then, previous research shows a number of efforts to predict energy consumption and cost by mathematical, statistical methods, machine learning and simulations.
An overview of prediction models in the area of energy efficiency of public buildings is conducted by Zekić-Sušac (2017). It reveals that regarding input variables the most of the authors use data on previous consumption, weather data, and building characteristics available in energy certificates or data collected by their own surveys. However, several authors emphasize the importance of occupancy and usage data (Wang, Ding, 2015 , Mangold et al., 2015 .
Among methodology used in modelling energy efficiency, operations research and statistical methods prevail, while machine learning methods have been only recently tested in this area (Kalogirou, 2006) . Previously, the authors emphasize the potential of integrating statistical, mathematical and machine learning methods, as well. Sabo et al. (2011) have suggested several mathematical models of natural gas consumption. Hsu (2015) used integrated clustering methods for predicting energy consumption of buildings, using cluster wise regression, k-means and model-based clustering. Naji et al. (2016) used several machine learning methods, such as support vector regression (SVR), adaptive neuro-fuzzy inference system (ANFIS), and applied them in Energy Plus simulation program to predict energy consumption of residential buildings. However, the efficiency of machine learning methods integration in this area is still not investigated enough.
Data and methodology

Data and sampling procedure
The total dataset used in this research consisted of 3659 buildings that had their geospatial, construction, heating, cooling, meteorological, occupational, and energetic characteristics available in the database of the Information System for Energy Management managed by the Agency for Legal Trade and Real Estate Brokerage (APN) in Croatia. Those were the spatial data collected in 2017. In order to create prediction models for estimating energy efficiency level of buildings, only 655 buildings, for which the real output variable was available could be used. After removing outliers, the final data sample consisted of 621 cases. Each sample was divided into the train data (70%) and test data (30%) for modelling purposes. The structure of the samples is presented in Table 1 . The total number of 141 input variables were initially available, while for clustering procedure the 3 most important continuous attributes of buildings were selected by using Pearson correlation. The variables used to cluster buildings and their descriptive statistics are shown in Table 2 . The output variable was the relative value of yearly energy needed for heat (QHNDREL) in percentages, which can be used for calculating energy efficiency levels (A, B, C, D, E, F, and G). Due to a large number of variables, the descriptive statistics is shown only for the variables that had the highest correlation with the output and were therefore used for clustering.
Due to a large number of variables, a reduction procedure was conducted in the pre-modelling phase by using correlation coefficients for continuous variables and the chi-square test for categorical input variables. The variable reduction extracted 81 continuous and 18 categorical variables (99 in total) out of 141 initial variables. The input space of 99 input variables was used in ANN modelling. 
Data pre-processing and clustering
In the pre-processing stage, it was evident that the data contained missing values and outliers. Due to existence of different methods for replacing missing values and removing outliers in the literature, it was necessary to select the most appropriate ones that will enable the minimal information loss in the clustering procedure. Previously to optimal partitioning, the data were normalized. The following steps of the data pre-processing conducted in conjunction with the clustering procedure were suggested and performed using Mathematica software:
(1) Data normalization (2) Replacement of missing data using the Least Squares (LS) distance-like function and 1 -metric function (3) Elimination of outliers using DBSCAN algorithm (4) Clustering procedure using the combination of Incremental and k-means algorithm with application of the Davies-Bouldin and Calinski-Harabasz index to optimize the number of clusters. In step 2, an algorithm proposed by Scitovski et al., (2018) detect missing values of features and put the arithmetic mean of known values in their places. By using minimal distance principle with the Least Squares (LS) distance-like function ( , ) = ‖ − ‖ 2 2 , and the 1 -metric function 1 ( , ) = ‖ − ‖ 1 it is shown that this is the best possibility. Following that suggestion, the dataset of public buildings was reconstructed to be used for clustering.
In order to eliminate outliers in step 3, the DBSCAN algorithm was applied according to Viswanath and Babu (2009) using Mathematica software tool. First, for each data point a radius of the circle with MinPts elements of data set is defined. After that, the generated set of radii is grouped into two clusters: a cluster with relatively small and a cluster with relatively large radii. The smallest interval containing 95% elements of the cluster with relatively small radii was determined, and the elements outside of that interval were identified as outliers and removed from the dataset. Figure 1 shows the normalized data after removing outliers. The optimal partition of the dataset with the most appropriate number of clusters was conducted in step 4 by the combination of the Incremental Algorithm (Bagirov et al., 2011 , Scitovski, Scitovski, 2013 ) and the classical k-means algorithm (see e.g. Kogan, 2007) . The most appropriate number of clusters is determined based on the DaviesBouldin index and the Calinski-Harabasz index (Scitovski, Scitovski, 2013) . The clusters were further used in ANN modelling.
Neural network methodology
As one of the machine learning methods, ANN has shown its success in solving prediction, classification and association problems (Prieto et (Masters, 1995 ). An MLP network used in this paper had a three-layer structure, with an input layer, a hidden layer, and an output layer. The computation in the hidden layer includes a summation function, which sums weighted inputs from the input layer units, and an activation function, which computes the output of the hidden layer by using a linear or a nonlinear function. The computation can be summed into: and later adjusted by the error term) and n is the number of units in the layer. In this paper, the nonlinear logistic and tangent hyperbolic activation functions have been used. In the output layer of a neural network, the local error ε is calculated as = − , where t y is the actual (target) output. In the next iteration another input vector is loaded into the input layer, the weight values are adjusted according to a learning rule (Masters, 1995) , and the above process of computing the output is repeated. This learning process is conducted in a cross-validation procedure, where the neural network was trained on the training sample for a k number of iterations, than tested on the test sample, and the process is repeated until the error on the test sample stops decreasing. The maximum number of iterations in the experiments was set to 100000. The number of hidden units varied from 1 to 15, the learning rate was set to 0.01. The four ANN models were created: (a) model with all buildings, (b) model with buildings in cluster 1, (c) model with buildings in cluster 2, and (d) model with buildings in cluster 3. The accuracy of the models is evaluated by using SMAPE objective functions according to (Tofallis, 2015 
The ANN models' calculations and graphs were generated by using R software tool, and the results of ANN models before and after clustering were compared by the statistical t-test of equality of means for independent samples, also conducted in R software tool.
Results
In the clustering procedure, Davies-Bouldin index and the Calinski-Harabasz index have extracted 3 clusters as the most acceptable option of partitioning. The number of elements in each cluster, the standard deviation of the clusters, which shows the intensity of dispersion, as well as the centres of clusters are given in Table 3 . The number of elements in each cluster equals the number of cases in the ANN samples (Table 1) . It can be seen in Table 3 that the first cluster is the largest one with 322 elements. The suggested 3 clusters of buildings are graphically presented in Figure 2 . The points of each cluster are shown in different colour. Figure 2 Clusters of public buildings (cluster 1-blue dots, cluster 2 -red dots, cluster 3 -green dots), x axis = annual thermal energy needed for heat, y axis= H1TRND, z axis = object construction surface d1
Source: Authors' calculations in Mathematica software.
It can be seen (Figure 2 ) that the centre of cluster 1 has smaller values of the first two attributes (annual thermal energy needed for heat and H1TRND, and the largest value of the third attribute (object construction surface d1). The centre of cluster 3 has the highest values of the first two attributes but the smallest value of the third attribute.
The results of the ANN prediction models obtained on the test samples before and after clustering are presented in Table 4 . Since the logistic function has outperformed the tangent hyperbolic function in all four models, only the results obtained by that function are shown. The most accurate prediction model is obtained for all available buildings (SMAPE error of 35.48%). Table 4 shows the optimal structure of each of the three ANN models obtained in a cross-validation procedure, activation functions tested, and the accuracy of each model expressed as the symmetric mean square error (SMAPE). Due to the fact that there were 81 continuous and 18 nominal (categorical) variables in the input space, and that the each category of a nominal variable requires an input unit, there were 180 input units in all ANN models. The output layer consisted of one unit (continuous output variable), while the optimal number of hidden units varied. In the most accurate ANN Model a, the optimal number of hidden units was 3, in Model c and Model d it was 2. The only model where the two hidden layers were required was Model b (for buildings in cluster 2), which consisted of 2 units in the first hidden layer and 3 units in the second hidden layer. The ANN model obtained on cluster 1 has produced the SMAPE of 35.87%, while the SMAPEs of cluster 2 (36.59%) and cluster 3 (37.26%) were a little higher. Therefore, the accuracy of the ANN models was not improved after clustering. In order to test our hypothesis, the t-tests of equalities of variances and means (two-way) for independent samples were performed. The results of the t-tests are shown in Table 5 . Thus, it can be concluded that the clustering procedure did not improve the accuracy of energy efficiency prediction for buildings after clustering. An insight into the characteristics of buildings in each of the clusters has shown that cluster 1 contains buildings with a high dispersion of energy consumption (mean QHNDREL of 112.3365 and standard deviation of 106.51621), that buildings in cluster 2 have a higher mean value of energy consumption with smaller deviation (mean QHNDREL of 128.0911and standard deviation of 67.6094), while buildings in cluster 3 have the highest mean QHNDREL of 168.0902 and standard deviation of 75.3624. The results indicate that a lower accuracy of prediction in cluster 3 could be influenced by higher values of output in that cluster comparing to other two clusters. It implies that some other attributes should be included in the clustering procedure to obtain partition that will enable more accurate later prediction.
Model implementation as a cost-saving approach
The implementation of the created models in public sector energy management can have significant economic effects in saving costs in energy consumption. Sajter (2017) suggests a framework for evaluating long-term financial effects of energy efficiency projects. One of the possibilities is using the ANN models based on clustered data in such framework in the process of planning investments in reconstruction measures. Since public buildings are owned or rented by the state, the state bodies could use models to simulate the efficiency of reconstruction process by the following steps: (1) changing input variables by entering new measures that are planned for reconstruction of buildings, (2) running ANN models to observe the change of the values in the output variable (energy efficiency) as the effect of reconstruction measures, (3) identify buildings, for which the change of the output variable is the most significant, and (4) allocate their resources in the selected buildings to optimize the efficiency of reconstruction measures, (5) use ANN models to predict the future energy consumption with the allocated resources in reconstruction and estimate the total savings by taking prices into account. An advantage of the Croatian public sector is its information system for energy management (ISGE) with a centralized database, which is an appropriate platform for integrating ANN models. Therefore, the created machine learning models based on clustering and ANN could improve the efficiency of decision making process during allocating resources in reconstruction measures in public sector and increase the total savings.
Conclusion
The aim of the paper was to investigate if a clustering procedure would improve the accuracy of a neural network prediction in modelling energy efficiency of public buildings or not. A real dataset of Croatian public buildings was used with a large number of building attributes describing geospatial, construction, heating, cooling, occupation, and other characteristics. The total dataset is preprocessed using an algorithm, which replaces missing data and removes outliers in conjuction with clustering procedure based on Davies-Bouldin index and the Calinski-Harabasz index. Three important clusters of public buildings were identified using the combination of the Incremental algorithm and the k-means algorithm. The ANN methodology is then used to create prediction models of energy efficiency for all available buildings and separately for each cluster of buildings. The results show that the clustering procedure has not increased the prediction accuracy of ANN models in any of the three building clusters, showing that a neural network is a robust method that benefits more from the size of the total dataset than from its partition. The limitations of this research are in a small number of attributes used to generate clusters as well as in using only three and four-layered ANN architectures, which is planned to be improved in future research by using more features for clustering and test deep learning ANN.
