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Abstract
The new ingredient of this paper is that we consider infinitely di-
mensional classes of functions and instead of the relative error setting,
which was used in previous papers on norm discretization, we consider
the absolute error setting. We demonstrate how known results from
two areas of research – supervised learning theory and numerical in-
tegration – can be used in sampling discretization of the square norm
on different function classes.
1 Introduction
This paper is devoted to a study of discretization of the L2 norm of con-
tinuous functions. Recently, in a number of papers (see [14], [15], [3], [8])
a systematic study of the problem of discretization of the Lq norms of el-
ements of finite dimensional subspaces has begun. The first results in this
direction were obtained by Marcinkiewicz and by Marcinkiewicz-Zygmund
(see [19]) for discretization of the Lq norms of the univariate trigonometric
polynomials in 1930s. This is why we call discretization results of this kind
the Marcinkiewicz-type theorems. There are different ways to discretize: use
coefficients from an expansion with respect to a basis, more generally, use
linear functionals. We discuss here the way which uses function values at
a fixed finite set of points. We call this way of discretization sampling dis-
cretization. In the case of finite dimensional subspaces the following problems
were discussed in [14] and [15].
∗University of South Carolina, Steklov Institute of Mathematics, and Lomonosov
Moscow State University.
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Marcinkiewicz problem. Let Ω be a compact subset of Rd with the
probability measure µ. We say that a linear subspace XN of the Lq(Ω) :=
Lq(Ω, µ), 1 ≤ q <∞, admits the Marcinkiewicz-type discretization theorem
with parameters m and q if there exist a set {ξν ∈ Ω, ν = 1, . . . , m} and two
positive constants Cj(d, q), j = 1, 2, such that for any f ∈ XN we have
C1(d, q)‖f‖
q
q ≤
1
m
m∑
ν=1
|f(ξν)|q ≤ C2(d, q)‖f‖
q
q. (1.1)
In the case q = ∞ we define L∞ as the space of continuous on Ω functions
and ask for
C1(d)‖f‖∞ ≤ max
1≤ν≤m
|f(ξν)| ≤ ‖f‖∞. (1.2)
We also use a brief way to express the above property: theM(m, q) theorem
holds for a subspace XN or XN ∈M(m, q).
Marcinkiewicz problem with weights. We say that a linear subspace
XN of the Lq(Ω), 1 ≤ q < ∞, admits the weighted Marcinkiewicz-type
discretization theorem with parameters m and q if there exist a set of knots
{ξν ∈ Ω}, a set of weights {λν}, ν = 1, . . . , m, and two positive constants
Cj(d, q), j = 1, 2, such that for any f ∈ XN we have
C1(d, q)‖f‖
q
q ≤
m∑
ν=1
λν |f(ξ
ν)|q ≤ C2(d, q)‖f‖
q
q. (1.3)
Then we also say that the Mw(m, q) theorem holds for a subspace XN or
XN ∈Mw(m, q). Obviously, XN ∈ M(m, q) implies that XN ∈Mw(m, q).
Marcinkiewicz problem with ε. We write XN ∈ M(m, q, ε) if (1.1)
holds with C1(d, q) = 1 − ε and C2(d, q) = 1 + ε. Respectively, we write
XN ∈Mw(m, q, ε) if (1.3) holds with C1(d, q) = 1− ε and C2(d, q) = 1 + ε.
The Marcinkiewicz problem with ε is devoted to looking for a relative
error of discretization. It is clear that in the setting of a relative error the
necessary condition on the number m of sample points is m ≥ N , where N
is the dimension of the subspace. Thus, we cannot work in the relative error
setting for an infinitely dimensional class of functions. The new ingredient of
this paper is that we consider infinitely dimensional classes of functions and
instead of the relative error setting we consider the absolute error setting.
We formulate it explicitly.
Sampling discretization with absolute error. Let W ⊂ Lq(Ω, µ),
1 ≤ q < ∞, be a class of continuous on Ω functions. We are interested in
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estimating the following optimal errors of discretization of the Lq norm of
functions from W
erm(W,Lq) := inf
ξ1,...,ξm
sup
f∈W
∣∣∣∣∣‖f‖qq − 1m
m∑
j=1
|f(ξj)|q
∣∣∣∣∣ ,
erom(W,Lq) := inf
ξ1,...,ξm;λ1,...,λm
sup
f∈W
∣∣∣∣∣‖f‖qq −
m∑
j=1
λj|f(ξ
j)|q
∣∣∣∣∣ .
It will be convenient for us to use the following notation. For given sets
ξ := {ξj}mj=1 of sampling points and Λ := {λj}
m
j=1 of weights we write
er(f, ξ, Lq) :=
∣∣∣∣∣‖f‖qq − 1m
m∑
j=1
|f(ξj)|q
∣∣∣∣∣ ,
er(f, ξ,Λ, Lq) :=
∣∣∣∣∣‖f‖qq −
m∑
j=1
λj|f(ξ
j)|q
∣∣∣∣∣ .
In this paper we only discuss in detail the case q = 2. For this reason, in
case q = 2 we drop Lq from notation: er(f, ξ) := er(f, ξ, L2), er(f, ξ,Λ) :=
er(f, ξ,Λ, L2).
In this paper we demonstrate how known results from two areas of re-
search – supervised learning theory and numerical integration – can be used
in sampling discretization in L2. We now formulate two typical results ob-
tained in the paper. In Section 2 (see Theorem 2.5) we obtain the following
result (see Section 2 for the definition of entropy numbers).
Theorem 1.1. Assume that a class of real functions W is such that for all
f ∈ W we have ‖f‖∞ ≤ M with some constant M . Also assume that the
entropy numbers of W in the uniform norm L∞ satisfy the condition
εn(W ) ≤ Cn
−r, r ∈ (0, 1/2).
Then
erm(W ) := erm(W,L2) ≤ Km
−r.
Theorem 1.1 is a rather general theorem, which connects the behavior
of absolute errors of discretization with the rate of decay of the entropy
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numbers. This theorem is derived in Section 2 from known results in su-
pervised learning theory. It is well understood in learning theory (see, for
example, [13], Ch.4) that the entropy numbers of the class of priors (regres-
sion functions) is the right characteristic in studying the regression problem.
We impose a restriction r < 1/2 in Theorem 1.1 because the probabilistic
technique from the supervised learning theory has a natural limitation to
r ≤ 1/2. It would be interesting to understand if Theorem 1.1 holds for
r ≥ 1/2. Also, it would be interesting to obtain an analog of Theorem 1.1
for discretization in Lq, 1 ≤ q <∞, norm.
For classes of smooth functions we obtained in Section 3 error bounds,
which do not have a restriction on smoothness r. We proved there (see
Theorems 3.3, 4.2, and inequality (4.6)) the following bounds for the class
Wr2 of functions on d variables with bounded in L2 mixed derivative (see
Section 3 for a rigorous definition of this class).
Theorem 1.2. Let r > 1/2 and µ be the Lebesgue measure on [0, 2pi]d. Then
erom(W
r
2, L2) ≍ m
−r(logm)(d−1)/2.
The proof of upper bound in Theorem 1.2 is given in Section 3. It uses
deep results from numerical integration of functions from Wr2. The lower
bound in Theorem 1.2 is proved in Section 4. It is well known (see [3]) how
numerical integration can be used in a problem of exact discretization of Lq
norm of elements of finite dimensional subspaces in case q is an even integer.
We present some results on sampling discretization of the Lq norm, q is an
even integer, with absolute error at the end of the paper.
As we have mentioned above results from the supervised learning theory
are used in the proof of Theorem 1.1. For the reader’s convenience we present
a brief introduction to the supervised learning theory and formulate results
which we use.
2 Probabilistic approach
2.1 Some classical results
We begin with the well known Monte Carlo method. For the readers con-
venience we present here the classical argument on the error bound for the
Monte Carlo method. Let Ω be a bounded domain of Rd. Consider a real
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function f ∈ L2(Ω) := L2(Ω, µ) with respect to a probability measure µ.
Define Ωm := Ω × · · · × Ω and µm := µ × · · · × µ. For xj ∈ Ω denote
z := (x1, . . . ,xm) ∈ Ωm and for g ∈ L1(Ωm, µm)
E(g) :=
∫
Ωm
g(z)dµm.
Then we have for f ∈ L2(Ω, µ)
E


(∫
Ω
fdµ−
1
m
m∑
j=1
f(xj)
)2
= E
((∫
Ω
fdµ
)2
−
2
m
(∫
Ω
fdµ
)( m∑
j=1
f(xj)
)
+
1
m2
m∑
i,j=1
f(xi)f(xj)
)
=
(∫
Ω
fdµ
)2
− 2
(∫
Ω
fdµ
)2
+
m(m− 1)
m2
(∫
Ω
fdµ
)2
+
1
m
∫
Ω
f 2dµ
=
1
m
(∫
Ω
f 2dµ−
(∫
Ω
fdµ
)2)
≤
1
m
∫
Ω
f 2dµ = ‖f‖22/m.
In particular, the above argument, which uses expectation E(·), guar-
antees existence of a cubature formula (ξ,Λ), ξ := {ξj}mj=1, Λ := {λj}
m
j=1,
Λm(·, ξ) :=
∑m
j=1 λjf(ξ
j) such that
∣∣∣∣
∫
Ω
fdµ− Λm(f, ξ)
∣∣∣∣ ≤ m−1/2‖f‖2. (2.1)
The use of expectation does not provide a good bound on probability to
guarantee a tight error bound alike (2.1). The concentration measure in-
equalities, which we formulate momentarily, provide a very good bound on
probability under some extra assumptions on f . Under condition ‖f‖∞ ≤M
the Hoeffding’s inequality (see, for instance, [13], p.197) gives
µm
{
z :
∣∣∣∣∣
∫
Ω
fdµ−
1
m
m∑
j=1
f(xj)
∣∣∣∣∣ ≥ η
}
≤ 2 exp
(
−
mη2
8M2
)
. (2.2)
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The Bernstein’s inequality (see, for instance, [13], p.198) gives the following
bound under conditions ‖f‖∞ ≤M∞ and ‖f‖2 ≤M2
µm
{
z :
∣∣∣∣∣
∫
Ω
fdµ−
1
m
m∑
j=1
f(xj)
∣∣∣∣∣ ≥ η
}
≤ 2 exp
(
−
mη2
2(M22 + 2M∞η/3)
)
.
(2.3)
The above inequalities (2.2) and (2.3) can be used directly for proving
existence of good cubature formulas for function classes containing finite
number of elements. Denote |W | cardinality of a set W . Assume that for all
f ∈ W we have ‖f‖∞ ≤M . Then, the Hoeffding’s inequality (2.2) gives
µm
{
z : sup
f∈W
∣∣∣∣∣
∫
Ω
fdµ−
1
m
m∑
j=1
f(xj)
∣∣∣∣∣ ≤ η
}
≥ 1−2|W | exp
(
−
mη2
8M2
)
. (2.4)
Thus, in case the right hand side of (2.4) is positive, inequality (2.4) guar-
antees existence of a good cubature formula for the whole class W .
2.2 Some results from supervised learning theory
In our further discussion we are interested in discretization of the L2 norm of
real functions from a given function class W . It turns out that this problem
is closely related to some problems from supervised learning theory. We
give a brief introduction to these problems. This is a vast area of research
with a wide range of different settings. In this subsection we only discuss a
development of a setting from [2] (see [13], Ch.4, for detailed discussion).
Let X ⊂ Rd, Y ⊂ R be Borel sets, ρ be a Borel probability measure on
Z := X × Y . For f : X → Y define the error
E(f) :=
∫
Z
(f(x)− y)2dρ.
Consider ρX - the marginal probability measure on X (for S ⊂ X ,
ρX(S) = ρ(S × Y )). Define
fρ(x) := E(y|x)
to be a conditional expectation of y. The function fρ is known in statistics as
the regression function of ρ. It is clear that if fρ ∈ L2(ρX) then it minimizes
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the error E(f) over all f ∈ L2(ρX): E(fρ) ≤ E(f), f ∈ L2(ρX). Thus,
in the sense of error E(·) the regression function fρ is the best to describe
the relation between inputs x ∈ X and outputs y ∈ Y . The goal is to
find an estimator fz, on the base of given data z := ((x
1, y1), . . . , (x
m, ym))
that approximates fρ well with high probability. We assume that (x
i, yi),
i = 1, . . . , m are independent and distributed according to ρ. We measure
the error between fz and fρ in the L2(ρX) norm.
We note that a standard setting in the distribution-free theory of regres-
sion (see [7]) involves the expectation E(‖fρ − fz‖2L2(ρX )) as a measure of
quality of an estimator. An important new feature of the setting in learning
theory formulated in [2] (see [13] for detailed discussion) is the following.
They propose to study systematically the probability distribution function
ρm{z : ‖fρ − fz‖L2(ρX) ≥ η}
instead of the expectation.
There are several important ingredients in mathematical formulation of
the learning problem. In our formulation we follow the way that has be-
come standard in approximation theory and based on the concept of optimal
method.
We begin with a class M of admissible measures ρ. Usually, we impose
restrictions on ρ in the form of restrictions on the regression function fρ:
fρ ∈ Θ. Then the first step is to find an optimal estimator for a given class
Θ of priors (we assume fρ ∈ Θ). In regression theory a usual way to evaluate
performance of an estimator fz is by studying its convergence in expectation,
i.e. the rate of decay of the quantity E(‖fρ − fz‖2L2(ρX)) as the sample size
m increases. Here the expectation is taken with respect to the product
measure ρm defined on Zm. We note that E(fz) − E(fρ) = ‖fz − fρ‖2L2(ρX ).
As we already mentioned above a more accurate and more delicate way of
evaluating performance of fz has been pushed forward in [2]. We concentrate
on a discussion of results on the probability distribution function.
An important question in finding an optimal fz is the following. How
to describe the class Θ of priors? In other words, what characteristics of
Θ govern, say, the optimal rate of decay of E(‖fρ − fz‖2L2(ρX)) for fρ ∈ Θ?
Previous and recent works in statistics and learning theory (see, for instance,
[4], [10], and [13], Ch.4) indicate that the compactness characteristics of Θ
play a fundamental role in the above problem. It is convenient for us to
express compactness of Θ in terms of the entropy numbers. We discuss the
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classical concept of entropy. We note that some other concepts of entropy,
for instance, entropy with bracketing, proved to be useful in the theory of
empirical processes and nonparametric statistics (see [18], [17]). There is
a concept of V C dimension that plays a fundamental role in the problem
of pattern recognition and classification [17]. This concept is also useful in
describing compactness characteristics of sets.
For a compact subset Θ of a Banach space B we define the entropy
numbers as follows
εn(Θ, B) := inf{ε : ∃f1, . . . , f2n ∈ Θ : Θ ⊂ ∪
2n
j=1(fj + εU(B))}
where U(B) is the unit ball of a Banach space B. We denote N(Θ, ε, B)
the covering number that is the minimal number of balls of radius ε with
centers in Θ needed for covering Θ. The corresponding ε-net is denoted by
Nε(Θ, B).
In this subsection we always assume that the measure ρ satisfies the
condition |y| ≤ M (or a little weaker |y| ≤ M a.e. with respect to ρX) with
some fixed M . Then it is clear that for fρ we have |fρ(x)| ≤ M for all x
(for almost all x). Therefore, it is natural to assume that a class Θ of priors
where fρ belongs is embedded into the C(X)-ball (L∞-ball) of radius M .
We define the empirical error of f as
Ez(f) :=
1
m
m∑
i=1
(f(xi)− yi)
2.
Let f ∈ L2(ρX). The defect function of f is
Lz(f) := Lz,ρ(f) := E(f)− Ez(f); z = (z1, . . . , zm), zi = (x
i, yi).
We are interested in estimating Lz(f) for functions f coming from a given
class W . We begin with the case B being C(X) the space of functions con-
tinuous on a compact subset X of Rd with the norm
‖f‖∞ := sup
x∈X
|f(x)|.
We use the abbreviated notations
N(W, ε) := N(W, ε, C); εn(W ) := εn(W, C).
The following well known theorem (see, for instance, [13], p.211) shows how
compactness characteristics of W can be used in estimating the defect func-
tion.
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Theorem 2.1. Let W be a compact subset of C(X). Assume that ρ and
W satisfy the following condition. Let M > 0 and for all f ∈ W we have
|f(x)− y| ≤ M a.e. Then, for all ε > 0
ρm{z : sup
f∈W
|Lz(f)| ≤ ε} ≥ 1−N(W, ε/(8M))2 exp(−
mε2
8(σ2 +M2ε/6)
). (2.5)
Here σ2 := σ2(W ) := supf∈W σ
2((f(x)− y)2) and σ2(g) is the variance of a
random variable g.
Remark 2.1. In general we cannot guarantee that the set
{z : supf∈W |Lz(f)| ≥ η} is ρ
m-measurable. In such a case the relation (2.5)
and further relations of this type are understood in the sense of outer measure
associated with the ρm. For instance, for (2.5) this means that there exists
ρm-measurable set G such that {z : supf∈W |Lz(f)| ≥ η} ⊂ G and (2.5) holds
for G.
We note that the above theorem is related to the concept of the Glivenko-
Cantelli sample complexity of a class Φ with accuracy ε and confidence δ:
SΦ(ε, δ) := min{n : for all m ≥ n, for all ρ
ρm{z = (z1, . . . , zm) : sup
φ∈Φ
|
∫
Z
φdρ−
1
m
m∑
i=1
φ(zi)| ≥ ε} ≤ δ}.
In order to see that we define zi := (x
i, yi), i = 1, . . . , m; φ(x, y) := (f(x)−
y)2; Φ := {(f(x) − y)2, f ∈ W}. One can find a survey of results on the
Glivenko-Cantelli sample complexity in [11] and find results and the corre-
sponding historical remarks related to Theorem 2.1 in [7].
We now formulate two theorems, which provide somewhat more delicate
estimates for the defect function (see [13], pp. 213–217). We assume that ρ
and W satisfy the following condition.
For all f ∈ W, f : X → Y is such that |f(x)−y| ≤M a.e. (2.6)
The following Theorems 2.2, 2.3 and Corollaries 2.1, 2.2 are from [9] (see also
[13], section 4.3.3, p.213).
Theorem 2.2. Assume that ρ, W satisfy (2.6) and W is such that
∞∑
n=1
n−1/2εn(W ) <∞. (2.7)
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Then for mη2 ≥ 1 we have
ρm{z : sup
f∈W
|Lz(f)| ≥ η} ≤ C(M, ε(W )) exp(−c(M)mη
2).
with C(M, ε(W )) that may depend on M and ε(W ) := {εn(W, C)}; c(M)
may depend only on M .
Theorem 2.3. Assume that ρ, W satisfy (2.6) and W is such that
∞∑
n=1
n−1/2εn(W ) =∞.
For η > 0 define J := J(η/M) as the minimal j satisfying ε2j ≤ η/(8M) and
SJ :=
J∑
j=1
2(j+1)/2ε2j−1 .
Then for m, η satisfying m(η/SJ)
2 ≥ 480M2 we have
ρm{z : sup
f∈W
|Lz(f)| ≥ η} ≤ C(M, ε(W )) exp(−c(M)m(η/SJ)
2).
Corollary 2.1. Assume ρ, W satisfy (2.6) and εn(W ) ≤ Dn−1/2. Then for
m, η satisfying m(η/(1 + log(M/η)))2 ≥ C1(M,D) we have
ρm{z : sup
f∈W
|Lz(f)| ≥ η} ≤ C(M,D) exp(−c(M,D)m(η/(1 + log(M/η)))
2).
Corollary 2.2. Assume ρ, W satisfy (2.6) and εn(W ) ≤ Dn−r, r ∈ (0, 1/2).
Then for m, η satisfying mη1/r ≥ C1(M,D, r) we have
ρm{z : sup
f∈W
|Lz(f)| ≥ η} ≤ C(M,D, r) exp(−c(M,D, r)mη
1/r).
2.3 Application of supervised learning theory for dis-
cretization
Settings for the supervised learning problem and the discretization problem
are different. In the supervised learning problem we are given a sample z and
we want to approximately recover the regression function fρ. It is important
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that we do not know ρ. We only assume that we know that fρ ∈ Θ. In
the discretization of the Lq, 1 ≤ q < ∞, norm we assume that f ∈ W and
the probability measure µ is known. We want to find a discretization set
ξ = {xj}mj=1, which is good for the whole class W . However, the technique,
based on the defect function, for solving the supervised learning problem
can be used for solving the discretization problem. We now explain this in
detail. Let us consider a given function class W of real functions, defined on
X = Ω. Suppose that the probability measure ρ is such that ρX = µ and for
all x ∈ X we have y = 0. Then for the defect function we have
Lz(f) =
∫
X
f 2dµ−
1
m
m∑
j=1
f(xj)2 =: L2(x1,...,xm)(f)
and
ρm{z : sup
f∈W
|Lz(f)| ≥ η} = µ
m{w : sup
f∈W
|L2
w
(f)| ≥ η}.
Moreover, condition (2.6) is satisfied with M such that for all f ∈ W we
have ‖f‖∞ ≤ M . The above argument shows that we can derive results on
discretization of the L2 norm directly from the corresponding results from
learning theory. We assume that W satisfies the following condition:
f ∈ W ⇒ ‖f‖∞ ≤ M. (2.8)
Theorem 2.2 implies the following result.
Theorem 2.4. Assume that W satisfies (2.8) and the condition
∞∑
n=1
n−1/2εn(W ) <∞.
Then there exists a constant K such that for any m there is a set of points
ξ = {ξ1, . . . , ξm} such that for all f ∈ W
er(f, ξ) =
∣∣∣∣∣‖f‖22 − 1m
m∑
j=1
f(ξj)2
∣∣∣∣∣ ≤ Km−1/2. (2.9)
In particular, if εn(W ) ≤ C1n−r, r > 1/2, then erm(W,L2) ≤ C(r, C1)m−1/2.
Corollary 2.2 implies the following result.
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Theorem 2.5. Assume that W satisfies (2.8) and the condition
εn(W ) ≤ C1n
−r, r ∈ (0, 1/2).
Then there exists a constant K such that for any m there is a set of points
ξ = {ξ1, . . . , ξm} such that for all f ∈ W
er(f, ξ) =
∣∣∣∣∣‖f‖22 − 1m
m∑
j=1
f(ξj)2
∣∣∣∣∣ ≤ Km−r. (2.10)
3 Smoothness classes
We begin with a very simple general observation on a connection between
norm discretization and numerical integration.
Quasi-algebra property. We say that a function classW has the quasi-
algebra property if there exists a constant a such that for any f, g ∈ W we
have fg/a ∈ W .
We now formulate a simple statement, which gives a connection between
numerical integration and discretization of the L2 norm.
Proposition 3.1. Suppose that a function class W has the quasi-algebra
property and for any f ∈ W we have for the complex conjugate function
f¯ ∈ W . Then for a cubature formula Λm(·, ξ) we have: for any f ∈ W
|‖f‖22 − Λm(|f |
2, ξ)| ≤ a sup
g∈W
∣∣∣∣
∫
Ω
gdµ− Λm(g, ξ)
∣∣∣∣ .
Obviously, an analog of Proposition 3.1 holds for the Lq norm in case q
is an even natural number. We formulate it as a remark.
Remark 3.1. Suppose that a function classW has the quasi-algebra property
and for any f ∈ W we have for the complex conjugate function f¯ ∈ W . Let
q be an even number. Then for a cubature formula Λm(·, ξ) we have: for any
f ∈ W
|‖f‖qq − Λm(|f |
q, ξ)| ≤ C(a, q) sup
g∈W
∣∣∣∣
∫
Ω
gdµ− Λm(g, ξ)
∣∣∣∣ .
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In this section we discuss some classical classes of smooth periodic func-
tions. We begin with a general scheme and then give two concrete examples.
Let F ∈ L1(Td) be such that Fˆ (k) 6= 0 for all k ∈ Zd, where
Fˆ (k) := F(F,k) := (2pi)−d
∫
Td
F (x)e−i(k,x)dx.
Consider the space
W F2 :=
{
f : f(x) = JF (ϕ)(x) := (2pi)
−d
∫
Td
F (x− y)ϕ(y)dy, ‖ϕ‖2 <∞
}
.
For f ∈ W F2 we have fˆ(k) = Fˆ (k)ϕˆ(k) and, therefore, our assumption
Fˆ (k) 6= 0 for all k ∈ Zd implies that function ϕ is uniquely defined by f .
Introduce a norm on W F2 by
‖f‖WF
2
:= ‖ϕ‖2, f = JF (ϕ).
For convenience, with a little abuse of notation we will use notation W F2 for
the unit ball of the space W F2 . We are interested in the following question.
Under what conditions on F the fact that f, g ∈ W F2 implies that fg ∈ W
F
2
and
‖fg‖WF
2
≤ C0‖f‖WF
2
‖g‖WF
2
?
In other words: Which properties of F guarantee that the class W F2 has the
quasi-algebra property? We give a simple sufficient condition.
Proposition 3.2. Suppose that for each n ∈ Zd we have∑
k∈Zd
|Fˆ (k)Fˆ (n− k)|2 ≤ C20 |Fˆ (n)|
2. (3.1)
Then, for any f, g ∈ W F2 we have fg ∈ W
F
2 and
‖fg‖WF
2
≤ C0‖f‖WF
2
‖g‖WF
2
.
Proof. Let f = JF (ϕ) and g = JF (ψ). Then
F(fg,n) =
∑
k∈Zd
fˆ(k)gˆ(n− k) =
∑
k∈Zd
Fˆ (k)ϕˆ(k)Fˆ (n− k)ψˆ(n− k).
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By Cauchy inequality
‖fg‖2WF
2
=
∑
n∈Zd
|F(fg,n)|2|Fˆ (n)|−2
≤
∑
n∈Zd
|Fˆ (n)|−2
(∑
k∈Zd
|ϕˆ(k)ψˆ(n− k)|2
)(∑
k∈Zd
|Fˆ (k)Fˆ (n− k)|2
)
≤ C20
∑
n∈Zd
∑
k∈Zd
|ϕˆ(k)|2|ψˆ(n− k)|2 ≤ C20‖f‖
2
WF
2
‖g‖2WF
2
.
This proves Proposition 3.2.
As an example consider the class Wr2 of functions with bounded mixed
derivative. By the definition Wr2 := W
Fr
2 with function Fr(x) defined as
follows. For a number k ∈ Z denote k∗ := max(|k|, 1). Then for r > 0 we
define Fr by its Fourier coefficients
Fˆr(k) =
d∏
j=1
(k∗j )
−r. (3.2)
Lemma 3.1. Function F = Fr with r > 1/2 satisfies condition (3.1) with
C0 = C(r, d).
Proof. Relation (3.2) implies that it is sufficient to prove Lemma 3.1 in case
d = 1. For n ∈ Z we have∑
k∈Z
(k∗)−2r((n− k)∗)−2r ≤
∑
k:|n−k|≥|n|/2
(k∗)−2r((|n|/2)∗)−2r
+
∑
k:|n−k|<|n|/2
((|n|/2)∗)−2r((n− k)∗)−2r ≤ C(r)(n∗)−2r.
Lemma 3.1 and Proposition 3.2 imply that the class Wr2 has the quasi-
algebra property. We now illustrate how a combination of Proposition 3.1
and known results on numerical integration gives results on discretization.
We discuss classes of periodic functions. We begin with the case of functions
of two variables. Let {bn}∞n=0, b0 = b1 = 1, bn = bn−1 + bn−2, n ≥ 2, – be the
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Fibonacci numbers. For the continuous functions of two variables which are
2pi-periodic in each variable we define cubature formulas
Φn(f) := b
−1
n
bn∑
µ=1
f
(
2piµ/bn, 2pi{µbn−1/bn}
)
,
which will be called the Fibonacci cubature formulas. In this definition {a}
is the fractional part of the number a. For a function class F denote
Φn(F) := sup
f∈F
|Φn(f)− fˆ(0)|.
The following result is known (see [16], p.275)
Φn(W
r
2) ≍ b
−r
n (log bn)
1/2, r > 1/2. (3.3)
Combining (3.3) with Proposition 3.1 we obtain the following discretiza-
tion result.
Theorem 3.1. Let d = 2, r > 1/2 and µ be the Lebesgue measure on [0, 2pi]2.
Then
erm(W
r
2, L2) ≤ C(r)m
−r(logm)1/2.
Using the Korobov cubature formulas (see [16], section 6.6, p.284) instead
of the Fibonacci cubature formulas one obtains the following discretization
result (see [16], p.287).
Theorem 3.2. Let r > 1 and µ be the Lebesgue measure on [0, 2pi]d. Then
erm(W
r
2, L2) ≤ C(r, d)m
−r(logm)r(d−1).
As a direct corollary of Proposition 3.1, Lemma 3.1 and known results
on optimal error bounds for numerical integration for classes Wr2 (see, for
instance, [16], section 6.7, p.289 and [5], Ch.8) we obtain the following theo-
rem.
Theorem 3.3. Let r > 1/2 and µ be the Lebesgue measure on [0, 2pi]d. Then
erom(W
r
2, L2) ≤ C(r, d)m
−r(logm)(d−1)/2.
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Consider the Korobov class Er. For r > 1 define a class of continuous
periodic functions
Er := {f : |fˆ(k)| ≤
d∏
j=1
(k∗j )
−r}.
Lemma 3.1 implies that there exists C0 = C(r, d) such that for any f, g ∈ Er
we have fg/C0 ∈ E
r. Thus, class Er has the quasi-algebra property. Using
the Korobov cubature formulas (see [16], section 6.6, p.284) we obtain the
following discretization result (see [16], p.286).
Theorem 3.4. Let r > 1 and µ be the Lebesgue measure on [0, 2pi]d. Then
erm(E
r, L2) ≤ C(r, d)m
−r(logm)r(d−1).
We introduce some notation, which we use here and in Section 4. Let Ω
be a compact subset of Rd and µ be a probability measure on Ω. Denote
Iµ(f) :=
∫
Ω
fdµ
and consider a cubature formula (ξ,Λ)
Λm(f, ξ) =
m∑
j=1
λjf(ξ
j).
For a function class W ⊂ C(Ω) consider the best error of numerical integra-
tion by cubature formulas with m knots:
κm(W ) := inf
(ξ,Λ)
sup
f∈W
|Iµ(f)− Λm(f, ξ)| .
The following result is known (see [6] and [1])
κm(E
r) ≤ C(r, d)m−r(logm)d−1. (3.4)
Therefore, Proposition 3.1 and inequality (3.4) imply the following theorem.
Theorem 3.5. Let r > 1 and µ be the Lebesgue measure on [0, 2pi]d. Then
erom(E
r, L2) ≤ C(r, d)m
−r(logm)d−1.
We discussed above the case of L2 norm. Clearly Remark 3.1 allows us
to obtain versions of the above theorems for Lq with even q.
Remark 3.2. The above Theorems 3.1 – 3.5 hold for the Lq norm with q
even instead of L2 norm with constants allowed to depend on q.
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4 Some lower bounds for the norm discretiza-
tion
In this section we show on the example of discretization of the L1 and L2
norms that the problem of discretization is a more difficult problem than
the problem of numerical integration. First, we discuss the lower bounds in
discretization of the L1 norm.
Theorem 4.1. Let V ⊂ C(Ω) be a Banach space and W := {f : ‖f‖V ≤ 1}
be its unit ball. Then for any m ∈ N we have
erom(W,L1) ≥ κm(W ).
Proof. We have for a given cubature formula (ξ,Λ)
sup
f∈W
|Iµ(f)− Λm(f, ξ)| =
∥∥∥∥∥Iµ −
m∑
j=1
λjδξj
∥∥∥∥∥
V ′
, (4.1)
where V ′ is a dual (conjugate) to V Banach space and δξj are the Dirac delta
functions. By the Nikol’skii duality theorem (see, for instance, [16], p.509)
we find
inf
Λ
∥∥∥∥∥Iµ −
m∑
j=1
λjδξj
∥∥∥∥∥
V ′
= sup
f∈W :f(ξj)=0,j=1,...,m
|Iµ(f)|. (4.2)
It follows from the definition of κm(W ) and from relations (4.1) and (4.2)
that for any ξ
sup
f∈W :f(ξj)=0,j=1,...,m
|Iµ(f)| ≥ κm(W ). (4.3)
Next, for f ∈ W such that f(ξj) = 0, j = 1, . . . , m, we get for any Λ
er(f, ξ,Λ, L1) = ‖f‖1 =
∫
Ω
|f |dµ ≥ |Iµ(f)|. (4.4)
Obviously, (4.4) and (4.3) imply the conclusion of Theorem 4.1.
We now proceed to the case of L2 norm. In this case it is convenient for
us to consider real functions. Assume that a class of real functionsW ⊂ C(Ω)
has the following extra property.
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Property A. For any f ∈ W we have f+ := (f + 1)/2 ∈ W and f− :=
(f − 1)/2 ∈ W .
In particular, this property is satisfied if W is a convex set containing
function 1.
Theorem 4.2. Suppose W ⊂ C(Ω) has Property A. Then for any m ∈ N we
have
erom(W,L2) ≥
1
2
κm(W ).
Proof. For any cubature formula (ξ,Λ) we have
er(f+, ξ,Λ)− er(f−, ξ,Λ) = Iµ(f)− Λm(f, ξ). (4.5)
Therefore, either |er(f+, ξ,Λ)| ≥ κm(W )/2 or |er(f−, ξ,Λ)| ≥ κm(W )/2.
Using Property A, we complete the proof.
It is known (see [16], p.264) that for µ being the Lebesgue measure on
[0, 2pi]d we have
κm(W
r
2) ≥ C(r, d)m
−r(logm)(d−1)/2. (4.6)
Inequality (4.6) and Theorem 4.2 imply the lower bound in Theorem 1.2 from
Introduction.
We now make a comment on discretization on classes Er defined above
at the end of Section 3. The following lower bound is known (see [12])
κm(E
r) ≥ C(r, d)m−r(logm)d−1. (4.7)
Inequality (4.7) and Theorem 4.2 imply the lower bound
erom(E
r, L2) ≥ C(r, d)m
−r(logm)d−1. (4.8)
Combining the lower bound (4.8) with Theorem 3.5 we obtain the following
result.
Theorem 4.3. Let r > 1 and µ be the Lebesgue measure on [0, 2pi]d. Then
erom(E
r, L2) ≍ m
−r(logm)d−1.
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We now make a remark on discretization of the Lq norm for q of the form
q = 2s, s ∈ N. Introduce one more property.
Property As. Let s ∈ N. For any k = 0, . . . , s−1 there exists a positive
constant ck such that for all f ∈ W we have f
+
k := ck(f
2k + 1) ∈ W and
f−k := ck(f
2k − 1) ∈ W .
The above Property A corresponds to Property As with s = 1 and c0 =
1/2. In particular, a real symmetric class W ⊂ C(Ω), which is convex, has
quasi-algebra property and 1 ∈ W , satisfies Property As.
Theorem 4.4. Let q = 2s, s ∈ N. Suppose W ⊂ C(Ω) has Property As.
Then for any m ∈ N we have
erom(W,Lq) ≥ c(s)κm(W ), c(s) = c0 · · · cs−1.
Proof. Note that for a real class W and for even q we have
erom(W,Lq) = κm((W )
q), (W )q := {f q : f ∈ W}. (4.9)
Using our assumptions on W we obtain that there is a cs−1 > 0 such that for
f ∈ W we have cs−1(f q/2 + 1) ∈ W and cs−1(f q/2 − 1) ∈ W . It is clear that
repeating the argument of Theorem 4.2 we obtain the following inequality
erom(W,Lq) ≥ cs−1er
o
m(W,Lq/2). (4.10)
This inequality combined with Theorem 4.2 completes the proof.
We note that an analog of Theorem 4.4 holds for all even integers q.
Theorem 4.5. Let q = 2n, n ∈ N. Suppose a real symmetric classW ⊂ C(Ω)
is convex, has quasi-algebra property and 1 ∈ W . Then for any m ∈ N we
have
erom(W,Lq) ≥ c(a, n)κm(W ), c(a, n) > 0.
Proof. Using our assumptions on W we obtain that for any polynomial P
there exists c(a, P ) > 0 such that for any f ∈ W we have c(a, P )P (f) ∈ W .
Also observe that the operation P (f + 1) − P (f) eliminates the term fk
with the highest degree k. Using these facts, arguing in the same way as
in the proofs of Theorems 4.2 and 4.4, we estimate κm(W ) from above by
C(a, n)erom(W,Lq).
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Combining Theorem 4.5 with Remark 3.1 and using known results on nu-
merical integration of classes Wr2 and E
r cited above we obtain the following
two theorems.
Theorem 4.6. Let r > 1/2 and µ be the Lebesgue measure on [0, 2pi]d. Then
for q = 2n, n ∈ N, we have
erom(W
r
2, Lq) ≍ m
−r(logm)(d−1)/2.
Theorem 4.7. Let r > 1 and µ be the Lebesgue measure on [0, 2pi]d. Then
for q = 2n, n ∈ N, we have
erom(E
r, Lq) ≍ m
−r(logm)d−1.
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