Pulsars have been invoked to explain the origin of recently observed high-energy Galactic cosmicray positrons. Since the positron propagation distance decreases with energy, the number of pulsars that can contribute to the observed positrons decreases from O(10 3 ) for positron energies E 10 GeV to only a few for E 500 GeV. Thus, if pulsars explain these positrons, the positron energy spectrum should become increasingly bumpy at higher energies. Here we present a power-spectrum analysis that can be applied to seek such spectral features in the energy spectrum for cosmic-ray positrons and for the energy spectrum of the combined electron/positron flux. We account for uncertainties in the pulsar distribution by generating hundreds of simulated spectra from pulsar distributions consistent with current observational constraints. Although the current AMS-02 data do not exhibit evidence for spectral features, we find that such features would be detectable at the 2σ lavel in 10% of our simulations, with 20 years of AMS-02 data or three years of DAMPE measurements on the electron-plus-positron flux.
Cosmic-ray (CR) antimatter provides a probe of new phenomena at high energies. Most antimatter CRs are produced via inelastic collisions of regular high energy CR nuclei with the interstellar medium(ISM) gas. The resulting stable particles from these interactions are referred to as CR secondaries, and the observed fluxes are well described by models [1] [2] [3] [4] [5] [6] [7] [8] . However, the CR positron flux, and energy spectrum of the positron fraction e + /(e + + e − ), is under-predicted above 10GeV by these models. Since energy losses from synchrotron emission and inverse Compton scattering are much more important for e ± than nuclei, this discrepancy in the highenergy positron flux is expected to be local; associated with the propagation of CRs in the local ∼kpc 3 volume [9] or with characteristics of CR e ± sources in the same volume. These sources could be local supernova remnants (SNRs) [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , local pulsars [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] or particle dark matter (DM) [30, [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] .
A number of observations suggest that SNRs are the primary source of Galactic CR nuclei with energies up to O(100)TeV. Yet, SNRs can explain the positron fraction only if the metallicities of environments of recent SNRs within kpc are different from those averaged within 10kpc [16, 17, 50, 51] . DM explanations for the CR positron excess are constrained by cosmic-microwavebackground data [52] [53] [54] [55] [56] [57] and γ-rays [58] [59] [60] , but parts of the parameter space are still available. Pulsars are a natural source of hard CR e ± injection into the ISM. However, at the highest observed energies, > ∼ 500GeV, only a few very local sources, including Geminga, Monogem, and Vela, would dominate the CR flux. With recent observations from HAWC [61, 62] and Milagro [63] of > ∼ 10TeV γ-ray halos at O(10)pc around Geminga and Monogem, we now have strong indications that CR e ± exit the surrounding pulsar wind nebulae (PWNe) [64] , with additional implications for both pulsar searches [65] and the TeV emission observed by HESS [66] towards the Galactic center [67] .
Pulsars are born in the Milky Way at a rate of 1 per century [68] [69] [70] [71] [72] . Thus only one new pulsar every
10
3 years is born within 4-kpc distance that 10GeV positrons can travel. Moreover, since the energy-loss timescale is ∼ 10Myr for E GeV positrons, no more than ∼ 10 4 pulsars can contribute positrons with energies above a few GeV. Above 100GeV the equivalent distance drops to 2 kpc and the maximum age to 2Myr, and above 500GeV to 1kpc and 400kyr. Thus, as we go to higher energies, the number of candidate pulsar sources decreases. Given the rough maximum e ± energy E max ∼ 100 GeV(R/2 kpc) −2 from a pulsar at a distance R, the discreteness of the source population shows up as spectral features in the CR spectra [26, 28] . This is illustrated schematically in Fig. 1 . These, moreover, cannot be mimicked by DM (even if there are multiple DM particles) [46, 73] .
The red-curve in Fig. 1 illustriates the type of spectral features nduced by discreteness of the source population. Shown is the positron-fraction for a simulation of pulsars born within 4kpc from the Sun at a rate of 1kyr −1 . The amplitude of the wiggles increases as the number of contributing sources decreases. We show for comparison the prediction from an example DM model (green-line) from [30] typical of [38, 39, 47, 74] . Both the DM and pulsar models give good fits to the AMS-02 measurement. Even with 20 years of data, given the combined statistical and systematic errors [75] , AMS-02 will not distinguish the DM model from the smoothed version of the red curve. The red curve may, however, be distinguished through the presence of the wiggles.
In this Letter, we suggest a power-spectrum technique to search for wiggles in the positron energy spectrum induced by discreteness of the source population. We perform 900 simulations of the Milky Way pulsar population accounting for the astrophysical uncertainties in this population. We then evaluate the prospects to detect, with this power-spectrum analysis, pulsar-induced wiggles. While current data are unlikely to have sufficient sensitivity, we find that the prospects to detect wiggles with forthcoming data are good enough to warrant a careful analysis. [75] and two examples of models that fit it well. The red line is from the contribution of many Milky Way pulsars, while the green line is from a sample DM model. The DM spectrum is genuinely smooth, while the pulsar spectrum shows evidence of contributions from individual sources at high energies. The curves labeled P1, P2 and P3, illustrate schematically the contribution from individual pulsars, at distances of 0.66, 0.97 and 1.7 kpc and ages of 240, 430 and 740 kyrs, respectively. The dotted line shows the contribution from pulsars with ages ≤150kyrs. We include a measurement of each model after 20yr with AMS-02. We would not be able to separate them through a fit to the spectrum. We include the AMS-Collaboration parametrization [75] .
Data:
We use published AMS-02 data [75] that stem from 2.5 years of measurements from 5 GeV and up to 500 GeV. We also simulate for 20 yr assuming the same energy bins and percentage systematic errors. We also project three years of spectral measurements of the combined e ± flux, up to 1 TeV, by DAMPE. In this letter we work with binned data, but note that there may be benefits, in a realistic analysis, to working with the raw data; especially if the bin widths exceed the instrumental resolution.
Pulsar-population uncertainties: The pulsars contribution to the local CR spectra, has several uncertainties. There are uncertainties on the neutron-star distribution in the Milky Way [70, 71, 76] and their birth rate [68] [69] [70] [71] [72] . For the spatial distribution we follow Ref. [71] , which relied on data from Ref. [77] , and take a birth rate of 1/century. Details may be found in Appendix A. There are also uncertainties regarding the neutron stars' initial spin-down powerĖ 0 , braking index κ, and spin-down timescale τ 0 , that all relate to the time t-dependence of the spin-down power,
We assume thatĖ 0 follows a distribution f (Ė 0 ), which we vary, in addition to varying κ and τ 0 , ensuring that no pulsar has a spin-down power higher than the recorded ones [78, 79] , with details found in Appendix B.
Only a small fraction η, of the spin-down power can go to injected CR e ± into the ISM. The CR e ± before entering the ISM may be accelerated by the surrounding PWN and for younger pulsars the SNR shock front further out; this leads to significant uncertainties in the CR injection spectra. For each pulsar we assume a unique η and energy spectrum dN dE e ± ∝ E −n Exp{−E/E cut }, where η and n are described by equivalent distributions (i.e. no two pulsars in our simulations have identical η or n). We test different variations on these distributions (details found in Appendix C). Finally as CR e ± enter the ISM, they must propagate to the Earth where they are observed. There are uncertainties regarding the CR diffusion, energy-losses and the impact of the time-evolving Heliosphere. We have different assumptions to model the propagation through the ISM, using [26, 80] , while we account for the uncertainties of the propagation inside the Heliosphere (i.e. Solar Modulation [81] ) by marginalizing over them following [80] and [50] . For the time-evolution of the heliospheric magnetic field we use information from Ref. [82, 83] (relevant details in Appendix D).
Given a spatial distribution and pulsar birth rate, a distribution f (Ė 0 ), choices for κ and τ 0 , distributions on the fraction of spin-down power that goes into ISM CR e ± g(η), distribution h(n) on the injection index n, and choice of ISM propagation models, we generate a population of Milky Way pulsars that are within 4 kpc. To understand the impact of these uncertainties on the prospects to detect fluctuations in the positron energy spectrum, we produce 900 astrophysical realizations. Each one has a unique combination of the above ingredients while still consistent with pulsar population studies [70] and data on CR propagation in the ISM and the Heliosphere [84] .
Technique: We fit the pulsar contribution to the AMS-02 positron-fraction (containing 51 data points between 5 and 500 GeV)
1 by allowing for an additional normalization on the e ± pulsar flux and by marginalizing over the uncertainties of primary and secondary CRs and Solar Modulation (leading to five fitting parameters). That alone constrains a significant fraction of the pulsar astrophysical realizations, if they are to explain the positron fraction. We leave that discussion for subsequent work [85] . Of the 900 pulsar astrophysical realizations, only 172 fit the positron fraction within 3σ from a prediction of 1 per degree of freedom i.e. with a total χ 2 ≤ 64.2 for 51-5=46 d.o.f. . For the remainder of this analysis, we use those pulsar astrophysical realizations, one of which is shown in Fig. 1 . Our results are not sensitive to the exact threshold that we place on the χ 2 of the fit. 1 In principle, the analysis may be done with the positron flux instead, since in the positron fraction, the fluctuation amplitude is suppressed given the fluctuations in the electron spectrum. Still, (a) most electrons in the relevant energy range are not from pulsars, so the suppression is small; (b) most publicly available current results are provided in terms of the positron fraction; and (c) some systematic effects that might introduce artificial fluctuations may be canceled out by working with the positron fraction.
For each of the remaining 172 pulsar astrophysical realizations, we generate 10 observational realizations (i.e. add noise following the binning and errors of Ref. [75] ); this can generate artificial fluctuations that mask the wiggles we seek. We then subtract from each observational realization the smoothed spectrum and evaluate the power-spectral density (PSD) of the residual spectrum. Since we do not know the true underlying astrophysical spectrum, we calculate for each realization the smoothed spectrum by convolving with a gaussian whose width increases with energy. This removes power in large scales in energy (low modes in the power spectrum) including contributions from instrument systematics as misestimates of the instrument efficiency or CR contamination. Yet, systematic artifacts in a small number of energy bins could still induce smaller-scale fluctuations that we seek.
To evaluate the PSD on the residual positron spectrum, we take the "time" parameter to be ln(E/GeV) which we assume to be measured in equal intervals. This is to a very good approximation true in the energy range 5-150 GeV, with higher energies having energy bins at larger separations. In our calculations we assume a logarithmic energy binning of ln(E i /GeV) ≡ x i = x 0 + a · i, with x 0 = 1.6571 (5.24 GeV) and a = 0.063. When comparing to current data, we go up to i = 59 (215 GeV) while in our 20-year forecast we go up to i = 65 (315 GeV). We calculate the PSDs for each of the 172×10 observational realizations. Given the noise, there is scatter on the PSDs of the 10 observational realizations coming from the same underlying astrophysical realization.
To model the effect of observational scatter on the PSD, we use the AMS-02 smooth parametrization that fits well the data after 2.5 years and then produce 200 observational realizations of it. We then calculate the 200 PSDs on the residual. Those 200 observational realizations of the AMS-02 smooth parametrization provide the scatter on the PSD due to noise. For every one of the 60 (66) modes for the current (20 yr) data, we rank the 200 coefficients. We do not expect any correlations between modes. We use the 68% ranges to derive the 1σ error-bars per mode. We then determine a χ 2 fit on each of the PSDs. Among the 200 observational realizations of the AMS-02 smooth parametrization there is a median in terms of its χ 2 and 68%, 95% and 99% ranges. We use these ranges to compare the PSDs from physical models (pulsars or DM) and the PSD from noise. These ranges provide a measure of the scatter due to noise and whether pulsars can give a PSD signal above the noise.
Results: In the left panel of Fig. 2 we show the PSD of the measured AMS-02 positron fraction from the AMS-02 smooth parametrization (black line). The PSD of the noise realization with the median fit is given by the blue line. We also show the PSDs for the pulsar astrophysical realization and the DM model of Fig. 1 adding noise (red and green lines, respectively). As seen there, pulsars produce small-scale (small in ln(E/GeV)) variations that lead to extra power in the PSD at high modes TABLE I. The potential to observe power from small-scale features to the residual positron fraction (for AMS-02 ) or e + + e − flux (for DAMPE ). We give the relevant energy range to be used, the # of modes (± 1/2 the number of logarithmically spaced E-bins). " %exc. f." gives the % of realizations that fall outside the 95%, 99% and 99.7% noise ranges.
(large f = 1/ln(E/GeV)). The exact DM phenomenology (i.e mass annihilation/decay channel) can only affect the lower modes. DM models with one very evident and sharp spectral feature that could add some power are already excluded in Ref. [86, 87] . The difference between the red and the green PSDs on the residual positron fraction is what we are interested in. With 20 years of data the situation improves, as shown in the right panel of Fig. 2 , for a 10% chance to see these fluctuations if pulsars are responsible for high-energy CR positrons.
In Fig. 3 we show for all 172 pulsar astrophysical realizations and for each of the 10 observational realizations the PSD χ 2 -distribution (red diamonds along yaxis). Each pulsar astrophysical realization is in a different position on the x-axis; ranked starting with the model that fits best the positron fraction spectrum. Our calculation of the fit of the observed AMS-02 PSD on the residual positron fraction is given by the black line. All diamonds, and the black line are to be compared to the three blue bands that represent the 68%, 95% and 99.7% ranges of the noise. We find that with current data 1.5% (12.5%) of the 172×10 observation realizations lie outside the 99.7% (95%) band (left panel of Figure 3 ). This information is also given in Table I . Since we have ranked our astrophysical realization models on the x-axis by their fit to the positron fraction, Fig. 3 also shows that there is no clear correlation between models that provide a poor fit to the smoothed energy spectrum and models that provide a poor fit to the power-spectrum. Also since the data PSD sits well within the 68% band of the noise, there is no indication yet that there is a deviation from a smooth spectrum; however, this null result cannot yet distinguish between different scenarios.
After 20 years of observations, and using information on the positron spectrum up to 315 GeV, the situation becomes more promising. Then, about 2.5% (10%) of the observational realizations sit within the 99.7% (95%) noise bands, as shown in the right panel of Fig. 3 and in Table I , with further details found in Appendix E.
DAMPE [88, 89] and CALET [90, 91] are now measuring the total CR e + + e − flux up to several TeV. We forecast the prospects to probe a PSD signal from pulsars to higher energies where fewer pulsars contribute to the signal. Using the expected flux measurement between 25 and 640 GeV we find that 38 logarithmically equally spaced energy bins provides us with a good sensitivity to Since pulsars have spectral features (shown in Fig. 1) , there is more power at the high modes of the PSD compared to the smooth DM realization. Right: Same after 20 yr of AMS-02 observations. The red line is calculated from one pulsar realization that is among the ∼10% of all our observation realizations, which give a signal in the PSD detectable at ≥ 2σ. the presence of features.
2 Of the 172 pulsars realizations, 53 include at least one pulsar that has similar power, age and distance as Geminga (PSR B0633+17) and one with similar properties for Monogem (PSR B0656+14). We use that subset, since these pulsars are relevant for that range of energies but not for the energy ranges used for the AMS-02 data. Our findings are given in Table I suggesting that indeed going to higher energies is necessary.
Discussion and Conclusions: In this Letter, we have proposed a power-spectrum analysis to identify wiggles in the positron energy spectrum that may arise from discreteness in the pulsar source population, in the event that pulsars are responsible for high-energy CR positrons. Our basic conclusions are that although such wiggles are likely too small to be detectable with current data, the prospects to see such wiggles with forthcoming data warrant the effort such an analysis would entail.
2 Any further optimizations should be left to the collaborations.
Our estimates of the detectability of the signal rely on a variety of uncertain ingredients in the modeling of the pulsar-population. To obtain some indication of these uncertainties, we constructed 900 simulated pulsarpopulation realizations each obtained with different assumptions about the neutron-star distribution, spindown power characteristics and time-evolution, the injected CR e ± spectra, and propagation through the ISM and the heliosphere, but requiring consistency with all observational constraints in each simulation used in the analysis. Thus, while our forecast of a ∼10% chance to detect these wiggles is uncertain, it is, we believe, based on realistic models. The takeaway message is therefore that the possibility to see something in a PSD analysis is significant enough to warrant a search. It is not, however, certain enough to ascribe any strong conclusions to a null result. With better understanding of the astrophysics in the next decade, the forecast may become more, or less optimistic, but almost certainly more robust. This analysis can be repeated for SNR sources.
The predictions of wiggles are statistical only. We as-cribe significance to the presence of wiggles, but we do not make predictions about specific features at specific energies 3 . We also do not ascribe the signal to any specific pulsar (e.g., Geminga or Monogem), although our models are required to have pulsar-populations consistent with the existence of these pulsars. Also, we emphasize that we simply estimate the sensitivity of current measurements to a power-spectrum-based wiggle search. We do hope, however, that this work motivates collaborations like AMS-02 and at higher energies DAMPE and CALET to perform their own PSD analysis with their data.
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Ref. [71] suggests that pulsars are born in the Milky Way at a rate of 1.4 ± 0.2 pulsars per century [71] , although one finds a wider range of estimates in other work [68] [69] [70] 72] . For simplicity we assume a pulsar birth rate of one per century.
The spatial distribution of pulsars in the Galaxy has been investigated in Ref. [70, 71, 76] relying on data from the Parkes multi-beam pulsar survey at 1.4 GHz [77] . Our radial distribution of pulsars is based on the best-fit parameters of Ref. [71] , given by an empirical expression for the pulsar surface (column) density in the Galaxy,
where R is the Galactocentric radius and R = 8.5 kpc is the distance of the Sun from Galactic center (GC). We use the values B = 1.9 and C = 5.0 given therein, normalizing A such that we obtain our assumed birth rate. Our spatial simulations are consistent with Ref. [76] as shown in Fig. 4 . Using Eq. (A1), we are lead to the following probability distribution function for the radial distance of a pulsar from GC,
where Γ(x) is a Gamma function. We utilize a Laplace z-distribution with a characteristic scale of 50 pc as done in Ref. [70] and a flat angular distribution and simulate the pulsars within 4 kpc of the Sun. at (0, 0) . The magenta dots were simulated using the empirical pulsar radial distribution curve presented in Ref. [76] . The blue dots were simulated using the best-fit pulsar radial distribution curve given in Ref. [71] . Both produce very similar results. The number of pulsars in both simulations were normalized such that one per century is born in the Galaxy, showing pulsars up to 10 Myr in age.
Appendix B: The Neutron Stars Spin-Down Distribution Properties
Pulsar spin-down powersĖ are calculated using their ages and,Ė (t) =Ė 0 1 + t τ 0
The spin-down timescale τ 0 and the braking index κ are varied per set of simulations. We letĖ 0 = 10 x ergs/s with x = x cutoff − y and where y is taken from a lognormal distribution. The log-normal distribution is generated using the parameters y µ and y σ , which are the mean and standard deviation of the underlying Gaussian distribution. We consider four different values of y σ = [0.25, 0.36, 0.5, 0.75]. Values of x cutoff and y µ are then chosen such that the distributions of observed pulse periods and surface magnetic fields of simulated pulsars are consistent with results presented in Fig. 6 of Ref. [70] .
Finally, to ensure that we do not produce pulsars more luminous than the ones recorded in the ATNF catalog [78, 79] , we only consider values of x < x max = 38.7. In Table II we give all the spin-down power distribution properties for our pulsar simulations. [76] , while all others are on reference assumption of Ref. [71] .
Appendix C: The Acceleration of CR electrons and positrons from Pulsars and Injection into the ISM Electrons get accelerated inside the magnetosphere, produce ICS γ-rays, which in turn in the presence of strong magnetic fields pair produce e ± . These e ± get further accelerated inside the magnetosphere. In addition, electrons and positrons will then propagate outwards losing energy during adiabatic E-losses, but can also be accelerated in the termination shock of the pulsar(also of the SNR) and the ISM. There is also evidence for γ-rays towards Geminga and Monogem [61] [62] [63] , suggesting the presence of CR e ± at 100 TeV in energy, losing a significant fraction of their energy within 10pc. Since the spin-down power drops with a time-scale of τ 0 < ∼ 10 4 yrs, about half of the rotational energy will be lost before the SNR shock front stops being an efficient accelerator and well before the PWN stops having an effect on these CRs. Given that the time for CR e ± to propagate to Earth is an order of magnitude larger than τ 0 we can consider their injection to the ISM instantaneous (see Ref. [26] for further details). In this work we are agnostic about the fraction η of the spin-down power that goes into injected e ± . We assume a log-normal distribution for the η parameter,
and take three different choices for µ and σ. These lead to three different choices for the combination of mean efficiency η,η = 1 + Exp µ + with a range of 2 × 10 −3 − 2 × 10 −1 . For the injection CR e ± spectra we assume,
with n following a flat distribution g(n) either in a narrow range of n [1.6, 1.7] or in a wider range of n [1.4, 1.9]. The upper cutoff E cut does not affect our fits to the observations, since the highest-energy CR e ± quickly lose their energy before reaching us; we set it to E cut = 10 TeV.
