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Resumen
El cerebro es un sistema dina´mico cuyas variables de estado codifican la infor-
macio´n sobre el mundo exterior. Entender co´mo las neuronas procesan e integran
las sen˜ales de entrada requiere entender sus acciones cooperativas, en vez de des-
cribir u´nicamente su actividad como elementos individuales. No obstante, construir
una aproximacio´n apropiada de la actividad colectiva en la corteza cerebral resulta
una tarea dif´ıcil. En particular, se han propuesto modelos de ma´xima entrop´ıa pa-
ra investigar correlaciones entre pares en poblaciones de neuronas, que han logrado
describir efectivamente la actividad de ciertas regiones como la retina. Sin embargo,
desviaciones de este modelo indican que las correlaciones de alto orden tienen que
ser tenidas en cuenta para lograr un modelado realista en general. En esta Tesis,
abordamos esta problema´tica a partir de dos enfoques particulares.
En una primera parte, presentamos un estudio basado en la descomposicio´n de la
informacio´n transmitida por una poblacio´n pequen˜a de neuronas. En el cap´ıtulo 3,
elaboramos una extensio´n de la expansio´n en series para ventanas temporales cortas
en el marco previo, para estudiar las contribuciones de los tripletes a la codificacio´n
del est´ımulo. Luego, en el cap´ıtulo 4, introducimos los estimadores apropiados para
el enfoque desarrollado.
En segunda instancia, profundizamos un modelo poblacional sencillo mediante
la introduccio´n de correlaciones de alto orden. En el cap´ıtulo 5, presentamos esta
extensio´n obteniendo anal´ıticamente la distribucio´n conjunta de disparos poblacional
asinto´tica en este contexto. Luego, en el cap´ıtulo 6, estudiamos co´mo se relacionan
las estad´ısticas de las sen˜ales de entrada comunes al conjunto de neuronas con las
de sus patrones de disparo. Finalmente, en el cap´ıtulo 7, evaluamos este modelo
funcionalmente a medida que consideramos grupos neuronales de distinto taman˜o.
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Cap´ıtulo 1
Introduccio´n
Nuestro entendimiento de co´mo el mundo sensorial es representado por la acti-
vidad ele´ctrica de los nervios sensoriales se encuentra limitada, en un principio, por
nuestra capacidad para registrar esta actividad. Gran parte de lo que conocemos hoy
en d´ıa como el problema de la codificacio´n neuronal fue establecido en aproximada-
mente una de´cada por Adrian y colaboradores a principios del siglo XX. Los primeros
trabajos cla´sicos de Adrian esta´n contenidos principalmente en una serie de publi-
caciones en el an˜o 1926, dos de ellos junto con Zotterman [1–3]. Estos experimentos
establecieron tres hechos fundamentales. Primero, se mostro´ que las neuronas senso-
riales individuales producen potenciales de accio´n estereotipados. Estas respuestas,
tambie´n conocidas como espigas, son ondas de descargas elctricas que viajan a lo
largo de la membrana celular modificando las distribuciones de carga elctrica de las
mismas. Esto significa que las neuronas individuales so´lo pueden transmitir infor-
macio´n en el cerebro a trave´s del tiempo relativo de llegada o el nu´mero de estas
espigas. Segundo, Adrian observo´ que en respuesta a un est´ımulo esta´tico, en su caso
la carga continua en un receptor de estiramiento de los mu´sculos de una rana, la
tasa de disparos de estos potenciales de accio´n incrementa a medida que el est´ımulo
se vuelve mayor. Por ende, la intensidad del est´ımulo es la frecuencia de estos dis-
paros. El tercer descubrimiento fue que si el est´ımulo esta´tico es continuado por un
tiempo prolongado, la tasa de disparos comienza a disminuir, propiedad conocida
como adaptacio´n. Adrian sugirio´ que este feno´meno fisiolo´gico se corresponde con el
feno´meno perceptual en donde perdemos gradualmente la conciencia de los est´ımu-
12
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los constantes. En resumen, estos primeros experimentos establecieron el paradigma
de la neurona (o circuitos neuronales) como elemento capaz de “computar” sen˜ales
externas.
Caracterizar la relacio´n que existe entre el est´ımulo y la respuesta al mismo es
dif´ıcil, debido a que las sen˜ales neuronales son complejas y variables. Las neuro-
nas responden produciendo secuencias de disparos que reflejan tanto la dina´mica
intr´ınseca de la neurona como las caracter´ısticas temporales del est´ımulo. De la serie
temporal producida puede ser importante la cantidad de potenciales de accio´n en un
cierto tiempo, el tiempo preciso de los mismos o cua´nto se relacionan las respuestas
de neuronas distintas, entre otros. De esta forma, es posible definir co´digos de con-
teo de espigas, co´digos temporales o co´digos de correlacio´n. Un co´digo de disparos
independientes corresponder´ıa al caso en donde la generacio´n de cada potencial de
accio´n es independiente de todas las otras espigas de la secuencia. En contraste, si
cada disparo no codifica independientemente del resto, llamamos al co´digo corre-
lacionado, debido a que estos eventos simulta´neos entre espigas pueden transmitir
informacio´n adicional. Es necesario aclarar que con correlacio´n nos referimos a la
actividad conjunta sistema´tica entre grupos de neuronas.
En realidad, la informacio´n es probablemente transmitida tanto por disparos
individuales como a trave´s de correlaciones, y una l´ınea divisoria arbitraria debe
ser trazada para caracterizar el co´digo. Aislar las propiedades de la respuesta que
codifican cambios en el est´ımulo puede resultar dificultoso, especialmente si la escala
temporal para estos cambios es del mismo orden que el intervalo promedio entre
potenciales de accio´n. Adema´s, las respuestas neuronales pueden variar de prueba
en prueba, incluso au´n cuando el mismo est´ımulo es presentado repetidas veces.
Existen muchas razones posibles que expliquen esta variabilidad, incluyendo niveles
variables de excitacio´n, una aleatoriedad asociada con diversos procesos biof´ısicos
que afectan el disparo de las neuronas, y los efectos de otros procesos cognitivos
que ocurren durante el ensayo experimental. La complejidad y la variabilidad de
las secuencias de los potenciales de accio´n, entre ensayo y ensayo, provocan que sea
poco probable la descripcio´n y prediccio´n determin´ıstica del momento preciso de cada
disparo. Por tal razo´n, se busca una representacio´n probabil´ıstica de la respuesta. Es
decir, poder obtener las probabilidades de la generacio´n de distintas secuencias de
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disparos frente ante est´ımulos espec´ıficos. T´ıpicamente, muchas neuronas responden
a un dado est´ımulo, y las caracter´ısticas de dicho est´ımulo son entonces codificadas
por las actividades de grandes poblaciones de neuronas. Al estudiar la codificacio´n
de poblaciones, se deben examinar no so´lo los patrones de disparo individuales de
cada neurona, sino tambie´n las relaciones que existen entre estos patrones de disparo
a lo largo de toda la poblacio´n de ce´lulas que generan una respuesta al est´ımulo.
1.1. Hacia una descripcio´n teo´rica del co´digo neu-
ronal
A partir de estos y siguientes experimentos, el intere´s por comprender co´mo el
cerebro representa y procesa la informacio´n ha generado mu´ltiples esfuerzos. Sin em-
bargo, la definicio´n de que´ significa la comprensio´n del co´digo neuronal en una regio´n
del sistema nervioso o co´mo cuantificamos la nocio´n de que una neurona transmite
informacio´n sobre el entorno a trave´s de una serie de potenciales de accio´n resulta
central. Por lo tanto, requiere de enfoques interdisciplinarios que participan en dis-
tintos niveles de estudio: desde el nivel molecular hasta el nivel celular (neuronas
individuales), al nivel de conjuntos reducidos (redes de pequen˜o mundo) de neuronas
(como por ejemplo las columnas corticales), o a escala de grandes subsistemas como
el de la percepcio´n visual, que incluye regiones de la corteza cerebral, el cerebelo y
el sistema nervioso como un conjunto. Y a su vez, la complejidad inherente al objeto
de estudio fomenta el establecimiento de formulaciones matema´ticas precisas y del
desarrollo de modelos cuantitativos. Los enfoques teo´ricos en el campo de las neuro-
ciencias han ayudado a proponer nuevas ideas y medios para futuras investigaciones
[4, 5]. El principal rol de un teo´rico es el de formular y explorar modelos, evaluarlos
y luego validarlos o rechazarlos y postular nuevas hipo´tesis para ser verificadas por
experimentales. Una ventaja importante de la neurocencia teo´rica es la velocidad y
eficiencia con la cual los modelos pueden ser analizados y evaluados. Las te´cnicas
disponibles para poder llevar a cabo ana´lisis matema´ticos y computacionales son
ra´pidas en comparacio´n al tiempo de realizacio´n de los experimentos.
Para poder entender el co´mputo realizado por la neurona o el circuito neuronal,
los teo´ricos formulan una descripcio´n matema´tica de la relacio´n entre la respuesta
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neuronal del sistema considerado y el est´ımulo que evoco´ dicha respuesta. Esto lleva
a que los modelos sean precisos, aunque frecuentemente abstractos. Un ejemplo es la
teor´ıa de la informacio´n [6, 7], la cual ha demostrado ser muy exitosa para estudiar
las propiedades del procesamiento sensorial de las neuronas. Este marco teo´rico uti-
liza promedios de disparos y covarianzas para cuantificar la informacio´n codificada
por los potenciales de accio´n. Originalmente, el formalismo de la teor´ıa de la infor-
macio´n fue desarrollado por Shannon a fines de la de´cada de 1940 para cuantificar la
habilidad de un esquema de codificacio´n o un canal de comunicacio´n para transmitir
informacio´n. Posteriormente, su potencial para el estudio de datos experimentales en
neurociencia fue introducido por Werner y Mountcastle [8], y el uso de esta aproxi-
macio´n ha avanzado considerablemente durante los u´ltimos an˜os. El entendimiento
de los principios que puedan llevar al procesamiento de la informacio´n sensorial fue
ampliamente beneficiado por el uso de la teor´ıa de la informacio´n. Este me´todo pue-
de ser extendido a trave´s de la separacio´n de la informacio´n total en componentes
individuales que reflejan los diferentes aspectos de la actividad neuronal (es decir, las
correlaciones entre neuronas, las tasas de disparo, entre otros [9–13]), permitiendo
entender exactamente co´mo las neuronas procesan informacio´n sensorial.
No obstante, u´nicamente extraer informacio´n de un experimento es una visio´n
limitada de las posibilidades de los estudios teo´ricos. Construir modelos que repro-
duzcan evidencias biolo´gicas, tales como patrones de actividad de poblaciones de
neuronas, ha sido la principal contribucio´n que las ciencias duras han otorgado al
campo [4, 5]. Un buen modelo teo´rico corresponde a aquel capaz de identificar el
conjunto mı´nino de caracter´ısticas necesarias para comprender un feno´meno en par-
ticular encontrado en un sistema biolo´gico. Con un nu´mero de suposiciones mayor
al necesario para una descripcio´n minimal, los modelos se tornan muy complejos
para ser analizados y evaluados. Sin embargo, un modelo apropiado deber´ıa ser lo
suficientemente flexible tal que sus caracter´ısticas puedan ser revisadas y reemplaza-
das por otras, en el caso que sea necesario. Realizar simplificaciones considerables al
desarrollar modelos esta´ justificado siempre y cuando estos generen mensajes claros
y puedan capturar los feno´menos relevantes del sistema.
Particularmente, construir modelos en neurociencia resulta dif´ıcil a causa de di-
versas razones [14]. Entre ellas, se encuentran principalmente el hecho de que los sis-
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temas biolo´gicos esta´n compuestos por un gran nu´mero de elementos [15], que dichos
elementos t´ıpicamente interactu´an entre ellos y, finalmente, que se deban comparar
con un nu´mero acotado de muestras debido a las limitaciones tecnolo´gicas en la ad-
quisicio´n de datos. Por ejemplo, actualmente es posible registrar simulta´neamente la
actividad de so´lo alrededor de cien neuronas y avances tecnolo´gicos modernos permi-
tira´n prontamente el registro de miles e incluso decenas de miles de neuronas [16], de
las aproximadamente cien billones que constituyen el cerebro humano. Al considerar
una representacio´n binaria de la actividad de las neuronas, es decir solamente dos
estados son posibles, es necesario estimar 2N patrones de actividad, donde N es el
nu´mero de ce´lulas. Por esta razo´n, las cantidades que describen a un sistema se deben
calcular a partir de pequen˜os conjuntos. A pesar de este hecho, trabajos recientes
[17, 18] han sugerido que descripciones precisas en un marco probabil´ıstico de estos
sistemas pueden ser logradas sin tener que analizar todas las posibles configuraciones
del mismo. Estos modelos ba´sicos ofrecen potencialmente una simplificacio´n funda-
mental, pero es necesario debatir si estas consideraciones en subsistemas de menor
taman˜o pueden ser extrapoladas correctamente a sistemas de mayor dimensio´n.
1.2. Los modelos minimales
Considerar la menor cantidad de suposiciones, es decir formular modelos sin in-
corporar conocimientos adicionales a los que surgen de los datos experimentales, nos
lleva a los modelos de ma´xima extrop´ıa. En meca´nica estad´ıstica, el principio de
ma´xima entrop´ıa [19, 20] establece que la distribucio´n de probabilidad menos ses-
gada que se le puede atribuir a un sistema estad´ıstico es aquella que maximiza la
entrop´ıa, o la desinformacio´n, dadas ciertas condiciones fijas. En otras palabras, en
alguna situacio´n de desconocimiento, la distribucio´n estad´ıstica con menor sesgo es
aquella en la que menos informacio´n extr´ınseca al problema contenga. Por lo tanto,
supongamos que la actividad de las neuronas que registramos depende en parte de
las interacciones entre ellas pero no es posible acceder a los para´metros detallados
de las mismas y entonces no resulta posible una descripcio´n completa del sistema.
Entonces, ¿es posible inferir propiedades del sistema usando modelos restringidos
por la informacio´n disponible? Esto automa´ticamente genera distribuciones de ti-
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po Boltzmann, definiendo un mapa de energ´ıa sobre los estados del sistema. Por lo
pronto, nos concentraremos en distribuciones esta´ticas, es decir que no var´ıan con el
tiempo. Observar la actividad de una poblacio´n de neuronas en un cierto instante
implica tener un registro de los potenciales de accio´n en cada ventana temporal,
como se muestra en la Figura 1.1. A su vez, para poder modelar el patro´n en estudio
se procede a binarizar cada ventana temporal, asignando un valor cuando la neurona
haya disparado y otro cuando la neurona se mantuvo en silencio.
Figura 1.1: a: Un segmento de las respuestas simulta´neas de 40 ce´lulas ganglionares
de la retina de una salamandra a un est´ımulo visual natural. Cada punto representa
el momento de disparo de un potencial de accio´n. b: Discretizacio´n de los trenes de
espiga poblacionales en patrones binarios para la regio´n encuadrada (en verde) de a.
Cada l´ınea (del panel inferior) describe la actividad de las ce´lulas a un dado instante.
Se muestran 10 de 40 ce´lulas. Ima´gen adaptada de [17].
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Si consideramos como restricciones las actividades medias individuales (prome-
dios de disparos) y las covarianzas entre pares de neuronas, obtenemos modelos
completamente ana´logos al modelo de Ising [21], un modelo matema´tico de ferro-
magnetismo ampliamente utilizado en meca´nica estad´ıstica. En este modelo la acti-
vidad de un esp´ın (neurona) i es representada por una variable xi = ±1, tal que la
distribucio´n de probabilidades del sistema resulta
PIsing(x1, · · · , xN) = 1
Z
exp
{ N∑
i=1
hixi +
1
2
∑
i 6=j
Jijxixj
}
, (1.1)
donde hi es el campo local (sesgo de la neurona i), Jij es la fuerza de acoplamiento
sime´trico entre espines (entre neuronas) y Z es la funcio´n de particio´n. Estas dos
cantidades pueden ser obtenidas a partir de la actividad media de cada neurona
individual 〈xi〉 y las correlaciones de pares 〈xixj〉 [22]. Ana´logamente, la actividad
de cada neurona puede ser representada por 0 y 1, o cualquier otra representacio´n
binaria mientras se mantengan las normalizaciones correspondientes. Los modelos de
ma´xima entrop´ıa de interaccio´n entre pares de neuronas han probado ser aproxima-
ciones va´lidas en poblaciones de la retina, reduciendo sustancialmente el nu´mero de
para´metros necesarios [17]. A pesar de la potencial complejidad de las interacciones
en la retina, este modelo captura ma´s del 90 % de la estructura en los patrones de-
tallados de los disparos y silencios en la red, en comparacio´n a las predicciones de
modelos que asumen independencia entre sus elementos (ver figura 1.2). Debido a que
este modelo tiene una cantidad reducida de para´metros, es posible evadir la “maldi-
cio´n” de la dimensionalidad y los problemas de muestreo asociados que comu´nmente
limitar´ıan la exploracio´n de redes ma´s grandes. El predominio de las interacciones
entre pares significa que las reglas de aprendizaje basadas en correlaciones entre pa-
res [23] podr´ıan ser suficientes para generar modelos internos quasi-o´ptimos para la
distribucio´n de combinaciones binarias del co´digo retinal, y por ende permitiendo al
cerebro evaluar precisamente nuevos eventos por su grado de sorpresa.
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Figura 1.2: Utilizando el mismo grupo de 10 ce´lulas de la figura 1.1, se grafico´ la
tasa de ocurrencia de cada patro´n de disparo predicho por un modelo independiente
(indicado por P1, en gris) y por el modelo de ma´xima entrop´ıa (indicado por P2, en
rojo) que toma en cuenta todas las correlaciones entre pares en comparacio´n con la
tasa medida. Las tasas de patrones que ocurren comu´nmente son predichos con una
precisio´n mejor que el 10 %, y la dispersio´n entre predicciones y observaciones esta´
confinada en su mayor´ıa a eventos raros para los cuales la medicio´n de las tasas en
s´ı no es certera. La l´ınea negra denota igualdad. Figura adaptada de [17].
1.2.1. La inclusio´n de las correlaciones de alto orden
Sin embargo, estos modelos pueden no ser suficientes para entender redes cortica-
les ma´s complejas. Por esta razo´n, resulta necesario estudiar co´mo las interacciones
de o´rdenes mayores a dos entre neuronas y por ende las llamadas correlaciones de
alto orden afectan la descripcio´n de la dina´mica de los sistemas neuronales. Tra-
bajos recientes [24, 25], se concentraron en identificar cua´ndo los modelos que so´lo
involucraran interacciones entre pares fallan sustancialmente en la representacio´n de
poblaciones de la corteza. Efectivamente, detectaron la presencia de interacciones de
o´rdenes superiores en regiones como la corteza sensorial, mediante la comparacio´n
con modelos de ma´xima entrop´ıa en marcos ma´s generales. Estos modelos, cuya im-
plementacio´n se encuentra correctamente definida en el marco de la geometr´ıa de la
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informacio´n [26], esta´n caracterizados por
P (x1, · · · , xN) = exp
{ N∑
i=1
xi θi +
∑
i<j
xixj θij +
∑
i<j<k
xixjxkθijk
+
∑
i<j<k<l
xixjxkxl θijkl + · · ·+ x1 · · ·xN θ1...N − ψ
}
, (1.2)
donde existen un total de 2N−1 coeficientes de correlacio´n θ diferentes que identifican
interacciones de cualquier orden, y ψ corresponde a la constante de normalizacio´n.
La deteccio´n de las mismas desperto´ intere´s respecto al origen y funcionalidad
de estas correlaciones. Este hecho propulso´ la formulacio´n de modelos ma´s feno-
menolo´gicos que, aunque no estuviesen postulados dentro del principio de entrop´ıa
ma´xima, representasen minimalmente la generacio´n de estas estructuras. Diversos
trabajos han estudiado la importancia de las correlaciones de alto orden en la fun-
cio´n de un circuito neuronal y la codificacio´n [27, 28], y co´mo estas interacciones
afectan el disparo de una neurona post-sina´ptica [29]. Un ejemplo en particular que
utilizaremos a lo largo de la Tesis es el modelo de Gaussiana Dicotomizada [30–32],
el cual ha probado ser efectivo para representar y reproducir patrones de actividad
que poseen correlaciones de alto orden [33, 34].
1.3. Objetivos de esta Tesis
Dados los antecedentes previamente mencionados, en esta Tesis trabajaremos dos
objetivos generales. En primera instancia, se buscara´ encontrar, en el marco de la
teor´ıa de la informacio´n, medidas que permitan evaluar el impacto de las correla-
ciones de alto orden en la transmisio´n de la informacio´n. Para esto, se utilizara´ una
aproximacio´n en expansio´n en series para ventanas temporales cortas y poblaciones
de neuronas pequen˜as. En segundo lugar, se estudiara´n estos efectos pero en po-
blaciones grandes de neuronas, y su impacto en la capacidad de representacio´n del
est´ımulo. Para este objetivo, se formulara´ la extensio´n de un modelo de baja dimen-
sionalidad que comprenda las contribuciones con estad´ıstica de alto orden, a trave´s
de la inclusio´n de un u´nico para´metro.
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Marco teo´rico general
Las neuronas representan y transmiten informacio´n mediante secuencias de dis-
paros en distintos patrones temporales. Para poder estudiar la codificacio´n neuronal
es necesario caracterizar co´mo los atributos de un est´ımulo esta´n representados por
estos potenciales de accio´n, introduciendo convenientemente a este ana´lisis concep-
tos de probabilidades y de la teor´ıa de la informacio´n. Por lo tanto, en este cap´ıtulo
desarrollare´ brevemente las representaciones y herramientas matema´ticas que sera´n
usadas a lo largo de la Tesis.
2.1. Representacio´n de la respuesta neuronal
Los potenciales de accio´n, o espigas, transmiten informacio´n a trave´s de sus ritmos
de disparo. Aunque puedan variar en duracio´n, amplitud y forma, son generalmente
tratados como eventos ide´nticos estereotipados al estudiar la codificacio´n neuronal.
Si se ignora la corta duracio´n de un potencial de accio´n (alrededor de 1 ms), un tren
de disparos puede ser caracterizado sencillamente por el conjunto de los intervalos
de tiempos en los que estos eventos ocurrieron. Para n potenciales de accio´n, dicho
conjunto de tiempos se denota como {ti} con i = 1, ..., n y el ensayo durante el cual
los disparos son medidos se considera de una duracio´n T , tal que
∑n
i=1 ti = T . De
21
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esta manera, la secuencia puede ser representada como la suma de deltas de Dirac δ,
%(t) =
n∑
i=1
δ(t− ti), (2.1)
donde %(t) es llamada la funcio´n de respuesta neuronal. Trivialmente, se tiene que∫ T
0
%(t) dt = n. (2.2)
A razo´n de que la secuencia de potenciales de accio´n generados por un est´ımulo
dado var´ıa de ensayo a ensayo, las respuestas neuronales son generalmente tratadas
estad´ıstica o probabil´ısticamente. En este trabajo, en general las caracterizaremos
por las tasas de disparo, en vez de por secuencias de disparo particulares. Ma´s es-
pec´ıficamente, esta´n representadas por la tasa de conteo de disparos r, que se obtiene
sumando el nu´mero de potenciales de accio´n del ensayo y dividie´ndolo por la duracio´n
del mismo. Es decir,
r =
n
T
=
1
T
∫ T
0
%(t)dt. (2.3)
Esta cantidad puede ser interpretada adema´s como el promedio temporal de la fun-
cio´n de respuesta neuronal sobre la duracio´n del ensayo. La tasa de conteo de disparos
puede ser determinada de un u´nico ensayo experimental, pero a expensas de la pe´rdi-
da de toda resolucio´n temporal sobre variaciones de la respuesta durante el curso de
la misma. Para superar este problema, se define la tasa de disparo dependiente del
tiempo, mediante el conteo de disparos en ventanas temporales ∆t pequen˜as. Sin
embargo, el resultado de cada medida sera´ binario (dependiendo si hubo o no un
disparo), dando so´lo dos posibles valores. Por esta razo´n, se define la tasa de disparo
dependiente del tiempo promediada sobre mu´ltiples ensayos con el mismo est´ımulo,
tal que,
r(t; s) =
1
∆t
∫ t+∆t
t
〈%(τ)〉sdτ, (2.4)
donde s es el atributo que caracteriza al est´ımulo presentado. Pese a que las neu-
ronas responden generalmente a diferentes propiedades de un est´ımulo, el atributo
s es representativo debido a que se mantiene constante durante el ensayo. Para ∆t
suficientemente pequen˜os, r(t)∆t es el nu´mero promedio de potenciales de accio´n
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que ocurrieron en el intervalo [t, t+ ∆t] sobre la cantidad total de ensayos.
De la misma manera que la funcio´n de respuesta neuronal %(t) pueda ser pro-
mediada en los ensayos para obtener la tasa de disparo r(t), la tasa de conteo de
disparos puede ser promediada sobre los ensayos, dando la tasa de disparo media r.
Por ende, esta cantidad esta´ dada por
r =
n
T
=
1
T
∫ T
0
ρ(t) dt =
1
T
∫ T
0
r(t) dt. (2.5)
La tasa de disparo media expresada como una funcio´n del est´ımulo, es decir r =
ftuning(s), es llamada la funcio´n de ajuste de la respuesta neuronal, dependiendo del
para´metro s de dicho est´ımulo. Estas funciones son importantes para caracterizar la
selectividad de las neuronas a una variedad de para´metros del est´ımulo.
A partir de los datos disponibles obtenidos en un nu´mero finito de ensayos expe-
rimentales, se puede extraer la informacio´n de la tasa de disparo de la secuencia de
potenciales de accio´n. Para ello es necesario primero discretizar el tren de disparos en
una secuencia binaria, dividiendo el tiempo total en intervalos de tiempo pequen˜os,
como se ilustra en la figura 1.1. La cantidad computada es la tasa de conteo de dis-
paros sobre la duracio´n del intervalo, ya que la tasa de disparo dentro de un dado
intervalo es aproximada por la primera.
Debido a que el conteo de disparos puede tomar so´lo valores enteros, las tasas
computadas de esta forma sera´n siempre mu´ltiplos enteros de
1
∆t
, y, por lo tanto,
tomara´n valores discretos. Decrecer el valor de ∆t aumenta la resolucio´n temporal
de medida, ya que provee una estimacio´n de la tasa de disparo a intervalos de tiempo
ma´s cercanos, pero a expensas de decrecer la resolucio´n de discriminar distintas tasas.
Adema´s, tomar ventanas temporales pequen˜as significa que, al traducir el tren de
disparos a una secuencia binaria, se corre el riesgo de contar disparos cercanos como
un solo disparo, representando erro´neamente el co´digo, adema´s de quitar cualquier
dependencia temporal de los para´metros.
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2.2. Teor´ıa de la informacio´n en neurociencia
La teor´ıa de la informacio´n [6, 7] se construyo´ como un marco general para cuan-
tificar la habilidad de un esquema de codificacio´n o un canal de comunicacio´n para
transmitir informacio´n. Se asume que el co´digo involucra un conjunto de s´ımbolos,
y que los procesos de codificacio´n y transmisio´n son estoca´sticos y poseen ruido. Las
cantidades que se utilizan para la cuantificacio´n, que son la entrop´ıa y la informacio´n
mutua, dependen de las probabilidades con las cuales estos s´ımbolos, o combinaciones
de los mismos, aparecen en el co´digo. Los canales de comunicacio´n, al ser ruidosos,
tienen so´lo capacidades limitadas para transmitir informacio´n. La entrop´ıa es una
medida de la capacidad teo´rica de un co´digo de transmitir informacio´n, mientras que
la informacio´n mutua es la medida de cua´nta de esa capacidad es realmente usada
para describir un conjunto particular de datos. Las te´cnicas de la teor´ıa de la infor-
macio´n son utilizadas para evaluar estos l´ımites y encontrar esquemas de codificacio´n
que los saturan.
En neurociencia, los s´ımbolos considerados son las respuestas neuronales, y las
caracter´ısticas de los est´ımulos son los conjuntos de datos que describen. Idealmente,
los s´ımbolos analizados ser´ıan las secuencias de los potenciales de accio´n (es de-
cir, una lista de los tiempos de disparo de los potenciales de accio´n). Sin embargo,
computar la entrop´ıa y la informacio´n mutua se torna dif´ıcil debido a la gran canti-
dad datos requeridos para la determinacio´n de la frecuencia de ocurrencia de muchas
secuencias de disparos distintas. Por esta razo´n, se utilizan descripciones simplifica-
das de la respuesta de una neurona que reducen el nu´mero posible de s´ımbolos a ser
considerados.
2.2.1. Entrop´ıa
La entrop´ıa de Shannon H(X) [6] es una medida de la incerteza de una variable
aleatoria. Sea X una variable discreta aleatoria con alfabeto χ y funcio´n de pro-
babilidad P (x) = Pr{X = x}, x ∈ χ, la entrop´ıa de Shannon de X es definida
como
H(X) = −
∑
x∈χ
P (x) log2 P (x). (2.6)
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Se puede observar que la entrop´ıa es una funcio´n de la distribucio´n de X, pero no
depende en los valores de la variable aleatoria X en s´ı, so´lo de sus probabilidades.
Como el logaritmo de la ecuacio´n (2.6) es en base dos, la entrop´ıa tiene unidades de
bits. Si, en cambio, se utiliza el logaritmo natural (‘ln’) en la definicio´n la unidad de
la entrop´ıa es nats. Se puede realizar un cambio de unidades de la forma Hb(X) =
(logb a)Ha(X). La demostracio´n de esta propiedad surge inmediatamente al tener en
cuenta la propiedad de cambio de base del logaritmo logb p = logb a loga p.
La entrop´ıa es una cantidad siempre no negativa, es decir, H(X) > 0. Esto es de-
bido a que, sabiendo que toda distribucio´n de probabilidad toma valores entre cero y
uno, 0 6 P (x) 6 1, esto implica que log2
1
P (x)
> 0. La entrop´ıa de X tambie´n puede
ser interpretada como el valor de expectacio´n de la “variable aleatoria” log2
1
P (x)
.
Por lo tanto,
H(X) = EP (x)
[
log2
1
P (x)
]
.
En el co´digo neuronal, la entrop´ıa de las respuestas r generadas por presentaciones
repetidas de un mismo est´ımulo s es calculada utilizando la probabilidad condicional
P (r | s), de la forma
Hs(r) = −
∑
r∈r
P (r | s) log2 P (r | s).
Si esta entrop´ıa es promediada sobre el conjunto de est´ımulos, se obtiene una cantidad
llamada entrop´ıa de ruido
Hruido(r; {s}) = 〈Hs〉s = −
∑
s∈{s}
∑
r∈{r}
P (s)P (r | s) log2 P (r | s).
Es la entrop´ıa asociada a la parte de la variabilidad de la respuesta que no resulta
de cambios en el est´ımulo.
Finalmente, la entrop´ıa total de un ensamble de neuronas es definida como
H(r) = −
∑
r∈r
P (r) log2 P (r). (2.7)
Cuando las respuestas esta´n caracterizadas por la tasa de conteo de disparos, cuanti-
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fica la impredecibilidad asociada con una respuesta en particular, promediada sobre
todas las respuestas. Las respuestas con muy baja probabilidad contribuyen poco a
la entrop´ıa total, a pesar de que el factor − log2 P (r) es muy grande, debido a que
ocurren raramente. Las respuestas con muy alta probabilidad tampoco contribuyen
significativamente a la suma, ya que − log2 P (r) ≈ 0. La entrop´ıa es entonces una
medida de la variabilidad de la respuesta; sin embargo, no otorga informacio´n alguna
sobre la fuente de dicha variabilidad, es decir, el est´ımulo.
Entrop´ıa conjunta y entrop´ıa condicional
Sea Y una variable discreta aleatoria con alfabeto ψ y funcio´n de probabilidad
P (y) = Pr{Y = y}, y ∈ ψ, la entrop´ıa de Shannon conjunta H(X, Y ) del par
de variables aleatorias (X, Y ) con distribucio´n de probabilidad conjunta P (x, y) se
define como
H(X, Y ) = −
∑
x∈χ
∑
y∈ψ
P (x, y) log2 P (x, y), (2.8)
que tambie´n puede ser expresada como H(X, Y ) = −EP (x,y) [log2 P (X, Y )] . Si X e Y
son variables aleatorias estad´ısticamente independientes, se obtiene que H(X, Y ) =
H(X) +H(Y ).
La entrop´ıa condicional H(Y | X) de un par de variables aleatorias (X, Y ) ∼
P (x, y) es definida, teniendo en cuenta que P (y | x) = P (x,y)
P (x)
, como
H(Y | X) =
∑
x∈χ
P (x)H(Y | X = x) (2.9)
= −
∑
x∈χ
P (x)
∑
y∈ψ
P (y | x) log2 P (y | x)
= −
∑
x∈χ
∑
y∈ψ
P (x, y) log2 P (y | x)
= −EP (x,y) [log2 P (y | x)] .
Si X e Y son variables aleatorias estad´ısticamente independientes, se puede ver que
H(Y | X) = H(Y ).
A partir de estas dos definiciones surge una “regla de la cadena” para la entrop´ıa
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de la forma
H(X, Y ) = H(X) +H(Y | X) = H(Y ) +H(X | Y ). (2.10)
Esta propiedad puede ser demostrada sencillamente utilizando las definiciones de las
propiedades conjuntas y condicionales.
2.2.2. Divergencias entre dos distribuciones
Muchas medidas de “distancia” entre dos distribuciones de probabilidad en la
teor´ıa de la informacio´n han sido introducidas y extensamente estudiadas. Entre las
medidas propuestas, la ma´s comu´nmente utilizada es la divergencia de Kullback-
Leibler [35] o entrop´ıa relativa entre dos distribuciones de probabilidades P (x) y
Q(x) de una variable X, que se define como
D[P ‖ Q] =
∑
x
P (x) log2
P (x)
Q(x)
(2.11)
= H(P,Q)−H(P ).
Ana´logamente,
D[P ‖ Q] = EP (x)
[
log2
P (x)
Q(x)
]
. (2.12)
Provee una “cuasi-distancia” entre dos distribuciones de probabilidad, siendo
D[P ‖ Q] ≥ 0, con D[P ‖ Q] = 0 ⇔ P (x) = Q(x), pero es no sime´trica y no
satisface la desigualdad triangular.
Por convencio´n, basa´ndose en argumentos de continuidad, se define que l´ım
ε→0
ε log2
ε
Q
=
0 y l´ım
ε→0
P log2
P
ε
= ∞. Por ende, si existe un s´ımbolo x ∈ χ tal que P (x) > 0 y
Q(x) = 0 entonces D[P ‖ Q] =∞ [7].
Otra medida ampliamente utilizada, basada en la divergencia de Kullback-Leibler,
es la divergencia de Jensen-Shannon. Esta se calcula como
J [P,Q] = H[(P +Q)/2]−H[P ]/2−H[Q]/2 (2.13)
= D[P ‖ P0]/2 +D[Q ‖ P0]/2
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en donde P0 es una distribucio´n de referencia. El nombre de esta cantidad se basa en
la desigualdad de Jensen [7] y la definicio´n de entrop´ıa de Shannon. En comparacio´n a
la divergencia de Kullback-Leibler, esta u´ltima tiene como propiedades ser sime´trica
y siempre ser de valor finito y no negativa.
2.2.3. Informacio´n mutua
La informacio´n mutua I(X;Y ) de un par de variables aleatorias (X, Y ) con dis-
tribucio´n de probabilidad conjunta P (x, y) y probabilidades marginales P (x) y P (y),
se define como la entrop´ıa relativa entre la distribucio´n de probabilidad conjunta y
el producto P (x)P (y), es decir
I(X;Y ) = D(P (x, y) ‖ P (x)P (y)) =
∑
x∈χ
∑
y∈ψ
P (x, y) log2
P (x, y)
P (x)P (y)
.
Ana´logamente, se puede obtener como
EP (x,y)
[
log2
P (x, y)
P (x)P (y)
]
.
Es una medida de la cantidad de informacio´n que una variable aleatoria contiene
de otra variable aleatoria. Por ende, es la reduccio´n de la incerteza de una variable
aleatoria debido al conocimiento de la otra.
Se puede derivar una relacio´n entre la informacio´n mutua y la entrop´ıa de la
forma
I(X;Y ) = H(X)−H(X | Y ) = H(Y )−H(Y | X).
Como ilustrado en la figura 2.1, la simetr´ıa en la relacio´n anterior significa que X
dice tanto sobre Y como Y de X.
Finalmente, se puede ver que
I(X;X) = H(X)−H(X | X) = H(X).
Por lo tanto, la informacio´n mutua de una variable aleatoria con s´ı misma es la
entrop´ıa de dicha variable aleatoria. Por esta razo´n, la entrop´ıa puede ser referida
como la “autoinformacio´n” de una variable aleatoria.
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Figura 2.1: Relacio´n entre las entrop´ıas y la informacio´n mutua (Ilustracio´n extra´ıda
de [7]).
Para el co´digo neuronal, debido a que
P (r) =
∑
s∈{s}
P (s)P (r | s), (2.14)
es posible reescribir la informacio´n mutua como
I(r; {s}) =
∑
s∈{s}
∑
r∈r
P (s)P (r | s) log2
(
P (r | s)
P (r)
)
. (2.15)
Otra forma de definir la informacio´n mutua se puede derivar utilizando la propiedad
de la probabilidad conjunta
P (r; s) = P (s)P (r | s) = P (r)P (s | r), (2.16)
obteniendo de esta manera
I(r; {s}) =
∑
s∈{s}
∑
r∈{r}
P (r; s) log2
(
P (r; s)
P (r)P (s)
)
. (2.17)
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Esta definicio´n revela que la informacio´n mutua es sime´trica con respecto al inter-
cambio de r y {s}. Esto significa que la informacio´n que transmite un conjunto de
respuestas sobre un conjunto de est´ımulos es ide´ntica a la informacio´n que transmite
un conjunto de est´ımulos sobre el conjunto de respuestas.
Adema´s, a partir de la definicio´n de la entrop´ıa de ruido, se puede obtener la
informacio´n mutua de un ensamble de neuronas como
I(r; {s}) = Hs(r)−Hruido(r; {s}) (2.18)
= −
∑
r∈r
P (r) log2 P (r) +
∑
s∈{s}
∑
r∈r
P (s)P (r | s) log2 P (r | s).
Para transmitir informacio´n sobre un conjunto de est´ımulos, las respuestas neuronales
deben ser distintas para diferentes est´ımulos. Una neurona puede proveer informacio´n
sobre un est´ımulo so´lo si la variabilidad de su respuesta esta´ correlacionada con
cambios en ese est´ımulo, en vez de ser puramente aleatoria. Las respuestas que son
informativas sobre la identidad del est´ımulo deber´ıan exhibir mayor variabilidad para
ensayos involucrando distintos est´ımulos que para ensayos experimentales que usen
el mismo est´ımulo en repeticio´n. La informacio´n mutua es una medida dependiente
de la entrop´ıa que se basa en esta idea, siendo la diferencia entre la entrop´ıa de
respuesta total y la entrop´ıa de respuesta promediada sobre ensayos que involucren
la presentacio´n del mismo est´ımulo repetidas veces. Substraer de la entrop´ıa total la
entrop´ıa cuando el est´ımulo no cambia, remueve de esta cantidad la contribucio´n de
la variabilidad de respuesta que no esta´ asociada con la identidad del est´ımulo.
2.2.4. Descomposicio´n de la informacio´n en mecanismos de
codificacio´n
Para una dada eleccio´n de co´digo, siguiendo [6], podemos escribir la informa-
cio´n mutua transmitida por la respuesta poblacional sobre el conjunto completo de
est´ımulos {s} como
I(r; {s}) = 〈
∑
r∈{r}
P (r|s) log2
[
P (r|s)
P (r)
]
〉s, (2.19)
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donde r denota el espacio de respuestas. Los pare´ntesis angulares indican el promedio
sobre distintos est´ımulos, 〈A(s)〉s ≡
∑
s∈{s} P (s)A(s), siendo P (s) la probabilidad de
que el est´ımulo s este´ presente. P (r|s) es la probabilidad de observar una respuesta
en particular r condicionada al est´ımulo s, y P (r) = 〈P (r|s)〉s es su promedio a
lo largo de todas las presentaciones de est´ımulo. La probabilidad P (r|s) puede ser
determinada experimentalmente repitiendo cada est´ımulo de exactamente la misma
forma a lo largo de varias pruebas experimentales, mientras se registran las respuestas
neuronales. La informacio´n mutua cuantifica cua´n bien un observador ideal de dichas
respuestas puede discriminar entre todos los posibles est´ımulos diferentes, basandose
en una u´nica prueba experimental. En la ecuacio´n (2.19) la suma se realiza sobre
todas las posibles respuestas poblacionales. Esta ecuacio´n cuantifica la informacio´n
total transmitida por la actividad de la poblacio´n de ce´lulas. Sin embargo, no nos dice
nada sobre las contribuciones espec´ıficas de las correlaciones cruzadas entre neuronas
a la informacio´n total transmitida o si las correlaciones cruzadas hacen el co´digo
redundante (contribuciones negativas a la informacio´n) o sine´rgico (contribuciones
positivas a la informacio´n).
Por ende, para describir exactamente el impacto de la correlacio´n en la infor-
macio´n, es necesario definir una medida de correlacio´n relacionada con la respuesta.
Esta medida se denota usualmente como γ(r|s), y cuantifica cua´nto ma´s alta es
la probabilidad que las neuronas emitan una respuesta en comparacio´n al caso no
correlacionado, normalizada a la probabilidad de un evento con tasas de disparo es-
peradas en el caso no-correlacionado [9, 11, 12]. Es nombrada como la “correlacio´n
de ruido” en la literatura previa [36], dado que mide correlaciones en la variabilidad
de la respuesta dadas repeticiones de pruebas experimentales con el mismo est´ımulo
presente. Valores positivos de esta cantidad indican correlacio´n y valores negativos
indican anticorrelacio´n.
Una definicio´n matema´tica natural [12] para la correlacio´n cruzada normalizada
de la respuesta poblacional r (la correlacio´n de ruido) es la siguiente:
γ(r|s) =

P (r|s)
Pind(r|s) − 1 si Pind(r|s) 6= 0,
0 si Pind(r|s) = 0.
(2.20)
La probabilidad de que las respuestas de la poblacio´n sean independientes Pind(·)
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puede ser obtenida tomando el producto de las distribuciones de probabilidad de las
neuronas individuales:
Pind(r|s) =
N∏
i=1
P (ri|s). (2.21)
Ya que γ(r|s) es una cantidad dependiente de la respuesta, tiene que satisfacer (para
cada est´ımulo s) un v´ınculo de suma cero:∑
r
Pind(r|s)γ(r|s) = 0. (2.22)
Este v´ınculo surge directamente de la normalizacio´n a la unidad de las probabilidades
de respuesta. Nombramos Pind(r) = 〈Pind(r|s)〉s.
Otro coeficiente importante para describir la codificacio´n poblacional que cuan-
tifica la similaridad en la modulacio´n del est´ımulo en las respuestas de neuronas
individuales es el coeficiente de “similaridad de sen˜al” o de “correlacio´n de sen˜al”
ν(r) [36]. Es decir, otorga una idea de las correlaciones en las medias de las respues-
tas de las neuronas a lo largo de todo el conjunto de est´ımulos. Es distinto de cero
u´nicamente si las sen˜ales que provienen de las neuronas individuales esta´n correla-
cionadas positivamente o negativamente. Tanto ν(r) como γ(r|s) pueden variar entre
−1 y ∞, con 0 indicando falta de correlacio´n.
El coeficiente de similaridad en la sen˜al (correlacio´n de sen˜al) se define como:
ν(r) =

Pind(r)
N∏
i=1
P (ri)
− 1 si
N∏
i=1
P (ri) 6= 0,
0 si
N∏
i=1
P (ri) = 0.
(2.23)
Depende u´nicamente de las probabilidades de respuesta de las neuronas individuales
y, por ende, satisface una condicio´n de normalizacio´n similar a la de la ecuacio´n
(2.22), dada por la expresio´n siguiente:
∑
r
(
N∏
i=1
P (ri)
)
ν(r) = 0. (2.24)
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Como una proporcio´n de las probabilidades completas y las independientes, transmi-
ten cua´n probable ser´ıa encontrar eventos correlacionados en el conjunto de neuronas
(en comparacio´n a eventos independientes). Aunque definidas de manera similar, la
diferencia principal entre estas dos medidas es la modulacio´n por parte del est´ımulo.
Adema´s, como principio general, si las correlaciones de ruido y de sen˜al poseen el
mismo signo la informacio´n se degrada; por el contrario, si tienen signos opuestos, la
u´ltima es realzada [10].
Al considerar estas cantidades es posible escribir la informacio´n total en compo-
nentes, cada una reflejando la contribucio´n de un mecanismo de codificacio´n distinto,
como en [9, 12]:
I(r; {s}) = Ilin + Isig−sim + Icor−ind + Icor−dep. (2.25)
Las componentes de la descomposicio´n exacta de la informacio´n son dadas a
continuacio´n, como en [12, 13]. La actividad de C ce´lulas es observada y cada res-
puesta poblacional posible r se compone por las respuestas de las ce´lulas individuales
r1, · · · , rC . La informacio´n total que fuera a ser transmitida si todas las ce´lulas fuesen
independientes, Ilin, resulta:
Ilin =
1
ln 2
∑
c
∑
rc
〈P (rc|s) ln P (rc|s)
P (rc)
〉s. (2.26)
Aqu´ı las sumas son realizadas para cada ce´lula c y cada respuesta posible de dicha
neurona, dado que ninguna suposicio´n adicional fue hecha sobre la probabilidad de
respuesta. El te´rmino de similaridad en la sen˜al, Isig−sim, se encuentra dado por:
Isig−sim =
1
ln 2
∑
r
[∏
c
P (rc)
]{
ν(r) + [1 + ν(r)] ln
[
1
1 + ν(r)
]}
. (2.27)
La cantidad total de informacio´n atribu´ıble a la actividad correlacionada sobre el
co´digo neuronal (Icor) se define como Icor = Icor−ind + Icor−dep. La componente inde-
pendiente del est´ımulo, Icor−ind, se calcula como:
Icor−ind =
∑
r
〈Pind(r|s)γ(r|s)〉s log2
[
1
1 + ν(r)
]
. (2.28)
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Por otro lado la componente de correlacio´n que depende del est´ımulo, Icor−dep, se
calcula como:
Icor−dep =
∑
r
〈Pind(r|s) [1 + γ(r|s)] log2
{ 〈Pind(r|s′)〉s′ [1 + γ(r|s)]
〈Pind(r|s′) [1 + γ(r|s′)]〉s′
}
〉s.
(2.29)
Por medio de esta descomposicio´n, es posible separar las contribuciones aditivas
a la informacio´n de las contribuciones de neuronas como unidades independientes.
Contribuciones de mecanismos de codificacio´n positivas, negativas o nulas surgir´ıan
al considerar a las neuronas como unidades dentro de una poblacio´n. La sinergia
(adicio´n positiva) ser´ıa entonces evidencia de un co´digo poblacional entre las ce´lulas
interactuantes y la redundancia (contribucio´n negativa) resultar´ıa en valores menores
de informacio´n que la resultante por combinacio´n aditiva [37, 38].
El primer te´rmino de la descomposicio´n de la informacio´n Ilin es la informacio´n
obtenida si cada ce´lula fuese a transmitir informacio´n independientemente, es decir,
no se considera sinergia o redundancia. La informacio´n total transmitida por la
poblacio´n es entonces la suma lineal de la informacio´n expresada por cada neurona
individual [39]. El segundo te´rmino, Isig−sim, toma en cuenta la redundancia que
podr´ıa llegar a surgir incluso en la ausencia de correlaciones cruzadas, cuando existen
similaridades en la distribucio´n a lo largo de los est´ımulos en las probabilidades de
respuesta est´ımulo-dependientes de las ce´lulas individuales. Este te´rmino es siempre
menor o igual a cero, entonces no puede contribuir sine´rgicamente.
Si las respuestas poblacionales son estad´ısticamente independientes, estas son las
u´nicas contribuciones no nulas a la descomposicio´n de la informacio´n. En este sentido,
la suma de Ilin y Isig−sim cuantifica cua´nta de esta informacio´n puede ser obtenida
de las neuronas evaluadas individualmente, sin ninguna referencia a la actividad
simulta´nea de las mismas con otras neuronas.
Los pro´ximos dos te´rminos en la descomposicio´n de la informacio´n son componen-
tes dependientes de las correlaciones: una componente est´ımulo-dependiente Icor−dep
y una componente independiente del est´ımulo Icor−ind. Por ende, expresan cualquier
otro efecto que las correlaciones cruzadas puedan llegar a tener ma´s alla´ de aquellos
tenidos en cuenta por las propiedades de las neuronas individuales. En torno a eso,
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la suma de ambos te´rminos correlacionales Icor−ind + Icor−dep cuantifica la cantidad
de informacio´n verdaderamente disponible de la actividad correlacionada de toda la
poblacio´n [11].
Puede ser probado mediante desigualdades ba´sicas de la teor´ıa de la informacio´n
que la componente correlacional est´ımulo-dependiente (Icor−dep) es no-negativa, y que
es cero si y so´lo si, para cualquier respuesta r dada, la fuerza de correlacio´n γ(r|s) es
independiente del est´ımulo. Por lo tanto, este te´rmino mide cua´n bien la identidad
del est´ımulo se encuentra “etiquetada” por las diferencias en las correlaciones de
espiga de una prueba experimental a otra a lo largo del conjunto de est´ımulos [12].
Icor−dep es no-nulo so´lo si la correlacio´n de ruido γ(r|s) es distinta a cero para alguna
respuesta r o est´ımulo s.
Para una dada respuesta r, la componente de correlacio´n est´ımulo-independiente
(Icor−ind) es positiva (sine´rgica) cuando la similaridad en la sen˜al y la correlacio´n
cruzada tienen signos opuestos, y negativa (redundante) en caso contrario. Esto es,
incluso cuando no se encuentran moduladas por el est´ımulo, las correlaciones cru-
zadas pueden afectar todav´ıa el co´digo neural a trave´s de la interaccio´n entre la
correlacio´n entre ce´lulas y las similaridades en la sen˜al [40, 41]. Adema´s, en contra-
posicio´n a la componente de correlacio´n dependiente del est´ımulo Icor−dep, Icor−ind
no desaparece si γ(r|s) o ν(r) no son iguales a cero.
2.3. Me´todos de la geometr´ıa de la informacio´n
La geometr´ıa de la informacio´n [26] estudia una familia de distribuciones de pro-
babilidad mediante el uso de la geometr´ıa diferencial. Por lo tanto, provee un nuevo
marco teo´rico para el ana´lisis matema´tico y relevante para una amplia gama de do-
minios. A su vez, aporta una nueva perspectiva para ver la estructura de sistemas
de intere´s, como el conjunto de disparos en una poblacio´n de neuronas en nues-
tro caso. La geometr´ıa de la informacio´n permite describir modelos estoca´sticos de
trenes mu´ltiples de espigas mediante una familia de distribuciones de probabilidad,
proveyendo no so´lo un entendimiento intuitivo del objeto de estudio pero tambie´n
de herramientas u´tiles para el ana´lisis de diversos datos neuronales. Estudiando la
estructura geome´trica de una familia de probabilidades en el espacio curvo (variedad
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de Riemann), esta descripcio´n proporciona diversas relaciones entre distribuciones
de probabilidad tal como la divergencia o discrepancia entre dos distribuciones de
probabilidad, y la ortogonalidad de dos distribuciones. En este sentido, la propiedad
ma´s atractiva de la geometr´ıa de la informacio´n es que permite descomponer la distri-
bucio´n conjunta de probabilidades de mu´ltiples variables estoca´sticas en estructuras
jera´rquicas de forma ortogonal. En esta seccio´n, presentare´ el marco matema´tico pa-
ra el ana´lisis de la actividad de una poblacio´n de neuronas desde el punto de vista de
esta teor´ıa, introduciendo aspectos fundamentales para la comprensio´n del mismo.
2.3.1. Conceptos ba´sicos de geometr´ıa diferencial
El objetivo principal de la geometr´ıa diferencial moderna es caracterizar las pro-
piedades globales de las variedades [26]. Para la geometr´ıa de la informacio´n, los as-
pectos ma´s importantes de la geometr´ıa diferencial son aquellos que permiten tomar
problemas de la teor´ıa de informacio´n y visualizarlos geome´tricamente. Actualmente,
en el campo de la geometr´ıa de la informacio´n, caracterizar las propiedades locales
de las variedades, en general, es un requerimiento suficiente.
Una variedad es un concepto matema´tico que denota una abstraccio´n de objetos
geome´tricos, como ser curvas y superficies, en un espacio de cierta dimensio´n. Una
variedad S es un conjunto con un sistema de coordenadas y, por lo tanto, al ser
un conjunto posee elementos, tambie´n llamados puntos de S. En este contexto, los
puntos de S son distribuciones de probabilidad de variables aleatorias. El sistema de
coordenadas de S debe permitir un mapeo uno a uno de S (o uno de sus subconjuntos)
a Rn, tal que se pueda especificar cada punto de S usando un vector de n nu´meros
reales. De esta manera, estos vectores sera´n las coordenadas de los puntos de S, y n
sera´ la dimensio´n de S. Una subvariedad M de S, es tambie´n un subconjunto de los
elementos de S, y mantiene todas las propiedades locales de la variedad.
Sea S una variedad y sea ϕ : S → Rn el sistema de coordenadas de S (ver
figura 2.2). Entonces ϕ mapea cada punto p de S a n nu´meros reales: ϕ(p) =
[ξ1(p), ..., ξn(p)] = [ξ1, ..., ξn], y estas son las coordenadas del punto p. Cada ξi puede
ser visto como una funcio´n p→ ξi(p) que mapea cada punto a su i−e´sima coordena-
da; estas funciones ξi : S → R, con i = 1, ..., n, se denominan funciones coordenadas.
Sea ζ = [ρi] otro sistema de coordenadas para S. Las coordenadas de [ρi] pueden
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Figura 2.2: Ejemplo de un sistema de coordenadas de S (Ilustracio´n extra´ıda de [42]).
ser obtenidas a partir de [ξi] mediante la transformacio´n de coordenadas en Rn dada
por ζoϕ−1 : [ξi] → [ρi]. Se debe tener en cuenta que al cambiar de coordenadas
pueden cambiar las propiedades de la variedad en cuestio´n, afectando el estudio de
la misma. Por lo tanto, se restringira´n los sistemas de coordenadas a aquellos que
permitan transformaciones de coordenadas suaves entre ellos.
Cuando los elementos de una variedad S son distribuciones de probabilidad, tal
que S = {Pξ | ξ ∈ Rn}, se dice que S es un modelo estad´ıstico n−dimensional.
Dado un punto ξ, la matriz de informacio´n de Fisher de S en ξ es la matriz n × n
C(ξ) = [gij(ξ)], donde el (i, j)−e´simo elemento esta´ dado por:
gij(ξ) = Eξ[
∂
∂ξi
lξ
∂
∂ξj
lξ], (2.30)
donde lξ = lnPξ. En particular, si n = 1 se denomina Informacio´n de Fisher. gij
resulta la base natural del sistema de coordenadas [ξi], y determina una me´trica
Riemanniana, llamada me´trica de Fisher o me´trica de informacio´n. Esta me´trica es
invariante sobre los cambios de coordenadas, y provee el medio para calcular las
direcciones de cambio de la variedad con respecto a sus coordenadas.
La distancia entre dos distribuciones Pξ y Pξ+dξ en un espacio de Riemman curvo
se encuentra dado por la forma cuadra´tica llamada distancia geode´sica
ds2 =
n∑
1
gijdξidξj. (2.31)
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Es posible demostrar que esta distancia al cuadrado tiene una relacio´n cercana con
la divergencia de Kullback-Leibler (ver ecuacio´n (2.12)) de la forma
ds2 ≡ 2D[P (x; ξ) ‖ P (x; ξ + dξ)]. (2.32)
En este sentido, se pueden definir dos direcciones como ortogonales cuando sus corres-
pondientes variables aleatorias no se encuentran correlacionadas. Es decir, cuando
las componentes de la matriz de informacio´n de Fisher se anulan.
2.3.2. Variedades de familias exponenciales
Denominamos a una variedad como e−plana (exponencialmente plana) cuando
existe un sistema de coordenadas parametrizado por θ tal que para todo i, j y k
E
[
∂2
∂θi∂θj
lθ
∂
∂θk
lθ
]
= 0, (2.33)
Tales para´metros son llamados coordenadas e−afines. Una variedad e−plana t´ıpica
es la ampliamente conocida familia de distribuciones exponenciales
P (x,θ) = exp
{∑
i
θiki(x)− ψ(θ)
}
(2.34)
donde ki(x) representa la funcio´n dada y ψ es un factor de normalizacio´n. Un ejemplo
t´ıpico de la familia exponencial es la distribucio´n gaussiana que, en la representacio´n
de la ecuacio´n (2.34), posee los para´metros
k(x) =
{
x, x2
}
θ =
{
µ
σ2
,− 1
σ2
}
ψ(θ) =
µ
σ2
+
ln 2pi
2
+ ln θ
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donde µ y σ corresponden a la media y la varianza de la distribucio´n respectivamente.
En las coordenadas e−planas, la relacio´n de ortogonalidad se mantiene debido a que
∂2
∂θi∂θj
lnP = − ∂
2
∂θi∂θj
ψ(θ) (2.35)
es independiente de x y E[ ∂
∂θ
lnP ] = 0.
De la misma manera, se dice que una variedad es m−plana (plana mezcla) cuando
existe un sistema de coordenadas η tal que
E
[
1
P (x,η)
∂2
∂ηi∂ηj
lη
∂
∂ηk
lη
]
= 0. (2.36)
η es llamado coordenadas m−afines.
En la teor´ıa de la geometr´ıa de la informacio´n, se ha demostrado que una familia
exponencial es automa´ticamente m−plana aunque no sea necesariamente una familia
mezcla [26]. Las coordenadas m−afines (η) de una familia exponencial se encuentran
definidas por
ηi = E [ki(x)] =
∂
∂ηi
ψ(θ), (2.37)
tambie´n conocidos como para´metros de esperanza. La transformacio´n de coordenadas
entre las dos coordenadas η y θ esta´n dadas por la siguiente regla
θi =
∂φ(η)
∂ηi
(2.38)
considerando que φ(η) = E[lη]. Los vectores tangentes a las curvas de coordenadas
ηi y θi son ortogonales en cualquier punto. Dado el intere´s en las distribuciones gene-
radas en el marco de la meca´nica estad´ıstica no extensiva [43], ser´ıa posible adema´s
realizar una descripcio´n geome´trica de la familia de distribuciones q−exponenciales
de forma ana´loga a lo desarrollado previamente para la familia de distribuciones ex-
ponenciales [44]. Sin embargo, este desarrollo excede al alcance de esta Tesis y no es
utilizado para el desarrollo de los trabajos presentados en la misma.
La ecuacio´n (2.34) constituye la representacio´n central de los modelos de ma´xima
entrop´ıa. En los cap´ıtulos siguientes, expondremos resultados obtenidos en este marco
como referencia.
Cap´ıtulo 3
Contribuciones de alto orden al
co´digo neuronal
Experimentos contempora´neos en neurociencia han desafiado el interrogante si
la informacio´n transmitida por la actividad de un conjunto de neuronas se encuen-
tra u´nicamente determinada por el nu´mero de potenciales de accio´n disparados por
cada ce´lula independientemente o si las correlaciones presentes en las secuencias de
espigas adema´s juegan un papel en la codificacio´n [8, 10, 11, 13, 45–52]. Adema´s,
diversos estudios han cuestionado la relevancia de las correlaciones de alto orden en
secuencias de disparos binarizados [14, 24, 34, 53, 54], dado que se ha demostrado
que incluso correlaciones entre tripletes impactan profundamente el procesamiento
de la informacio´n en poblaciones pequen˜as de neuronas [28].
Si la informacio´n de distintas ce´lulas fuese independiente, consecuentemente in-
crementar´ıa linealmente con el nu´mero de neuronas de la poblacio´n. Si ese no es
el caso, entonces dos reg´ımenes son posibles. Por un lado, si muchas ce´lulas en la
muestra transmiten informacio´n similar, entonces el co´digo se denomina redundante
ya que la informacio´n de toda la poblacio´n ser´ıa sobreestimada si fuese considerada
independiente [5]. Por otro lado, parte de la informacio´n surge solamente al tomar en
cuenta interacciones (o respuestas simulta´neas) de neuronas diferentes. Por ejemplo,
informacio´n so´lo disponible de los tiempos relativos de las espigas. Este co´digo se
dice sine´rgico, y una mayor informacio´n se transmite en una poblacio´n que aquella
obtenida por la simple suma de la informacio´n de cada neurona independientemente.
40
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Resulta importante entonces conseguir un mejor entendimiento sobre las correlacio-
nes entre las ce´lulas en el cerebro y su impacto en la codificacio´n poblacional. Esto
es, las modalidades con las cuales las correlaciones contribuyen a la transmisio´n de
la informacio´n, en vez de la simple cuantificacio´n de la informacio´n total transmitida
por el conjunto [12]. Una medida va´lida para evaluar el rol de las correlaciones en
el co´digo neuronal es verificar si la informacio´n es codificada sine´rgica, redundante o
independientemente [13, 36, 37, 39, 55–63].
3.1. Expansio´n de la informacio´n para ventanas
temporales cortas
Consideramos un periodo de tiempo de corta duracio´n durante el cual la acti-
vidad de N ce´lulas es observada. La respuesta poblacional de dichas neuronas al
est´ımulo presentado, en la ventana temporal post-est´ımulo, se denota como el vector
r, con cada elemento r1, ..., rN del vector describiendo la respuesta individual de ca-
da neurona. Cada est´ımulo diferente se denota como s, y los est´ımulos considerados
son puramente abstractos; el formalismo detallado en este cap´ıtulo se puede aplicar
a una amplia variedad de paradigmas experimentales. La respuesta de cada ce´lula
puede ser entonces descripta de diversas maneras, dependiendo de las preguntas a
ser respondidas. Por ejemplo, en un co´digo de conteo de espigas, ri ser´ıa simplemente
el conteo de disparos de la neurona i medidos en la ventana de tiempo post-est´ımulo
en una dada prueba experimental con el est´ımulo s presente. En este cap´ıtulo, des-
cribiremos la respuesta por la tasa de disparos de cada neurona, es decir el conteo de
espigas dividido por la duracio´n de la ventana post-est´ımulo, y la llamaremos ri(s)
para establecer expl´ıcitamente su dependencia con el est´ımulo en cuestio´n. Por otro
lado, si estuviesemos interesados en un co´digo temporal de espigas, la respuesta ri
ser´ıa una secuencia de tiempos de cada disparo
{
tij
}
, donde tij denota el tiempo del
disparo j-e´simo de la i-e´sima neurona para una dada prueba experimental, como
usado en [11]. Todas las definiciones y las ecuaciones derivadas a continuacio´n son
va´lidas para cualquier eleccio´n de co´digo neuronal r, incluyendo co´digos temporales
de disparos con la notacio´n apropiada.
Desde un punto de vista probabil´ıstico, es posible interpretar a la cantidad r(t)∆t
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como la probabilidad de ocurrencia de un potencial de accio´n durante un intervalo
de corta duracio´n ∆t alrededor de un tiempo t. Por ende, la respuesta neuronal y su
relacio´n con el est´ımulo, esta´n completamente caracterizadas por la distribucio´n de
probabilidad de los tiempos de disparo de los potenciales de accio´n como funcio´n del
est´ımulo. La tasa de disparo de la neurona i, cuando el est´ımulo s es presentado, es
ri(t
j
i ; s) =
∑
j
δt,tji
∆t
,
y la probabilidad de observar un disparo de la misma neurona en el intervalo de
tiempo de duracio´n ∆t centrado en tai , cuando el est´ımulo s esta´ presente, promedia-
da sobre todos los posibles patrones de potenciales de accio´n que ocurren en otros
intervalos de tiempo es
P (tji ; s) = ri(t
j
i ; s)∆t.
Se opta por estudiar el co´digo de conteo de disparos, y por ende estas cantidades son
calculadas en toda la ventana temporal y no para cada intervalo de tiempo. De esta
manera, la notacio´n para la probabilidad individual de disparo utilizada sera´
P (ri; s) = ri(s)∆t.
La probabilidad del conjunto de respuestas neuronales en adelante sera´ denotada
como P (r), la probabilidad conjunta de una respuesta evocada y la aparicio´n de un
est´ımulo como P (r; s) y la probabilidad condicional de una respuesta a causa de un
est´ımulo particular como P (r | s).
Sin embargo, la tasa de disparos individual no otorga ninguna informacio´n con
respecto a las interacciones entre neuronas, factor central en el estudio de la impor-
tancia de las mismas en la codificacio´n neuronal. Por ende, es necesario introducir
para´metros que describan las correlaciones entre disparos, es decir, que tengan en
cuenta la relacio´n entre patrones de espigas de distintas neuronas. Existen dos tipos
de correlaciones que influyen sobre la informacio´n del conjunto, las correlaciones de
ruido y las correlaciones de sen˜al [36] (descriptas previamente en el cap´ıtulo 2). Las
correlaciones de ruido representan la variabilidad de las respuestas con respecto al
promedio para cada est´ımulo. Las correlaciones de sen˜al, en cambio, son indepen-
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dientes de cada est´ımulo en s´ı, dado que representan la variabilidad de las respuestas
promediadas en el conjunto total de est´ımulos considerados. Las definiciones de estas
cantidades para o´rdenes particulares (y no en general) se explicitan a continuacio´n.
Se definen las correlaciones de ruido segundo orden como
γij(s) =
ri(s)rj(s)
ri(s)rj(s)
− 1 (3.1)
y de tercer orden de la forma
γijk(s) =
ri(s)rj(s)rk(s)
ri(s)rj(s)rk(s)
− 1. (3.2)
Utilizamos la notacio´n con un delineado superior para denotar cantidades promedia-
das sobre repeticiones, y para distinguirlos de promedios sobre los est´ımulos. Tanto
γij como γijk var´ıan de −1 a ∞, con 0 indicando falta de correlacio´n. Estas correla-
ciones son importantes para definir las probabilidades condicionales entre disparos
de neuronas.
Las correlaciones de sen˜al de segundo y tercer orden esta´n dadas por, respecti-
vamente,
νij =
〈ri(s)rj(s)〉s
〈ri(s)〉s〈rj(s)〉s − 1, (3.3)
y
νijk =
〈ri(s)rj(s)rk(s)〉s
〈ri(s)〉s〈rj(s)〉s〈rk(s)〉s − 1. (3.4)
Al igual que las correlaciones de ruido, tanto νij como νijk var´ıan de −1 a ∞, en
donde 0 indica la falta de correlacio´n.
Para evaluar co´mo interacciones de o´rdenes espec´ıficos afectan la codificacio´n de
la informacio´n total de una poblacio´n neuronal, es necesario depender del me´todo de
la expansio´n en series de la informacio´n mutua, introducido en [9–11, 64]. Permite
cuantificar separadamente la informacio´n disponible si cada neurona fuese a trans-
mitir informacio´n independientemente de las desviaciones que surgen de efectos de
sinergia y redundancia, considerando hasta correlaciones de pares entre neuronas. Es-
tos efectos no lineales resultan de diferentes contribuciones que pueden ser agrupadas
como contribuciones redundantes debido a similaridades en los perfiles de respues-
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ta promediados de distintas neuronas, un te´rmino de correlaciones independiente
del est´ımulo que puede ser tanto sine´rgico como redundante, o una contribucio´n de
correlaciones dependiente del est´ımulo sine´rgica [13, 37, 39], como descripto en el
cap´ıtulo 2. Es importante notar que estas componentes tienen el mismo significado
tanto en la descomposicio´n exacta de la informacio´n como en la aproximacio´n de
expansio´n en series al considerar contribuciones de distintos o´rdenes.
El me´todo de la expansio´n en serie esta´ basado en la suposicio´n de que la informa-
cio´n es transmitida en ventanas temporales post-est´ımulo que son cortas comparadas
con los intervalos inter-espiga t´ıpicos, tal que el nu´mero promedio de espigas emitidas
en cada presentacio´n de est´ımulo sea bajo. En este cap´ıtulo, presento una extensio´n
de esta aproximacio´n hasta contribuciones de tercer orden y se propone una de-
pendencia general para cualquier orden. Se obtiene una expresio´n anal´ıtica exacta
que nos permite estimar una correccio´n para la componente de correlacio´n est´ımulo
dependiente de la informacio´n mutua dentro del marco de la expansio´n en series.
Cuando correlaciones de trenes de espigas son considerados en un sistema de tres
neuronas por ejemplo, existe una limitacio´n al analizar u´nicamente interacciones
de pares. Dos tipos distintos de est´ımulos externos pueden generar correlaciones de
pares o de tripletes, con ana´lisis de autocorrelacio´n y correlacio´n cruzada ide´nticos
en ambos casos [65]. En otras palabras, la conectividad de pares en la entrada de una
red podr´ıa generar correlaciones de alto orden que fuesen indistinguibles de aquellas
generadas por conectividad de tripletes en la entrada de la red. No ser´ıa posible
diferenciar, en dicho escenario, las dos actividades de la poblacio´n neuronal incluso
mediante un ana´lisis de autocorrelacio´n y correlacio´n cruzada, y las diferencias entre
estas dos configuraciones no son captadas por meras correlaciones entre pares. Son
las correlaciones de alto orden que determinan si los disparos coincidentes entre
dos neuronas son tambie´n coincidentes con las espigas de una tercer neurona. Las
correlaciones de pares por lo tanto no son suficientes para proveer descripciones
confiables de los sistemas neuronales en general [24, 34].
Primero, se asume que las probabilidades de disparo individuales son proporcio-
nales a la duracio´n temporal t de la manera
P (ri|rj, rk · · · , rn; s) ∼ t, (3.5)
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y usando la “regla de la cadena”
P (ri, · · · , rn; s) = P (ri|rj, · · · , rn; s)P (rj|rk, · · · , rn; s)P (rk| · · · , rn; s) · · ·P (rn; s),
(3.6)
la probabilidad de que n espigas hayan sido disparadas es el producto de las pro-
babilidades condicionales de cada disparo dada la presencia de otros potenciales de
accio´n en el patro´n. Entonces, como cada te´rmino es proporcional a t, la probabilidad
de tener n espigas resulta proporcional de la forma
P (ri, rj, rk, · · · , rn; s) ∼ tn. (3.7)
Esta es una suposicio´n natural, debido a que so´lo implica que la probabilidad de
observar un disparo en una ventana temporal es proporcional a la resolucio´n temporal
de medida. U´nicamente es violada en el caso de que dos disparos ocurran en el mismo
momento con una precisio´n temporal infinita, caso poco probable.
Como una extensio´n propuesta de la expansio´n en series utilizada en las refe-
rencias [9–11], podemos escribir la probabilidad de tener tres neuronas disparando
(rotuladas como i, j y k) como
P (ri, rj, rk; s) = ri(s)rj(s)rk(s)t
3 [1 + γijk(s)] +O(t4). (3.8)
Las ecuaciones (3.5-3.7) son la base principal del me´todo de la expansio´n en series.
Por ejemplo, en el marco teo´rico de las interacciones de a pares, la probabilidad de
que no se haya disparado ninguna espiga en un cierto tiempo t es
P (0; s) = 1−
N∑
i=1
ri(s)t+
1
2
N∑
i,j=1
ri(s)rj(s)[1 + γij(s)]t
2O(t3), (3.9)
y la probabilidad de observar un u´nico potencial de accio´n disparado por la neurona
i, P (ri; s), se puede obtener como
P (ri; s) = ri(s)t+ ri(s)t
2
N∑
j=1
rj(s)[1 + γij(s)] +O(t3), (3.10)
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donde N denota el nu´mero de neuronas. Y en este contexto podemos escribir la
probabilidad de que dos neuronas (ri, rj) disparen un par de espigas como:
P (ri, rj; s) = ri(s)rj(s)t
2[1 + γij(s)] +O(t3). (3.11)
Dadas estas definiciones, las siguientes suposiciones adicionales son hechas para
poder computar la expansio´n en series. Primero, que la informacio´n mutua es anal´ıti-
ca en el tiempo. Segundo, es necesario que diferentes pruebas experimentales (una
medida o simulacio´n) sean realizaciones aleatorias del mismo proceso, siendo este un
requerimiento propio de un buen experimento. La validez de estas suposiciones fue
examinada previamente [9–11]. Entonces, la informacio´n mutua puede ser expandida
como una serie de la ventana de tiempo post-est´ımulo como
I = I0 + tI1 +
t2
2
I2 +
t3
6
I3 + · · · , (3.12)
done I1 es la tasa de informacio´n instanta´nea y Ii con i ≥ 2 es la derivada i-e´sima
de la informacio´n. Luego, se insertan las probabilidades de respuesta de distintos
o´rdenes, contenidas en la secuencia de espigas, en la sumatorias sobre las respuestas
en la ecuacio´n (2.19). Por cada te´rmino en la sumatoria sobre las respuestas, usamos
la expansio´n en potencias del logaritmo como en [9]. Luego, agrupamos todos los
te´rminos de la sumatoria que tengan la misma potencia en t, y usando la ecuacio´n
(3.12), obtenemos las expresiones para cada derivada de la informacio´n. Al realizar
las sumas de las probabilidades de o´rdenes mayores a uno se deben dividir las mismas
por un factor que tiene en cuenta permutaciones equivalentes.
En otras palabras, las derivadas de la informacio´n pueden ser calculadas en te´rmi-
nos de las probabilidades dadas por las ecuaciones (3.8), (3.9), (3.10) y (3.11) de la
siguiente manera. Primero, uno inserta las probabilidades definidas por las ecuacio-
nes (3.8), (3.9), (3.10) y (3.11) en la suma sobre las respuestas de la ecuacio´n (2.19).
Luego, para cada te´rmino de la suma sobre las respuestas, uno utiliza la expansio´n
en potencias del logaritmo como funcio´n de t:
log2(1− tx) = −
1
ln 2
∞∑
i=1
(tx)i
i
(3.13)
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como en [9–11]. Finalmente, agrupando todos los te´rminos de la suma que tienen
la misma potencia en t, y utilizando la ecuacio´n (3.12), uno obtiene las expresiones
para las derivadas de la informacio´n y los componentes de codificacio´n de todos los
o´rdenes.
3.1.1. Contribuciones de primer y segundo orden de la ex-
pansio´n
Los te´rminos correspondientes al primer y segundo orden pueden ser encontrados
en [9], donde son separados en componentes de codificacio´n de la misma manera
como posteriormente fue hecho en [12]. El primer orden de la expansio´n (y tambie´n
el primer te´rmino de la descomposicio´n de la informacio´n) corresponde a Ilin, esto es,
no se considera ninguna sinergia o redundancia. El segundo orden se descompone el
los siguientes componentes (denotados por el sub´ındice 2 para distinguirlos de aque-
llos correspondientes a o´rdenes superiores) como en [12]: Isig−sim,2, toma en cuenta
la redundancia que pueda surgir incluso en la ausencia de correlaciones cruzadas,
Icor−ind,2 y Icor−dep,2 que miden la cantidad de informacio´n verdaderamente dispo-
nibles de la actividad correlacionada entre pares de neuronas de toda la poblacio´n.
Cada expresio´n de estas componentes en la expansio´n en serie hasta segundo orden
son dadas a continuacio´n. A primer orden,
I1 = Ilin.
=
N∑
i=1
〈ri(s) log2
[
ri(s)
〈ri(s′)〉s′
]
〉s. (3.14)
A segundo orden, la contribucio´n no lineal es
I2 = Isig−sim,2 + Icor−ind,2 + Icor−dep,2 (3.15)
en donde
Isig−sim,2 =
1
2 ln 2
N∑
i,j=1
〈ri(s)〉s〈rj(s)〉s
[
νij + (1 + νij) ln
(
1
1 + νij
)]
, (3.16)
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Icor−ind,2 =
1
2 ln 2
N∑
i,j=1
〈ri(s)rj(s)γij(s)〉s ln
(
1
1 + νij
)
, (3.17)
y
Icor−dep,2 =
1
2 ln 2
N∑
i,j=1
〈ri(s)rj(s)[1 + γij(s)] ln
{
〈ri(s′)rj(s′)〉s′ [1 + γij(s)]
〈ri(s′)rj(s′)[1 + γij(s′)]〉s′
}
〉s,
(3.18)
Resulta interesante notar que la descomposicio´n de esta expansio´n para venta-
nas temporales cortas hasta segundo orden es exactamente ana´loga a la previamente
detallada en la descomposicio´n exacta en componentes de codificacio´n de la informa-
cio´n de una poblacio´n de neuronas (ver cap´ıtulo 2). A pesar de esta analog´ıa, so´lo los
momentos de primer y segundo orden de las distribuciones de las probabilidades de
respuesta son consideradas en las ecuaciones aproximadas de la expansio´n en serie a
segundo orden. Por lo tanto, la aproximacio´n puede ser mejorada al insertar o´rdenes
de ma´s alto orden sucesivamente.
3.1.2. Contribuciones de tercer orden en la expansio´n
Sin embargo, si la expansio´n es continuada hasta o´rdenes ma´s altos, una com-
ponente extra debe ser considerada. Dicha componente resulta relacionada con la
componentre de correlacio´n est´ımulo dependiente. Al extender este me´todo para con-
siderar contribuciones hechas por interacciones de tercer orden, obtenemos las com-
ponentes Isig−sim,3, Icor−ind,3 y Icor−dep,3, como es esperado. Adema´s, obtenemos un
te´rmino adicional que refleja la posibilidad de “etiquetar” erro´neamente un est´ımulo
con una estad´ıstica de tripletes cuando en realidad corresponde a disparos coinci-
dentes de tres neuronas que pueda surgir por casualidad de correlaciones de a pares
[66], al que denotamos como Icor−ch,3.
Escribimos las probabilidades definidas en el marco de las interacciones de tercer
orden dadas por las ecuaciones (3.8), (3.9), (3.10) y (3.11) en la sumatoria sobre r
de la ecuacio´n (2.19). Adicionalmente, para cada te´rmino de la suma consideramos
la expansio´n en potencias de la ecuacio´n (3.13) como funcio´n de t. Agrupando los
te´rminos de potencia tres en t y tomando en cuenta la ecuacio´n (3.12) para orden
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tres, esto es los te´rminos que contienen t3 obtenemos
I3 =
1
6 ln 2
N∑
i,j,k=1
〈ri(s)〉s〈rj(s)〉s〈rk(s)〉s
[
νijk + (1 + νijk) ln
(
1
1 + νijk
)]
+〈ri(s)rj(s)rk(s)γijk(s)〉s ln
(
1
1 + νijk
)
+〈ri(s)rj(s)rk(s)[1 + γijk(s)] ln
{
〈ri(s′)rj(s′)rk(s′)〉s′ [1 + γijk(s)]
〈ri(s′)rj(s′)rk(s′)[1 + γijk(s′)]〉s′
}
〉s
−3〈ri(s)rj(s)rk(s)[1 + γijk(s)] ln
{
ri(s)rj(s) [1 + γij(s)]
〈ri(s′)rj(s′)[1 + γij(s′)]〉s′
}
〉s. (3.19)
Entonces a tercer orden, la contribucio´n no lineal es I3 = Isig−sim,3 + Icor−ind,3 +
Icor−dep,3 + Icor−ch,3. La contribucio´n de la similaridad en la sen˜al es
Isig−sim,3 =
1
6 ln 2
N∑
i,j,k=1
〈ri(s)〉s〈rj(s)〉s〈rk(s)〉s
[
νijk + (1 + νijk) ln
(
1
1 + νijk
)]
.
(3.20)
La cantidad total de informacio´n atribuible a la actividad correlacionada de ter-
cer orden sobre la codificacio´n neuronal en general esta´ dada por la contribucio´n
correlacional independiente del est´ımulo
Icor−ind,3 =
1
6 ln 2
N∑
i,j,k=1
〈ri(s)rj(s)rk(s)γijk(s)〉s ln
(
1
1 + νijk
)
(3.21)
y la componente de correlacio´n est´ımulo-dependiente
Icor−dep,3 =
1
6 ln 2
N∑
i,j,k=1
〈ri(s)rj(s)rk(s)[1 + γijk(s)]
× ln
{
〈ri(s′)rj(s′)rk(s′)〉s′ [1 + γijk(s)]
〈ri(s′)rj(s′)rk(s′)[1 + γijk(s′)]〉s′
}
〉s. (3.22)
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El te´rmino adicional calculado resulta
Icor−ch,3 = − 1
2 ln 2
N∑
i,j,k=1
〈ri(s)rj(s)rk(s)[1 + γijk(s)]
× ln
{
ri(s)rj(s) [1 + γij(s)]
〈ri(s′)rj(s′)[1 + γij(s′)]〉s′
}
〉s. (3.23)
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Figura 3.1: Esquema de tres neuronas interactuantes. (a)-(d) Cuatro casos carac-
ter´ısticos descriptos en el texto. Notar que las entradas de pares y tripletes se encuen-
tran representadas en rojo y verde respectivamente. Las correlaciones por casualidad
se marcan con amarillo.
En lo siguiente, discutiremos el significado del te´rmino Icor−ch,3 cuando so´lo se
especifican las correlaciones de a pares. Consideremos el caso de tres neuronas con
cuatro escenarios posible. La Figura 3.1 (a) ilustra el caso en donde tres neuronas no
comparten entradas comunes, pero sin embargo au´n pueden llegar a existir coinciden-
cias entre potenciales de accio´n entre pares de neuronas (marcadas en amarillo). En
la Figura 3.1 (b), so´lo dos de las neuronas poseen entradas comunes, y por lo tanto
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existe correlacio´n de orden dos (marcada en rojo). Notar que en este caso, podr´ıan
existir coincidencias entre espigas de tripletes de neuronas debido a que dos neuro-
nas se encuentran correlacionadas y una tercera se correlaciona por casualidad con
dicho par. La Figura 3.1 (c) describe el caso en el que las tres neuronas comparten
entradas comunes (entre cada par), y los tripletes coincidentes son ma´s probables de
ocurrir que aquellos correspondientes a la Figura 3.1 (b). Finalmente, la Figura 3.1
(d) ilustra el caso en el que las neuronas en cuestio´n comparten entradas comunes,
tanto entre pares como entre el triplete, respectivamente denotadas por rojo y verde.
Sin embargo, correlaciones de orden dos y de orden tres pueden llegar a aparecer por
casualidad. Por lo tanto, las diferencias aparentes entre estas dos poblaciones (es de-
cir, entre los casos (c) y (d)) no son capturadas por meras correlaciones entre pares.
Este problema surgir´ıa incluso si estuviesemos considerando el caso de una poblacio´n
de neuronas que so´lo poseen entradas comunes entre cada par, donde pueden haber
correlaciones por casualidad entre el triplete, como hemos comentado previamente.
Si ese fuese el caso, necesitar´ıamos del te´rmino Icor−ch,3, que cuantifica la cantidad
de informacio´n provista por el conjunto de correlaciones verdaderas entre los pares
y correlaciones por casualidad entre el triplete. En la siguiente seccio´n discutiremos
co´mo tener en cuenta el te´rmino Icor−ch,3 en la expansio´n en series de la informa-
cio´n mutua puede cambiar el escenario de sinergia/redundancia al considerar una
poblacio´n de neuronas.
3.1.3. Te´rminos de orden superior
La componente Icor−ch,3 puede ser encontrada consistentemente cuando interac-
ciones de o´rdenes mayores a dos son consideradas, y depende de correlaciones de
ruido de o´rdenes menores. Notar que resulta posible extender las definiciones previas
para la correlacio´n de ruido de orden n de la manera
γi1···in(s) =
ri1(s) · · · rn(s)
ri1(s) · · · rn(s)
− 1. (3.24)
Similarmente, el n-e´simo orden de la correlacio´n de sen˜al esta´ dado por:
νi1···in =
〈ri1(s) · · · rn(s)〉s
〈ri1(s)〉s · · · 〈rn(s)〉s
− 1. (3.25)
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La probabilidad (hasta cuarto orden) de tener cuatro neuronas disparando se escribe
como
P (ri, rj, rk, rl; s) = ri(s)rj(s)rk(s)rl(s)t
4 [1 + γijkl(s)] +O(t5), (3.26)
y tambie´n se puede generalizar para N neuronas que disparan n espigas simulta´nea-
mente (permitiendo interacciones de orden n) de la forma
P (ri1 , ri2 , . . . , rin ; s) = ri1(s) · · · rin(s)tn [1 + γi1···in(s)] +O(tn+1). (3.27)
Las suposiciones que deben ser hechas para poder computar la expansio´n en series de
la informacio´n hasta cualquier orden son las mismas que las previamente detalladas.
Espec´ıficamente, a cuarto orden las contribuciones a la expansio´n en series pueden
ser calculadas como
I4 = Isig−sim,4 + Icor−ind,4 + Icor−dep,4 + Icor−ch,4. (3.28)
Las contribuciones de similaridad en al sen˜al, de correlacio´n independiente del est´ımu-
lo y la dependiente del est´ımulo resultan, respectivamente,
Isig−sim,4 =
1
24 ln 2
N∑
i,j,k,l=1
〈ri(s)〉s · · · 〈rl(s)〉s
[
νijkl + (1 + νijkl) ln
(
1
1 + νijkl
)]
,
(3.29)
Icor−ind,4 =
1
24 ln 2
N∑
i,j,k,l=1
〈ri(s) · · · rl(s)γijkl(s)〉s ln
(
1
1 + νijkl
)
, (3.30)
Icor−dep,4 =
1
24 ln 2
N∑
i,j,k,l=1
〈ri(s) · · · rl(s)[1 + γijkl(s)]
× ln
{ 〈ri(s′) · · · rl(s′)〉s′ [1 + γijkl(s)]
〈ri(s′) · · · rl(s′)[1 + γijkl(s′)]〉s′
}
〉s. (3.31)
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Finalmente, Icor−ch,4 se calcula
Icor−ch,4 = − 1
24 ln 2
N∑
i,j,k,l=1
〈ri(s) · · · rl(s)[1 + γijkl(s)]
×
{
6 ln
(
ri(s)rj(s) [1 + γij(s)]
〈ri(s′)rj(s′)[1 + γij(s′)]〉s′
)
+4 ln
(
ri(s)rj(s)rk(s) [1 + γijk(s)]
〈ri(s′)rj(s′)rk(s′)[1 + γijk(s′)]〉s′
)}
〉s. (3.32)
Tener en cuenta que depende tanto de las correlaciones de cuarto orden, como de las
correlaciones de segundo y tercer orden.
Luego, extendiendo estos ca´lculos a o´rdenes superiores, derivamos el orden n−e´si-
mo de la componente que corresponde a las contribuciones de correlaciones espurias
Icor−ch,n. La contribucio´n de similaridad de sen˜al de cualquier orden se lee como
Isig−sim,n =
1
n! ln 2
N∑
i1,··· ,in=1
〈ri1(s)〉s · · · 〈rin(s)〉s
×
[
νi1···in + (1 + νi1···in) ln
(
1
1 + νi1···in
)]
. (3.33)
La componente de correlacio´n independiente del est´ımulo resulta
Icor−ind,n =
1
n! ln 2
N∑
i1,··· ,in=1
〈ri1(s) · · · rin(s)γi1···in(s)〉s ln
(
1
1 + νi1···in
)
, (3.34)
y la componente de correlacio´n est´ımulo-dependiente
Icor−dep,n =
1
n! ln 2
N∑
i1,··· ,in=1
〈ri1(s) · · · rin(s)[1 + γi1···in(s)]
× ln
{
〈ri1(s′) · · · rin(s′)〉s′ [1 + γi1···in(s)]
〈ri1(s′) · · · rin(s′)[1 + γi1···in(s′)]〉s′
}
〉s. (3.35)
La componente Icor−ch correspondiente al orden n−e´simo de la expansio´n en series
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puede ser escrita como:
Icor−ch,n = − 1
n! ln 2
N∑
i1,··· ,in=1
〈ri1(s) · · · rin(s)[1 + γi1···in(s)]
×
n−1∑
m=2
(
n
m
)
ln
{
ri1(s) · · · rim(s)[1 + γi1···im(s)]
〈ri1(s′) · · · rim(s′)[1 + γi1···im(s′)]〉s′
}
〉s, (3.36)
donde γi1···im es el coeficiente de correlacio´n de ruido de orden m.
3.2. Codificacio´n sine´rgica y redundante en te´rmi-
nos de alto orden
Para investigar ma´s extensamente co´mo las correlaciones de alto orden pueden
contribuir al procesamiento de la informacio´n en el cerebro, es necesario evaluar
co´mo la componente Icor−ch en cada te´rmino de orden mayor a dos conforma la
codificacio´n neuronal cuando se considera que dentro de una poblacio´n las neuronas
interactuan entre ellas. Como previamente explicado en [9], la expansio´n en series
de la informacio´n mutua muestra que las correlaciones generales en la distribucio´n
de las respuestas promedio solamente, esto es las correlaciones de sen˜al, solo pueden
contribuir redundantemente. Para lograr una codificacio´n sine´rgica de la informacio´n,
las correlaciones en la variabilidad de las respuestas (o correlaciones de ruido) son
necesarias. Puede ser probado que incluso cuando las u´ltimas son independientes del
est´ımulo, au´n es posible obtener sinergia al tomar en consideracio´n el signo de la
redundancia de Shannon (obtenida de la ecuacio´n (2.19)) al substraer la informacio´n
transmitida por la poblacio´n de la suma de aquella transportada por cada ce´lula
individual [9].
Cuando las correlaciones son tomadas como independientes del est´ımulo elegido,
esto es γ(r|s) = γ(r), es posible derivar cuantitativamente los valores de γ y ν para
los cuales el sistema es redundante o sine´rgico. Para ello en los pro´ximos pa´rrafos de-
finiremos una medida ISRL que nos permite delimitar los distintos escenarios posibles
de redundancia y sinergia al considerar contribuciones de tercer orden.
Consideremos un triplete de neuronas, en donde la correlacio´n de ruido es toma-
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da como independiente del est´ımulo, es decir γ123(s) = γ123. Bajo esta suposicio´n,
es posible calcular anal´ıticamente las curvas (γ123,ν123) para las cuales la informa-
cio´n mutua cambia de signo. Para esto, consideremos primero el caso I3 = 0, ya
que constituye el valor para el cual las contribuciones de tercer orden pasan de ser
sine´rgicas a redundantes y viceversa (I3 > 0 contribuye sine´rgicamente y I3 < 0
redundantemente). Por lo tanto, en este primer caso (I3 = 0):
0 = 〈r1(s)〉s〈r2(s)〉s〈r3(s)〉s
[
ν123 + (1 + ν123) ln
(
1
1 + ν123
)]
+〈r1(s)r2(s)r3(s)〉sγ123 ln
(
1
1 + ν123
)
+ 0
+〈r1(s)r2(s)r3(s)[1 + γ123]
× ln
[
r1(s)r2(s)
〈r1(s′)r2(s′)〉s′
r1(s)r3(s)
〈r1(s′)r3(s′)〉s′
r2(s)r3(s)
〈r2(s′)r3(s′)〉s′
]
〉s. (3.37)
Como es esperado cuando las correlaciones son tomadas independientes del est´ımulo
elegido, Icor−dep,3 se anula bajo esta suposicio´n. Sin embargo, los dema´s te´rminos se
mantienen relevantes (ver seccio´n 2.2.4). Luego,
γ123 =
ν123
1+ν123
−
[
ln (1 + ν123) + f(r)
]
[
ln (1 + ν123) + f(r)
] , (3.38)
donde definimos la funcio´n f(r) como
f(r) = f(r1(s), r2(s), r3(s)).
=
1
〈r1(s)r2(s)r3(s)〉s 〈r1(s)r2(s)r3(s)
× ln
[
r1(s)r2(s)
〈r1(s′)r2(s′)〉s′
r1(s)r3(s)
〈r1(s′)r3(s′)〉s′
r2(s)r3(s)
〈r2(s′)r3(s′)〉s′
]
〉s, (3.39)
en donde f(r) es un promedio normalizado del producto de las tasas de disparo del
triplete de neuronas pesado por el logaritmo natural del producto de las tasas de
disparo normalizadas de los pares de neuronas correspondientes [67]. Es necesario
notar que si los pares de neuronas no codifican para el est´ımulo considerado entonces
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f(r) es nulo. Por ende, estudiamos en lo siguiente el signo de los componentes de
la informacio´n de tercer orden en las regiones delimitadas por las curvas determi-
nadas por la ecuacio´n (3.38). Consideremos ahora el caso en donde I3 6= 0. Si I3
es positivo, entonces su contribucio´n es sine´rgica; en caso contrario, cuando I3 es
negativo, es redundante. Estimamos luego la contribucio´n sine´rgica de los tripletes
como ISRL = I − (Ilin + I2), calculado como la informacio´n mutua total I (ecuacio´n
(3.12)) menos la suma lineal de la informacio´n transmitida por cada ce´lula individual
(Ilin) y menos las contribuciones de orden dos a la informacio´n I2, considerando so´lo
tres neuronas e imponiendo la restriccio´n de que todas las correlaciones son tomadas
como independientes de los est´ımulos elegidos. Luego, la sinergia ISRL resulta
ISRL = 〈r1(s)〉s〈r2(s)〉s〈r3(s)〉s
{
ν123 − (1 + ν123) (1 + γ123)
[
ln (1 + ν123)
+f(r1(s), r2(s), r3(s))
]}
. (3.40)
Si ISRL es positivo entonces, como es esperado, la contribucio´n de los tripletes al
co´digo es referida como sine´rgica; de lo contrario, cuando ISRL es negativo, es re-
dundante. Si esta cantidad es cero, entonces el co´digo es como mucho no lineal a
segundo orden. Notar que en la ecuacio´n (3.40) el factor fuera de la llave dado por
〈r1(s)〉s〈r2(s)〉s〈r3(s)〉s es estrictamente positivo ya que depende exclusivamente de
las tasas medias de disparo de las neuronas consideradas.
Las Figuras 3.2 a 3.4 ilustran los distintos re´gimenes de codificacio´n para el
tercer orden en un ejemplo de tres ce´lulas, cuando se analiza ISRL versus γ123 versus
ν123. Cuando el te´rmino Icor−ch,3 es nulo, entonces el ana´lisis se reduce al mismo
realizado previamente por [9] para el ejemplo de dos ce´lulas al considerar u´nicamente
correlaciones de a pares, y que corresponde a las Figuras 3.2 (a) y (b). En este sentido,
de los resultados mostrados en las Figuras 3.2 (a) y (b) tomamos que f(r) = 0, y
en este caso en el que consideramos adema´s el coeficiente de correlacio´n de ruido de
tercer orden γ123 versus el coeficiente de correlacio´n de sen˜al de tercer orden ν123,
las zonas correspondientes a la redundancia y sinergia son exactamente iguales a las
mostradas en el caso de correlaciones de pares puras (o verdaderas) [9]. Por lo tanto,
en tal escenario, cuando f(r) = 0, las zonas de sinergia y redundancia se encuentran
definidas solamente por correlaciones de segundo orden. Si las respuestas medias
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de cada neurona a los distintos est´ımulos no esta´n correlacionadas, tenemos que
ν123 = 0, y luego la redundancia es exactamente cero (independientemente del valor
de la correlacio´n de ruido γ123) como es mostrado a lo largo de la l´ınea correspondiente
al eje vertical de la Figura 3.2 (a) (ver tambie´n la l´ınea punteada paralela al eje de γ123
en la Figura 3.2 (b)). Si las neuronas anti-covar´ıan en sus perfiles de respuesta frente
a los est´ımulos considerados entonces, para poder obtener sinergia, deben tener un
coeficiente de correlacio´n de ruido de valor positivo por sobre el umbral establecido.
Por el contrario, si las ce´lulas tienen una correlacio´n de sen˜al mayor a cero, entonces
las coincidencias deben ser act´ıvamente suprimidas por una correlacio´n de ruido
mayor que el valor del umbral correspondiente. Cuando las correlaciones de sen˜al
y ruido poseen el mismo signo, uno siempre obtiene redundancia en el l´ımite de la
escala de ventanas temporales cortas. La Figura 3.2 (b) muestra, adema´s de esto,
que el gradiente en la cantidad de redundancia o sinergia se vuelve ma´s pronunciado
con respecto al valor de la correlacio´n de ruido y al valor de la correlacio´n de sen˜al,
en comparacio´n a la falta de variabilidad cuando la correlacio´n de sen˜al es pequen˜a
sin importar el valor de la correlacio´n de ruido. Cuando las neuronas covar´ıan en el
nu´mero medio de espigas que disparan para cada est´ımulo, manteniendo todas las
dema´s cantidades constantes, obtenemos una situacio´n redundante. Pero, si existe
suficiente anticorrelacio´n en el ruido, o viceversa si existe anticorrelacio´n en la sen˜al y
suficiente correlacio´n positiva en el ruido, entonces la codificacio´n pasa a ser sine´rgica.
Sin embargo, cuando el te´rmino Icor−ch,3 es no nulo (tanto positivo como negativo)
existe una modificacio´n sustancial de las dina´micas de correlacio´n. Anal´ıticamente,
encontramos que este cambio depende del valor de f(r), una funcio´n que depende
u´nicamente de las tasas de disparo medias de las tres neuronas en cuestion. Esto
significa que es una cantidad modelo-dependiente y/o fuertemente variable con el
conjunto de datos considerados. Au´n cuando el valor de esta funcio´n sea pequen˜o,
posee un gran impacto en la interaccio´n entre las correlaciones de ruido y de sen˜al.
Por un lado, como puede verse en la Figura 3.3 (a) y (b), cuando f(r) es positivo,
entonces la regio´n de redundancia se incrementa ampliamente para valores esperados
de correlacio´n. Sin embargo, continu´a siendo posible alcanzar sinergia para correla-
ciones de sen˜al positivas y correlaciones de ruido negativas por debajo de un cierto
valor umbral. Por otra parte, cuando el valor de f(r) es negativo, como se muestra
Cap´ıtulo 3. Contribuciones de alto orden al co´digo neuronal 58
en la Figura 3.4 (a) y (b), entonces correlaciones pequen˜as de cualquier signo llevan
a una contribucio´n sine´rgica, mientras que es posible obtener un co´digo redundante
superando un umbral para correlaciones de ruido y de sen˜al de signos opuestos. Para
ambos casos, la cantidad total de redundancia o sinergia es mucho ma´s sensible a la
variacio´n cuando tanto la correlacio´n de ruido como la de sen˜al son grandes. Resulta
importante remarcar que en ambos casos presentados en las Figuras 3.3 y 3.4, cuando
f(r) 6= 0 (Icor−ch,3 6= 0), las correlaciones entre tripletes redefinen completamente los
escenarios posible de sinergia y redundancia.
Existe evidencia que la computacio´n cooperativa caracteriza las interacciones neu-
ronales en diversas escalas temporales y espaciales [68–71]. Evidencia directa muestra
que el ana´lisis de correlaciones neuronales de a pares no resuelve dicha dina´mica de
cooperacio´n poblacional [24, 25, 54, 62, 66, 72–75]. Hemos mostrado la existencia
de un te´rmino correlacional mixto que define un nuevo escenario al analizar corre-
laciones de alto orden, poniendo de manifiesto las limitaciones de so´lo considerar
correlaciones de segundo orden en secuencias de potenciales de accio´n en un sistema
de tres neuronas. Utilizamos una extensio´n de la expansio´n en serie para ventanas
temporales cortas de la informacio´n mutua para estudiar expl´ıcitamente un te´rmino
mixto entre correlaciones de segundo y tercer orden a trave´s de Icor−ch,3, el cual mo-
difica significativamente la interaccio´n entre la correlacio´n en el ruido y la correlacio´n
en la sen˜al que puede llevar tanto a sinergia como a redundancia dependiento de las
tasas de disparo promediadas sobre distintas repeticiones y est´ımulos.
3.3. Modelado computacional con estad´ıstica de
Poisson
Un proceso estoca´stico que genera una secuencia de eventos, como un tren de
espigas por ejemplo, se denomina un proceso de Poisson si la probabilidad de un
evento que ocurre a un tiempo en particular es independiente del evento que lo pre-
cede inmediatamente. A pesar de esta limitacio´n evidente, los procesos de Poisson
han demostrado proveer una aproximacio´n extremadamente u´til a la generacio´n de
disparos neuronales estoca´sticos de una poblacio´n cuando es extendido apropiada-
mente. La metodolog´ıa que utilizamos para realizar nuestro modelado computacional
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Figura 3.2: ISRL (en unidades de bits) versus correlacio´n de ruido (‘Noise correlation’)
entre tripletes γ123 versus correlacio´n de sen˜al (‘Signal correlation’) entre tripletes
ν123. La consideracio´n de un triplete de neuronas, en donde la correlacio´n de ruido
es tomada como independiente del est´ımulo, ilustra el rango de posibilidades para la
dina´mica cuando f(r) = 0 (o Icor−ch,3 = 0). (a) Regiones donde los valores positivos
de ISRL corresponden a sinergia (‘synergy’) y valores negativos corresponden a re-
dundancia (‘redundancy’), tomando el plano γ123 versus ν123. (b) El gra´fico en tres
dimensiones de ISRL versus γ123 versus ν123 correspondiente al plano anterior. Como
esperado, valores por sobre del eje cero indican codificacion sine´rgica, mientras que
valores por debajo del cero indican redundancia.
de poblaciones pequen˜as de neuronas correlacionadas es similar a la usada en las re-
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Figura 3.3: ISRL (en unidades de bits) versus correlacio´n de ruido (‘Noise correlation’)
entre tripletes γ123 versus correlacio´n de sen˜al (‘Signal correlation’) entre tripletes
ν123. Igual que en la Figura 3.2 (a) y (b) pero considerando f(r) > 0 (entonces
Icor−ch,3 6= 0).
ferencias [65, 76] y ha sido previamente aplicada en [9–11, 13, 39]. En lo siguiente,
consideramos un proceso de Poisson inhomoge´neo, el cual produce variaciones en la
tasa de disparos. Para lograr esto, la probabilidad P (ti) de tener N espigas en una
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Figura 3.4: ISRL (en unidades de bits) versus correlacio´n de ruido (‘Noise correlation’)
entre tripletes γ123 versus correlacio´n de sen˜al (‘Signal correlation’) entre tripletes
ν123. Igual que en la Figura 3.2 (a) y (b) pero considerando f(r) < 0 (entonces
Icor−ch,3 6= 0).
ventana temporal ti (el ı´ndice i var´ıa dese 1 a M), tal que 0 ≤ t1 ≤ t2 ≤ ... ≤ tM ≤ T )
se encuentra dada por
P (ti) =
[Λθ(ti)]
N
N !
exp [−Λθ(ti)] (3.41)
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donde Λθ a un dado ti se construye mediante la incorporacio´n de diferentes condi-
ciones de est´ımulo en ese momento, y es definida como
Λθ(ti) = {m+ a exp [b (cos ((θ + ϕ)− θpref )− 1)]} ti. (3.42)
Esto es, Λθ es la funcio´n predicha del est´ımulo a un dado tiempo ti. Notar que el
proceso se define como inhomoge´neo dado que la tasa de disparos media se permi-
te variar con el tiempo. Para el modelo computacional elegimos valores similares a
aquellos adoptados en [77]: m = 15 es un ajuste de comienzo, a = 1,3 determina la
altura de la curva de ajuste, b = 3 especifica el ancho de banda del ajuste (cuan-
tificado como el ancho del ajuste en el punto medio entre las respuestas evocadas
mı´nimas y ma´ximas), θpref =
pi
4
es la orientacio´n preferida, y θ es la orientacio´n del
est´ımulo (var´ıa desde 0 a 2pi). La modulacio´n a lo largo de las neuronas de la tasa de
disparo es producida tomando una dependencia de tipo funcio´n de von Mises [77] e
incorporando un corrimiento de fase en la dependencia del est´ımulo ϕ = pi
10
entre las
distintas ce´lulas. En la pra´ctica, esto es realizado para cada ce´lula a lo largo de nu´me-
ros aleatorios elegidos de una distribucio´n de Poisson con para´metro alimentado por
Λ(ti), a un dado momento ti. Considerando diferentes repeticiones, construimos las
probabilidades de tener una respuesta particular r condicional al est´ımulo s = θ. Esto
genera procesos de Poisson inhomoge´neos donde las correlaciones entre las neuronas
son producidas por las distintas modulaciones [65, 76].
La idea principal detra´s de este modelado computacional es que neuronas cercanas
comparten entradas comunes y poseen campos de recepcio´n similares [13]. Por ende,
puede ser asumido que la tasa de disparos para cada neurona aproximadamente
sigue una estad´ıstica de Poisson inhomoge´nea, y al tomar un corrimiento de fase en
la dependencia con el est´ımulo entre cada una de las ce´lulas las modulaciones en la
actividad son generadas. Esto tiene sustento experimental dado que se ha probado
recientemente que las modulaciones en la tasa pueden ciertamente incrementar las
correlaciones entre neuronas [78].
En lo siguiente consideramos el caso mostrado en la Figura 3.1 (d) que ilustra el
caso en que tres neuronas comparten entradas comunes de segundo y tercer orden.
Realizamos el modelado computacional descripto previamente con el conjunto de
dos y tres ce´lulas que dispara siguiendo una distribucio´n de Poisson inhomoge´nea,
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en donde las espigas no son independientes debido a la modulacio´n de la tasa en
sus entradas. Consideramos tres conjuntos de pares de neuronas dados por los pares
{x1, x2}, {x1, x3} y {x1, x3}, que poseen correlaciones entre pares dadas las modula-
ciones de las tasas. Esto se logra truncando apropiadamente el espacio de respuestas
del conjunto {x1, x2, x3}. Finalmente, consideramos las correlaciones entre tripletes
entre {x1, x2, x3}, que son tres ce´lulas generadas con el me´todo descripto anterior-
mente.
3.3.1. Grado de sinergia
Para computar el grado de sinergia (o fraccio´n de sinergia SF ) [13] en la poblacio´n
para el rango de ventanas temporales, calculamos el ı´ndice de sinergia como
SF = 1− Ilin
I
. (3.43)
Valores de SF mayores a 0 indican codificacio´n sine´rgica, mientras que valores me-
nores a 0 indican redundancia. Se debe notar que, como marcamos anteriormente,
si Icor−ch,3 6= 0 existe una modificacio´n sustancial en las regiones de sinergia y re-
dundancia, debido a que las correlaciones de tercer orden modifican la dina´mica en
comparacio´n al caso en donde so´lo las correlaciones puras de segundo orden son con-
sideradas. Las correlaciones entre tripletes en tal caso pueden llevar tanto a sinergia
como a redundancia.
La Figura 3.5 muestra la fraccio´n de sinergia al considerar la simulacio´n de tres
neuronas distintas como en la Figuras 3.1 (c)-(d) cuyas estad´ısticas de disparo siguen
una distribucio´n de Poisson inhomoge´nea, con un paso temporal de 1 ms, 1000
repeticiones y 100 est´ımulos diferentes con una curva de ajuste de tipo von Mises.
En particular, de la Figura 3.5 (a) es posible ver que a medida que la ventana
temporal se incrementa, la redundancia aumenta cuando las correlaciones entre los
pares del conjunto neuronal {x1, x2},{x2, x3} y {x1, x3} son consideradas, con el tipo
de interaccio´n mostrado en la Figura 3.1 (d). Esto se ilustra ma´s claramente en la
Figura 3.5 (b), donde el efecto de agregar correlaciones est´ımulo-dependientes de
tercer orden incrementa la fraccio´n de sinergia a medida que la ventana temporal
aumenta. Este resultado puede ser explicado mediante el hecho de que existe una
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cantidad significativa de correlaciones independientes del est´ımulo a tercer orden,
como se explicita en la Figura 3.5 (c). A su vez, este efecto se vuelve ma´s relevante
a medida que alargamos la duracio´n de la ventana temporal. Notar adema´s de la
Figura 3.5 (c) que Icor−ch,3 6= 0, y por lo tanto cuando consideramos las interacciones
descriptas en la Figura 3.1 (d), las correlaciones entre tripletes se vuelven relevantes.
Como discutido previamente, la posibilidad de que Icor−ch,3 6= 0 permite redefinir las
“regiones permitidas” de sinergia/redundancia al ser comparado con el caso en el
cual so´lo las correlaciones entre pares son tomadas en cuenta.
3.4. Modelo de red tipo integrar-y-disparar
En una red de neuronas biolo´gicamente realista, usualmente toma mu´ltiples en-
tradas para que una neurona pueda propagar una sen˜al. Una representacio´n simple
de esto es considerar numerosas sen˜ales de entrada conectando una neurona a la
siguiente, incrementando o disminuyendo el efecto del disparo de la neurona indivi-
dual. Esto puede ser logrado ajustando los pesos de conexio´n entre cada neurona y,
por ende en una simulacio´n computacional de una red neuronal, podemos imitar la
dina´mica neuronal a trave´s de una metodolog´ıa conocida como “integrar-y-disparar”
[4]. Cuando el potencial de membrana de la neurona alcanza su umbral, la ce´lula
dispara una espiga y la sen˜al es transmitida hacia otra neurona. Luego la sen˜al pro-
pagada puede inducir un potencial de accio´n en esta nueva neurona. Si la neurona
no dispara, su potencial puede ser incrementado y cuando recibe otra nueva sen˜al de
entrada dentro de un periodo relativamente corto, existiran ma´s chances que alcance
el umbral y se produzca una espiga.
Para estudiar la hipo´tesis de los reg´ımenes de sinergia y redundancia cuando
las correlaciones son independientes del est´ımulo elegido, se simularon secuencias
de espigas utilizando una red pequen˜a, enteramente interconectada de neuronas del
tipo integrar-y-disparar. Para evaluar nuestro marco teo´rico, realizamos simulaciones
utilizando este modelo para obtener valores nume´ricos para las distintas variables
compatibles con las suposiciones y aproximaciones hechas. Es importante resaltar
que cuando el te´rmino Icor−ch,3 es no nulo (tanto positivo o negativo), existe una
modificacio´n sustancial de las dina´micas de correlacio´n. Esta alteracio´n depende del
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valor de f(r), que es funcio´n de las tasas de disparo de las tres neuronas en cuestio´n.
Para un triplete de neuronas tomadas de la poblacio´n, una contribucio´n redundante
(ISRL < 0) se obtuvo con f(r) ≈ 0,24, y ν123 = 0,07 con γ123 = 0,000001 cercana a
cero. El intercambio entre las correlaciones en el ruido y en la sen˜al, en este caso,
lleva a la redundancia como en la Figura 3.3 (a)-(b).
3.5. Modelo de red tipo Izhikevich
Las neuronas disparan potenciales de accio´n cuando se encuentran cerca de una
bifurcacio´n entre el estado de reposo a activo, y es el delicado balance entre el ruido,
las corrientes dina´micas y la condicio´n inicial que determina el diagrama de fases de
la actividad neuronal. Mientras que existe un nu´mero enorme de mecanismos io´nicos
de excitabilidad y generacio´n de espigas posibles, solamente cuatro mecanismos de
bifurcacio´n pueden resultar en dicha transicio´n. Estas bifurcaciones dividen a las
neuronas en cuatro categor´ıas: integradores o resonadores, monoestables o biesta-
bles [79]. Metodolog´ıas de bifurcaciones nos permiten reproducir precisamente las
propiedades biof´ısicas de los modelos neuronales tipo Hodgkin-Huxley considerando
so´lo un sistema de ecuaciones diferenciales ordinarias de dos dimensiones y cuatro
para´metros diferentes. Este modelo se llama “modelo simple de neurona que dispara”
[80], y el sistema de ecuaciones diferenciales ordinarias esta´ dado por:
dv
dt
= 0,04 v2 + 5 v + 140 u+ ic (3.44)
du
dt
= a (b v − u) (3.45)
con el reseteo post-espiga auxiliar
si v ≥ +30 mV, luego
v ← cu← u+ d, (3.46)
donde v es el potencial de membrana de la neurona, y u es la variable de recuperacio´n
de la membrana, que toma en cuenta la activacio´n de las corrientes io´nicas K+ y la
inactivacio´n de las corrientes io´nicas Na+, y otorga retroalimentacio´n negativa a v.
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Por ende estamos considerando un sistema 2−dimensional de ecuaciones diferenciales
ordinarias de las dos variables u and v, y todos los “tipos” conocidos de neuronas
pueden ser reproducidos tomando valores diferentes para los cuatro para´metros a, b, c
y d. Luego que la espiga llega a su punto ma´ximo en +30 mV (no debe ser confundido
con el umbral de disparo), el voltaje de membrana y la variable de recuperacio´n
son reseateados segu´n la ecuacio´n (3.46). La variable ic corresponde a la corriente
tala´mica ruidosa del modelo [80–82].
En la Figura 3.6 utilizamos el modelo simple de la actividad neuronal para re-
producir veinte de las propiedades neurocomputacionales ma´s fundamentales de las
neuronas biolo´gicas, cambiando los diferentes para´metros a, b, c, d e I [83]. Dicha
figura muestra comportamientos neuronales diferentes luego de considerar las co-
rrientes de entrada: (A) disparo to´nico; (B) disparo fa´sico; (C) ra´fagas to´nicas; (D)
ra´fagas to´nicas; (E) modelo mixto (ra´fagas luego disparos); (F) adaptacio´n en la
frecuencia de disparos; (G) excitabilidad de clase 1; (H) excitabilidad de clase 2;
(I) latencia de disparos; (J) oscilaciones sub-umbral; (K) preferencia de frecuencia
y resonancia; (L) integracio´n y deteccio´n de coincidencia; (M) espiga de rebote; (N)
ra´faga de rebote; (O) variabilidad de umbral; (P) bi-estabilidad de estados de reposo
y disparo; (Q) depolarizacio´n post-potencial de accio´n; (R) acomodacio´n; (S) dispa-
ros inducidos por inhibicio´n; y (T) ra´fagas inducidas por inhibicio´n. Los valores de
para´metros correspondientes para los casos denotados por (A) hasta (T) en la Figura
3.6 esta´n dados en el Cuadro 3.1.
En resumen, cada neurona puede ser tambie´n descripta por un modelo simple que
permite reproducir varias de las caracter´ısticas ma´s fundamentales de las neuronas
biolo´gicas [81]. En esta seccio´n, consideramos un modelo de simulacio´n de redes en
el cual el nu´mero de neuronas interconectadas es un para´metro bajo control, y cada
neurona puede estar interconectada aleato´riamente con dos o ma´s neuronas [80–82].
Las contribuciones inhibitorias hiperpolarizan el potencial y lo mueven ma´s lejos
del umbral de disparo. En contraste, las contribuciones excitatorias depolarizan el
potencial de membrana (esto es, lo llevan ma´s cerca del umbral).
Consideramos adema´s una simulacio´n que tiene en cuenta los disparos de neu-
ronas corticales con retrasos en la conduccio´n axonal y plasticidad dependiente del
tiempo de disparo como la regla de aprendizaje sina´ptica Hebbiana [4]. La mag-
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a b c d a b c d
A 0,02 0,2 -65 6 K 0,1 0,26 -60 -1
B 0,02 0,25 -65 6 L 0,02 -0,1 -55 6
C 0,02 0,2 -50 2 M 0,03 0,25 -60 4
D 0,02 0,25 -55 0,05 N 0,03 0,25 -52 0
E 0,02 0,2 -55 4 O 0,03 0,25 -60 4
F 0,01 0,2 -65 8 P 0,1 0,26 -60 0
G 0,02 -0,1 -55 6 Q 1 0,2 -60 -21
H 0,2 0,26 -65 0 R 0,02 1 -55 4
I 0,02 0,2 -65 6 S -0,02 -1 -60 8
J 0,05 0,26 -60 0 T -0,026 -1 -45 -2
Cuadro 3.1: Los distintos para´metros a, b, c, d para reproducir los veinte comporta-
mientos neurocomputacionales ma´s fundamentales de las neuronas biolo´gicas.
nitud de los pesos sina´pticos entre las neuronas pre-sina´ptica depende del tiempo
relativo de las espigas. El peso de las conexiones sina´pticas entre las neuronas pre-
a post-sina´ptica incrementa como 0,1× exp−(t/t0) si la post-neurona dispara luego
del disparo presina´ptico, donde t0 = 20 ms y t es el intervalo entre espigas. De otra
forma, si el orden de los disparos es revertido, disminuye como 0,12× exp (t/t0) [82].
Tomamos en cuenta diferentes configuraciones de est´ımulos cambiando el para´me-
tro a que describe la escala temporal de la variable de recuperacio´n (para la cual
siempre tomamos valores a > 0). El para´metro a describe la escala temporal de
la variable de recuperacio´n u (valores ma´s pequen˜os resultan en una recuperacio´n
ma´s lenta). Para el modelado computacional tomamos diez est´ımulos diferentes s
como diez valores equiespaciados de a que var´ıan desde 0,01 a 0,1 (un valor t´ıpico es
a = 0,02 [80]). Con el fin de realizar nuestra estimacio´n de teor´ıa de la informacio´n
consideramos 10000 repeticiones, 10 est´ımulos diferentes y realizados sobre una ven-
tana temporal promedio de 10 ms. Entonces, sobre la base de los datos generados
por nuestor modelo computacional, construimos las probabilidades de obtener una
respuesta en particular r igual a 0 o 1 (donde 0 denota eventos sin ningu´n poten-
cial de accio´n y 1 que una espiga es disparada en la ventana temproal considerada)
condicional al est´ımulo s descripto previamente.
Sea una red que consiste en tres neuronas, tomando en cuenta dos casos: (i) uno
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en el cual las neuronas tengan u´nicamente entradas comunes entre pares en sus sinap-
sis excitatorias (M = 2), y (ii) otro en el cual se permitan las entradas comunes entre
tripletes en las mismas (M = 3). La Figura 3.7 muestra las distintas componentes
de correlacio´n dependientes del est´ımulo considerando estas dos redes Hebbianas en
donde las sinapsis excitatorias por neurona son iguales a M = 2 y M = 3, respectiva-
mente. El nu´mero de sinapsis excitatorias por neurona fue implementado de la misma
manera que en la referencia [82], que es la forma esta´ndar para implementar este tipo
de modelado. As´ı, ilustramos co´mo incrementar la conectividad de entrada de la red
puede afectar la correlacio´n dependiente del est´ımulo. Notar que Icor−ch,3 contribuye
en ambas posibilidades con una cantidad relevante de informacio´n. En este caso, los
tripletes de espigas por “casualidad” posibles que puedan haber surgido de correla-
ciones de segundo orden pueden contribuir a una subestimacio´n de la informacio´n si
no fuesen a ser tenidos en cuenta. En este modelo, las correlaciones dependientes del
est´ımulo de segundo y tercer orden incrementan la cantidad de informacio´n total a
medida que la conectividad de entrada es aumentada. Adema´s, la conectividad entre
tripletes es reflejada en valores mayores de correlaciones est´ımulo-dependientes.
Los resultados mostrados en este cap´ıtulo explicitan un claro efecto de las correla-
ciones entre tripletes en la transmisio´n de la informacio´n. En el siguiente cap´ıtulo, se
desarrolla co´mo es posible obtener correlaciones espurias entre tripletes de neuronas.
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Figura 3.5: (a) Fraccio´n de sinergia (‘Synergy fraction’) al considerar u´nicamente
correlaciones entre pares como en la Figura 3.1 (c). La l´ınea azul muestra el grado
de sinergia usando la informacio´n mutua total I obtenida utilizando la expansio´n
en serie, mientras que la l´ınea negra indica uno calculado utilizando la definicio´n
dada por la ecuacio´n (2.19). (b) Igual que (a), pero estimando la fraccio´n de sinergia
cuando los te´rminos de correlacio´n de tercer orden son inclu´ıdos como en la Figura 3.1
(d). (c) Contribuciones de las componentes de correlacio´n dependientes del est´ımulo.
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(A) (B) (C) (D) 
(E)  (F) (G) (H) 
(I) (J) (K) (L) 
(M) (N) (O) (P) 
(Q)          (R) (S) . (T) 
Figura 3.6: (A)-(T): Comportamientos neurocomputacionales relevantes de neuronas
biolo´gicas, como presentados en la referencia [81]. La respuesta neuronal (potencial
de membrana, mV ) y corriente de entrada I se encuentran por debajo de cada
sub-gra´fico. Notar que el agregado en la sub-figura (J) representa las oscilaciones
sub-umbral. Imagen presentada en [81].
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Figura 3.7: Componentes en el modelo de Izhikevich. Las barras grises y negras
representan redes con conectividad de entrada entre pares (‘Pairwise inputs’) y entre
tripletes (‘Triplewise inputs’), respectivamente.
Cap´ıtulo 4
Restricciones de ma´xima entrop´ıa
en las correlaciones entre tripletes
El te´rmino “correlacio´n espacial” ha sido utilizado para denotar la actividad sin-
cronizada de un grupo de neuronas, mientras que el te´rmino “correlacio´n temporal”
ha sido usado para indicar cadenas de eventos de disparo a intervalos temporales
espec´ıficos. A su vez, te´rminos como par o triplete han sido utilizados para denotar
patrones espaciotemporales de dos o tres neuronas disparando simulta´neamente o
en secuencia [84, 85]. Establecer la presencia de dichos patrones no es directo: tres
neuronas, por ejemplo, pueden disparar en conjunto ma´s frecuentemente que lo espe-
rado por casualidad sin exhibir una interaccio´n de tercer orden aute´ntica. Tripletes
verdaderos y, en general, correlaciones de alto orden aute´nticas deben entonces ser
distinguidos de interacciones que pueden ser explicados en te´rminos de correlaciones
de ordenes menores [86].
Cuando se consideran correlaciones neuronales en secuencias de espigas, existe
una limitacio´n en so´lo analizar las interacciones entre pares. En un sistema de tres
neuronas, por ejemplo, dos tipos de entradas externas pueden generar correlacio-
nes de segundo y tercer orden, con ana´lisis de autocorrelacio´n y correlacio´n cruzada
ide´nticos en ambos casos. En otras palabras, la conectividad entre pares de la en-
trada de la red puede generar correlaciones de alto orden indistinguibles de aquellas
generadas por una conectividad entre tripletes. No ser´ıa posible distinguir, en ese
escenario, las dos actividades poblacionales distintas a trave´s de ana´lisis de autoco-
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rrelacio´n y correlacio´n cruzada, y las diferencias entre esas dos configuraciones no
son capturadas por meras correlaciones de segundo orden. Son las correlaciones de
alto orden que determinan si espigas coincidentes de dos neuronas tambie´n son coin-
cidentes con las espigas de una tercer ce´lula. A tercer orden, se toma en cuenta la
posibilidad de tripletes por “casualidad” que pueden haber surgido de correlaciones
entre pares y puedan contribuir a una sub- o sobre-estimacio´n de la informacio´n
total, como analizado en el cap´ıtulo 3.
Como expuesto en el cap´ıtulo 2, la geometr´ıa de la informacio´n [26] permite
introducir en la teor´ıa de la informacio´n herramientas de geometr´ıa diferencial para
analizar las correlaciones en patrones de disparo de neuronas. Se utilizan para este fin
conceptos basados en la ortogonalidad de para´metros de coordenadas, caracterizando
en este contexto el principio de ma´xima entrop´ıa [19]. Se busca caracterizar el sistema
en este estado, debido a que la distribucio´n de probabilidad que mejor representa el
conocimiento del mismo es aquella con la mayor entrop´ıa (en el sentido de la teor´ıa
de informacio´n). La distribucio´n de probabilidad menos sesgada que se le puede
atribuir a un sistema estad´ıstico es aquella en la que, dadas ciertas condiciones
fijas, maximiza la entrop´ıa. En una situacio´n de desconocimiento de informacio´n,
la distribucio´n menos sesgada es aquella en que menos informacio´n extr´ınseca al
problema contenga. En este marco, estudiaremos las interacciones de hasta tercer
orden, obteniendo las restricciones (o v´ınculos) de ma´xima entop´ıa en funcio´n de las
correlaciones definidas en el cap´ıtulo 3. De esta manera, calculamos una aproximacio´n
para las correlaciones espurias.
4.1. Interacciones neuronales en el marco de la
geometr´ıa de la informacio´n
Introducimos brevemente la aproximacio´n para analizar espigas neuronales [42,
87] en el marco de la geometr´ıa de la informacio´n, descripto en el cap´ıtulo 2. En
este enfoque, los modelos logar´ıtmicamente lineales son propuestos para representar
las frecencias de disparos de un conjunto de neuronas y mostrar que los coeficientes
no nulos de estos modelos son una medida natural para los disparos sincro´nicos.
Los patrones de actividad de una poblacio´n de taman˜o N se encuentra representada
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como un vector binario x = (x1, . . . , xN), donde xi = 0 si la neurona i se encuentra
en silencio en una ventana temporal corta ∆t y xi = 1 si dispara. Entonces, para una
dada unidad de tiempo, consideramos el conjunto de distribuciones de probabilidad
de vectores binarios, {P (x)}, que consiste de 2N probabilidades
P (x) = Prob{x1 = i1, ..., xN = iN} = pi1...iN (4.1)
sujetas a la normalizacio´n
∑
i1,...,iN=0,1
pi1...iN = 1.
Como propuesto por Amari y colaboradores [26, 42], el conjunto de todas las
distribuciones de probabilidad {P (x)} forma una variedad (2N −1)-dimensional SN .
Esta aproximacio´n utiliza la ortogonalidad de los para´metros naturales y de valor
esperado en la familia de distribuciones exponenciales. Adema´s, resulta pra´ctica para
analizar los disparos neuronales de manera sistema´tica basa´ndose en la teor´ıa de la
informacio´n. Tales distribuciones de probabilidad pueden ser un´ıvocamente determi-
nadas utilizando un “sistema de coordenadas”.
Un sistema de coordenadas posible es aquel dado por el conjunto de los 2N − 1
valores de probabilidad marginales:
ηi = E[xi] = Prob{xi = 1}, i = 1, ..., N (4.2)
ηij = E[xixj] = Prob{xi = xj = 1}, i < j (4.3)
...
η123...N = E[x1...xN ] = Prob{x1 = x2 = ... = xN = 1}, (4.4)
donde E[·] cuantifica el valor esperado. Estas son llamadas coordenadas−η [26].
Adema´s, provisto que P (x) 6= 0, cualquier distribucio´n de ese tipo puede ser expan-
dido de la forma
P (x) = exp
{ N∑
i=1
xi θi +
∑
i<j
xixj θij +
∑
i<j<k
xixjxkθijk
+
∑
i<j<k<l
xixjxkxl θijkl + · · ·+ x1 · · ·xN θ1...N − ψ
}
, (4.5)
donde existen un total de 2N −1 coeficientes θ diferentes que pueden ser usados para
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determinar un´ıvocamente la distribucio´n de probabilidad. Un significado pra´ctico de
los mismos sera´ discutido en los siguientes pa´rrafos. θ forma a un sistema de coorde-
nadas, llamado coordenadas−θ. El para´metro de normalizacio´n ψ puede ser tambie´n
referido como θ0, pero puede prestarse a confusio´n si las neuronas son etiquetadas de
forma distinta. La geometr´ıa de la informacio´n cuantifica medidas de cualquier orden
de manera directa, lo que resulta una ventaja de este enfoque. Una vez que θ es defi-
nido, se tiene un subconjunto E(θ) para cada θ, que es una familia de distribuciones
que poseen el mismo valor de θ, y adema´s, el conjunto de todas las distribuciones de
probabilidad cuyos marginales sean los mismos se denota como M(η).
En el modelo de neuronas binarias especificado anteriormente, existen 2N estados
posibles para N neuronas. Si todas las neuronas disparan independientemente unas
de las otras, la probabilidad de la configuracio´n x esta dada por P (x1, · · · , xN) =
P (x1) · · ·P (xN). Las neuronas se dicen ser correlacionadas si no disparan indepen-
dientemente y, por lo tanto, los me´todos para detectar correlaciones generalmente
buscan desviaciones de este caso. Una correlacio´n entre dos neuronas, la neuro-
na 1 y la neurona 2 por ejemplo, se expresa matema´ticamente como P (x1, x2) 6=
P (x1)P (x2). Esto se corresponda con la idea de que dos neuronas esta´n correlacio-
nadas si la distribucio´n de probabilidades conjunta para sus estados no puede ser
determinada a partir de las dos distribuciones de probabilidad individuales P (x1) y
P (x2).
En te´rminos de coordenadas es posible entender adema´s esta descripcio´n, co-
mo se puede observar en la Figura 4.1. El subconjunto E(θ) es una subvariedad
dos-dimensional en donde (η1, η2) puede variar libremente, pero la coordenada θ se
mantiene fija. Se define el origen θ = 0 en el caso de que no exista correlacio´n (es
decir, cuando η12 = η1η2) y entonces, E(0) es el conjunto de todas las distribu-
ciones independientes. De la misma manera, el subconjunto M(η1, η2) forma una
subvariedad de dimensio´n uno en S2, donde el par (η1, η2) esta´ fijo y θ es libre. La
direccio´n tangencial de M(η1, η2) representa la direccio´n en la cual so´lo la coorde-
nada de interaccio´n pura cambia, mientras que las direcciones tangenciales a E(θ)
son las direcciones en las cuales solamente η1 y η2 cambian pero θ se mantiene fijo.
Luego, se requiere que E(θ) y M(η1, η2) sean ortogonales en cualquier punto, es decir,
que las direcciones de cambio de las componentes marginales y de interaccio´n sean
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mutuamente ortogonales.
Figura 4.1: Subconjuntos y coordenadas ortogonales (Ilustracio´n adaptada de [26]).
Las direcciones de pequen˜os cambios en las coordenadas ηi (i = 1, 2) y θ se
encuentran representadas, respectivamente, por los elementos de la matriz de infor-
macio´n de Fisher (ver cap´ıtulo 2)
∂
∂ηi
l(x; η1, η2, θ), con i = 1, 2 (4.6)
∂
∂θ
l(x; η1, η2, θ) (4.7)
donde l(x; η1, η2, θ) = lnP (x; η1, η2, θ) es llamada la funcio´n verosimilitud. Estas
funciones son variables aleatorias que denotan co´mo la probabilidad logar´ıtmica var´ıa
debido a pequen˜os cambios en los para´metros en sus respectivas direcciones. Las
u´ltimas se dicen ortogonales cuando las variables aleatorias correspondientes no esta´n
correlacionadas, y entonces
E[
∂
∂ηi
l(x; η1, η2, θ)
∂
∂ηi
l(x; η1, η2, θ)] = 0. (4.8)
La distribucio´n de probabilidad de la respuesta del par puede ser caracterizado tanto
especificando sus probabilidades individuales en un sistema de coordenadas denomi-
nado coordenadas−p, como por sus marginales, en un sistema de coordenadas llama-
do coordenadas−η. Sin embargo, para poder estudiar como interactu´an las neuronas
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de una poblacio´n, es conveniente, bajo la condicio´n de que P (x) 6= 0 para todo x,
expandir P (x) en coordenadas−θ de la forma
P (x) = exp
{∑
i=1,2
θixi + θx1x2 − ψ
}
, (4.9)
donde ψ es la constante de normalizacio´n. Dado que xi toma valores binarios, esta
expansio´n es exacta. Las coordenadas−θ son los para´metros naturales en la familia
de las probabilidades exponenciales en general.
Debido a que la coordenada θ es definida ortogonal a las coordenadas marginales
η1 y η2, se dice que θ representa la interaccio´n pura independiente de los marginales.
Cumpliendo con la condicio´n de ortogonalidad, se define de la siguiente forma
θ = ln
p11p00
p10p01
. (4.10)
El resto de los coeficientes toman los valores
θ1 = ln
p10
p00
,
θ2 = ln
p01
p00
,
ψ = − ln p00. (4.11)
4.1.1. Maximizacio´n de la entrop´ıa
Sea p la distribucio´n independiente ma´s cercana (a una “distancia” mı´nima) a
p ≡ P (x), tal que
p = argminq∈E(0)D[p ‖ q], (4.12)
donde q es una distribucio´n de probabilidad cualquiera y D es la divergencia de
Kullback-Leibler (ver cap´ıtulo 2). Las coordenadas de p son las coordenadas mixtas
(η1, η2, θ) y las coordenadas de p esta´n dadas por (η1, η2, 0), tal que p = P (x1; η1)P (x2; η2),
siendo p(xi; ηi) la distribucio´n marginal de p.
Sea p0 la distribucio´n uniforme cuyas coordenadas mixtas son, por ejemplo,
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(1/2, 1/2, 0), luego la distribucio´n pertenece a E(0). Entonces,
p = argminq∈M(η1,η2)D[q ‖ p0]. (4.13)
Figura 4.2: Distribuciones de probabilidad en la variedad (Ilustracio´n adaptada de
[26]).
Luego, teniendo en cuenta que la divergencia entre dos distribuciones de proba-
bilidad esta´ dada por la entrop´ıa relativa, se obtiene que
D[q ‖ p0] = H(p0)−H(q). (4.14)
H(q) es la entrop´ıa de q y H0 = 2 log2 2 (para la distribucio´n ejemplo (1/2, 1/2, 0))
es constante, ya que corresponde a la distribucio´n de probabilidad uniforme. Rees-
cribiendo, se concluye que para maximizar la entrop´ıa
H(q) = H(p0)−D[q ‖ p0], (4.15)
debe ocurrir que q ≡ p, debido a que H(p) = H(p0) − D[p ‖ p0] y p minimiza esta
“distancia” entre aquellas distribuciones pertenecientes a M(η1, η2). En conclusio´n,
se vincula la entrop´ıa ma´xima con ausencia de correlacio´n, es decir que establecer
θ = 0 es ana´logo al principio de ma´xima entrop´ıa en el marco de la geometr´ıa de la
informacio´n.
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4.1.2. Interacciones entre tripletes
Consideremos ahora un conjunto de tres neuronas, rotuladas como las neuronas
1, 2 y 3. Extender la idea de correlacio´n previamente descripta introduce algunas
complicaciones, adema´s de que no resulta posible una ilustracio´n del caso como pa-
ra dos neuronas. No es simplemente suficiente comparar la probabilidad conjunta
P (x1, x2, x3) con el producto P (x1)P (x2)P (x3) y declarar la existencia de un tri-
plete cuando las dos no son iguales. Esto se prestar´ıa a confundir a los tripletes
“aute´nticos” con pares o disparos independientes solapados. Por ende, las neuronas
1, 2, y 3 pueden llegar disparar ma´s frecuentemente que lo predicho por el modelo
independiente debido a que, por ejemplo, las neuronas 1 y 2 se encuentran involu-
cradas en una interaccio´n binaria. Las distribuciones de probabilidad para las tres
configuraciones de pares posibles son P (x1, x2), P (x2, x3), y P (x1, x3). Una interac-
cio´n “genuina” de tercer orden entre las tres neuronas ocurrir´ıa si fuese imposible
determinar la distribucio´n conjunta para esta configuracio´n de ce´lulas utilizando so´lo
informacio´n de estas distribuciones de segundo orden. Una forma cano´nica de cons-
truir una distribucio´n conjunta de tres neuronas a partir de las distribuciones de los
pares es la de maximizar la entrop´ıa sujeta a la restriccio´n que las distribuciones
marginales de cada par se encuentran dadas por P (x1, x2), P (x2, x3), y P (x1, x3). La
distribucio´n resultante es aquella que adiciona la menor informacio´n ma´s alla´ de la
contenida en las distribuciones conjuntas de los pares. Por lo tanto, en el marco de
la geometr´ıa de la informacio´n podemos escribir la distribucio´n conjunta obtenida
P (x) entonces como
P (x1, x2, x3) = exp
{ ∑
i=1,2,3
xiθi +
∑
i<j
xixjθij − ψ
}
. (4.16)
En este modelo, existe un para´metro para cada neurona individual y para cada
par de neuronas. Aqu´ı los para´metros θ pueden ser pensados como coeficientes que
miden la tendencia de la neurona (o las neuronas) a las que esta´n asociados de
estar activas. Incrementando el valor de θi sin cambiar cualquier otro θ aumenta la
probabilidad de que la neurona i se encuentre en su estado activo. Ana´logamente,
incrementar el valor de θij de la misma manera favorece el disparo simulta´neo de
las neuronas i y j. Se debe notar que existe una correlacio´n de segundo orden entre
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las neuronas i y j en el sentido de las definiciones previas precisamente cuando
θij 6= 0. El para´metro de normalizacio´n ψ representa la probabilidad de que todas
las neuronas se encuentren inactivas en simulta´neo. Sin embargo, podemos incluir
adema´s un para´metro adicional en la ecuacio´n (4.5), esto es,
P (x1, x2, x3) = exp
{ ∑
i=1,2,3
xiθi +
∑
i<j
xixjθij + x1x2x3θ123 − ψ
}
. (4.17)
Manteniendo todos los otros coeficientes fijos e incrementando el valor de θ123 au-
menta las probabilidades de que las tres neuronas disparen simulta´neamente. La
ecuacio´n (4.16) corresponde al caso especial de 4.17 en donde θ123 es igual a cero, de
la misma manera que la independencia corresponde al caso especial de la ecuacio´n
(4.16) en donde todos los te´rminos de segundo orden θij son iguales a cero. Por lo
tanto, este marco de trabajo proveer´ıa los medios para diferencias correlaciones de
alto orden (en este caso, de tercer orden) “puras” (o verdaderas) de correlaciones
“por casualidad” (introducidas en el cap´ıtulo 3).
La distribucio´n de probabilidad conjunta P (x), con x = (x1, x2, x3), esta´ dada
por
pabc = Prob{x1 = a;x2 = b;x3 = c},
donde a, b y c pueden ser tanto 0 como 1. De las ocho probabilidades posibles, las
cuales son denotadas por p111, p100, p010, p001, p110, p101, p011, p000, solamente siete de
ellas son libres, y por ende el conjunto de distribuciones de x forma una variedad de
dimensio´n siete S7. Como ocurre en el caso general de N neuronas, la distribucio´n
P (x) puede ser descompuesta en componentes marginales (η) y de interaccio´n (θ).
Las distribuciones marginales de xi se encuentran espec´ıficadas por las cantidades
ηi = E[xi] = Prob{xi = 1}, i = 1, ..., N (4.18)
ηij = E[xixj] = Prob{xi = xj = 1}, i < j (4.19)
...
η123 = E[x1x2x3] = Prob{x1 = x2 = x3 = 1}. (4.20)
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Adema´s, por definicio´n, las componentes marginales son
η1 = p100 + p110 + p101 + p111
η2 = p010 + p110 + p011 + p111
η3 = p001 + p101 + p011 + p111
η12 = p110 + p111
η13 = P101 + p111
η23 = P011 + p111
η123 = p111.
A su vez, el coeficiente de interaccio´n entre el triplete para este modelo esta´ dado
por
θ123 = ln
p111p100p010p001
p110p101p011p000
, (4.21)
el cual resulta ortogonal a cualquier variacio´n en los marginales individuales y de
segundo orden. El resto de los coeficientes toman los siguientes valores
θ1 = ln
p100
p000
θ2 = ln
p010
p000
θ3 = ln
p001
p000
θ12 = ln
p110p000
p100p010
θ13 = ln
p101p000
p100p001
θ23 = ln
p011p000
p010p001
ψ = − ln p000.
Todas las cantidades previamente especificadas fueron definidas en [42].
Alternativamente, podra´mos utilizar una notacio´n adicional como el super´ındice
(O, N) de estos coeficientes para representar el orden del modelo logar´ıtmicamente
lineal O y el nu´mero de neuronas de la red N [88, 89]. En caso previo, los coeficientes
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de correlacio´n podr´ıan ser nomenclados como
θ(3,3) = (θ
(3,3)
1 , θ
(3,3)
2 , θ
(3,3)
3 ; θ
(3,3)
12 , θ
(3,3)
13 , θ
(3,3)
23 ; θ
(3,3)
123 ). (4.22)
Esto resulta de intere´s dado que trabajos previos [90] han demostrado que si el
nu´mero de neuronas en una red es conocido, el modelo logar´ıtmicamente lineal de
ese mismo orden provee una estimacio´n ma´s precisa de la fuerza de conexio´n. Es
decir, para el sistema de tres neuronas descripto previamente, θ
(3,3)
12 proveer´ıa una
mejor estimacio´n del para´metro de interaccio´n entre el par que la medida
θ
(2,3)
12 = ln
p11∗p00∗
p10∗p01∗
, (4.23)
donde ∗ representa la marginalizacio´n sobre la tercer neurona (“escondida”). Por
ende, px1x2∗ constituir´ıa una distribucio´n de probabilidad marginal de x1 y x2 en este
sistema.
Imponiendo θ123 = 0 (considerando una extensio´n del principio de ma´xima en-
trop´ıa hasta tercer orden), es posible obtener
η123 =
(η12 − η123)(η13 − η123)(η23 − η123)
(η1 − η12 − η13 + η123)(η2 − η12 − η23 + η123)(η1 − η13 − η23 + η123)
×(1− η1 − η2 − η3 + η12 + η13 + η23 − η123) (4.24)
Esta cantidad tambie´n ha sido referida como “esfuerzo” [54], debido a que cuantifica
cuanto es presionado un modelo de ma´xima entrop´ıa de segundo orden para ajustar-
se a un sistema que presenta interacciones entre tripletes. Esta medida identifica un
patro´n consistente a estas interacciones: cuando las interacciones de tercer orden se
encuentran presentes, el esfuerzo es casi siempre negativo, indicando que existe me-
nos sincron´ıa que la que fuese esperada de las interacciones entre pares solamente. Es
decir, cuando los patrones de actividad observados difieren de aquellos predichos por
un modelo de segundo orden, esta cantidad indica la naturaleza de esta diferencia,
tanto si existe exceso o deficiencia de sincronizacio´n. En comparacio´n a la divergen-
cia Kullback-Leibler (ver cap´ıtulo 2), la diferencia ma´s importante entre estas dos
medidas es que, dado que es una coordenada y no una distancia, puede ser negativa.
Por lo tanto, puede indicarnos no solo cua´ndo el modelo de segundo orden falla sino
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tambie´n co´mo falla.
4.2. Cuantificacio´n de correlaciones entre triple-
tes espurias
En el cap´ıtulo 3 estudiamos las contribuciones de tercer orden y el efecto de las
correlaciones espurias entre tripletes en la transmisio´n de la informacio´n por secuen-
cias de potenciales de accio´n para duraciones temporales cortas. De esta manera,
utilizando las definiciones para las probabilidades en esta aproximacio´n, dadas por
las ecuaciones (3.8), (3.9), (3.10) y (3.11) es posible obtener una medida del mejor
estimador para la correlacio´n de ruido entre tripletes que proviene u´nicamente de
las interacciones de menor orden. Resolviendo la ecuacio´n (4.24) para un sistema de
tres neuronas (rotuladas como 1, 2 y 3) se obtiene la ecuacio´n de tercer orden (en
correlacio´n de ruido espuria γch123(s)) :
0 = (1 + γch123(s))
3
3∏
i=1
ri(s)t+ (1 + γ
ch
123(s))
2
{
3
3∏
i=1
ri(s)t
[
3∑
i<j=1
(1 + γij(s))
]
+
3∑
i<j=1
ri(s)rj(s)t
2 [(2(ri(s) + rj(s))t− 1) (1 + γij(s))− 1]
}
+(1 + γch123(s))
{
1− 3
3∏
i=1
ri(s)t
3∏
i<j=1
(1 + γij(s)) +
[
1−
3∑
i=1
ri(s)t
]
×
[
3∑
i 6=j 6==1
ri(s)t(1 + γij(s))(1 + γik(s))
]
+
[
3∑
i<j=1
(1 + γij(s))
]
×
[
3∑
i<j=1
ri(s)rj(s)t
2(1 + γij(s))
]
+
3∑
i 6=j 6==1
ri(s)t [(1 + γij(s)) + (1 + γik(s))]
}
−
[∏
i<j
(1 + γij(s))
][
1−
3∑
i=1
ri(s)t+
3∑
i<j=1
ri(s)rj(s)t
2(1 + γij(s))
]
.
(4.25)
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Es importante remarcar que ri(s) es la tasa de disparo de la neurona i sujeta al
est´ımulo s presente, y que · representa el promedio con respecto a las repeticiones de
la prueba. Como definido en el cap´ıtulo 3, la correlacio´n de ruido de segundo orden
puede ser calculada de la forma dada por la ecuacio´n (3.1).
4.2.1. Caso de triplete homoge´neo
Para poder interpretar las soluciones posibles, es conveniente estudiar el caso ho-
moge´neo y obtener estimaciones anal´ıticas. Esto es, el caso en el cual las tres neuronas
disparan con la misma frecuencia y las correlaciones entre pares sos iguales. A pesar
de no ser el escenario ma´s interesante, ni el ma´s probable, otorga una exploracio´n
u´til de la ecuacio´n (4.25).
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Figura 4.3: Valores nume´ricos para las correlaciones espurias entre tripletes (‘Tri-
plewise correlation coefficient by chance’) ide´nticos para rangos comu´nes de tasas
de disparo (‘Number of spikes per duration’) y correlaciones de ruido entre pares
(‘Pairwise correlation coefficient’).
La Figura 4.3 ilustra los valores correspondientes a las correlaciones espurias
(o “por cuasualidad”) entre tripletes para rangos comu´nes de tasas de disparo y
correlaciones de ruido entre pares. Estos resultados se encuentran en concordancia
con la literatura previa [10, 12]. Esta figura muestra la fuerte dependencia de esta
medida con las interacciones entre pares, incluso para valores pequen˜os.
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Sin embargo, los resultados expuestos son va´lidos para poblaciones neuronales
pequen˜as. En los cap´ıtulos siguientes desarrollaremos otra metodolog´ıa complemen-
taria para poder estudiar poblaciones ma´s grandes de neuronas.
Cap´ıtulo 5
Correlaciones de alto orden en una
poblacio´n homoge´nea
En te´rminos neurofisiolo´gicos, las neuronas individuales se consideran que hacen
contribuciones pequen˜as y comprensibles al comportamiento animal [17]. No obstan-
te, la mayor parte de los comportamientos involucran un gran nu´mero de neuronas,
miles o incluso millones [91]. Dado que estas neuronas puedan estar conectadas a
otras neuronas mediante hasta 1000 trillones de conexiones sina´pticas, las formas en
que la informacio´n pueda ser transmitida entre ellas es extremadamente compleja.
Estas neuronas se encuentran organizadas en capas o regiones, tal que las neuronas
cercanas tienen propiedades similares en sus respuestas. Alrededor de la mitad de
las entradas excitatorias a cualquier neurona provienen de neuronas cercanas que
caen aproximadamente dentro de un cilindro de un radio de entre 100-200 µm, es-
tructurado como una columna frecuentemente denominada “mini-columna” [92–94].
Esto sugiere que las neuronas corticales reciben abundantes entradas excitatorias y
se encuentran embebidas en una red de sen˜ales altamente convergentes. Debido a
que estas redes son de naturaleza recurrente, es probable que dichas neuronas re-
ciban entradas similares y emitan potenciales de accio´n bajo condiciones similares.
Esto significa que es esperable que las condiciones que producen una respuesta en
cualquier neurona involucren la actividad considerable de un nu´mero grande de sus
entradas ma´s alla´ de las estad´ısticas de segundo orden. Por lo tanto, es razonable
pensar que gran cantidad de espigas de entrada lleguen en sincron´ıa dentro de una
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ventana temporal pequen˜a.
Con esta idea en mente, Amari y colaboradores desarrollaron un modelo ma-
tema´ticamente simple en donde las pequen˜as contribuciones comunes que excitan a
una neurona son sumadas para generar un disparo [31]. Sin tener en cuenta una de-
pendencia de est´ımulo particular y consideradas independientes, siguiendo el teorema
del l´ımite central, contribuyen a una dina´mica de caminante aleatorio del potencial
de membrana de la neurona. Por ende, se trata de un modelo que consiste de una
variable binaria cuyo proceso latente sigue una distribucio´n normal.
Por otra parte, las interacciones de alto orden entre neuronas, es decir aque-
llas que no pueden ser reducidas a correlaciones entre pares, han sido identificadas
en la activacio´n neuronal simulta´nea. En este cap´ıtulo, proveemos un modelo sim-
ple matema´ticamente tratable capaz de considerar correlaciones de alto orden en la
distribucio´n conjunta de disparos de una poblacio´n neuronal. En nuestro modelo,
las correlaciones entre neuronas surgen de entradas q−gaussianas en neuronas con
umbral. Por ende, es una extensio´n del modelo propuesto por Amari [31], donde
las entradas al modelo son distribuidas gaussianamente y por lo tanto, no poseen
interacciones ma´s alla´ del segundo orden. Nuestro formalismo se basa en avances
recientes hechos en el teorema extendido del l´ımite central, y entonces usando herra-
mientas matema´ticas de la meca´nica estad´ıstica no extensiva [43, 95–100] proveemos
un enfoque que cuantifica el grado de interacciones de alto orden. Presentamos una
solucio´n anal´ıtica exacta de la distribucio´n conjunta de disparos incluyendo patrones
de correlaciones neuronales de todos los ordenes a trave´s de una poblacio´n. Esto
es, estimamos por medio de un modelo anal´ıticamente soluble la cantidad de corre-
lacio´n de orden mayor a dos en un “pool” (es decir, un conjunto homoge´neo) de
neuronas a trave´s de una aplicacio´n directa de una distribucio´n q−gaussiana de las
entradas sina´pticas comunes proveyendo la expresio´n para la distribucio´n conjunta,
la entrop´ıa y la informacio´n de Fisher. Testeamos la robustes de nuestro me´todo
usando un conjunto simulado de neuronas correlacionadas e independientes. Utili-
zando nuestro modelo, invistigamos distintas soluciones anal´ıticas al considerar tres
distribuciones t´ıpicas: concentrada, ampliamente desparramadas y bimodales. Es-
tudiamos las propiedades emergentes de la informacio´n de Fisher y la entrop´ıa en
una poblacio´n grande de neuronas, y mostramos su impacto en la eficiencia de la
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codificaciones poblacional.
5.1. Propuesta del modelo extendido
Representamos la actividad de las neuronas en una poblacio´n de taman˜o N me-
diante un vector binario x = (x1, . . . , xN), donde xi = 0 si la neurona i se encuentra
inactiva en alguna ventana temporal ∆t y xi = 1 si esta´ disparando una espiga. Sea
la distribucio´n de probabilidad de esos vectores binarios, {P (x)} que consiste de 2N
probabilidades
P (x) = Prob{x1 = i1, ..., xN = iN} = pi1...iN (5.1)
sujetas a la normalizacio´n ∑
i1,...,iN=0,1
pi1...iN = 1. (5.2)
Se denomina “l´ımite termodina´mico” cuando el nu´mero de part´ıculas conside-
radas en un sistema alcanza el l´ımite N → ∞ y el volumen del sistema tambie´n
crece en proporcio´n al nu´mero de part´ıculas. El l´ımite termodina´mico es aproximado
asinto´ticamente en la meca´nica estad´ıstica usando el teorema del l´ımite central [101].
Dicho teorema asegura que la funcio´n de distribucio´n de probabilidad de cualquier
cantidad medible is una distribucio´n gaussiana normal, siempre y cuando sean con-
sideradas un nu´mero suficientemente grande de variables aleatorias independientes
con exactamente la misma media y varianza. Importantemente, el teorema del l´ımite
central no se sostiene si las correlaciones entre las variables aleatorias no pueden ser
despreciadas.
En particular, el teorema del l´ımite central ha sido utilizado por Amari y co-
laboradores [31] con el fin de obtener el modelo de entradas correlacionadas para
estimar la distribucio´n conjunta de probabilidades de disparo en una poblacio´n neu-
ronal considerando el l´ımite de un nu´mero muy grande de neuronas. En su enfoque,
las correlaciones entre pares son cuantificadas a trave´s de la covarianza < uiuj > de
la suma pesada de entradas gaussianas (debido al teorema del l´ımite central) ui y uj
de dos pares de neuronas dadas of neurons (i 6= j, i = 1...N y j = 1...N ). Esto es
ui =
∑m
j=1wij − h, donde wij es es peso de conexio´n desde la entrada j−e´sima a la
i−e´sima neurona (donde h = E[ui] denota la media).
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Sin embargo, en publicaciones recientes [97–100], se ha propuesto una generali-
zacio´n del teorema del l´ımite central para el caso cuando un sistema con variables
aleatorias de´bil o fuertemente correlacionadas esta´ siendo considerado. Si juntamos
un nu´mero suficientemente grande de dichos sistemas, la distribucio´n de probabilidad
convergera´ a una distribucio´n q-gaussiana. Este hecho se encuentra en acuerdo con
teoremas recientemente probados por Amari y Ohara [44], que permiten la introduc-
cio´n de una estructura q−geome´trica a una familia de distribuciones de probabilidad
arbitraria, y garantiza que la familia de todas las distribuciones de probabilidad
pertenecen a la familia de distribuciones q-exponenciales.
Utilizaremos la “extensio´n natural” del teorema del l´ımite central propuesto en
[100], que toma en cuenta los casos en donde las correlaciones entre variables alea-
torias no son despreciables. Esto resulta en las llamadas distribuciones q-gaussianas
(en lugar de gaussianas) como las funciones de densidad de probabilidad l´ımites:
Gq(x; β) =
√
β
Cq
expq
(−βx2) (5.3)
donde expq es definida como la funcio´n q-exponencial [96]
expq(x) =

exp(x) if q = 1
[1 + (1− q)x] 11−q siq 6= 1 y 1 + (1− q)x > 0
0 si q 6= 1 y 1 + (1− q)x ≤ 0
(5.4)
donde el factor Cq es
Cq =

2
√
piΓ( 11−q )
(3−q)√1−qΓ( 3−q2q−2)
para −∞ < q < 1,
√
pi para q = 1,
√
piΓ( 3−q2q−2)√
1−qΓ( 11−q )
para 1 < q < 3.
(5.5)
donde β es un nu´mero real positivo y q es un ı´ndice real positivo (problema-dependiente).
Consideramos en principio el caso 1 < q < 3. El l´ımite de q = 1 se recupera una
distribucio´n gaussiana normal, ya que l´ımN→∞(1 + 1N )
N = e, que puede ser reescrito
como l´ımq→1(1 + (1 − q))
1
(1−q) = e. En otras palabras, el teorema del l´ımite central
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es recuperado cuando q → 1.
Consideremos ahora la probabilidad de tener exactamente k = N · r neuronas
disparando (y entonces r = k
N
, siendo r la tasa de disparo poblacional) dentro de
una dada ventana temporal ∆T dentro de una poblacio´n de N neuronas [31, 74]. En
el marco del modelo de poblacio´n homoge´nea tenemos que
Pr(r =
k
N
) = Pr{x1 = x2 = . . . = xk = 1, xk+1 = . . . = xN = 0}, (5.6)
donde la neurona i se encuentra sujeta a la suma pesada de entradas ui, por lo tanto
xi = 1 si y so´lo si ui > 0 y xi = 0 si ui ≤ 0. Siguiendo [74], el pool neuronal recibe
entradas comunes correlacionadas ma´s alla´ del segundo orden s1, s2, ...sM , y ui es
pesada por de la forma ui =
∑M
j=1wijsj−h, donde wij son pesos de conexio´n aleato-
riamente asignados. Considerando que las ui se encuentran sujetas a una distribucio´n
q-gaussiana (debido al teorema extendido del l´ımite central) Nq(−h, 1), definimos en
analog´ıa a [31] ui =
√
1− α vi +
√
α ε− h, para i = 1, .., N . Tomamos α = Eq[uiuj]
como la q-varianza, h = Eq[ui] como la q-media, y dos variables aleatorias, una
q-gaussiana vi sujeta a Nq(0, 1) y una gaussiana ε sujeta a N(0, 1).
La distribucio´n conjunta de disparos puede entonces ser estimada utilizando una
aproximacio´n de “punto silla de montar” [102] (tambie´n conocida como aproximacio´n
de Laplace), de la forma
Qq(r) =
√
1
r(1− r)|z′′q (ε0)|
1√
2pi
exp[Nzq(ε0)− ε0
2
2
], (5.7)
donde zq(ε) = r log(
Fq(ε)
r
) + (1 − r) log(1−Fqε)q
1−r ). En el contexto de la aproximacio´n
de punto silla de montar: ε0 = arg ma´xεR [zq(ε)] and
dz(ε)
dε
= 0. La solucio´n es ε0 =
F−1q (r), que implica r = Fq(ε0), donde r var´ıa en el intervalo [0, 1] y ε0 esta´ definida
para todos los nu´meros reales. Adicionalmente, ε0 = F
−1
q (r) depende del grado de
correlacio´n de la arquitectura de la red, que es cuantificada por q.
Notar que las funciones Fq(ε) y zq(ε) se encuentran definidas como en la referencia
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[74]:
Fq(ε) ≡ Pr (u > 0|ε) = Pr(ui > h−
√
αε√
1− α )
=
1√
2pi
∫ ∞
h−√αε√
1−α
expq (−
v2
2
) dv
(5.8)
y
zq(ε) = r ln
[
Fq(ε)
r
]
+ (1− r) ln
[
1− Fq(ε)
1− r
]
. (5.9)
Luego, la ecuacio´n (5.8) se puede escribir como
Fq(ε) =
1
2
√
2pi
√
q−1
2
B
(
1
1 + ξ0(ε)
;
1
q − 1 ,
1
2
)
. (5.10)
donde B(.) es la funcio´n Beta y
ξ0(ε) =
(q − 1)(h−√αε)2
2(1− α) . (5.11)
Si consideramos el l´ımite en el marco de trabajo del teorema del l´ımite central
(es decir, q = 1), la ecuacio´n (5.10) se reduce a
Fq=1(ε) =
1
2
Erfc
(
1√
2
h−√αε√
1− α
)
(5.12)
donde Erfc(x) = 2√
pi
∫∞
x
exp(−t2)dt denota la funcio´n de error complementaria. Sin
embargo, si el efecto de las correlaciones de orden mayor a dos no es despreciable,
entonces, de acuerdo al teorema del l´ımite central extendido, q debe ser mayor a 1.
Es posible testear por la presencia de correlaciones de alto orden midiendo la distri-
bucio´n de actividad de registros de unidad mu´ltiple y ajustando q, que representa la
presencia de correlaciones de alto orden en la distribucio´n de disparos. Uno puede
mostrar por simple comparacio´n cua´n estad´ısticamente distinta del caso q = 1 la
distribucio´n medida es.
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5.1.1. ¿Co´mo podemos interpretar el teorema del l´ımite cen-
tral extendido en el marco teo´rico de la geometr´ıa de
la informacio´n?
Por un lado, la representacio´n completa de cada para´metro de interaccio´n (inclu-
yendo o´rdenes mayores a dos) planteada por la ecuacio´n (4.5), consiste en utilizar
2N − 1 coeficientes. Por otro lado, debido a que nuestra extensio´n se logra con la in-
clusio´n de un u´nico para´metro adicional, el para´metro de deformacio´n q, el modelado
de la poblacio´n neuronal se mantiene en un espacio de dimensio´n baja.
Para relacionar estos dos enfoques, proveemos una explicacio´n intuitiva sobre la
conexio´n entre el teorema extendido del l´ımite central y el marco teo´rico que provee
la geometr´ıa de la informacio´n. Consideremos una distribucio´n q-gaussiana de x, con
media µ y varianza σ. En la literatura, las u´ltimas pueden ser tambie´n encontradas
como q-media y q-varianza. El coeficiente ψ denota una constante de normalizacio´n.
Entonces,
Gq(x;µ, σ) = expq
[
−β
(
x− µ
σ
)2
− ψ
]
=
{
1 + (q − 1)
[
β
(
x− µ
σ
)2
− ψ
]} 1
1−q
, (5.13)
puede ser reescrita como
Gq(x;µ, σ) = exp
{
1
1− q ln
[
1 + (q − 1)
(
β
[
x− µ
σ
]2
− ψ
])}
(5.14)
y utilizando la definicio´n en series para la funcio´n logar´ıtmica
ln (1 + x) = −
∞∑
n=1
(−1)n+1
n
xn (5.15)
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luego
Gq(x;µ, σ) = exp
{
−
∞∑
n=1
(−1)n+1
n
(q − 1)n−1
[
β
(
x− µ
σ
)2
− ψ
]n}
= exp
[
−β
(
x− µ
σ
)2]
× exp
{
ψ −
∞∑
n=2
(−1)n+1
n
(q − 1)n−1
[
β
(
x− µ
σ
)2
− ψ
]n}
.
(5.16)
Esta expresio´n puede ser reacomodada como
Gq(x;µ, σ) = exp
{
−
[
β
(
x− µ
σ
)2]
+ Ψ˜(x, q)
}
, (5.17)
donde
Ψ˜(x, q) = ψ −
∞∑
n=2
(−1)n+1
n
(q − 1)n−1
[
β
(
x− µ
σ
)2
− ψ
]n
. (5.18)
Por ende, esto sugiere que en el marco teo´rico del teorema extendido del l´ımite central
las correlaciones son tomadas en cuenta a trave´s del para´metro q. Este coeficiente
actu´a entonces como un “ruido de color” en Ψ˜(x, q).
5.2. Resultados
5.2.1. Distribucio´n de disparos asinto´tica
En lo siguiente, obtendremos la expresio´n anal´ıtica exacta de la distribucio´n des-
cripta previamente. Para hacerlo, primero tomemos la derivada de Fq(ε) con respecto
Cap´ıtulo 5. Correlaciones de alto orden en una poblacio´n homoge´nea 93
a ε. Usando la regla de la cadena para la derivada, podemos escribir
F ′q(ε) =
1
2
√
2pi
√
q − 1
2
dB
(
1
1 + ξ0(ε)
;
1
q − 1 ,
1
2
)
d
(
1
1 + ξ0(ε)
) d
(
1
1 + ξ0(ε)
)
dε
. (5.19)
Considerando que
d
dz
B (z; a, b) = (1− z)b−1za−1, (5.20)
luego
dB
(
1
1 + ξ0(ε)
;
1
q − 1 ,
1
2
)
d
(
1
1 + ξ0(ε)
) = [1− 1
1 + ξ0(ε)
]−1
2
[
1
1 + ξ0(ε)
] 1
q − 1−1

(5.21)
y
d
(
1
1 + ξ0(ε)
)
dε
=
(q − 1)√α
(1− α)
(h−√αε)
[1 + ξ0(ε)]2
. (5.22)
Por lo tanto, reescribimos
F ′q(ε) =
1√
2pi
√
α
1− α [1 + ξ0(ε)]
q − 2
q − 1−
3
2

(5.23)
Tomando la primera derivada de zq(ε) con respecto a ε,
z′q(ε) =
{
r
Fq(ε)
− 1− r
1− Fq(ε)
}
(5.24)
y derivamos nuevamente de la misma manera, obtenemos
z′′q () = −
{
r
F 2q ()
+
1− r
[1− Fq(ε)]2
}[
F ′q(ε)
]2
+
{
r
Fq(ε)
− 1− r
1− Fq(ε)
}
F ′′q (ε). (5.25)
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Como estamos trabajando dentro de la aproximacio´n de punto silla de montar [26,
74, 102], podemos definir un para´metro ε0 que maximiza zq(ε), y por lo tanto,
ε = ε0 =⇒ z′q(ε0) = 0 ∧ Fq(ε0) = r. (5.26)
Luego,
z′′q (ε0) =−
[
1
r
− 1
1− r
] [
F ′q(ε0)
]2
= − 1
r(1− r)
α
2pi(1− α) [1 + ξ0(ε0)]
2
q − 2
q − 1
−3

.
(5.27)
La distribucio´n conjunta de disparos puede ser entonces calculada como
Qq(r) '
√
1− α
α
{
expq
[
−(h−
√
αF−1q (r))
2
2(1− α)
]}−(q + 1)
2
exp
[
−(F
−1
q (r))
2
2
]
,
(5.28)
donde
F−1q (r) =
1√
α
{
h−
√
2(1− α)
q − 1
[
B−1inverse
(
r;
1
q − 1 ,
1
2
)
− 1
]}
. (5.29)
Finalmente,
Qq(r) '
√
1− α
α
[
Binverse
(
r;
1
q − 1 ,
1
2
)]− (q + 1)
2(q − 1) exp
[
−(F
−1
q (r))
2
2
]
. (5.30)
Equivalentemente, la ecuacio´n anterior puede ser expresada en te´rminos de q-exponenciales
de la forma
Qq(r) '
√
1− α
α
{
expq
[
B−1inverse
(
r;
1
q − 1 ,
1
2
)
− 1
]}−(q + 1)
2
× exp
[
− 1
2α
{
h−
√
2(1− α)
q − 1
[
B−1inverse
(
r;
1
q − 1 ,
1
2
)
− 1
]}]
.
(5.31)
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En el l´ımite q → 1,
l´ım
q→1
Qq(r) =
√
1− α
α
l´ım
q→1
{
expq
[
−(h−
√
αF−1q (r))
2
2(1− α)
]}−(q + 1)
2
× exp
[
−(F
−1
q (r))
2
2
]
,
(5.32)
considerando
l´ım
q→1
F−1q (r) = F
−1(r) (5.33)
y
l´ım
q→1
expq(x) = exp(x) (5.34)
obtenemos
l´ım
q→1
Qq(r) =
√
1− α
α
exp
[
(h−√αF−1(r))2
2(1− α) −
(F−1(r))2
2
]
= Q1(r), (5.35)
que resulta acorde con lo obtenido previamente por Amari y colaboradores [31].
Por ende, por medio de un modelo anal´ıtico podemos testear la presencia de co-
rrelaciones de alto orden midiendo la distribucio´n de la actividad, y luego ajustando
q. Cuando las correlaciones en la entrada comu´n presina´ptica son solo de a pares, q
tiende a 1 y la expresio´n se reduce a la ecuacio´n (5.35), es decir la fo´rmula propuesta
por Amari y colaboradores. Sin embargo, cuando las correlaciones en el sistema son
fuertes, q se vuelve mayor a 1 para “sesgar” las probabilidades de que microestados
particulares ocurran, tomando en cuenta entonces correlaciones de alto orden en la
ecuacio´n (5.31). Esto es, el para´metro q es entonces una manera de caracterizar el
grado de correlacio´n de la arquitectura de la red dentro de Qq(r), y en particular
cuan fuertes son. Por lo tanto, al estimar la media h y la varianza α de una distri-
bucio´n y el grado de correlaciones de alto orden q podemos obtener la distribucio´n
de probabilidad conjunta de disparos Qq(r).
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5.2.2. Estimaciones anal´ıticas
En lo siguiente, proveemos estimaciones anal´ıticas de co´mo la distribucio´n de
probabilidad conjunta se comporta para diferentes conjuntos de los valores h, α y
q. Consideramos tres distribuciones t´ıpicas como funcio´n de r: concentrada, am-
pliamente distribuida, y bimodal. Primero, la Figura 5.1 muestra una distribucio´n
concentrada. Esta concentracio´n es causada por un pequen˜a cantidad de varianza
α = 0,01 y tal pico se corre a una mayor cantidad de neuronas sincronizadas a
medida que el para´metro q aumenta. Segundo, la Figura 5.2 ilustra el caso de una
distribucio´n conjunta ampliamente distribuida considerando α = 0,2. Se debe notar
que cuando se incrementa el valor de q, la probabilidad de tener una mayor cantidad
de espigas sincro´nicas aumenta. A medida que q crece el pico de la distribucio´n se
corre hacia la derecha, lo que indica otra vez un nu´mero mayor de ce´lulas sincroniza-
das. Finalmente, la Figura 5.3 muestra una distribucio´n bimodal, al tomar α = 0,8.
En tal caso, las neuronas disparan simulta´neamente en un momento y se inactivan en
otros cuando el valor de q es cercano a 1. Al adicionar una mayor correlacio´n a trave´s
de q, la proporcio´n de ce´lulas en silencio (o quiescentes) se vuelven activas llevando
a una mayor cantidad de potenciales de accio´n en sincro´nicos a distintos tiempos y a
cualquier orden de correlacio´n. Esto puede reflejar el impacto de la correlacio´n en el
ruido en el cerebro, y nos provee con una retroalimentacio´n importante: correlaciones
de alto orden en la entrada pequen˜as, e incluso indetectables, pueden llegar a tener
un impacto importante a nivel poblacional. Por ende, nuestra expresio´n anal´ıtica nos
permite evaluar co´mo las correlaciones de ordenes superiores a dos dependen de la
estructura de la interaccio´n en la sen˜al de entrada a la poblacio´n. Muestra adema´s,
que la distribucio´n de ls tasas de disparo se vuelve ma´s sesgado a medida que q toma
valores mayores, induciendo excursiones ma´s grandes de espigas simulta´neas.
5.2.3. Entrop´ıa relativa e informacio´n de Fisher
Una generalizacio´n de la divergencia de Kullback-Leibler (ver ecuacio´n (2.12) en
el cap´ıtulo 2), en el marco de la termodina´mica no extensiva, es la entrop´ıa relativa
de Tsallis o entrop´ıa q-relativa. Esta entrop´ıa relativa es una medida de la ineficiencia
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Figura 5.1: Distribucio´n concentrada de la tasa de disparos Qq(r) para varios q, con
α = 0,01 y h = 0,4 fijos.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
 
 
q=1
q=1.5988
q=2.2976
q=2.7964
Q
q
(r
)
r
Figura 5.2: Distribucio´n ampliamente distribuida de la tasa de disparos Qq(r) para
varios q, con α = 0,2 y h = 0,4 fijos.
en asumir que la distribucio´n es P0 cuando la verdadera distribucio´n es P [103, 104]:
Tq[P ‖ P0] ≡
∫
P (x)
[P (x)/P0(x)]
1−q − 1
1− q dx
=
1
q − 1
[∫
P (x)
(
P (x)
P0(x)
)q−1
dx− 1
]
=
1
q − 1
[∫
P (x)qP0(x)
1−qdx− 1
]
.
(5.36)
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Figura 5.3: Distribucio´n bimodal de la tasa de disparos Qq(r) para varios q, con
α = 0,8 y h = 0,4 fijos.
Calculamos la entrop´ıa relativa utilizando una distribucio´n gaussiana como la
funcio´n densidad de probabilidad de referencia. Por lo tanto, es positivo para el
caso en que la distribucio´n de probabilidad es descripta por una distribucio´n de
codificacio´n optimal Qq en vez de una distribucio´n de referencia Q1. En el l´ımite
q → 1, la entrop´ıa relativa de Tsallis se vuelve la divergencia de Kullback-Leibler
divergence. Ambas entrop´ıas relativas son no sime´tricas, i.e., Tq[Qq ‖ Q1] 6= Tq[Q1 ‖
Qq]. Esta medida nos permite comparar cuantitativamente la distribucio´n de ctividad
extendida Qq con la de referencia (Q1).
Otra medida que tambie´n es particularmente interesante en este contexto es tes-
tear la aplicabilidad de la ecuacio´n (5.7), dado que fue utilizada en la referencia
[105] para obtener una prueba dentro en el contexto de la teor´ıa de la informacio´n
del teorema del l´ımite central, es la informacio´n de Fisher. Esta cantidad [106, 107]
constituye una medida del contenido gradiente de una distribucio´n P (x):
I(P ) =
∫ |~∇P (x)|2
P (x)
dr, (5.37)
y por lo tanto es suficientemente sensible incluso a pequen˜as perturbaciones locales.
La informacio´n de Fisher puede ser interpretada como el alcance de la habilidad de
estimar un para´metro, como la cantidad de informacio´n que puede ser extra´ıda de
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un conjunto de medidas, y adema´s como una medida del estado de desorden de un
sistema o feno´meno [107, 108]. Su principal propiedad resulta la llamada “cota de
Cramer-Rao”, que expresa una cota inferior para la varianza de un estimador no ses-
gado. El operador gradiente afecta significtivamente la contribucio´n de variaciones−p
locales al valor de la informacio´n de Fisher, por lo que se denomina “local”. La sensi-
bilidad local es u´til en escenarios cuyas descripciones necesitan apelar a un nocio´n de
“orden” [109–111]. La informacio´n de Fisher tambie´n resulta pra´ctica para detectar
cambios dina´micos en la funcio´n densidad de probabilidad. Es decir, una funcio´n de
distribucio´n de probabilidades ma´s angosta tiende a tener una mayor informacio´n de
Fisher que una distribucio´n ma´s ampliamente distribuida.
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Figura 5.4: Entrop´ıa relativa de Tsallis (‘Tsallis Relative Entropy’) del modelo gaus-
siano Q1(r) y del modelo extendido Qq(r) en funcio´n de q, for various α and h = 0,4
fijo.
La Figura 5.4 muestra la entrop´ıa relativa de Tsallis como funcio´n del para´metro
q. La funcio´n crece a medida de que el grado de correlacio´n aumenta, cuantificando la
ineficiencia de asumir incorrectamente que la distribucio´n es aquella correspondiente
a Q1(r) cuando la distribucio´n verdadera es Qq(r). Esto significa que el total de la
informacio´n en una poblacio´n no puede ser computado sin tener conocimiento de
la estructura correlacional. Si nuestro sistema se encuentra en un estado muy orde-
nado y por ende esta´ representado por una densidad de probabilidad muy angosta,
obtenemos una medida de la informacio´n de Fisher ma´xima. Por otro lado, cuando
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el sistema bajo estudio se encuentra en un estado muy desordenado, uno obtiene
una distribucio´n de probabilidad chata y la informacio´n de Fisher es cercana a cero
[112]. En lo siguiente, tomamos ventaja de nuestra solucio´n anal´ıtica propuesta para
la distribucio´n conjunta de probabilidades al considerar correlaciones en los disparos
neuronales de todos los o´rdenes para investigar co´mo la informacio´n se comporta a
medida que la correlacio´n en el ruido aumenta.
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Figura 5.5: Informacio´n de Fisher (‘Fisher Information’) de la distribucio´n Qq(r)
versus q.
La Figura 5.5 corresponde a la gra´fica de la informacio´n de Fisher en funcio´n de q,
teniendo en cuenta el resultado del ape´ndice A. Mostramos que es posible cuantificar
la cantidad o´ptima del para´metro q que maximiza la informacio´n. El desempen˜o en
la codificacio´n puede ser mejorado mediante la modificacio´n de la salida mediante
las correlaciones de alto orden en la entrada y sus no-linealidades. Adema´s, la in-
formacio´n satura a medida que el nivel de correlaciones en el ruido aumenta. Esto
concuerda con la intuicio´n general necesitada para entender co´mo las correlaciones
puedan afectar la informacio´n en un co´digo poblacional: para correlaciones positivas,
la informacio´n satura a medida que el nu´mero de neuronas correlacionadas aumenta
y estas tienen un gran efecto a nivel poblacional [58]. Sin embargo, para valores muy
pequen˜os de α la informacio´n no llega a mostrar saturacio´n.
Este modelo adema´s permite relacionar anal´ıticamente los para´metros que ca-
racterizan la estad´ıstica de la distribucio´n de entrada y la distribucio´n de la salida.
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En el cap´ıtulo siguiente se desarrollara´ dicha metodolog´ıa, para definir un modelo
generador de disparos y de esta manera vincular anal´ıticamente la estructura de la
red y la correlacio´n observada en la actividad de la poblacio´n.
Cap´ıtulo 6
Generacio´n de patrones de
actividad poblacionales con
entradas correlacionadas
En este cap´ıtulo, caracterizamos estad´ısticamente la actividad de disparos de
una poblacio´n obtenida de registros simulta´neos de neuronas a lo largo de todas las
capas de una microcolumna cortical simulada. Ponemos un e´nfasis en co´mo realizar
estimaciones cuando consideramos correlaciones de alto orden en la conectividad de
la entrada a dicho conjunto de ce´lulas, proveyendo un marco teo´rico matema´tico
apropiado para cuantificar correlaciones de alto orden en la salida de espigas de
la poblacio´n neuronal. Proveemos adema´s, en este contexto, un modelo generador
de patrones de disparo con una estad´ıstica dada. Es decir, imponiendo momentos
fijos para la actividad de la poblacin, podemos calcular los momentos necesarios del
proceso latente.
Aprovechamos el hecho de que las distribuciones q-gaussianas, en la regio´n de
colas pesadas, son equivalentes a la distribucio´n−t de Student con un mapeo directo
entre el para´metro de deformacio´n q de la distribucio´n q-gaussiana y el grado de
libertad de la distribucio´n−t de Student. Esto nos permite escribir la distribucio´n
conjunta de probabilidades de los disparos de la poblacio´n de neuronas en te´rminos
de la funcio´n de distribucio´n cumulativa de la distribucio´n−t de Student tomando
en cuenta las correlaciones ma´s alla´ de aquellas de segundo orden en sus entradas y,
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ma´s importantemente, proveer una estimacio´n robusta de la estad´ıstica de la salida
en te´rminos de la distribucio´n q-gaussiana bivariada. Este esquema resalta la impor-
tancia tanto de las entradas comunes no gaussianas como de las correlaciones de alto
orden en la estad´ıstica de la salida, al describir la estructura de las redes corticales.
Presentamos una comparacio´n cuidadosa del presente me´todo con el modelo de
Gaussiana Dicotomizada (DG) [32]. Esto resulta importante para investigar co´mo
la cuantificacio´n de las correlaciones de alto orden en la entrada de una poblacio´n
neuronal del modelo q-DG difiere de aquella cuya entradas no poseen interacciones
de orden mayor a dos. Caracterizar el grado de correlaciones de alto orden a trave´s
del para´metro q puede ayudarnos a ganar un mayor entendimiento de co´mo la in-
formacio´n es procesada en redes corticales y sobre la dina´mica no lineal de disparo
dentro del grupo neuronal.
6.1. El modelo generador de patrones de actividad
poblacionales
Una poblacio´n de N neuronas, si asumimos que los trenes de espigas son dis-
cretizados en ventanas temporales suficientemente pequen˜as tal que cada ventana
temporal contiene a lo sumo un disparo, puede ser representado como una coleccio´n
de N secuencias binarias. Esto es, cada neurona puede generar o no un potencial de
accio´n a un dado tiempo y por lo tanto la poblacio´n puede estar en cualquiera de
los 2N estados diferentes. Estimar la distribucio´n conjunta completa sobre estos 2N
patrones se vuelve ra´pidamente inviable al incrementar el nu´mero de neuronas N , a
razo´n de la explosio´n combinatoria. Sin embargo, frecuentemente es posible medir los
primeros y segundos momentos de dicha distribucio´n. Estos son la tasa de disparos
de las ce´lulas individuales y las correlaciones entre pares de las mismas. El modelo
de Gaussiana Dicotomizada permite generar trenes de espigas de una poblacio´n de
N neuronas donde estos momentos fueron especificados. A pesar de esto, la distri-
bucio´n de la suma de las entradas a esa poblacio´n se asume gaussiana y, por ende,
no puede incluir posibles correlaciones de ordenes ma´s alla´ al segundo [26, 32, 33].
Entonces, ser´ıa conveniente poder relajar los v´ınculos no gaussianos en la distribu-
cio´n de entradas comunes para de esta manera llegar a tener en cuenta el impacto
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de las correlaciones de alto orden.
Modelamos entonces una variable aleatoria multivariada, N−dimensional X ∈
{0, 1}N con media µ y matriz de covarianza Σ. Una muestra de la distribucio´n
q−DG es obtenida luego de primero tomar una muestra de una variable aleatoria
N -dimensional q-gaussiana U y luego aplicarle un umbral dando 0 o 1. Esto es,
Xi = 1 si y so´lo si Ui > 0 donde U ∼ Gq(h,A), (6.1)
o cero en el caso contrario.
Dicha operacio´n con umbral cambiara´ los momentos de la salida, luego X no
tendra´, en general, la misma media y covarianza que U. Los momentos de la salida
esta´n dados por las medias µi = 〈Xi〉 y covarianzas de pares Σij = 〈XiXj〉−〈Xi〉〈Xj〉.
Sin embargo, el efecto de truncado puede ser calculado [113], como lo es tambie´n
posible en el caso del modelo de Gaussiana Dicotomizada, y corregido. Muestras de
X pueden ser constru´ıdas mediante la generacio´n de muestras de U (con medias h y
matriz de covarianza A), y binarizadas en 0 y 1 mediante un umbral, i. e. definiendo
Xi = 1 si y so´lo si Ui > 0.
Es posible elegir la media h y la matriz de covarianza A de U tal que des-
pue´s del truncado, X posea los momentos deseados µ y Σ. Para una implementa-
cio´n algor´ıtmica ma´s sencilla, explotamos la equivalencia, cuando las condiciones son
cumplidas, entre las distribuciones q-gaussianas y las distribuciones−t de Student.
Asumiendo (sin perder la generalidad) varianzas unitarias para U, las probabilidades
de disparo medias µ y covarianza entre pares de neuronas Σ de X esta´n dados por
µi = Φq(hi), (6.2)
Σii = Φq,2(hi,−hi, 0), (6.3)
Σij = Φq,2(hi, hj, Aij)− Φq,2(hi, hi, 0). (6.4)
Φq(.) es la funcio´n de distribucio´n cumulativa de una variable q-gaussiana univariada
con media 0 y varianza unitaria (de aqu´ı en adelanto referida como la distribucio´n
q-Normal), y Φq,2(., .; ρ) la funcio´n de distribucio´n cumulativa de una distribucio´n
q-gaussiana bivariada con varianzas unitarias y coeficiente de correlacio´n ρ (q-normal
bivariada). Ambas distribuciones se encuentran caracterizadas adema´s por el para´me-
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tro de deformacio´n q. En el ape´ndice B mostramos como generar eficientemente dis-
tribuciones q-gaussianas bivariadas.
Para que sea posible definir distribuciones q-normales (es decir, que la varianza
de una distribucio´n q−gaussiana sea unitaria) el para´metro de deformacio´n q debe
ser restringido al intervalo [1, 5/3). Para estos valores, las distribuciones anteriores
pueden ser directamente mapeadas a t−distribuciones de Student escaleadas Tν . Para
que la varianza sea 1, β = 1
5−3q . Bajo esta condicio´n, el grado de libertad seguir´ıa
siendo ν = 3−q
q−1 y el para´metro de escaleo es ζ
2 = 5−3q
3−q , tal que
Nq(x) = Gq
(
x;
1
5− 3q
)
=
1
ζ
Tν
(
x
ζ
)
≡ Γ
(
ν+1
2
)√
piζ2νΓ
(
ν
2
) [1− 1
ν
(
x
ζ
)2]− ν+12
. (6.5)
6.2. Relacionando correlaciones de alto orden en
la entrada y la salida
Desarrollaremos en lo siguiente un ana´lisis de la relacio´n entre los para´metros que
caracterizan la estad´ıstica de las sen˜ales de entrada a las neuronas y sus respectivas
actividades. Las ecuaciones (6.2 - 6.4) proveen una descripcio´n matema´tica de las
mismas para el caso considerado de neuronas binarias con umbral de disparo. Los
valores medios hi pueden ser calculados invirtiendo la ecuacio´n (6.2). Esto es podemos
computar estas cantidades utilizando
hi = Φ
−1
q (µi), (6.6)
dado que puede ser demostrado que Φq(.) es invertible en el rango considerado.
Determinar Σij puede ser logrado encontrando los valores apropiados tal que
Σij − [Φq,2(hi, hj, Aij)− Φq,2(hi, hj, 0)] = 0. (6.7)
A pesar de esta aparente simplicidad, un ana´lisis cuidadoso del rango de las ma-
trices de covarianza posibles es necesario. Al lidiar con variables aleatorias simuladas
Cap´ıtulo 6. Generacio´n de patrones de actividad poblacionales con entradas
correlacionadas 106
con matrices de covarianza que no son directamente estimadas de datos experimen-
tales sino que son constru´ıdas mediante otras consideraciones, no cualquier matriz
sime´trica definida positiva puede ser usada como la matriz de covarianza de una
distribucio´n binaria multivariada.
En comparacio´n a la distribucio´n gaussiana, la funcio´n de la distribucio´n cu-
mulativa q-gaussiana bivariada independiente no es el producto de las funciones de
distribucio´n cumulativas individuales. Por lo tanto, las posibles covarianzas no esta´n
restringidas solamente por los valores de las medias de las salidas de las neuronas sino
tambie´n por el parametro de deformacio´n de la distribucio´n de la entrada. Por ejem-
plo, para dos variables aleatorias binarias X1 y X2 con medias µ1 y µ2, la covarianza
esta´ restringida por los valores [32]
max {−µ1,2, µ1 + µ2 − (1 + µ1,2)} ≤ Cov(X1, X2) ≤ min {µ1 − µ1,2, µ2 − µ1,2} .(6.8)
donde µ1,2 = Φq([Φ
−1
q (µ1),Φ
−1
q (µ2)], 0). Esto provee un conjunto diferente de v´ıncu-
los para la covarianza. Para demostrar que la ecuacio´n (6.4) posee una solucio´n
para cualquier µi, µj y Σij = Cov(Xi, Xj) que satisfaga las condiciones establecidas
anteriormente, es necesario mostrar que podemos encontrar un α tal que
Φq,2(hi, hj, α) = Covij + Φq,2(hi, hi, 0). (6.9)
Dado que Φq,2 es cont´ınuo en α, y que satisface que
Φq,2(hi, hj,−1) ≤ Covij + Φq,2(hi, hi, 0) ≤ Φq,2(hi, hj, 1) (6.10)
hemos establecido correctamente los l´ımites de la funcio´n de distribucio´n cumulativa
de la distribucio´n q-gaussiana bivariada.
6.3. Modelo de poblacio´n homoge´nea
Proveemos una derivacio´n alternativa a la desarrollada en el cap´ıtulo 5 para la
distribucio´n asinto´tica de conteo de espigas de una poblacio´n homoge´nea grande
(debido a la tratabilidad anal´ıtica) de neuronas para el modelo q-DG en te´rminos de
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la distribucio´n−t de Student. Esto provee una implementacio´n ma´s sencilla de los
algoritmos para cuantificar las correlaciones de alto orden.
Consideramos un grupo de N neuronas donde cada unidad posee un potencial de
membrana ui sujeto a la distribucio´n conjunta q-Normal. Dada la variable aleatoria
q-gaussiana N -dimensional U , donde A = I(1− α) + α1N1NT , entonces
ui = h+
√
1− αvi +
√
αε. (6.11)
Las variables vi son variables aleatorias independientes sujetas a Nq y ε corres-
ponde a ruido gaussiano. Luego, las variables ui son independientes para un dado
ε.
En el marco del modelo q-DG, los patrones binarios X son generados por X = 1.
La estad´ıstica de la entrada es elegida tal que la salida X tiene media µ y covarianza
Σ. Dado que nos concentramos en una poblacio´n de neuronas ide´nticas, µi = µ y
Σij = σ, y tomamos el coeficiente de correlacio´n de segundo orden como
ρ =
σ
µ(1− µ) . (6.12)
Por simetr´ıa, todos los patrones de actividad con el mismo nu´mero de espigas sera´n
equiprobables. Como vimos en el cap´ıtulo 5, tal poblacio´n se encuentra caracterizada
completamente por el nu´mero de neuronas que se activan simulta´neamente k. En
este sentido, podemos definir en una poblacio´n de N neuronas la tasa de disparo
poblacional o la proporcio´n de neuronas disparando como r = k/N , y entonces
k = N · r. Por lo tanto, la probabilidad de que k neuronas generen un potencial de
accio´n en un momento dado es
P (k) = Prob{x1 = x2 = · · · = xk = 1, xk+1 = · · · = xN = 0}, (6.13)
donde el disparo de cada neurona xi se encuentra restringido por su potencial de
membrana como previamente explicado. En la ecuacio´n (6.13) presentamos una for-
ma compacta de la probabilidad, no obstante todas las combinaciones posibles son
tomadas en cuenta para computar la probabilidad como en [74, 75]. La probabilidad
de tener un cierto patro´n con k espigas esta´ dada por el valor esperado tomado con
Cap´ıtulo 6. Generacio´n de patrones de actividad poblacionales con entradas
correlacionadas 108
respecto a la variable aleatoria ε, y P{·|ε} es la probabilidad condicional para ε.
Esto nos permite calcular la probabilidad de que la tasa de disparos poblacional sea
r = k ·N , separando la contribucio´n de las neuronas activas P{u > 0|ε}k de aquellas
en silencio P{u ≤ 0|ε}N−k, como
P (k) = Eε [P{u1; · · · ;uk > 0, uk+1; · · · ;uN ≤ 0|ε}]
≡ Eε
[(
N
k
)
(P (u > 0|ε))k (P (u ≤ 0|ε))N−k
]
. (6.14)
Entonces, para cada neurona,
P (ui > 0) = P
(
vi <
√
αε+ h√
1− α
)
= Φq
(√
αε+ h√
1− α
)
≡ 1
ζ
Tν
(√
αε+ h
ζ
√
1− α
)
= Fq(ε). (6.15)
En esta ecuacio´n, Tν es la funcio´n de distribucio´n cumulativa de una distribucio´n−t
de Student con grado de libertad ν y para´metro de escala ζ. La distribucio´n asinto´tica
de la tasa de disparo para la poblacio´n homoge´nea se calcula utilizando el mismo
me´todo de la aproximacio´n silla de montar [102]. Considerando la ecuacio´n (6.15),
podemos calcular fa´cilmente cantidades anteriores en te´rminos de la distribucio´n−t
de Student dado que su derivada es comu´nmente conocida. Por lo tanto, la densidad
de probabilidad para una poblacio´n homoge´nea generada con el modelo q-DG es
fν(r) = ζ
√
1− α
α
[
1 +
(T−1ν (ζr))
2
ν
] ν+1
2
exp
[
−ζ
2
1− α
α
(
T−1ν (ζr)−
h
ζ
√
1− α
)2]
,
(6.16)
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o, equivalentemente en te´rminos del para´metro de deformacio´n q,
fq(r) =
√
(1− α)(5− 3q)
α(3− q) exp
−1
q
[
−
(
q − 1
3− q
)(
T−1
( 3−qq−1)
(√
5− 3q
3− q r
))2]
× exp
−√5− 3q(1− α)
2α(3− q)
(
T−1
( 3−qq−1)
(√
5− 3q
3− q r
)
− h
√
3− q√
(5− 3q)(1− α)
)2 .
(6.17)
6.3.1. Resultados nume´ricos
Estudiamos el re´gimen asinto´tico para investigar el efecto de las correlaciones de
alto orden en las entradas comunes y la actividad de salida de una poblacio´n de
neuronas simples. Las Figuras 6.1 y 6.2 (a)-(d) muestran las gra´ficas rasterizadas
de la poblacio´n generada considerando q = 1 (modelo DG) y en el caso del modelo
q−DG con para´metro de deformacio´n q = 1,35, respectivamente, para valores de
coeficiente de correlacio´n ρ = 0, ρ = 0,05, ρ = 0,1 y ρ = 0,2. Consideramos que
poseemos correlaciones ma´s alla´ de entre pares en la entrada cuando los valores
de q son mayores a uno. Esto produce mayores cantidades de sincronizacio´n entre
espigas y el efecto se vuelve ma´s pronunciado a medida que ρ aumenta. Esto es, tener
q = 1,35 induce un nu´mero ma´s considerable de disparos simulta´neos, lo que puede
ser observado por simple comparacio´n de los patrones de actividad en las Figuras
6.1 y 6.2.
Las u´ltimas proveen una primera evaluacio´n de co´mo la estructura de las corre-
laciones en la entrada pueden afectar la actividad de salida. Sin embargo, proveer
un ana´lisis ma´s preciso es necesario para cuantificar el efecto de las correlaciones
de alto orden. La Figura 6.3 (a)-(b) muestra las distribuciones conjuntas de dispa-
ro (dadas por la ecuacio´n (6.17)) cuando consideramos una distribucio´n gaussiana
(q = 1) y una distribucio´n no gaussiana del potencial de membrana con q = 1,35,
respectivamente, tomando adema´s los valores ρ = 0, ρ = 0,05, ρ = 0,1 y ρ = 0,2.
Como esperado, un mayor para´metro de deformacio´n promueve mayores excursiones
de espigas sincronizadas [74, 75].
Segundo, analizamos precisamente co´mo las correlaciones de alto orden afectan las
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Figura 6.1: Gra´ficas rasterizadas de patrones de disparo multineuronales dentro del
formalismo DG (q = 1) y considerando distintas coeficientes de correlacio´n de la
salida ρ. (a) ρ = 0, (b) ρ = 0,05, (c) ρ = 0,1 y (d) ρ = 0,2.
correlaciones en la salida. Ma´s espec´ıficamente, cuantificamos co´mo las correlaciones
entre los potenciales de accio´n son afectados por las correlaciones de alto orden en
sus entradas, y si es posible que produzcan desviaciones del modelado de segundo
orden puro (i.e. el modelo DG). Para realizar esto, proveemos un ana´lisis detallado de
co´mo las correlaciones en la actividad de salida se desv´ıan del modelo DG a medida
que el para´metro de deformacio´n q se incrementa al considerar distintos valores para
la media y la varianza de las entradas neuronales. La ecuacio´n (6.4) explicita la
relacio´n caracter´ıstica que existe entre las correlaciones entre pares en la entrada y
las correlaciones de segundo orden en la salida de neuronas binarias que poseen un
umbral. Dado el mismo grado de correlacio´n en la entrada α, la correlacio´n en la salida
ρ crecera´ mono´tonamente con sus tasas de disparo [78]. La Figura 6.4 (a), (b) y (c)
muestra la dependencia de ρ con respecto a α, al tomar en cuenta valores diferentes
de la tasas de disparo pobracional µ = 0,1, µ = 0,25 y µ = 0,5, respectivamente,
para q = 1, q = 1,1, q = 1,3 y q = 1,3. Al incrementar la cantidad de correlaciones
de alto orden en la conectividad de la entrada, se producen nu´meros lige´ramente
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Figura 6.2: I´dem a la Figura 6.1 pero considerando el formalismo q−DG con para´me-
tro de deformacio´n q = 1,35. Los coeficientes de correlacio´n de la salida se toman
como (a) ρ = 0, (b) ρ = 0,05, (c) ρ = 0,1 y (d) ρ = 0,2.
menores de espigas simulta´neas en los patrones de actividad. No obstante, valores
mayores en la tasa de disparo aumentan la sincronizacio´n.
Con el objetivo de entender mejor co´mo las neuronas corticales transforman la
correlacio´n entre sus entradas de corrientes sina´pticas en correlacio´n entre sus se-
cuencias de espigas de sus salidas, necesitamos adema´s investigar el coeficiente de
correlacio´n ρ como funcio´n de la tasa de disparo µ. La ecuacio´n (6.4) tambie´n provee
un medio para obtener esta relacio´n cuando la varianza en la entrada se mantiene
constante. La Figura 6.5 (a)-(c) ilustra co´mo la correlacio´n en la salida ρ var´ıa como
funcio´n de la tasa de disparo µ, para distintos valores de la correlacio´n entre pares
de la entrada α = 0,1, α = 0,2 y α = 0,3, para para´metros de deformacio´n q = 1,
q = 1,1, q = 1,2 y q = 1,3. Como puede ser observado en la figura, las correlaciones
de alto orden en las entradas producen un menor valor de sincron´ıa al considerar
tasas de disparo pequen˜as (µ < 0,15). Cuando µ = 0,15 la correlacio´n es igual a la
obtenida por el modelo DG. En contrastem cuando la tasa de disparo toma valores
mayores (µ > 0,15), esto lleva a mayores excursiones de espigas simulta´neas a medida
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Figura 6.3: Distribucio´n conjunta de disparos (‘Joint Firing Distribution’) como fun-
cio´n del nu´mero de espigas normalizado (‘Normalized Synchronous Spikes’), en escala
semi-logar´ıtmica en el eje Y. (a) Considerando q = 1 y µ = 0,15 para ρ = 0, ρ = 0,05,
ρ = 0,1 y ρ = 0,2. (b) Considerando q = 1,35 y µ = 0,15 para ρ = 0, ρ = 0,05,
ρ = 0,1 y ρ = 0,2.
que aumenta q. La relacio´n entre la correlacio´n de segundo orden de la actividad y la
tasa de disparo es sensible a las heterogeneidades en la entrada y, incluso cuando las
correlaciones de alto orden en la entrada se mantienen fijas, la correlacio´n aumenta
con la tasa de disparo. Sin embargo, muestra un comportamiento complejo a medida
que el orden de la correlacio´n en la entrada se incrementa. Es decir, las correlaciones
de alto orden inducen mayor silencio simulta´neo [114] cuando µ < 0,15, mientras que
para mayores valores de µ el grado de sincron´ıa crece no linealmente.
6.3.2. Calculo de la entrop´ıa y la divergencia de Kullback-
Leibler del modelo
La entrop´ıa, en la teor´ıa de la informacio´n [6], es una cantidad que mide cua´n
interesante resulta un conjunto de respuestas. Dada la distribucio´n de respuestas
neuronales, si cada una de las mismas es ide´ntica o si solamente apareces unas pocas
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respuestas diferentes el conjunto de datos es relativamente poco interesante. Compu-
tar la entrop´ıa entonces otorga un sentido de la variabilidad en la distribucio´n de
tasas de disparo. En general, la entrop´ıa de una variable aleatoria X siguiendo una
funcio´n densidad de probabilidad P (x) esta´ definida por la ecuacio´n (2.6). Dado que
estamos interesados en cuantificar diferencias de entrop´ıa, definimos una entrop´ıa di-
ferencial normalizada ∆Sq en te´rminos del para´metro de deformacio´n q de la forma
∆Sq(X) =
Sq(X)− S1(X)
S1(X)
. (6.18)
Es la diferencia entre el valor de la entrop´ıa de la distribucio´n para un dado q y el
valor de la entrop´ıa para el caso q = 1, normalizado al segundo.
Utilizando esta medida, determinamos el efecto de las correlaciones de alto orden
en la entrada comu´n en la entrop´ıa de la poblacio´n. La Figura 6.6 muestra que el
grado de caos resulta fuertemente dependiente de las correlaciones de orden ma´s alla´
del segundo. Esto es, la Figura 6.6 ilustra que el incremento perceptual de entrop´ıa
crece con el para´metro q, mediante la ecuacio´n (6.18).
Un me´todo disponible para testear la presencia de correlaciones de alto orden es
midiendo la distribucio´n de la actividad poblacional en registros de multi-unidades
y ajustando el para´metro de deformacio´n q de tal distribucio´n. Luego, podemos
computar la divergencia de Kullback-Leibler como distancia entre esta y la funcio´n
no correlacionada esta´ndar. Al igual que con el calculo de la entrop´ıa, consideramos
una versio´n normalizada de la divergencia de Kullback-Leibler. La definimos como la
diferencia entre la divergencia de Kullback-Leibler de la distribucio´n fq para una dada
correlacio´n entre pares y el caso independiente de segundo orden para un dado valor
de q y la divergencia de Kullback-Leibler entre una distribucio´n f1 de la correlacio´n
entre pares dada y el caso independiente para q = 1. fq corresponde a la funcio´n
definida en 6.17. Esto es,
∆q = D [fq(ρ) ‖ fq(0)]−D [f1(ρ) ‖ f1(0)] . (6.19)
La Figura 6.7 muestra cua´n estad´ısticamente diferentes las distribucio´nes de dis-
paro conjuntas son al considerar correlaciones de alto orden, segu´n la ecuacio´n (6.19).
La divergencia de Kullback-Leibler relativa aumenta a medida que el grado de corre-
Cap´ıtulo 6. Generacio´n de patrones de actividad poblacionales con entradas
correlacionadas 114
lacio´n se vuelve ma´s alto, cuantificando la ineficiencia de asumir incorrectamente que
la distribucio´n es aquella que corresponde a f1(ρ) cuando la distribucio´n verdadera
es fq(ρ). Entonces, la cantidad de informacio´n en la salida poblacional no puede ser
computada sin conocer la estructura correlacional de sus entradas, cuantificada por
el para´metro de deformacio´n q.
6.3.3. Estudio de la causalidad del modelo
En lo siguiente, consideramos adema´s la medida de complejidad estad´ıstica MPR
[115] de una distribucio´n P , dado que es capaz de cuantificar detalles cr´ıticos respecto
a los procesos dina´micos que subyacen a la distribucio´n. Los extremos opuestos de
orden perfecto (por ejemplo, una secuencia perio´dica) y la aleatoriedad ma´xima
(un lanzamiento de moneda justo) pueden ser descriptos muy fa´cilmente porque
no poseen estructura alguna. La complejidad estad´ıstica en ambos casos ser´ıa nula.
A una dada distancia de estos extremos, existen un amplio rango de estructuras
ordinales posibles. La complejidad estad´ıstica, entonces, nos permite cuantificar esta
variedad de comportamiento [116]. Basa´ndose en la nocio´n avanzada por Lo´pez-Ruiz
y colaboradores [117], esta cantidad se define a trave´s del producto
CJS(P ) = QJ [P ‖ Pe] ·Hnorm(P ). (6.20)
QJ corresponde al “desequilibrio”, definido en te´rminos de la divergencia de Jensen-
Shannon (ver cap´ıtulo 2). Esto es,
QJ [P ‖ Pe] = Q0 J [P ‖ Pe] (6.21)
con
J [P ‖ Pe] = H[(P + Pe)/2]−H(P )/2−H(Pe)/2. (6.22)
Pe es una distribucio´n uniforme, es decir Pe = pj = 1/N,∀j = 1, · · · , N , y se conside-
ra la distribucio´n de referencia para esta medida, con N el nu´mero posible de estados
del sistema en estudio. Q0 es una constante de normalizacio´n (0 ≤ QJ ≤ 1), igual a
la inversa del valor ma´ximo posible de J [P ‖ Pe]. Este valor se obtiene cuando una
de las componentes de P , por ejemplo pm, es igual a 1 y el resto de los pj son iguales
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a cero. Hnorm(P ) es la entrop´ıa de Shannon normalizada como
Hnorm(P ) = H(P )/Hmax, (6.23)
con Hmax = H(Pe) = lnN , (0 ≤ HS ≤ 1. Para un dado valor de Hnorm, el rango po-
sible de valores de CJS var´ıa entre un mı´nimo Cmin y un ma´ximo Cmax, restringiendo
los valores alcanzables en un plano de complejidad-entrop´ıa dado [118].
En esta seccio´n, mostraremos resultados preliminares utilizando esta medida pa-
ra la distribucio´n dada por el modelo q−DG. Adema´s, con el fin de completar la
explicacio´n, en el ape´ndice C se muestran estos cuantificadores para el modelo de
neurona simple de Izhikevich (introducidos en el cap´ıtulo 3) utilizando la metodolog´ıa
de Bandt-Pompe [119].
En el contexto del modelo q−DG, Pe corresponder´ıa al caso en el que cada patro´n
de disparo es equiprobable. Esto significa que la actividad de la poblacio´n de neuronas
no resulta informativa en absoluto con respecto a la entrada que reciben. Es decir,
que la complejidad de la distribucio´n generada por el modelo q−DG indicar´ıa la
capacidad de codificacio´n del conjunto de ce´lulas. Por ejemplo, en la Figura 6.8 se
puede observar un ma´ximo en la complejidad para el valor q = 1,187, habiendo
utilizado los para´metros µ = 0,08 y ρ = 0,7. Eso significa que ese valor provee la
mejor “estructura”, proveyendo la mayor distancia al caso de eventos equiprobables.
Adema´s, puede corroborarse, estudiando el plano C ×H, es decir complejidad MPR
versus entrop´ıa, para estos mismos valores como ilustrado en la Figura 6.9.
Por otro lado, podemos estudiar co´mo se relaciona la informacio´n de Fisher res-
pecto a la complejidad. Al graficar el plano F×C para estos mismos valores, se puede
ver que la complejidad encuentra tambie´n un valor o´ptimo respecto a la informacio´n
de Fisher.
Por lo tanto, comparando las Figuras 6.9 y 6.10 se puede concluir que el sistema
posee un estado en donde la capacidad de transmisio´n de informacio´n resulta o´ptima.
Sin embargo, las propiedades de la poblacio´n modelada pueden variar con res-
pecto al taman˜o de la misma. En el siguiente cap´ıtulo, estudiaremos estos efectos de
taman˜o finito, discutiendo adema´s la relevancia funcional de estas observaciones.
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Figura 6.4: Correlacio´n en la salida (‘Output Correlation’) ρ versus correlacio´n en la
entrada (‘Input Correlation’) α, tomando q = 1, q = 1,1, q = 1,2 y q = 1,3, con la
tasa de disparos µ fija. (a) Considerando una tasa de disparo µ = 0,1. (b) Tasa de
disparo µ = 0,25. (c) Tasa de disparo µ = 0,5.
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Figura 6.5: Correlacio´n en la salida (‘Output Pairwise Correlation’) ρ como funcio´n
de la tasa de disparo (‘Firing Rate’) µ, tomando los valores q = 1, q = 1,1, q = 1,2
y q = 1,3. (a) Considerando una correlacio´n de entrada fija α = 0,1. (b) Correlacio´n
en la entrada α = 0,2. (c) Correlacio´n en la entrada α = 0,3.
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Figura 6.6: Entrop´ıa diferencial normalizada. Incremento porcentual de la entrop´ıa
(‘Porcentual Increment of Entropy’) como funcio´n del para´metro de deformacio´n
(‘Deformation Parameter’) q, como definida en la ecuacio´n (6.18) considerando dife-
rentes valores de correlacio´n en la salida ρ = 0,01, ρ = 0,1, ρ = 0,15 y ρ = 0,3.
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Figura 6.7: Divergencia de Kullback-Leibler normalizada (‘Normalized KL-
divergence’) versus el para´metro de deformacio´n (‘Deformation Parameter’) q, dados
los valores de correlacio´n en la salida ρ = 0,01, ρ = 0,1, ρ = 0,15 y ρ = 0,3. La
distribucio´n referencia se toma con ρ = 0 para cada valor de ρ, y es normalizada a
la distribucio´n con q = 1 como en la ecuacio´n (6.19).
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Figura 6.8: Complejidad (‘Complexity’) en funcio´n del para´metro de deformacio´n q,
para el rango de valores utilizados en este cap´ıtulo. Se utilizaron para este ejemplo
µ = 0,08 y ρ = 0,7
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Figura 6.9: Complejidad (‘Complexity’) versus entropa´ (‘Entropy’). Cada punto se
corresponde para con un valor distinto de q. Se utilizaron para este ejemplo µ = 0,08
y ρ = 0,7
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Figura 6.10: Informacio´n de Fisher (‘Fisher Information’) versus complejidad (‘Com-
plexity’). Cada punto se corresponde para con un valor distinto de q. Se utilizaron
para este ejemplo µ = 0,08 y ρ = 0,7
Cap´ıtulo 7
Propiedades de escala de las
entradas con distribuciones con
colas pesadas
A pesar de la extensa utilidad del enfoque simple del modelo DG, una pregunta
particular resulta eludida: ¿que´ sucede cuando la estad´ıstica de la suma de las entra-
das a una poblacio´n de neuronas (o del potencial de membrana de dichas neuronas)
no sigue una distribucio´n gaussiana? Registros experimentales in vivo de fluctuacio-
nes sub-umbral del potencial de membrana en la corteza auditiva primaria de rata,
tanto en preparaciones con y sin anestesia, mostraron dina´micas que consist´ıan de
excursiones mucho ma´s extensas que las pequen˜as fluctuaciones predichas por mo-
delos de caminata aleatoria [120, 121]. Por otra parte, la distribucio´n de la actividad
del potencial de campo local medido en [34] resulto´ poseer colas ma´s pesadas que lo
esperado por el ajuste a una distribucio´n gaussiana utilizado para el modelado. Por
lo tanto, la extensio´n propuesta para el modelo DG [74, 75, 122] parece una buena
candidata para estudiar esas desviaciones con la inclusio´n de un u´nico para´metro
libre.
En este cap´ıtulo, nos concentraremos en la curtosis estad´ıstica en la distribucio´n
de la entrada como medida de no-gaussianidad. Definimos tres reg´ımenes distintivos
de la estad´ıstica del potencial de membrana: gaussiano (I), no gaussiano con curtosis
grande pero finita (II), y no gaussiano con curtosis infinita (III). Encontramos que
121
Cap´ıtulo 7. Propiedades de escala de las entradas con distribuciones con colas
pesadas 122
diferentes dina´micas implican cambios sustanciales en las estrategias de codificacio´n,
dependiendo del taman˜o de la poblacio´n considerada. Adema´s, lo caracterizamos
en te´rminos de cantidades f´ısicas ampliamente utilizadas para estudiar estad´ısticas
poblacionales y que previamente han sido utilizadas en el campo de la neurociencia.
7.1. Modelando potenciales de membrana
Gran parte de lo que sabemos sobre la estad´ıstica de las actividades poblaciona-
les en la corteza proviene de observar las secuencias de potenciales de accio´n en el
registro de las mismas. Las tasas de disparon medias, las correlaciones entre pares e
incluso las correlaciones de alto orden han sido minuciosamente estudiadas de esta
manera. Sin embargo, co´mo esta actividad se relaciona con las sen˜ales de entrada
recibidas por dichas poblaciones es de gran relevancia. Una neurona cortical t´ıpica re-
cibe usualmente entradas de aproximadamente otras 103 neuronas que pueden estar
tanto dentro de la misma columna cortical como en partes ma´s distales de la corteza
y en otros lados. Esto sugiere que las neuronas corticales se encuentran embebidas
en una red de sen˜ales altamente convergentes y que identificar estas fuentes nume-
rosas y altamente dispersas puede ser una tarea abrumadora. Alternativamente, se
podr´ıa inferir la actividad de esta sub-poblacio´n mediante el registro del potencial
de membrana de la neurona individual que recibe esta entrada. Espec´ıficamente, la
dina´mica del potencial de membrana establece restricciones en el grado en que el
conjunto presina´ptico coopera para excitar la neurona registrada para que dispare
[120]. Una enfoque teo´rico muy utilizado (y particularmente por el modelo DG) es
el de considerar que la entrada a esta neurona consiste de una gran cantidad de con-
tribuciones pequen˜as sumadas entre ellas. En este caso, de acuerdo al teorema del
l´ımite central el potencial de membrana sigue una distribucio´n gaussiana (asumien-
do varianza finita) y sus fluctuaciones siguen un caminante aletorio. No obstante, el
teorema del l´ımite central no resulta va´lido si las correlaciones entre variables alea-
torias no son despreciables. Este ser´ıa el caso en el que la poblacio´n presina´ptica se
encuentre altamente correlacionada: las neuronas estar´ıan inactivas la mayor parte
del tiempo, excepto durante momentos breves cuando grandes grupos disparan de
manera sincronizada. Resultar´ıa imposible distinguir entre ambas posibilidades (o
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incluso casos intermedios) estudiando solamente los patrones de actividad de la po-
blacio´n, dado que ambos modelos podr´ıan tomar en cuenta esencialmente cualquier
tren de espigas observado.
Una caracter´ıstica prominente de esta dina´mica no gaussiana esta´ dada por la
ocurrencia ma´s frecuente de los valores at´ıpicos, que es la actividad “todo o na-
da”. Por ende, una distribucio´n que posea colas ma´s pesadas ser´ıa requerida para
capturar este feno´meno. Esta sobre-representacio´n de valores at´ıpicos en los datos
experimentales es sino´nimo de dispersio´n estad´ıstica y las sen˜ales dispersas han re-
cibido mucha atencio´n [123–125]. La meca´nica estad´ıstica no extensiva trata con
variables aleatorias fuertemente correlacionadas, referida a veces como correlacio´n
global [43, 96]. La generalizacio´n de la entrop´ıa cla´sica como la base para extender
la teor´ıa de Boltzmann-Gibbs, alcanza su ma´ximo en las distribuciones referidas co-
mo q-gaussianas. Este hecho, y un nu´mero de conjeturas e indicaciones nume´ricas
[97, 99, 100] sugieren la existencia de un teorema del l´ımite central q-ana´logo. En
general, este teorema del l´ımite central parece no ser tratable si nos basa´mos u´nica-
mente en el a´lgebra cla´sico. Sin embargo, la meca´nica estad´ıstica no extensiva utiliza
construcciones basadas en un a´lgebra referido como q-a´lgebra, y por lo tanto recien-
temente fue mostrado que, en dicho marco teo´rico, la correspondiente generalizacio´n
del teorema del l´ımite central resulta posible y relativamente simple.
Dado el modelo de q−Gaussiana Dicotomizada, ¿co´mo podemos definir un “dis-
tancia” que cuantifique cua´n relevante son las colas de la distribucio´n de la entrada
a la poblacio´n de ce´lulas?. Por ejemplo, en el ana´lisis de [120] se utilizo´ la curtosis en
exceso, definida como el cociente del cuarto momento central dividido por la cuarta
potencia de la desviacio´n esta´ndar, menos tres (que es el valor correspondiente a la
curtosis de una distribucio´n gaussiana). En este trabajo, encontraron grandes valores
de esta cantidad en las distribuciones de sus registros de potenciales de membrana
sub-umbral realizados con la te´cnica de fijacio´n de membranas en muchos casos. La
medida esta´ndar de curtosis, originada por Pearson, se encuentra relacionada a las
colas de la distribucio´n: valores ma´s altos de curtosis son el resultado de desviaciones
extremas infrecuentes (o valores at´ıpicos), en contraposicio´n a desviaciones modera-
das pero frecuentes. Distribuciones con curtosis mayor a tres (o curtosis en exceso
positivas) son denominadas como leptocu´rticas. Valores predominantemente positi-
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vos para las trazas registradas en la corteza auditiva de ratas despiertas reflejan la
naturaleza unimodal de las distribuciones de voltaje de membrana con colas largas.
Para las distribuciones q-gaussianas, los excesos de curtosis pueden ser definidos
como
kGq =
6
(
q−1
7−5q
)
para 1 < q < 7/5,
∞ para 7/5 < q < 5/3.
(7.1)
Figura 7.1: Curtosis en exceso (‘Excess Kurtosis’) de la distribucio´n q−gaussiana en
funcio´n del para´metro de deformacio´n (‘Deformation Parameter’)
Esto mostrar´ıa una relacio´n expl´ıcita entre el para´metro q y kGq , y que las distribu-
ciones q-gaussianas son leptocu´rticas en este dominio. Sin embargo, esta dependencia
no es directamente proporcional: puede establecerse que existen tres regiones defini-
das. Primero, el valor de curtosis incrementa lentamente a medida que aumenta q y
luego comienza a variar abruptamente dado que se acerca a una as´ıntota. A conti-
nuacio´n, para valores de q > 5/7 la curtosis diverge dada esta definicio´n. Por ende,
nombramos a estas regiones como cuasi-caminata aleatoria (1 < q < 5/4), caminata
aleatoria mixta (5/4 < q < 7/5) y no-caminata aleatoria (q > 7/5) respectivamente,
en relacio´n a la dina´mica esperada para estos valores (ver Figura 7.1). El l´ımite para
definir donde termina la primer regio´n y empieza la segunda depende del criterio
elegido: i) podemos establecer q = 5/4 como l´ımite ya que corresponde con el valor
ma´ximo tolerable para que la curtosis en exceso sea considerada parecida a la normal
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o ii) evaluando la primer y segunda derivada es posible determinar un punto para
el cual la curtosis comienza a cambiar ma´s rapidamente. Adema´s de estos detalles,
es necesario tener en cuenta que esta cantidad es una medida esta´tica y no permite
distinguir duraciones temporales entre excursiones.
7.2. Resultados
7.2.1. Coeficientes de interaccio´n del modelo q−DG
Recordemos que en el contexto de la geometr´ıa de la informacio´n (ver cap´ıtulo
2), el disparo de las neuronas en una poblacio´n de taman˜o N esta´ representado
como un vector binario x = (x1, . . . , xN), donde xi = 0 si la neurona i se encuentra
inactiva en una cierta ventana temporal ∆T y xi = 1 si esta´ disparando. Entonces,
consideramos el conjunto de distribuciones de probabilidades de vectores binarios,
{P (x)}, que consiste de las 2N probabilidades
P (x) = Prob{x1 = i1, ..., xN = iN} = pi1...iN (7.2)
sujetas a la normalizacio´n
∑
i1,...,iN=0,1
pi1...iN = 1.
Como propuesto por Amari y colaboradores [26], provisto que P (x) 6= 0, cualquier
distribucio´n de este tipo puede ser expandida de la forma dada por la ecuacio´n 1.2,
donde existen un total de 2N − 1 coeficientes de correlacio´n θ diferentes que pueden
ser usados para determinar un´ıvocamente la distribucio´n de probabilidad. Dado que
estimar todos estos para´metros de interaccio´n resulta computacionalmente deman-
dante debido a la explosio´n combinatoria, una versio´n ma´s simple de este modelo de
ma´xima entrop´ıa ser´ıa considerar que los coeficientes de cada orden son iguales. Esto
es, todos los para´metros que caracterizan las propiedades de cada neurona individual
y las interacciones entre cualquier grupo de neuronas no dependen de la identidad
precisa de las neuronas consideradas, sino del nu´mero de neuronas consideradas [24].
Tomando en cuenta esta suposicio´n, la distribucio´n de probabilidades se encuentra
ahora caracterizada por so´lo N para´metros: dada la simetr´ıa de la poblacio´n, todas
las coordenadas θ de un dado orden k son equivalentes y pueden ser representados
por un para´metro θk. Por ejemplo, todos los coeficientes de interaccio´n de orden 3
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θijk equivalen a un u´nico para´metro que indicamos como θ3. Bajo esta suposicio´n de
poblacio´n homoge´nea, la ecuacio´n (1.2) esta´ dado ahora por
P (x) = exp
{ N∑
i=1
xi θ1 +
∑
i<j
xixj θ2 +
∑
i<j<k
xixjxkθ3
+
∑
i<j<k<l
xixjxkxl θ4 +
∑
i<···<N
x1 · · · xN θN − ψ
}
. (7.3)
En particular, si consideramos una poblacio´n homoge´nea de N neuronas en el
modelo q−DG, podemos calcular la probabilidad de que exactamente k neuronas se
encuentren disparando en una dada ventana temporal mediante la ecuacio´n (6.14).
Por simetr´ıa, todos los patrones de actividad con el mismo nu´mero de espigas son
igualmente probables. Por lo tanto, el modelo es completamente caracterizado por
el nu´mero de espigas poblacionales k.
Las ecuaciones (7.3) y (6.14) pueden ser igualadas para extraer informacio´n de
co´mo estos coeficientes de correlacio´n dependen de la estad´ıstica de la entrada, como
fue realizado previamente en [114] para el modelo DG. Por lo tanto, mediante la
resolucio´n de ecuaciones lineales, podemos calcular los para´metros θi (k = 1, · · · , N)
y el factor de normalizacio´n ψ. Para el modelo DG fue reportado que los coeficientes
de interaccio´n mostraban una alternancia de signos con respecto a los o´rdenes suce-
sivos. Por ende, este enfoque provee una buena idea de como es la estructura de las
correlaciones de la respuesta neuronal.
En este cap´ıtulo nos concentramos en el re´gimen de baja tasa de disparos, que
corresponde a los valores reportados en la bibliograf´ıa relacionada [120]. Como puede
ser observado en la Figura 7.2, una desviacio´n suficiente de la curtosis esperada de
un potencial de membrana gaussiano rompe la alternancia en los signos esperada
para el caso q = 1 [114]. Adema´s, los valores de los coeficientes disminuyen con el
para´metro de deformacio´n, sugiriendo una estructura de correlacio´n de alto orden
mucho menos organizada. Au´n as´ı, este efecto depende del valor de la covarianza en
las sen˜ales de entrada α en relacio´n a q y a la tasa de disparos de la salida µ (que a
su vez esta´ relacionada al umbral de cada neurona).
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Figura 7.2: Valores de los coeficientes de interaccio´n de alto orden (‘Higher-order
interaction coefficients’) para cada orden de interaccio´n (‘Interaction order’) de una
poblacio´n de 10 neuronas, para distintos para´metros de desviacio´n del modelado
gaussiano. Se considera el caso de baja tasa de disparos µ = 0,05 con: (a) covarianza
en la entrada α = 0,2; (b) covarianza en la entrada α = 0,4; (c) covarianza en la
entrada α = 0,8.
7.2.2. Esfuerzo
Particularmente, la componente de ma´xima entrop´ıa de tercer orden (tambie´n
llamada “esfuerzo”) ha sido extensamente utilizada como medida de desviacio´n de
los modelos de ma´xima entrop´ıa de interacciones entre pares en comparacio´n a la
divergencia Kullback-Leibler [54] (ver cap´ıtulo 4). Entonces, los patrones de disparos
de tripletes proveen un entendimiento del comportamiento de la red: si todos los
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subconjuntos de tres neuronas poseen un esfuerzo positivo, la actividad sincro´nica a
trave´s de toda la poblacio´n resulta facilitada, mientras que si todos los subconjuntos
de neuronas tienen un esfuerzo negativo, la sincronizacio´n global se encuentra supri-
mida. Utilizando esta medida, se encontro´ que los patrones de disparo locales son
distintivos: mientras que los patrones de actividad multi-neuronales a grandes distan-
cias pueden ser predichos mediante modelos de interacciones entre pares, los patrones
de disparo dentro de grupos locales suelen mostrar evidencia de correlaciones de alto
orden [25]. Por ende, estas correlaciones locales implican una organizacio´n jera´rqui-
ca y reducen modestamente la cantidad de informacio´n que un grupo transmite,
mientras modifican el formato de esta informacio´n, creando co´digos ma´s dispersos
al incrementa los periodos de quiescencia total y concentrando la informacio´n en
periodos ma´s cortos de actividad comu´n.
El esfuerzo, como definido por [54], de una distribucio´n sobre tres variables alea-
torias binarias es el te´rmino de interaccio´n de tercer orden en el modelo de ma´xima
entrop´ıa de tercer grado y puede ser calculado como:
θ3 = ln
p111p100p010p001
p110p101p011p000
. (7.4)
Para un ensamble de tres neuronas ide´nticas, dada la simetr´ıa, resulta suficiente
evaluar las probabilidades p000, p001 and p011 (o cualquier otro conjunto va´lido de
probabilidades, dados uno, dos o ningu´n disparo). Cada una de estas tres proba-
bilidades pueden ser calculadas nume´ricamente para el modelo q-DG, dado que no
existe una expresio´n anal´ıtica cerrada en general. En trabajos previos, la coordenada
de interaccio´n triple del modelo DG fue encontrada ser siempre negativa y decrecer
mono´tonamente al incrementar los coeficientes de correlacio´n entre pares [33, 114].
De la Figura 7.3 podemos observar que las entradas comunes pueden llevar a
un esfuerzo cero o incluso positivo si la distribucio´n del potencial de membrana
subumbral es suficientemente no gaussiana. Esta condicio´n tambie´n depende de la
tasa de disparos de la salida y la correlacio´n entre pares de la entrada. A medida
que la probabilidad de actividad individual y la covarianza entre unidades respecto
a la entrada comu´n disminuyen, estos re´gimenes se pueden alcanzar. Sin embargo,
asumir una dina´mica de caminante aleatorio en la actividad latente torna imposible
obtener valores no negativos del esfuerzo. Se debe tener en cuenta adema´s que este
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Figura 7.3: Valores del esfuerzo de un conjunto de tres neuronas ide´nticas, con ta-
sas de disparo baja µ = 0,05. La regio´n verde corresponde a un esfuerzo positivo,
mientras que la regio´n blanca a un esfuerzo negativo.
resultado es va´lido para un modelo de tres neuronas y no es necesariamente va´lido
para ensambles de mayor taman˜o.
7.2.3. Dispersio´n estad´ıstica
Por otro lado, si quisiesemos estudiar poblaciones ma´s grandes, dado que el nu´me-
ro de para´metros depende del taman˜o de la poblacio´n, se proponen representaciones
minimales adicionales de estos rasgos de alto orden. Particularmente, trabajos previos
han conclu´ıdo que estas interacciones de alto orden se pueden resumir concisamente
en patrones de silencio simulta´neo [114], restringiendo la actividad neuronal y, por
lo tanto, influenciando el procesamiento de la informacio´n. El silencio simulta´neo
se refiere a la co-inactivacio´n neuronal: la ocurrencia de periodos breves de silencio
durante los cuales todas las neuronas en la red local dejan de disparar. La dispersio´n
estad´ıstica es considerada una componente importante en la codificacio´n poblacional
[25]. Tambie´n se demostro´ que aumenta con las correlaciones [33] y que depende de la
inhibicio´n en la red [114]. Para que sea posible evaluar si la presencia de colas pesadas
en la distribucio´n del potencial de membrana (que ser´ıa una marca distintiva de la
dispersio´n estad´ıstica en la sen˜al de entrada a las neuronas) impacta los patrones de
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actividad de la poblacio´n en el modelo q−DG, cuantificamos esta cantidad como la
probabilidad de que la poblacio´n se encuentre inactiva, esto es P (k = 0) ·N . Para el
caso q = 1, se encontro´ que en poblaciones homoge´neas las correlaciones incrementan
la dispersio´n [33] y fue conjeturado que en conjuntos heteroge´neos de mayor taman˜o
la dispersio´n se encuentra todav´ıa dominada por interacciones de alto orden.
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Figura 7.4: Dispersio´n estad´ıstica (‘Sparsity’) en funcio´n del taman˜o de la poblacio´n
(‘Population Size’), para distintos para´metros de desviacio´n del modelado gaussiano.
Se considera el caso de baja tasa de disparos µ = 0,05 con: (a) covarianza en la
entrada α = 0,2; (b) covarianza en la entrada α = 0,4; (c) covarianza en la entrada
α = 0,8.
Como es posible ver en la Figura 7.4 para valores grandes de q, y por lo tanto
desviaciones grandes de dina´micas de caminata aleatoria, la dispersio´n decrece rele-
vantemente para valores mayores a 102. Este efecto se ve minimizado para valores
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extremos de covarianzas entre neuronas con respecto a las sen˜ales entrada, como por
ejemplo α ' 0,8, para estos valores de tasas de disparo. Aunque hemos asumido
elementos ide´nticos, y ese no es el caso para una poblacio´n neuronal real, se sugiere
que en este re´gimen existe la necesidad que las unidades se encuentren fuertemente
correlacionadas con respecto al est´ımulo para que la dispersio´n de sus actividades, y
por lo tanto su eficiencia de codificacio´n, no se reduzca. Como previamente expuesto
en el cap´ıtulo 6, el para´metro de deformacio´n q afecta el valor del coeficiente de
correlacio´n entre pares ρ. Para la tasa de disparo media elegida para este ana´lisis
(µ = 0,05), las colas pesadas en la distribucio´n disminuyen la correlacio´n entre pares
de neuronas, para una dada covarianza con respecto a la entrada.
Tal disminucio´n en la dispersio´n estad´ıstica para valores pequen˜os de correlacio´n
entre pares fue reportado para el modelo DG [33]. En este marco, la pregunta central
ser´ıa entonces cua´l puede ser la ventaja de la no-gaussianidad en la distribucio´n de
los potenciales de membrana.
7.2.4. Tasa de entrop´ıa y calor espec´ıfico de la poblacio´n
Para responder esta pregunta estudiamos primero co´mo la entrop´ıa del modelo
crece con el taman˜o de la poblacio´n. El comportamiento asinto´tico de las entrop´ıas se
calculo´ previamente en el cap´ıtulo 5 para el modelo q-DG, esto es cuando N → ∞,
pero estamos interesados en co´mo escalea la tasa de entrop´ıa con N . Es posible
calcular esta u´ltima cantidad como
S/N =
1
N
∑
k
P (K = k) ln
(
N
k
)
, (7.5)
donde S es la entrop´ıa (ver cap´ıtulo 2) y N el taman˜o de la poblacio´n.
En la Figura 7.5, puede ser observado que para valores ma´s altos de curtosis la
tasa de entrop´ıa aumenta. Esta diferencia no cambia para taman˜os mayores a 102,
caundo la entrop´ıa alcanza su valor asinto´tico. En cualquier caso, estos valores de
entrop´ıa ma´s altos en comparacio´n al caso q = 1 escalean de forma distinta a la
diferencia entre el modelo DG y el modelo de ma´xima entrop´ıa de segundo orden
[32, 33], sugiriendo que la razo´n por la misma es distinta.
Finalmente, estudiamos el impacto de la cantidad q en la capacidad calor´ıfica de
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Figura 7.5: Tasa de entrop´ıa (‘Entropy Rate’) en funcio´n del taman˜o de la pobla-
cio´n (‘Population Size’) con tasa de disparo baja (‘Low firing rate’) µ = 0,05, para
distintos valores de q y α.
la poblacio´n. Calculamos el calor espec´ıfico (es decir, la capacidad calor´ıfica norma-
lizada por el taman˜o de la poblacio´n) como
HC/N =
1
N
∑
k
P (K = k)
(
lnP (K = k)− ln
(
N
k
)
− S
)2
, (7.6)
El modelo DG muestra un calor espec´ıfico divergente con un pico puntiagudo [33].
Esto es evidencia de que un sistema f´ısico se encuentra en un punto cr´ıtico e im-
plica que las fluctuaciones alrededor de la entrop´ıa no son despreciables en grandes
poblaciones [21]. Adema´s, fue demostrado va´lido en general para modelos con entra-
das comunes, siendo capaces de capturar este comportamiento [33]. Adicionalmente,
concluyeron que las interacciones de alto orden pueden tener un impacto fuerte en
el calor espec´ıfico: llevan a comportamientos de escala cualitativamente diferentes y
criticalidad, influenciando los momentos que lo maximizan [33].
La Figura 7.6 nos indica que el calor espec´ıfico en el modelo q−DG muestra un
comportamiento similar al de la tasa de entrop´ıa en relacio´n al para´metro q. Es decir,
escalea linealmente a medida que aumenta el taman˜o de la poblacio´n, sin importar el
valor de curtosis de la distribucio´n de entrada. No obstante, mientras que las pendien-
tes de las rectas permanecen cercanas en magnitud en los valores correspondientes a
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Figura 7.6: Calor espec´ıfico (‘Specific Heat’) en funcio´n del taman˜o de la poblacio´n
(‘Population Size’) con tasa de disparo baja µ = 0,05, para distintos valores de q y
α.
las regiones I and II, aumentan considerablemente para aquellos para´metros dentro
de la regio´n III. Este efecto se muestra ma´s evidente para poblaciones mayores y
valores de correlacio´n ma´s altos. Por ende, el modelo muestra lo que parece ser una
compensacion una compensacio´n entre la dispersio´n estad´ıstica y la criticalidad.
Las entradas comunes a una poblacio´n de neuronas conducen a patrones de ac-
tividad dispersos y con estad´ısticas de alto orden. Esto es un resultado ubicuo al
considerar modelos gaussianos de la distribucio´n del potencial de membrana de cada
ce´lula. Sin embargo, desviaciones de los mismos caracterizadas por el valor de la
curtosis muestran un efecto relevante en la salida. Es decir, que los silencios pueden
influir en la estad´ıstica de dispersio´n de manera de convertir el co´digo neuronal en
un co´digo correlacionado pero eficiente.
Cap´ıtulo 8
Discusio´n y Conclusiones
La presencia e impacto de las correlaciones de o´rdenes ma´s alla´ de dos en la
actividad cortical resulta un tema relevante y de alto intere´s para la comunidad neu-
rocient´ıfica. A medida que los avances tecnolo´gicos permiten el registro en simulta´neo
de los patrones de disparo de poblaciones de mayor taman˜o, desarrollar herramientas
y marcos teo´ricos de ana´lisis de datos experimentales se torna una labor interesante
y a la vez desafiante. En la diversa literatura presentada, ha quedado en evidencia
que los enfoques tradicionales han demostrado no ser suficientes en este a´rea. Las
propiedades emergentes para cualquier sistema complejo no pueden ser reducidas en
general a interacciones entre pares [14]. Importantemente, si tripletes o correlacio-
nes de alto orden se encuentran presentes en el conjunto de datos, podr´ıan no ser
visibles y llegar a ser percibidos solamente como correlaciones de a pares [126]. En
este sentido, a lo largo de esta Tesis Doctoral hemos, a grandes rasgos, presentado
dos enfoques diferentes y complementarios para el estudio de interacciones de alto
orden.
El primero de los enfoques ha sido la inclusio´n de te´rminos de grado mayor a
dos en la expansio´n en series para ventanas temporales cortas de la informacio´n
mutua entre un conjunto de est´ımulos y la respuesta de una poblacio´n pequen˜a [9–
11, 86]. A diferencia de otras medidas de correlacio´n ma´s sencillas, la informacio´n
tiene la ventaja u´nica de capturar todas las dependencias no lineales de cualquier
orden estad´ıstico que puedan llegar a estar presentes en los datos. La simple compa-
racio´n entre la informacio´n de un conjunto de neuronas con la suma de la informacio´n
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provista por cada neurona individual nos permite investigar diversas formas de corre-
laciones [13, 83]. Resulta natural preguntarse entonces bajo que´ condiciones grupos
de neuronas representan el conjunto de est´ımulos y el comportamiento directo en
maneras tanto sinerg´ıstica como reduntante o independientemente. En este sentido,
un punto crucial para entender la representacio´n de est´ımulos externos en la activi-
dad de una poblacio´n de neuronas es investigar co´mo la informacio´n transmitida por
ce´lulas individuales se relaciona en conjunto [12].
Como desarrollado en el cap´ıtulo 3, la ventaja principal de nuestro me´todo es
que nos permite tener en cuenta las variables ocultas vinculadas dina´micamente
que no se encuentran accesibles a la medida experimental. Las mismas son expresa-
das en nuestras estimaciones nume´ricas mediante un te´rmino mixto de correlaciones
est´ımulo-dependientes “por casualidad” de segundo y tercer orden, Icor−ch,3. Provee-
mos, para cualquier orden, la estimacio´n anal´ıtica de la correccio´n que pueda llegar
a ser producida por variables ocultas a trave´s del nuevo te´rmino Icor−ch,3. Se debe
notar que el me´todo de expansio´n en serie no deber´ıa ser aplicado para ventanas
temporales post-est´ımulo muy largas o con poblaciones muy grandes. Estas limita-
ciones fueron previamente exploradas en [67], donde la generalidad de este marco
teo´rico es contestada incluso ma´s au´n. Sin embargo, una caracter´ıstica importante
de nuestro me´todo es que estamos en absoluto control de cua´l orden de correlacio´n
domina el conjunto de datos y la cuantificacio´n apropiada de posible correlaciones
dependientes del est´ımulo por casualidad a trave´s de Icor−ch,3.
En dicho cap´ıtulo adema´s presentamos un estudio exaustivo y completamente no-
vedoso de las interacciones de alto orden y no un marco teo´rico mejorado de ana´lisis
a segundo orden. En este sentido, nuestro trabajo apunta a cuantificar el efecto de
las correlaciones por casualidad en el procesamiento de la informacio´n en una pobla-
cio´n de neuronas. Proponemos que para cuantificar apropiadamente las correlaciones
entre pares es tambie´n necesario tener en cuenta las correlaciones entre tripletes, ya
que el te´rmino Icor−ch,3 define un nuevo escenario incluso cuando no exista impacto
alguno de las correlaciones de tercer orden puras. Ma´s espec´ıficamente, dependiendo
del valor de f(r) (una funcio´n de los valores medios de las tasas de disparo de las
neuronas consideradas, en este caso un triplete de ce´lulas, y que se encuentra directa-
mente relacionada al te´rmino de correlacio´n mixto dependiente del est´ımulo), cuando
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el te´rmino Icor−ch,3 es no nulo, existe una modificacio´n sustancial en las dina´micas
de correlacio´n. Cuando esta funcio´n f(r) es positiva, resulta en un re´gimen de co-
dificacio´n ma´s similar a la intuicio´n tradicional, en donde las correlaciones tienden
a resultar en redundancia, y por ende limitan el nu´mero de neuronas cuyas salidas
puedan llegar a ser u´tilmente combinadas para representar la variable del est´ımulo.
Por el contrario, si f(r) es negativa, lleva a regiones ma´s grandes de sinergia en
el plano de correlaciones de ruido versus correlaciones de sen˜al. Importantemente,
cuando f(r) = 0, que es equivalente a establecer Icor−ch,3 = 0, las regiones de siner-
gia y redundancia en el plano de correlaciones de ruido versus correlaciones de sen˜al
son cualitativamente equivalentes a las definidas por correlaciones puras de segundo
orden en [9].
De esta manera, este estudio realizado para un numero discreto de neuronas es el
primer intento en proveer una expresio´n anal´ıtica para cuantificar la correlacio´n por
casualidad mixta est´ımulo-dependiente que involucra interacciones de ordenes ma´s
alla´ del segundo. Este trabajo no so´lo demuestra rigurosamente que las correlaciones
no implican redundancia, pero tambie´n que las correlaciones de alto orden pueden
incrementar la cantidad de sinergia. Adema´s, como se ha explicado en el cap´ıtulo
3, corroboramos diversas hipo´tesis utilizando resultados nume´ricos mediante simu-
laciones con estad´ıstica de Poisson, un modelo de integrar-y-disparar y un modelo
simple de Izhikevich. Mostramos que las correlaciones dependientes del est´ımulo no
deben ser despreciadas: el efecto de las correlaciones est´ımulo-dependientes de tercer
orden aumentan la fraccio´n de sinergia. Adicionalmente, expresamos que los triple-
tes por casualidad posibles que puedan haber surgido de correlaciones entre pares
contribuyen a una subestimacio´n de la informacio´n si no son tomados en cuenta, y
que un incremento en la conectividad de la red puede reflejarse en un mayor valor de
correlaciones que dependen del est´ımulo considerado. La posibilidad de sinergia con
correlaciones de alto orden es un tema importante ya que prueban ser una propiedad
inherente de la dina´mica cortical. Nuestro presente me´todo podr´ıa ser tambie´n una
herramienta complementaria muy u´til para otros me´todos de poblaciones grandes, en
el que se estudian las correlaciones sin tener control del orden exacto de las mismas
[33, 34, 75] .
En el cap´ıtulo 4 estudiamos los valores posibles de estas correlaciones de alto
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orden por casualidad. Para esto, utilizamos el marco teo´rico provisto por la geometr´ıa
de la informacio´n [26]. Calculamos la mejor estimacio´n de estas cantidades segu´n el
principio de ma´xima entrop´ıa. De esta manera, no so´lo podemos estudiar el impacto
de las correlaciones de alto orden en la transmisio´n de la informacio´n en una poblacio´n
de neuronas, sino que tambie´n podemos testear su presencia y relevancia en los
datos experimentales. Como pro´ximo objetivo, realizaremos el ana´lisis de datos de
registros neuronales de cientos de neuronas de la corteza visual para determinar con
datos reales la cantidad de correlacio´n espu´rea cuando consideramos el principio de
ma´xima entrop´ıa.
El segundo enfoque corresponde a la extensio´n de un modelo poblacional simple
de neuronas con umbral. Este modelo para poblaciones grandes no pretende ser una
descripcio´n biolo´gicamente realista de una red cortical, sino ma´s bien un modelo
minimal que refleja la estad´ıstica de la misma. El modelo de Gaussiana Dicotomi-
zada refleja la actividad de un conjunto de neuronas que reciben entradas comunes
pero que no poseen interacciones ma´s alla´ del segundo orden [31, 32]. En primera
instancia, en el cap´ıtulo 5, presentamos una marco teo´rico en el teorema extendido
del l´ımite central [97–100] que permite la consideracio´n de correlaciones de alto or-
den en la distribucio´n de los potenciales de accio´n de las neuronas modeladas. Nos
basamos en las herramientas provistas por la meca´nica estad´ıstica no extensiva [43]
para estudiar el impacto de la sincronizacio´n en la sen˜al de entrada a una poblacio´n
de neuronas binarias, mediante la inclusio´n de un para´metro de deformacio´n q. El
razonamiento principal para justificar esta extensio´n es que, al tomar un nu´mero
muy grande de contribuciones neuronales dentro del teorema del l´ımite central, esta-
mos perdiendo informacio´n sobre las correlaciones de alto orden. Importantemente,
nuestra aproximacio´n converge al modelo DG al considerar el l´ımite q = 1. En dicho
cap´ıtulo, proveemos la expresio´n anal´ıtica exacta de la distribucio´n conjunta de las
tasas de disparo de una poblacio´n de neuronas modelada de esta manera. Adema´s,
mostramos utilizando este resultado co´mo las correlaciones de alto orden pueden
mejorar la codificacio´n de la informacio´n en poblaciones grandes de neuronas. Por lo
tanto, inferimos las propiedades emergentes de las mismas, exponemos co´mo la infor-
macio´n satura a medida que el grado de correlacio´n q aumenta. Evaluamos tambie´n
bajo que´ condiciones las correlaciones de alto orden en las entradas pueden llevar a
Cap´ıtulo 8. Discusio´n y Conclusiones 138
un nu´mero menor o mayor de disparos simulta´neos en la actividad poblacional.
Luego, en el cap´ıtulo 6, elaboramos co´mo poder construir, en este marco, un
modelo generador de patrones de actividad con una estad´ıstica deseada. Esto es, el
proceso latente (es decir, las variaciones sub-umbrales) se modela mediante una dis-
tribucio´n q-gaussiana correlacionada con media h y correlacio´n A, que son elegidos
tal que las secuencias de disparo de la salida X poseen media µ y varianza entre pares
Σ. La generacio´n de patrones de actividad a trave´s de la binarizacio´n de una varia-
ble aleatoria q-gaussiana multivariada es posible incluso para poblaciones grandes
de neuronas y para estad´ısticas de conteo de espigas con distribuciones marginales
arbitrarias. Esto provee un marco de trabajo flexible para la simulacio´n eficiente de
trenes de espiga con correlaciones espec´ıficas, incluso cuando sus fuentes y or´ıgenes
no son conocidos. Adicionalmente, puede ser implementado nume´ricamente con faci-
lidad dado que, como mostrado previamente, estas distribuciones son equivalentes a
las distribuciones−t de Student en las regiones estudiadas, comu´nmente utilizadas e
inclu´ıdas en diversos paquetes nume´ricos. Nuestra te´cnica puede ser aplicada a expe-
rientos en neurofisiolog´ıa incluyendo micro-estimulacio´n de poblaciones de neuronas,
expandiendo las posibilidades de la investigacio´n de las estimulaciones naturales que
puedan generar diferentes estructuras de correlacio´n y el estudio de sus efectos en
conducir respuests neuronales.
Adema´s, mostramos que nuestro enfoque captura redundancias que aumentan a
medida que el para´metro q toma valores ma´s grandes, llevando a una mayor cantidad
de aleatoriedad dado que la entrop´ıa crece y por ende aumenta el caos. Importante-
mente, a trave´s de una medida de la entrop´ıa relativa que diverge cuantificamos la
ineficiencia de asumir incorrectamente que la distribucio´n se genera como en el mo-
delo DG. Esto demuestra que las correlaciones de alto orden en la entrada poseen un
efecto relevante a nivel poblacional. Dada la ubicuidad de las entradas comunes en los
sistemas sensoriales, el modelo extendido otorga entonces predicciones cuantitativas
para las condiciones bajo las cuales las correlaciones de alto orden sera´n importantes,
cuantificando cua´nto se desv´ıan efectivamente los modelos que solamente consideran
correlaciones de segundo orden en la entrada comu´n.
Finalmente, en el cap´ıtulo 7, estudiamos el efecto funcional que puedan tener
las correlaciones de alto orden en las entradas de poblaciones de neuronas, carac-
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terizandolas mediante la curtosis de la distribucio´n del potencial de membrana. En
un principio, utilizando el marco de trabajo que provee la geometr´ıa de la infor-
macio´n mostramos co´mo la inclusio´n del para´metro de deformacio´n q (que en este
cap´ıtulo vinculamos explicitamente a la curtosis) desestructura la actividad de sali-
da. Sin embargo, tambie´n permite un mecanismo para lograr valores nulos (e incluso
positivos) de esfuerzo, caracter´ıstica poblacional que no era posible alcanzar con el
modelo DG. Esto habilita a patro´nes de actividad ma´s diversos, como consecuencia
de la consideracio´n de las correlaciones de alto orden. Por lo tanto, la inclusio´n de
interacciones ma´s alla´ de entre pares en las entradas comunes a una poblacio´n tiene
una efecto significativo, que var´ıa con el taman˜o del conjunto considerado. De esta
manera, podemos adema´s consolidar este enfoque con el ana´lisis realizado para ta-
man˜os finitos en la aproximacio´n en series de la informacio´n mu´tua para ventanas
temporales cortas.
Adicionalmente, la criticalidad ha sido recientemente un punto de discusio´n en el
estudio de poblaciones neuronales [127, 128]. Permanece en debate si se trata de un
simple producto colateral de las suposiciones teo´ricas hechas o si es un aspecto fun-
cional de la actividad de la corteza. Mediante nuestro modelo generador expandimos
los l´ımites de la discusio´n al encontrar un v´ınculo con las colas de la distribucio´n
del potencial de membrana de una neurona. Los sistemas cerca de estados cr´ıticos
responden o´ptimamente a ciertas sen˜ales externas y esta sensibilidad puede ser u´til
para la corteza auditiva en particular. En la literatura expuesta [120, 121] se ha
propuesto que los potenciales de membrana no gaussianos en la corteza auditiva en
sujetos experimentales despiertos puede reflejar una adaptacio´n al ra´pido procesa-
miento de los est´ımulos auditivos. La mayor´ıa de los sistemas que exhiben criticalidad
en un sentido termodina´mico tambie´n exhiben un amplio rango de escalas tempora-
les en sus dina´micas, y entonces la criticalidad puede proveer una estrategia general
para los sistemas neuronales para unir el vac´ıo entre la espiga microsco´pica y el
corportamiento macrosco´pico. Aunque nuestro modelo puede ser aplicado a diversas
poblaciones, permanece el interrogante de por que´ las dina´micas sub-umbrales en la
corteza auditiva difieren con la dina´mica de otras cortezas sensoriales. No obstan-
te, una posibilidad intrigante es que esta diferencia se relacione con la habilidad de
la corteza auditiva en explotar la temporalidad precisa de los est´ımulos sensoriales
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breves [129].
Por esta razo´n, en el cap´ıtulo mencionado, comparamos co´mo var´ıa el calor es-
pec´ıfico de una poblacio´n modelada con nuestro me´todo en funcio´n del para´metro q.
Se ha sugerido que la tasa a la cual diverge la capacidad calor´ıfica por unidad provee
un medio para cuantificar la “fuerza” de la criticalidad [128]. Para el modelo DG [33]
se hab´ıan encontrado formas funcionales similares a las curvas de calor ilustradas en
el cap´ıtulo 7. Adema´s, demostraron que la variacio´n del calor espec´ıfico aumenta
de forma estr´ıctamente monotonamente creciente con la correlacio´n. Los resultados
previamente mostrados en el cap´ıtulo 6, en los cuales se especifico´ que para el re´gi-
men de bajas tasas de disparo la correlacio´n no variaba fuertemente, sugieren que la
curtosis en la entrada (o q, equivalentemente) es un factor relevante.
Por otro lado, la dispersio´n estad´ıstica es una propiedad que ha sido consistente-
mente asociada con la codificacio´n o´ptima y relacionada ampliamente con la capa-
cidad de representacio´n de las poblaciones neuronales [123]. En el marco de nuestro
modelo, encontramos que a pesar de que valores mayores de curtosis en la distribu-
cio´n de las entradas (y por ende, colas ma´s pesadas) favorecen el calor espec´ıfico,
tambie´n disminuyen la dispersio´n cuantificada por la probabilidad que todas las neu-
ronas de la poblacio´n se encuentren inactivas. Esto sugiere que dina´micas diferentes
a las de una caminata aleatoria en las variaciones del potencial de membrana son
beneficiosos para poblaciones de taman˜os menores a cien. Por lo tanto, poblaciones
mayores pueden consistir de un nu´mero finito de sub-grupos homoge´neos, en cuyo
caso la entrop´ıa y el calor espec´ıfico estar´ıan dominados por los valores de cada
sub-poblacio´n.
En resumen, a lo largo de esta Tesis hemos estudiado el efecto poblacional de
las correlaciones de alto orden utilizando dos metodolog´ıas diferentes pero comple-
mentarias. El marco teo´rico provisto por la teor´ıa (y la geometr´ıa) de la informa-
cio´n constituye una herramienta central para este ana´lisis. Durante el desarrollo del
trabajo, se propusieron extensiones va´lidas de me´todos previamente elaborados sin
considerar la presencia de correlaciones de alto orden a distintas escalas. Adem’s,
consolidamos ambas aproximaciones estudiando co´mo var´ıan las propiedades de una
poblacio´n a medida que se modifica su taman˜o. Conclu´ımos que el uso de estos enfo-
ques conforman un avance en el estudio de la interdependencia neuronal en la corteza
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y resultan relevantes, junto con otras aproximaciones existentes, para investigaciones
neurofisiolo´gicas futuras en la capacidad de codificacio´n de poblaciones de neuonas.
Ape´ndice A
Ca´lculo de la informacio´n de
Fisher para la distribucio´n
conjunta de disparos
A continuacio´n, calculamos la expresio´n anal´ıtica de la informacio´n de Fisher
para la distribucio´n conjunta de disparos extendida como
I(Qq) =
∫ 1
0
[
∂Qq(r)
∂r
]2
Qq(r)
dr
=
∫ 1
0
Qq(r)
F−1q (r) +
√
α(q + 1)
2(1− α)
(h−√αF−1q (r))[
1 +
(q − 1)
2(1− α)
(
h−√αF−1q (r)
)2]

2
·
[
∂F−1q (r)
∂r
]2
dr.
(A.1)
Considerando que la derivada de la funcio´n Beta Binverse (z; a, b) es
∂Binverse (z; a, b)
∂z
= (1−Binverse (z; a, b))1−bBinverse (z; a, b)1−aB(a, b), (A.2)
142
Ape´ndice A. Ca´lculo de la informacio´n de Fisher para la distribucio´n conjunta de
disparos 143
obtenemos, luego de algunos ca´lculos,
I(Qq) =
∫ 1
0
√
1− α
α
(
1− α
2α(q − 1)
)
B
(
1
q − 1 ,
1
2
)
√
1− β [β]
q − 2
q − 1

β3 − β4

·
{√
(q + 1)2
2(q − 1)
α
(1− α)β(1− β) +
1√
α
{
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√
2(1− α)
q − 1 [β
−1 − 1]
}}2
· {expq [β−1 − 1]}−(q + 1)2 exp
[
− 1
2α
{
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√
2(1− α)
q − 1 [β
−1 − 1]
}]
dr
(A.3)
donde β = Binverse
(
r;
1
q − 1 ,
1
2
)
.
Ape´ndice B
Estimaciones nume´ricas de la
funcio´n de distribucio´n cumulativa
q-gaussiana bivariada
La funcio´n de distribucio´n cumulativa q−gaussiana bivariada se encuentra defi-
nida por
Φq([a, b], ρ) =
Γ
(
1
q−1
)
(q − 1)
piΓ
(
1
q−1 − 1
)
(6− 4q)√1− ρ2
×
a∫
−∞
b∫
−∞
dy dx
[
1 +
(
q − 1
6− 4q
)
x2 + y2 − 2ρxy
1− ρ2
] 1
1−q
,
(B.1)
donde a, b ∈ R y q ∈ [1, 3/2). En comparacio´n a la distribucio´n q−gaussiana univaria-
da, su contraparte bivariada no puede ser fa´cilmente mapeada a una distribucio´n−t
de Student. Adema´s, esta integral no puede ser resuelta anal´ıticamente. Entonces, co-
mo esta funcio´n no se encuentra inclu´ıda en paquetes nume´ricos usuales, necesitamos
simplificar su expresio´n para que sea posible obtener valores nume´ricos precisos.
En primera instancia, utilizamos la llamada “Transformada de Hilhorst” para
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reescribir la ecuacio´n (B.1) como
Φq([a, b], ρ) =
Γ
(
1
q−1
)
(q − 1)
piΓ
(
1
q−1 − 1
)
(6− 4q)√1− ρ2
∞∫
0
ds s
(
s2
2
) 1
q−1
e−
s2
2
×
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b∫
−∞
dy dx e
− s2
2 (
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×
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0
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2
q−1−1e−
s2
2 Φ
(
s
√
q − 1
6− 4q [a, b], ρ
)
.
(B.2)
Φ(x, ρ) corresponde a la funcio´n cumulativa gaussiana bivariada de x con coeficiente
de correlacio´n ρ. Entonces, tomando la derivada con respecto a ρ obtenemos
dΦq([a, b], ρ)
dρ
=
22−
1
q−1 (q − 1)
Γ
(
1
q−1 − 1
)
(6− 4q)
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0
ds s
1
q−1 e−
s2
2
e
− s2
2 (
q−1
6−4q )
a2+b2−2ρab
1−ρ2
2pi
√
1− ρ2 .
(B.3)
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Utilizando el cambio de variables r = s
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]
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(B.4)
debido a que
∞∫
0
dr r
2
q−1−1e−
r2
2 = 2
1
q−1−1Γ
(
1
q−1
)
. Esta fo´rmula puede ser integrada
con respecto a ρ para producir
Φq([a, b], ρ) = Φq([a, b], s) +
Γ
(
1
q−1
)
(q − 1)
piΓ
(
1
q−1
)
(6− 4q)
×
ρ∫
s
dr
[
1 +
(
q−1
6−4q
)
a2+b2−2rab
1−r2
] 1
1−q
√
1− r2 , (B.5)
donde s = sign(ρ) y entonces,
Φq([a, b], s) =
Φq (min{a, b}) if s = 1max{0,Φq (min{a, b})− Φq (min{a, b})} if s = −1 (B.6)
con Φq (·) definida como la funcio´n cumulativa de la distribucio´n q-gaussiana univa-
riada. Para implementar la ecuacio´n (B.5) nume´ricamente en un algoritmo, el cambio
de variables r = sin(θ) es deseado. Entonces, la funcio´n cumulativa de la distribucio´n
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q-gaussiana bivariada es calculada como
Φq([a, b], ρ) = Φq([a, b], s) +
Γ
(
1
q−1
)
(q − 1)
piΓ
(
1
q−1
)
(6− 4q)
×
sin−1 ρ∫
spi/2
dr
[
1 +
(
q − 1
6− 4q
)
a2 + b2 − 2ab sin θ
cos2 θ
] 1
1−q
.
(B.7)
Ape´ndice C
Cuantificadores de complejidad del
modelo de neurona simple de
Izhikevich
Utilizamos la metodolog´ıa de permutacio´n de Bandt-Pompe [119] para la eva-
luacio´n de la funcio´n de distribucio´n de probabilidad asociada con la serie temporal
del modelo de neurona. Basa´ndonos en la cuantificacio´n de las “estructuras” ordi-
nales presentes en las oscilaciones del potencial de membrana de la neurona y su
influencia local en la distribucio´n de probabilidades asociada, incorporamos la pro-
pia causalidad de la serie temporal a trave´s de un algoritmo de fa´cil implementacio´n,
detallado en [83]. Espec´ıficamente, se propone cuantificar las veinte patrones oscila-
torios neuronales, mostrados en el cap´ıtulo 3 utilizando el modelo simple de neurona
de Izhikevich, considerando medidas sutiles que toman en cuenta informacio´n causal:
entrop´ıa, informacio´n de Fisher y complejidad MPR de permutacio´n. Esta aproxima-
cio´n permite estimar las “propiedades de agrupacio´n” de estas distintas estructuras
de la dina´mica neuronal a trave´s de representaciones de dos y tres dimensiones.
La Figura C.1 (a) muestra la complejidad MPR versus la entrop´ıa, dada por el
plano-H × C, para los veinte comportamientos (A)-(T). La complejidad estad´ıstica
MPR crece linealmente a medida que aumenta la entrop´ıa al considerar distintos
tipos de dina´mica. El grado de orden decrece al aumentar la entrop´ıa, y por ende
un sistema de menor grado de entrop´ıa se caracteriza por un grado mayor de orden.
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(a) (b)
(c)
Figura C.1: Representaciones bidimensionales de los cuantificadores de informa-
cio´n causal: (a) Complejidad MPR (‘MPR Complexity’) versus entrop´ıa (‘Entropy’)
(plano-H ×C), (b) Informacio´n de Fisher (‘Fisher Information’) versus complejidad
MPR (‘MPR Complexity’) (plano-F × C), (c) Informacio´n de Fisher (‘Fisher Infor-
mation’) versus entrop´ıa (‘Entropy’) (plano-F×H), para los veinte comportamientos
ma´s relavantes de las neuronas biolo´gicas (nomenclatura igual a la utilizada en el
cap´ıtulo 3). Todos los cuantificadores fueron evaluados utilizando la funcio´n de dis-
tribucio´n de probabilidad obtenida con la metodolog´ıa Bandt-Pompe con un largo
de patro´n (dimensio´n de incrustacio´n) D = 6 y retraso temporal τ = 1.
La Figura C.1 (b) corresponde al plano de informacio´n causal F × C, es decir a
los valores de informacio´n de Fisher versus la complejidad MPR, para los mismos
modelos neurocomputacionales. En comparacio´n a la figura anterior, presenta una
mejor distincio´n entre los veinte ritmos neuronales. Esto es, la informacio´n de Fisher
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se comporta no linealmente como funcio´n de la complejidad MPR. Una dependencia
similar puede ser observada en la Figura C.1 (c), que muestra la informacio´n de
Fisher versus la entrop´ıa, el plano causal F × H. Este resultado es razonable dado
que observamos que la complejidad MPR crece linealmente a medida que crece la
entrop´ıa.
Figura C.2: Representacio´n tridimensional de los cuantificadores de informacio´n cau-
sal: Complejidad MPR (‘MPR Complexity’) × Informacio´n de Fisher (‘Fisher Infor-
mation’) × Entrop´ıa (‘Entropy’) para los veinte comportamientos ma´s relavantes de
las neuronas biolo´gicas (nomenclatura igual a la utilizada en el cap´ıtulo 3). Todos
los cuantificadores fueron evaluados utilizando la funcio´n de distribucio´n de probabi-
lidad obtenida con la metodolog´ıa Bandt-Pompe con un largo de patro´n (dimensio´n
de incrustacio´n) D = 6 y retraso temporal τ = 1.
Por otro lado, la Figura C.2 muestra las propiedades dina´micas emergentes de
la informacio´n causal del sistema a trave´s de una representacio´n tridimensional: la
complejidad estad´ıstica MPR × informacio´n de Fisher × entrop´ıa. Notablemente,
esta aproximacio´n nos permite clasificar los comportamientos dina´micos por medio
del uso de un enfoque en teor´ıa de la informacio´n. Cuantificamos la causalidad de la
sen˜al e inferimos las propiedades emergentes de cada patro´n oscilatorio de actividad
dentro de una representacio´n informacional al asignar un “grupo” a cada una de
estas caacter´ısticas. Por lo tanto, podemos distinguir con precisio´n los diferentes
casos (A)-(T) generados por el modelo de neurona simple de Izhikevich.
Ape´ndice D
Trabajos publicados
Durante el desarrollo de la presente Tesis Doctoral fueron publicados los resul-
tados expuestos en los cap´ıtulos 3, 5 (junto con el ape´ndice A) y 6 (junto con el
ape´ndice B) en la referencias [86], [75] y [122] respectivamente. Adicionalmente, el
cap´ıtulo 3 y el ape´ndice C contienen ana´lisis y resultados de la publicacio´n [83]. Estas
publicaciones se especifican a continuacio´n:
Montangie L., Montani F. (2016), Higher-order correlations in common input
shapes the output spiking activity of a neural population, Physica A: Statistical
Mechanics and its Applications. doi:10.1016/j.physa.2016.12.002
Montangie L., Montani F. (2016), Effect of interacting second- and third-order
stimulus dependent correlations produce population coding asymmetries, Phy-
sical Review E. doi: 10.1103/PhysRevE.94.042303
Montani F., Baravalle R., Montangie L., Rosso O. A.(2015), Causal information
quantification of prominent dynamical features of biological neurons, Philosop-
hical Transaction of the Royal Society A . doi: 10.1098/rsta.2015.0109
Montangie L., Montani F.(2015), Quantifying higher-order correlations in a
neuronal pool, Physica A: Statistical Mechanics and its Applications 421:388-
400 . doi:10.1016/j.physa.2014.11.046
Adema´s, se encuentran en preparacio´n otros trabajos relativos a los estudios
detallados en los cap´ıtulos 4, 6 (cuantif´ıcadores de complejidad) y 7.
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