We begin with a treatment of the Caputo fractional derivative using a Laplace transform to obtain an intego-differential equation where we may examine the weakly singular nature of this equation. This particular equation has been well-studied in the past, with various numerical methods presented to try and optimize performance. Our transformed equation is compared to numerical methods presented in well-established papers and we seek an optimal solution in terms of both accuracy and efficiency for large-scale grids. In particular, we derive an analogue to the L1-method that has been applied in previous papers to approximate the fractional derivative term, where we use a typical fourth-order accurate scheme in the spacial variable. The result is for certain values of the fractional parameter α, the transformed equation presents a smaller error and a larger rate of convergence, and for others, the un-transformed equation performs better. For particular values of α, we note that there is even better convergence rate than expected.
Introduction
In the 2014 article [1] , a new numerical scheme was derived for the onedimensional time-fractional order diffusion equation with initial and boundary conditions
u(x, 0) = φ(x), x ∈ [0, 1] and u(0, t) = u(1, t) = 0, with α ∈ (0, 1) order Caputo fractional time derivative defined by by application of a 4th order discrete spatial derivative operator and a discrete time derivative operator, where k denotes the time mesh size and h denotes the space mesh size. In section 2 we will transform (1) into its equivalent form u(x, t) = φ(x) + a 1−α * ∂ 2 u ∂x 2 + f (x, t),
where a 1−α (t) = t α−1
Γ(α)
, by application of the Laplace transform and * denotes convolution as defined in Section 2. In this paper, we use the same 4th order discrete space operator as in [1] , and a midpoint method to approximate the convolution integral terms in time. Therefore, our analysis yields numerical accuracy of order O(N −1−α + h 4 ) with a constant dependent on T α , see Theorems 3.1 and 3.3.
Existence, uniqueness, and monotonicity results were established in [2] by A. Friedman for the solution of a generalization of equation (2), see Corollary 1 of [2, p.143] . Applications are referenced as well in [2, p.146-147] . More recently, M. Stynes et al were able to obtain existence and uniqueness for the solution of a generalization of equation (2) in [3] , see Theorem 2.1 of [3] for further discussion.
The remainder of the paper is organized as follows. Section 2 presents all of the necessary theorems and lemmas necessary to establish these results, as well as defines the numerical method that will be applied. Section 3 contains the statements of the main theorems presented in this paper guaranteeing the convergence and stability of the method that is presented in Section 2. Section 4 presents some numerical examples illustrating our results, where we observe that indeed our method performs better for α > 1 2 . Finally, we conclude our findings in Section 5 and provide discussion for potential extensions of these results.
Numerical Preliminaries
We will begin by showing that (1) and (2) are equivalent by application of the Laplace transform under the hypotheses of Theorem A from [3] , which we state below.
Let {(λ i , ψ i ) : i = 1, 2, ...} be the eigenvalues and eigenfunctions for the Sturm-Liouville two-point boundary value problem
where the eigenfunctions are normalized by requiring ψ i 2 = 1 for all i.
Define the fractional power L γ of the operator L for each γ ∈ R with corresponding domain
Further, we will use the Sobolev space norm
for all t ∈ (0, T ] and some constant ρ < 1 where C 1 is a constant independent of t. Then, (1) has a unique solution u that satisfies the initial and boundary conditions pointwise, and there exists a constant C such that
Lemma 2.1. Assume the hypotheses of Theorem A. Then the function u = u(x, t) satisfies (1) if and only if it satisfies (2).
Proof. We use the convolution theorem (see Chapter 6, Section 1.
and the facts
Applying the Laplace transform to equation (1) we obtain, after some algebra,
By inverting the Laplace transform, we get the equivalent Volterra integral equation
Since the steps are reversible and our formal manipulations are valid by Theorem A, then the result follows.
With the equivalence established between (1) and (2), we next provide the existence, uniqueness, and regularity results to be used.
Existence, Uniqueness, and Regularity
Consider the Hilbert space L 2 (0, 1) and let σ(A) denote the spectrum of the operator A = − ∂ 2 ∂x 2 which is a strictly positive self-adjoint operator on the dense subspace H 2 0 (0, 1), the space of all X(x) and X ′ absolutely continuous functions such that X,
Now, let
It is easy to see that a 1−α (t) = t
is positive, decreasing on (0, ∞),
. Therefore, we may apply Theorem 4.1 from [2] to see that the operator S(t) defined as
is the fundamental solution of (2), as defined in [2] . Here, S λ = S λ (t) is the solution of the scalar equation
and E λ is the resolution of the identity for A and because the operator-valued
and I is the identity operator. If
and
λ n a n sin(nπx)
(πn) 2 a n sin(nπx).
We may calculate S λ using the following from [2] :
where E β is the well known Mittag-Leffler function,
see Theorem 6.1.1 of [5] for more details. Now, from the above calculations,
is, in closed form, the unique solution of (2), ensured by Theorem A.
Discretized Numerical Scheme
We will define the notations and use the numerical methods applied in [1] . We begin by dividing the time interval [0,T] into N partitions where 0 = t 0 < t 1 < ... < t N = T . Denote the time steps as
and also τ max = max 1≤j≤N τ j .
We will derive the numerical results for any temporal mesh provided. Having established the unique solution to (2), we shall denote the grid function by
, and x i = ih, and the grid operator as such
By applying H h to equation (1) we see that when i = 0 or i = M,
and when 1 ≤ i ≤ M − 1,
We will apply a midpoint rule to discretize the integral
The following is an analogue of Lemma 2.1 of [1] .
where
Proof. We begin by writing the integral as
The first integral on the right hand side is rewritten as
By utilizing the Taylor expansion of g(s) for s ∈ (0, t n−1 ),
In a similar manner, we see that by the Taylor expansion of g(s) for s ∈ (t n−1 , t n ) we have
Therefore, the approximation error in the interval [t n−1 , t n ] satisfies
By combining the error estimates (9) and (10) where
n |, then we have the desired result.
Define
By applying the H h operator, Lemma 4.1 of [1], Lemma 2.2, and the previously stated discretization to (2), we have the fully discretized approximate equation for u
which is to be solved for {u n i } n=0,1,...,N, i=0,1,...,M .
Norm Establishment
Before we establish stability and convergence of the numerical methods used, we will make use of the definitions in [1, p.202] .
For any grid functions v, w ∈ V h , we will define the following:
Where H h v h and δ 2 x v h are defined in a similar manner. By applying Lemma 4.2 of [1] , then
and,
They further go on to show that, by Lemma 4.3 of [1] ,
establishing that · A and δ x · h are equivalent.
Numerical Results
With the preliminaries established in section 2, we will present the main theorems of this paper.
Theorem 3.1. Let {u n i |0 ≤ i ≤ M, 1 ≤ n ≤ N} be the solution of the approximate scheme (12), with a uniform grid used in the spatial domain. Further, let φ, f (·, t), f t (·, t), f tt (·, t) ∈ D(L 9/2 ) for each t ∈ (0, T ]. Then, u is a unique solution to (2), with resulting approximation error
Proof. By Theorem A, there exists a unique solution to (2) . Denote the residual of the approximation (R x ) n (x i , t n ) by
for all t ∈ [0, 1]. We may then bound (R x ) n (x i , t n ) by
By applying Lemma 4.1 of [1] to (7), we see that
Further, by applying Lemma 2.2 to (7), we have
Finally, we see that the approximation error is
We will remark that for the term
The following lemma is immediate from the previous theorem.
Lemma 3.2. Under a uniform partition of the time domain where τ n = τ for all n, then the approximation error is O(h 4 + τ 1+α ).
We also have a theorem asserting the stability of the discrete scheme and derives the corresponding error equations of the scheme: Theorem 3.3. Suppose {u n i |0 ≤ i ≤ M, 1 ≤ n ≤ N} is the solution of the difference scheme (7). Then, for any size temporal mesh described before, the discrete difference scheme (7) is unconditionally stable to f and φ, where
Proof. Recall that
We consider the scheme (6) after combining the initial and boundary conditions. By omitting the residual term R n i and by substituting the exact solution U k i with its approximation u k i into (6), we have:
By multiplying both sides by −2hδ 
Finally, since a
, we see the result holds.
To further see the convergence of the numerical scheme, denote ǫ n i := u(x i , t n ) − u n i . The error equations are then obtained:
By applying (14) and by applying the previous stability analysis, we have the immediate error convergence result
Theorem 3.4. Let {u n i |0 ≤ i ≤ M, 1 ≤ n ≤ N} be the solution of the approximate scheme (12), with a uniform grid used in the spatial domain and any grid spacing used in the temporal direction. Further, let φ,
In the next section we shall consider a simple numerical experiment that illustrates these error bounds and the non-dependence on time steps.
Numerical Experiment
In the following we will consider:
where the above is subjected to the grid operator H h . We will define M to be the number of partitions of the spatial domain, E 1 (M, N) to be the maximum error attained over the total mesh for a uniform mesh, and rate =
. Therefore, by formulating the finite difference method described above for any prescribed time step, then for M = 100 and T = 1, we have the following error calculations:
Numerical Error for u(x, t) = sin(πx)t 2 , T=1 on a Uniform mesh The above tables show that for various values of α, the error estimate improves with an increase in the number of space and time steps used in the mesh partitioning while preserving a rate of convergence of O(h 4 + N −1−α ) as expected. There is a slow rate of convergence, which is to be expected for the method chosen. As a result, for α > 0.5, we exhibit a better rate of convergence overall, whereas when α ≤ 0.5, this method has a smaller rate of convergence. We note that for certain values of α there are better results than predicted, as seen in the 
Conclusion
We have shown that using the Laplace transform on the Caputo fractional derivative can preserve the maximum accuracy of an estimate, with some improvements depending on the value of α. By a Taylor Series expansion to approximate the convolution integral, we may assert that one can design a scheme that more accurately approximates this problem for certain values of α over the desired meshes.
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