ABSTRACT Extracting the charging loads of residential electric vehicle (EV) clusters and identifying their charging patterns can help grid operators develop effective regulation strategies. The duration of the power consumption event (PCE) and the interval between adjacent events are used to characterize the difference in the stochastic behavior of the load pattern between the EV cluster and the air conditioner (AC) cluster. An event detection method based on skipping power difference is proposed, which can effectively identify changing edges of the PCE. A training-free non-intrusive load extracting (NILE) algorithm based on bounding-box fitting and load signatures is proposed, which can automatically identify the start time, the end time and the power amplitude of the charging event. The validity of the NILE algorithm is verified by multiple performance metrics on the real data set.
I. INTRODUCTION
In recent years, most countries in the world are promoting the increase of electric vehicle (EV) penetration rate. It is estimated that by 2030, the market share of EVs in the US will reach 29% [1] . Although the high penetration level of EVs effectively reduces carbon dioxide emissions and alleviates environmental pollution, it also causes negative impacts such as increased peak demand on the grid and increased probability of grid failure [2] . These negative effects and the scheduling schemes that mitigate these negative effects are heavily dependent on the EV's load pattern. Therefore, monitoring and recognizing charging patterns of EV clusters is of great significance for the grid operator to formulate effective scheduling strategies.
Relevant scholars have established probability statistical models for the load pattern characteristics of EVs. The EV charging patterns were analyzed based on charging start time and total energy delivered per charging event; the EV daily charging load curves were studied for various load periods: hourly, daily, monthly, quarterly, and yearly [3] . Charging start time, state of charge (SOC), and total number of charging EVs were used as key variables to characterize the stochastic behavior of EV charging in [4] . The key indicators of EV charging behavior in the Netherlands were statistically characterized (charging time, idle time, connected
The associate editor coordinating the review of this article and approving it for publication was Hui Ma. time, power, and energy), and the multi-modal probability distributions caused by these variables were handled in [5] . In addition, considering the different factors affecting the charging pattern, characterization models were established for the EV charging behavior in the charging station [6] , [7] . More than 80% of plug-in EV drivers prefer to charge at home because of the convenient charging on the residential side and low electricity prices. Therefore, it is also very important to study the charging pattern of EVs charged in the home. The charging behavior of real residential EV users in the UK was fully statistically analyzed; probability distribution functions of various charging features (the number of connections per day, charging start time, the initial SOC, and the final SOC) were represented for both weekdays and weekends in [8] . The distributions of different EV behavioral features (such as the arrival time home, charging event start time, and so on) obtained from the simulation model were compared with the actual deterministic distributions in [9] . The empirical cumulative distribution functions of variables such as EV charge duration, charging start time and energy consumed were studied by considering the type of Australian participants (fleet and household) in [10] .
Existing research on residential EV charging patterns is based on specialized EV data sets. However, the residential EV charging information is implicit in the total household power consumption, which makes it difficult to recognize the charging patterns of the EV clusters. Non-intrusive load monitoring (NILM) extracts the interested loads from the aggregated power signal, providing a database for analyzing the charging pattern of the EV cluster. NILM uses a single or multiple high-or low-frequency electrical signals (such as active power, current, and voltage) to decompose various loads by designing different algorithm architectures [11] , [12] . Various new and improved NILM methods can effectively decompose various loads [13] - [16] .
In addition, unsupervised NILM algorithms are more promising [17] . Based on the emerging theory of graph signal processing in [18] , [19] , a training-free NILM algorithm was established by adaptively setting thresholds, clustering signals and pattern matching. However, there are fewer NILM algorithms specifically for EV charging loads. An unsupervised NILM algorithm was proposed for EV charging loads, which could effectively reduce the interference of the air conditioner (AC) loads, and its performance was better than the hidden Markov model [20] - [22] . As a signal processing method, independent component analysis was adopted to extract EV charging loads from the aggregated power of residential households [23] .
This paper proposes a NILM algorithm based on bounding-box fitting and application signatures. Firstly, based on real-world data, the load patterns of the residential household appliances are statistically analyzed: the load characteristics of a single EV, AC and dryer are analyzed, and statistical models are established for the distributions of EV and AC load characteristics (the duration of the power event and the interval between adjacent events). Then, the power event is identified by the skipping power difference, and the same power event is matched by the event rising and falling edge pair. For different types of events (monopoly event and overlapping event), different bounding box fitting methods are proposed to estimate the amplitudes of the power events. In addition, the charging event is further identified based on four load signatures. Finally, the validity of the proposed algorithm is verified on the real data set.
The paper is organized as follows. Section II analyzes load patterns of residential household appliances. Section III establishes a non-intrusive load extracting (NILE) model. Section IV verifies the validity of NILE on a real data set. Section V briefly describes the conclusions of this paper.
II. LOAD PATTERN
Before designing the NIILE algorithm, this section first analyzed the load patterns of EVs and their similar appliances. Only by fully grasping the load patterns of EVs and other electrical appliances can the EV charging loads be better separated. The appliances similar to the EV charging event are mainly ACs.
The EV charging data was derived from Pecan Street Inc. [ profiles of the common brand EVs are shown in Fig. 1 . The EV mainly derives energy from the rectangular area of the charging event, and the charging power is approximately constant at this time. When the battery SOC reaches a certain value, the EV charging profile shows a tendency to gradually decrease. The shape of the EV charging profile is related to its battery type and charging algorithm. The charge duration depends on the SOC of battery systems for each specific EV.
The charging profile of the EV appears as a rectangular wave (as shown in Fig. 1 ). Appliances such as ACs and dryers on the residential side have similar amplitudes or waveforms as EVs, as shown in Fig. 2 . Interference sources such as ACs will interfere with the extraction of the EV charging loads. NILE may incorrectly identify these interference sources as charging loads, which increases the difficulty of extracting the EV charging loads from the residential side aggregated signal. A power consumption event (PCE) is defined as a non-zero power usage behavior of a specific appliance, and an EV PCE is also referred to as a charging event. As shown in Fig. 2 , the dryer power profile is easier to distinguish than other appliances because it has a higher spike frequency and the spacing between two adjacent peaks is less than 5 minutes. The fluctuation amplitudes of ACs and EVs are small. In most PCEs, these power fluctuation amplitudes are less than 0.5 kW. This section performed statistical analysis of the EV and AC load patterns from the Dataport dataset in 2017 (only considering the constant power charging phase of the EV), including the duration of the PCE and the time interval of adjacent PCEs, as shown in Fig. 3 and Fig. 4 .
The durations of AC PCEs are mainly distributed within 0-30 minutes, while the EV charge durations are mostly greater than 30 minutes. The intervals between EV adjacent PCEs are generally greater than one hour, while the distribution of AC adjacent PCE intervals mainly falls in the range of 0-30 minutes. In addition, after turning on the AC, it works in the periodic stopping mode. The intervals between the periodic stopping events are generally less than 30 minutes. The maximum interval of periodic stopping events in Fig. 2 (a) is 23 minutes.
III. PROPOSED ALGORITHM
Section II explored load patterns of household appliances. This section used the load pattern characteristics of appliances as load signatures of the NILE algorithm to distinguish different load power segments. The NILE designed in this section can reduce the interference of AC loads. The proposed event detection method based on skipping power difference is suitable for low-frequency data with a sampling interval of one minute.
Common EV charging powers were listed in [23] . There are charging powers around 7.5 kW and 9.3 kW in the Dataport data. In this paper, the EV rated powers were reclassified according to the power difference less than 1.5 kW. As shown in Table 1 , the charging power is generally greater than 3 kW.
The proposed EV charging load extracting algorithm will be described in detail below, which mainly includes steps of data preprocessing, event detection and charging event identification.
A. STEP1: LOW-AMPLITUDE FILTERING
The baseload in the aggregated power needs to be filtered out. The baseload contains permanent consumer devices [27] or a combination of several small power appliances. In order to eliminate the interference of the baseload on the estimated EV charging event amplitude, the aggregated power time series x = [x 1 , . . . , x T ] is de-noised:
where x min denotes the minimum value of non-zero elements in x, T is the length of the aggregated signal. The processed signal is represented as
The charging power of the EV is generally greater than 3 kW. Signals with amplitudes less than 3 kW in the aggregated signal are generally consumption records of other low-power appliances. In order to eliminate the interference of these small power appliances, the filtering threshold is set to F l . After amplitude filtering, the power signal x is expressed as:
The filtering threshold F l can be flexibly set according to the EV rated charging power. For example, for an EV with a rated charging power of 3 kW, F l should be smaller than the rated power value and can be set at around 2.5-2.8kW to prevent filtering charging power due to power fluctuations. The processed signal is represented as x = x 1 , . . . , x T .
B. STEP2: SHORT-TERM PCE FILTERING
The residential EV charging duration is typically greater than 20 minutes and less than 3.72 hours (see Fig. 3(b) ). The charging event whose charging duration is not in this interval is ignored. Short-term charging events, short-term AC loads, and short-term spikes of other appliances can be filtered out.
where x s,i represents the i-th PCE in x , t s denotes the length of this PCE, T dur is the filtering threshold of the continuous charging duration, and its value will be discussed in Section IV-A. All long PCEs that meet the requirements constitute sequence x s = x s,1 , . . . , x s,T . This section essentially only retains the high-power segments of the suspected EV charging event in the aggregated signal.
C. STEP3: EVENT DETECTION AND MATCHING
This section detects the presence of a charging event by identifying the abrupt edge of the active power. Traditional edge detection based on active power identifies events by calculating the difference between adjacent power points. However, due to power fluctuation and the superposition of appliances' power profiles, the difference between adjacent power points cannot effectively identify the abrupt edges of events. In this paper, the skipping difference of nearby points is used to identify the edges of the PCE, that is,
As shown in Fig. 5(a) , when the value of t is greater than 2, the edges of the PCEs can be better identified. When t takes a value of 1 or 2, the detected rising edges or falling edges of the events are susceptible to power fluctuations, and there is a drawback that the event is missed or the amplitude of the detected edge is smaller than the amplitude of the real event.
It is found through experiments that when the value of t is 3, the edges of the PCE can be well recognized. When the edge changes by more than a certain value, the detected event edge may be the charging event edge:
where ρ is the edge threshold for determining the occurrence of a charging event. The value of ρ in the paper is 1.5 kW, as shown in Fig. 5(a) . The edge P of a PCE includes a rising edge P + and a falling edge P − . If the amplitudes of the rising edge and falling edge are similar, they may be the changing edges of an event:
where σ is the threshold for determining whether edges belong to an event.
A non-zero power segment may be an overlapping event of multiple appliances. The changing edge may be the superposition of the edges of multiple appliances, as shown in Fig. 5(b) . By counting the number of extreme values of the edge change in a PCE, it can be judged whether this PCE is an overlapping event. For overlapping edges, the edges of the event are split and matched according to the order in which the edges appear and the magnitude of the edges. A power segment may have multiple consecutive rising or falling edges. As shown in Fig. 5(b) , the rising edge that appears in the latest order matches its closest falling edge. The overlapping falling/rising edge matches the combination of its previous/after rising/falling edges.
D. STEP4: CHARGING EVENT RECOGNITION
For a non-zero power segment x s,i , it may be a monopoly event of an appliance, or an overlapping event of several appliances. If x s,i is an exclusive segment, the power segment can only be recognized by two edges, that is, a rising edge and a falling edge. The time corresponding to these two edges is the beginning and end time of this PCE. If x s,i is an overlapping segment, there are multiple edges that can be identified from this segment. In this case, it is necessary to match the start times and the end times of different appliance events.
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The set of charging events is E c , which is a subset of all PCE set E, namely E c ⊆ E. The k-th PCE is denoted as
where T str k and T end k represent the start time and end time of the event E k , respectively, P est k represents the estimated amplitude of the appliance that fires the event E k . The values of T str k and T end k are the times corresponding to the identified rising and falling edges.
The amplitude of the charging event is estimated using a bounding-box fitting method. The bounding-box fitting idea is derived from the bounding-box regression method in [28] . The rectangular bounding box is generally represented by a four-dimensional vector (a, b, w, h ) indicating the coordinates of the center of the bounding box, width and height. The original method (namely bounding-box regression) is a supervised method. The algorithm assumes that the initially determined bounding box is marked as A, the real bounding box is G, and the learning target box is G . The original algorithm is to find a relationship that maps the input original bounding box A to a regression box G that is closer to the real bounding box G, that is, given
The bounding-box regression needs to learn four kinds of transformations so that the transformed G is very close to the real G.
The purpose of this paper is to use an unsupervised method to determine the amplitude of a PCE. Since the start time and end time of the power event in this paper is relatively easy to determine (i.e., the times of the rising edge and falling edge), the representation of the rectangular bounding box is simplified to T str , T end , h , indicating the start time, the end time, and height (or amplitude) of the PCE. The bounding box set A is generated by adjusting the height of the box:
where h 0 denotes the initial height of the bounding box, k is a positive integer, namely k ∈ Z, h is the height increment, α is the operator coefficient, P + str and P − end respectively represents the values of the first rising edge and the last falling edge of a power segment. Since P − end is a negative number, the two edges are subtracted here.
A power segment x s,i may be a monopoly event or an overlapping event. To solve these two cases, different methods are proposed to estimate the height of the bounding box.
1) MONOPOLY EVENT
The defined optimization function determines the optimal bounding box height:
where S A k is the area enclosed by the rectangular bounding box A k , and S E is the area enclosed by the boundary of the actual PCE. It is assumed that when k = k opt , the optimization function S 1 takes a minimum value. The bounding box height of this non-zero power segment x s,i is
FIGURE 6. Example of estimating the amplitude of a monopoly event.
The height of the bounding box H opt i
in (11) is the estimated power. Fig. 6 is a schematic diagram of the height optimization of the bounding box of the non-zero segment 1 in Fig. 5 or Fig. 8(d) . h 0 is calculated by equation (9), and h takes the value of 1.
where α takes a value of 0.8. The height corresponding to the optimal k opt = 1161 in Fig. 6 is 5315W.
2) OVERLAPPING EVENT
For an overlapping event, there are multiple event edges in this segment. The border amplitude is determined by two optimization functions defined below:
where g (A k ) is the number of power points in this overlapping event that are less than the A k 's amplitude. x s,i denotes that points greater than A k 's magnitude in x s,i are set to A k 's magnitude. S E is the area enclosed by x s,i . By calculating the minimum value in (13) and identifying the demarcation point of the function g (A k ) > M in (14) (M is the number threshold, which is set to 10), the minimum of these two values is taken as the initially estimated magnitude of this event. Fig. 7 is a schematic diagram of the height optimization of the bounding box of the charging event in the non-zero segment 3 in Fig. 5 or Fig. 8(d) . The value of α is 0.5, and the value of k opt is 1321.
The optimal bounding box amplitude of the power segment The above calculation initially determines the amplitude, start time, and end time of the charging event. It is necessary to further determine whether a PCE is a charging event by load signatures and exclude interference from other electrical appliances. The priorities of the following load signatures are sequentially lowered.
• Spike frequency. By calculating the skipping difference P of x s,i , the times corresponding to the local peak points in P ≥ ρ and x s,i > F l are identified as T d s,i and T s,i , respectively. These two variables together determine the start and end time of the event. If the adjacent spike interval is less than 10 minutes, the PCE is not an EV charging event, as shown in Fig. 3(b) .
• Interval between adjacent PCEs. The interval between two charging events of an EV is generally greater than one hour, and the interval of adjacent AC PCEs is generally not more than 30 minutes, as shown in Fig. 2(a) and Fig. 4 .
• Length of the PCE. The duration of the charging event is typically less than 4 hours, as shown in Fig. 3(b) . It collaborates with the interval between adjacent PCEs to determine events greater than 4 hours.
• Rated power. Only events with amplitudes close to the EV charging power are retained. For EVs with a charging power greater than 6 kW, the AC and other appliances can be directly filtered out. Through the above load signatures, it can be further determined whether a PCE is a charging event, and a charging event in an overlapping event can be identified. The operations from Step 1 to Step 4 are repeated for x s,i until x s,i is zero. Finally, the optimal charging event start time, end time and charging power amplitude H opt i are determined. If it is determined that a power segment is an EV charging event, H opt i is used as the charging power amplitude, and the start time and end time of this segment are recorded; otherwise, this segment is set to zero.
E. STEP5: INTEGRATION OF CHARGING TIME SERIES
The reconstructed charging events of the EV are initially established by recording the coordinates of each EV charging event in Step 3. This step further determines the magnitude of the charging event. The charging amplitude H opt i of a non-zero segment is compared with the known rated charging power in Table 1 , and the rated charging power with the smallest difference is selected as the reconstructed charging power of this charging event.
If the difference between all reconstructed charging amplitudes is less than 1.5 kW, the minimum charging amplitude H opt min is used as the amplitude of other charging events. Because there is interference from other appliances, the estimated charging amplitude is often larger than the actual charging power, and the minimum charging amplitude is selected to reduce the error. For a charging event where the difference between the charging amplitude and H opt min is greater than 1.5 kW, the charging amplitude is selected to be the rated power at which the difference between H opt min and the known rated charging power is the smallest. Finally, all charging events are aggregated into a charging power time series. Fig. 8 shows the results of the various processes of the algorithm.
IV. EXPERIMENTS
This section verifies the validity of the proposed NILE algorithm on the real dataset, namely Dataport. The effectiveness of the algorithm is evaluated by measuring the difference between the actual charging power s and the reconstructed powerŝ.
A. THE VALUE OF THRESHOLD IN STEP2
The actual charging situation of a household can be very complicated. During the day, the user may charge different types of EVs, that is, the charging power of each event may be different. The proposed algorithm can automatically identify charging events of different powers so that the above problems can be effectively dealt with.
The accuracy of the NILE algorithm is measured by two evaluation indexes: root mean square error (RMSE) and mean absolute error (MAE) [17] .
where T is the length of the power sequence and t is the time index. By adjusting the time scale of short-term spike filtering, interference from appliances such as ACs can be eliminated. If T dur is too large, the short-time charging power is difficult to extract. If T dur is too small, the power spikes of appliances such as ACs will be mis-extracted. Fig. 9 shows an example of identifying a charging event when the value of T dur is different. When the value of T dur is 15 minutes, the NILE algorithm cannot identify some short-time charging events but can eliminate the interference of its suspected charging events. For charging events with rated power greater than 6 kW, the proposed algorithm can achieve better performance when T dur is 15 minutes, as shown in Table 2 . 
B. PERFORMANCE METRICS
The effectiveness of the proposed algorithm was comprehensively evaluated by extending the performance metrics in Section IV-A. The performance of algorithms was evaluated using precision (PR), recall (RE), and F-Measure (FM) [29] . These indicators characterize the performance of algorithms to identify charging events.
where true positive (TP) presents the number of correctly detected charging events; false positive (FP) represents the number of incorrectly charging events, such as an AC PCE, which is identified as a charging event; false negative (FN) indicates the number of unrecognized charging events. The PR measures the proportion of events labeled as positive that are actually positive. The RE measures the ability of the algorithm to correctly identify positive events. The FM is the harmonic mean of the PR and RE. FM is limited to ON/OFF appliances, while the EV can be approximated as a binary appliance.
To measure the difference between the EV reconstructed signal and the actual signal, this paper introduced the normalized disaggregation error (NDE) [29] , as defined by (21) . NDE represents a standardized measure of the difference between the actual and estimated power consumption of the EV. The estimation accuracy of evaluating the overall performance of the NILM algorithm was proposed in [30] .
By eliminating the summations over the number of appliances in this accuracy, the estimation accuracy of the EV is derived, that is,
Equations (21)- (22) measure the overall difference between the estimated EV power and the actual charging power. The error of the total energy transferred per charge event is defined as follows:
where N denotes the actual number of charging events, I n andÎ n represent the finite interval of the n-th actual event and the estimated event, respectively. s n,t andŝ n,t denote the actual and estimated power values in the n-th finite interval, respectively. This paper compares with the algorithms in [20] and [22] , and the FMs of these algorithms are shown in Table 3 . The FM of the proposed algorithm is improved compared to the other two algorithms.
The performance metrics of algorithms are shown in Table 4 . The proposed algorithm has certain advantages over the algorithm in [22] , in which the RMSE decreases by an average of 0.0346 and the MAE decreases by an average of 0.0144. In estimating the accuracy of the EV signal, the NDE of the proposed algorithm is increased by 0.057 compared with [22] 's algorithm, and E Acc is improved by 5.5%.
The proposed algorithm has a E err of 1.4876 kWh, which is 0.2254 kWh lower than the algorithm in [22] and 0.6347 kWh lower than the algorithm in [20] . The overall performance of the proposed algorithm is improved compared to the algorithms in [20] and [22] , but it does not perform well in some EVs. For example, the proposed algorithm has a larger MAE than the algorithm in [22] when the DataID is 661. The correlation between different indicators is small. For example, when the DataID is 4998, the RMSE is the largest, but the E Acc has higher precision. Therefore, using different indicators to measure the performance of the algorithm is more comprehensive.
V. CONCLUSION
This paper proposed a training-free NILE algorithm to extract the residential EV charging loads. Firstly, the load patterns of the EV and AC on the residential side were statistically analyzed, including the duration of PCE and the interval of adjacent power events. The duration of the AC PCE and the interval between adjacent AC events are mainly distributed within 0-30 minutes. Most of charging durations of EVs are greater than 30 minutes, and the interval between adjacent charging events is generally greater than 1 hour. Then, the method of using skipping power difference was proposed to identify the PCE. This method can more effectively identify the changing edges of the PCE. A NILE algorithm based on bounding box fitting and load signatures was proposed, which could automatically identify the start time, the end time, and charging power amplitude of the EV charging event. Finally, based on different performance metrics, the proposed algorithm was verified to have higher accuracy than other algorithms on the actual data set.
The load signatures affect the accuracy of the proposed algorithm. Future work needs to complement the well-established load signature pool and reduce the dependence of the algorithm on prior knowledge.
APPENDIX
See Table 5 .
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