While ordinary dierential equations (ODEs) form the conceptual framework for modelling many cellular processes, specic situations demand stochastic models to capture the inuence of noise. The most common formulation of stochastic models for biochemical networks is the chemical master equation (CME). While stochastic simulations are a practical way to realise the CME, analytical approximations oer more insight into the inuence of noise. Towards that end, the two-moment approximation (2MA) is a promising addition to the established analytical approaches including the chemical Langevin equation (CLE) and the related linear noise approximation (LNA). The 2MA approach directly tracks the mean and (co)variance which are coupled in general. This coupling is not obvious in CME and CLE and ignored by LNA and conventional ODE models. We extend previous derivations of 2MA by allowing a) non-elementary reactions and b) relative concentrations. Often, several elementary reactions are approximated by a single step. Furthermore, practical situations often require the use relative concentrations. We investigate the applicability of the 2MA approach to the well established ssion yeast cell cycle model. Our analytical model reproduces the clustering of cycle times observed in experiments. This is explained through multiple resettings of MPF, caused by the coupling between mean and (co)variance, near the G2/M transition.
Introduction
At a coarse level, cellular functions are largely determined by spatio-temporal changes in the abundance of molecular components. At a ner level, cellular events are triggered by discrete and random encounters of molecules [1] . This suggests a deterministic modelling approach at the coarse level (cell function) and a stochastic one at the ner level (gene regulation) [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . However, stochastic modelling is necessary when noise propagation from processes at the ne level changes cellular behaviour at the coarse level.
Stochasticity is not limited to low copy numbers. The binding and dissociation events during transcription initiation are the result of random encounters between molecules [4] . If molecules are present in large numbers and the molecular events occur frequently, the randomness would cancel out (both within a single cell and from cell to cell) and the average cellular behaviour could be described by a deterministic model. However, many subcellular processes, including gene expression, are characterised by infrequent (rare) molecular events involving small copy numbers of molecules [1, 4] . Most proteins in metabolic pathways and signalling networks, realising cell functions, are present in the range 10-1000 copies per cell [12, 13, 14] . For such moderate/large copy numbers, noise can be signicant when the system dynamics are driven towards critical points in cellular systems which operate far from equilibrium [15, 16, 17] . The signicance of noise in such systems has been demonstrated for microtubule formation [18] , ultrasensitive modication and demodication reactions [12] , plasmid copy number control [19] , limit cycle attractor [20] , noise-induced oscillations near a macroscopic Hopf bifurcation [21] , and intracellular metabolite concentrations [22] .
Noise has a role at all levels of cell function. Noise, when undesired, may be suppressed by the network (e.g. through negative feedback) for robust behaviour [2, 23, 24, 25, 26, 27] . However, all noise may not be rejected and some noise may even be amplied from process to process, and ultimately inuencing the phenotypic behaviour of the cell [6, 11, 28, 29, 30] . Noise may even be exploited by the network to generate desired variability (phenotypic and cell-type diversication) [2, 31, 32, 33, 34] . Noise from gene expression can induce new dynamics including amplication (stochastic focusing) [6, 35, 36] , bistability (switching between states) and oscillations [37, 38, 39, 40] , that is both quantitatively and qualitatively dierent from what is predicted or possible deterministically.
The most common formulation of stochastic models for biochemical networks is the chemical master equation (CME). While stochastic simulations [41] are a practical way to realise the CME, analytical approximations oer more insights into the inuence of noise on cell function. Formally, the CME is a continuous-time discrete-state Markov process [42, 43, 44] . For gaining intuitive insight and a quick characterisation of uctuations in biochemical networks, the CME is usually approximated analytically in dierent ways [44, 45] , including the frequently used the chemical Langevin approach [46, 47, 48, 49] , the linear noise approximation (LNA) [15, 50, 51, 52] and the two-moment approximation (2MA) [53, 54, 55] .
Of the analytical approaches mentioned above, we here focus on the 2MA approach because of its representation of the coupling between the mean and (co)variance. The traditional Langevin approach is based on the assumption that the time-rate of abundance (copy number or concentration) or the ux of a component can be decomposed into a deterministic ux and a Langevin noise term, which is a Gaussian (white noise) process with zero mean and amplitude determined by the the dynamics of the system. This separation of noise from the system dynamics may be a reasonable assumption for external noise that arises from the interaction of the system with other systems (like the environment), but cannot be assumed for internal noise that arises from within the system [4, 5, 11, 14, 56, 57] . As categorically discussed in [47] , internal noise is not something that can be isolated from the system because it results from the discrete nature of the underlying molecular events. Any noise term in the model must be derived from the system dynamics and cannot be presupposed in an ad hoc manner. However the chemical Langevin equation (CLE) does not suer from the above criticism because Gillespie [46] derived it from the CME description. The CLE allows much faster simulations compared to the exact stochastic simulation algorithm (SSA) [43] and its variants. The CLE is a stochastic dierential equation (dealing directly with random variables rather than moments) and has no direct way of representing the mean and (co)variance and the coupling between the two. That does not imply that CLE ignores the coupling like the LNA which has the same mean as the solution of the deterministic model.
The merits of the 2MA compared to alternative approximations have been discussed in [53, 54, 58] . In [55] , the 2MA is developed as an approximation of the master equation for a generic Markov process. In [54] , the 2MA framework is developed under the name mass uctuation kinetics for biochemical networks composed of elementary reactions. The authors demonstrate that the 2MA can reveal new behaviour like stochastic focusing and bistability. Another instance of the 2MA is proposed in [45, 53] under the names mean-eld approximation and statistical chemical kinetics. Again, the authors assume elementary reactions so that the propensity function is at most quadratic in concentrations. The authors evaluate the accuracy of the 2MA against the alternatives (such as LNA) for a few toy models. The derivation of the 2-MA for more general systems with non-elementary reactions is one motivation for the present paper.
The 2MA approaches referred to above assume absolute concentrations (copy number divided by some xed system size parameter). In systems biology, however, models often use relative concentrations that have arbitrary units [59, 60, 61, 62] . In general, the concentration of each component in the system may have been obtained by a dierent scaling parameter, rather than using a global system size. For such models, the above mentioned approaches need modication. This was another motivation for our derivation in this paper.
In the present paper we develop a compact derivation of the rst two-moments, the mean and (co)variance of the continuous-time discrete-state Markov process that models a biochemical reaction system by the CME. This derivation is an extension of previous derivations, taking into account arbitrary concentrations and non-elementary reactions. The matrix form of our derivation allows for an easy interpretation. Using these analytical results, we develop our 2MA model of the ssion yeast cell cycle which has two sets of ODEs: one set for the mean protein concentrations and the other set for concentration (co)variances.
Numerical simulations of our model show a considerably dierent behaviour.
Especially, for the wee1 -cdc25∆ mutant (hereafter referred simply as doublemutant), the timings of S-phase and M-phase are visibly dierent from those obtained for a deterministic model because of the oscillatory behaviour of the key regulator. Since the 2MA is only an approximation, we investigate its validity by comparing the statistics computed from the 2MA model with experimental data.
The rest of this paper is organised as follows. In the rst section we introduce the basic terminology and notation. Then the system of ODEs forming the 2MA approach is presented. Next, we introduce an application to the ssion yeast cell cycle model [59] . We present a 2MA model of the cell cycle, followed by a comparison to the experimental data and conclusions. The appendices contain full derivations of the 2MA model, further proofs and additional tables.
Stochastic modelling of biochemical systems
Imagine a well-mixed homogeneous cellular compartment of a xed volume V at thermal equilibrium that contains molecules of s dierent kinds (each kind referred to as a chemical component or species) interacting in r distinct ways (each way referred to as a reaction channel or step). Since these biochemical reactions occur by random encounters of reactant molecules, the copy number of a particular component present in the system at time t uctuates. The state of the cellular system is described by the s × 1 random vector N (t) whose ith element is the copy number N i (t) of the ith species present in the system at time t. Each (time-varying) element N i (t) is a stochastic process, where N i (t) = n i means that n i molecules of the ith species are present in the system at time t. The s × 1 vector n, with elements n i , is thus a sample (or a value) of the stochastic process N (t). The stochastic process is characterised by the (time-dependent) probability distribution P (n, t), that is the probability of N (t) = n given a xed initial condition N (0) = n 0 . The probability distribution itself is characterised by its moments.
We can describe the system state at time t by the s × 1 vector X(t) whose ith element is the concentration X i (t) of the ith component. The concentration X i (t) is, in general, the copy number N i (t) divided by some xed scaling parameter Ω i specic to that component. In other words
Each concentration X i (t) is a stochastic process, where X i (t) = x i means that the concentration of the ith component at time t is x i . The s × 1 vector x, with elements x i , is thus a sample of the stochastic process X(t). The copy number and concentration (vectors) are related by
where Ω is the diagonal matrix with Ω i being its ith diagonal element.
Commonly, all components are scaled by a single parameter, in which case Ω is a scalar known as the system size. A common choice for the system size is some multiple of the volume V of the system. For molar concentrations, the system size chosen is Ω = N A V where N A is the Avogadro's constant. In systems biology, one often uses relative concentrations x i where Ω i is some xed copy number specic to component i. The simplest case of relative concentrations uses a single (maximum) copy number n max for all components.
Note that our approach is developed for the general case which allows for relative concentrations instead of assuming one global system-size Ω as done in [16, 51, 53, 54, 63] .
If we assume that the molecules are well mixed and are available everywhere for a reaction (space can be ignored), then the probability of a reaction in a short time interval depends almost entirely on the most recent copy numbers (and not its earlier values). In other words, the stochastic process N (t) of copy numbers is Markovian in continuous-time. Since changes in the copy numbers require the occurrences of reactions which are discrete event phenomena, N (t) is referred as a jump process. The Markov property implies that each reaction channel j can be characterised by a reaction propensity a j (n) dened such that, in state n, the probability of one occurrence of reaction channel j in a vanishingly short time interval of length dt is a j (n)dt.
The transition from state n to the state determined by the jth reaction will be represented by the following scheme n a j (n) −−−−−−→ n + S j where S j is the jth column of the stoichiometry matrix S whose element S ij denotes the change in copy number of the ith component resulting from the occurrence of the jth channel. Similarly the transitions towards state n from the state determined by the jth reaction can be represented by
where the argument of the propensity function a j is n − S j which is the assumed current state. Transitions away from state n will decrease the probability P (n, t) while those towards state n will increase it. Since this is equally true for each reaction channel, during a short time interval of length ∆t, the change in the probability is given by
where o(∆t) represents terms that vanish faster than ∆t as the later approaches zero. As ∆t approaches zero in the above system of equations, we are led to what is known as the chemical master equation (CME):
We will switch between the two alternative notations d dt φ(t) and dφ dt for any scalar quantity φ(t). We will prefer the later when dependence on time variable is implicitly clear.
Since there is one equation for each state n and there is potentially a large number of possible states, it is impractical to solve the CME. In most cases, we are interested in the rst two-moments: component-wise copy number means
and the covariances
between copy numbers of component pairs. These covariances form the covariance matrix in which the diagonal elements are component-wise variances.
In the present paper, we are interested in the mean concentration vector µ(t) with elements
and the concentration covariance matrix σ(t) with elements
Hereafter, we leave out the dependence on time to simplify the notation, but include it occasionally when causing confusion.
Continuous approximations of the jump process N (t)
While the stochastic simulation algorithm and extensions provide a way to generate sample paths of copy numbers for a biochemical system, the need for repeating many simulation runs to get an idea of the probability distribution in terms of its moments (mean and (co)variance) become increasing time consuming and even impractical for larger systems. Therefore attempts have been made towards approximations of the CME, the most notable being the chemical Langevin equation (CLE) by Gillespie [46] . He obtained that continuous approximation for the incremental change in copy number during a short interval [t, t + dt] where the interval length dt satises two conditions: (i)
It is small enough that the propensity does not change appreciably during the interval, and (ii) is large enough that the expected number of occurrences
of each reaction channel j during the interval is much larger than unity. That continuous approximation takes the form of the CLE
Here N c (t) denotes the continuous Markov process approximating the jump process N (t), and the set {N j (t)} are statistically independent Gaussian random variables each with zero mean and unit variance. The probability density function P c (n, t) of the continuous Markov process N c (t) obeys the (forward)
Fokker-Planck equation (FPE) [46, 64] 
and condition (ii) allows a normal approximation of the Poissonian. The two conditions seem conicting and require the existence of a domain of macroscopically innitesimal time intervals. Although the existence of a such a domain cannot be guaranteed, Gillespie argues that this can be found for most practical cases. Admitting that, it may not be easy to continually monitor the system to ensure that conditions (i) and (ii) [..] are satised. He justies his argument by saying that this will not be the rst time that Nature has proved to be unaccommodating to our purposes. [46] .
Generating sample paths of (2) is orders of magnitude faster than doing the same for the CME because it essentially needs generation of normal random numbers. See [65] for numerical simulation methods of stochastic dierential equations such as (2) . However, solving the nonlinear FPE (3) for the probability density is as dicult as the CME. Therefore, on the analytical side, the CLE and the associated nonlinear FPE do not provide any signicant advantage. That leads to a further simplication referred to as the linear noise approximation (LNA) [44, 45] . The LNA is a linear approximation of the nonlinear FPE (3) obtained by linearising the propensity function around the mean. The solution of the LNA is a Gaussian distribution with a mean that is equal to the solution of the deterministic ODE model and a covariance matrix that obeys a linear ODE. This is the main drawback of LNA because, for system containing at least one biomolecular reactions, the mean of a stochastic model is not equal to the solution of deterministic ODEs, as shown next.
Mean of the stochastic model
The mean copy number for the ith component obeys the ODE
which is derived in Appendix A1. In general, the expectation on the right of (4) involves involves the unknown probability distribution P (n, t). In other words, the mean copy number depends not just on the mean itself, but also involves higher-order moments, and therefore (4) is, in general, not closed in the mean unless the reaction propensity is a linear function of N which is the case only for zero-and rst-order reactions. Take the example of a rst-order reaction X k − → Y with n denoting the copy number of its reactant and k denoting the reaction coecient. The reaction propensity a(n) = kn (mass action kinetics) is linear in n. From probability theory, the expectation becomes E(kN ) = kE(N ) and thus we do not need to know the probability distribution for solving the ODE in the mean. Only if all reactions elementary and are of zero or rst-order, we have exact equations for the evolution of mean:
which corresponds to the ODE system for the deterministic model which treats the copy numbers n(t) as a continuous time-varying quantity that can be uniquely predicted for a given initial condition. For systems containing second (and higher) order reactions, a(n) is a nonlinear function and the evolution of the mean cannot be determined by the mean alone. Instead the mean depends on higher-order moments, and hence the deterministic ODE model and the LNA cannot be used to describe the mean in (4).
The 2MA approach
The present section provides only a brief outline of the 2MA approach and we refer to the Appendix A1 for a detailed derivation.
An exact and closed representation of mean is not possible in general, as evident from (4). The same is true for (co)variance and higher-order moments.
One way to solve this problem is by repeating many stochastic simulation runs based on CME or the CLE, and computing the desired moments from the ensemble runs. An alternative is to nd approximations to the exact ODEs such as (4) for the moments. The 2MA is one such attempt which assumes closure to the rst two-moments: the mean and (co)variance. A scheme of chemical reactions or a system of deterministic ODEs is the starting point. From this are concluded the reaction propensities a j (n) which appear as coecients in the CME describing the time derivative of the probability distribution P (n, t).
By taking the rst two-moments of the CME and subsequent simplications followed by appropriate scaling, two sets of ODEs for the mean concentration vector µ(t) and covariance matrix σ(t) are derived. This is followed by Taylor expansions of any nonlinear functions involving the propensity vector a(n). Ignoring central moments of 3rd and order higher eventually leads to the 2MA system:
where the superscript T denotes transpose of a matrix and
The derivation of these equations is given in Appendix A1. The eective ux on the right in (5) is the sum of a deterministic ux f (µ) and a stochastic ux ε f (µ, σ), the latter determined by the dynamics of both the mean and (co)variance. This inuence of the (co)variance implies that knowledge of uctuations is important for a correct description of the mean. This also indicates an advantage of the stochastic framework over its deterministic counterpart:
starting from the same assumptions and approximations, the stochastic framework allows us to describe the inuence of uctuations on the mean. This can be posed as the central phenomenological argument for stochastic modelling.
Note that (5) is exact for systems where no reaction has an order higher than two because then 3rd and higher derivatives of propensity are zero. In (6), the drift matrix A(µ) reects the noise dynamics for relaxation to the steady state and the (Taylor approximation to the 2nd order of ) diusion matrix B(n) the randomness (uctuation) of the individual events. The scaling by Ω conrms the inverse relationship between the noise, as measured by (co)variance, and the system size. Note the inuence of the mean on the (co)variance in (6) . A deterministic model treats concentrations x(t) as continuous variables that can be predicted entirely from the initial conditions. Hence there is no noise term in the deterministic model and the ODEs reduce toẋ = f (x).
Since the 2MA approach is based on the truncation of terms containing 3rd and higher-order moments, any conclusion from the solution of 2MA must be drawn with care. Ideally, the 2MA should be complemented and checked with a reasonable number of SSA runs.
In [53, 54] , the 2MA has been applied biochemical systems, demonstrating quantitative and qualitative dierences between the mean of the stochastic model and the solution of the deterministic model. The examples used in [53, 54] 3 Fission yeast cell cycle modelling
The growth and reproduction of organisms requires a precisely controlled sequence of events known as the cell cycle [67] . On a coarse scale, the cell cycle is composed of four phases: the replication of DNA (S phase), the separation of DNA (mitosis, M phase), and the intervening phases (gapes G1 and G2)
which allow for preparation, regulation and control of cell division. The central molecular components of cell cycle control system have been identied [67, 68] .
Cell cycle experiments show that cycle times (CTs) have dierent patterns for the wild type and for various mutants [69, 70] . For the wild type, the Many deterministic ODE models describing the cell cycle dynamics have been constructed [59, 61, 72, 73] . These models can explain many aspects of the cell cycle including the size control for both the wild type and mutants. Since deterministic models describe the behaviour of a non-existing`average cell', neglecting the dierences among cells in culture, they fail to explain curious behaviours such as the quantised cycle times in the double-mutant. To account for such curiosities in experiments, two stochastic models were constructed by
Sveiczer: The rst model [70, 71] introduces (external) noise into the rate parameter of the protein Pyp3. The second model [74] introduces noise into two cell and nuclear sizes after division asymmetry. Full stochastic models that treat all the time-varying protein concentrations as random variables are reported in [48, 63] . They provide a reasonable explanation for the size control in wild type and the quantised CTs in the double-mutant type. Both models employ the Langevin approach and hence require many simulation runs to provide an ensemble for computing the mean and (co)variance. However, the simulation results of stochastic models in [48, 63, 70, 71, 74] 
The deterministic model
We base our 2MA model on the deterministic ODE model for the ssion yeast For simplicity, it is assumed that the cell divides functionally when MPF drops from 0.1. 
Here f 
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Note that the cellular mass M is assumed to grow exponentially with a rate ρ, and the concentrations (x trim , x tf , k wee , k 25 ) are assumed to be in a pseudosteady-state to simplify the model. Note that we use a slightly dierent notation: ρ for mass growth rate (instead of µ), x trim for Trimmer concentration and x tf for TF concentration. We have to emphasise that the concentrations used in this model are relative and dimensionless. When one concentration is divided by another, the proportion is the same as a proportion of two copy numbers. Hence, such a concentration should not be interpreted as a copy number per unit volume (as misinterpreted in [63] 
Feasibility of Gillespie simulations
Ideally, we should repeat many runs of Gillespie's SSA and compute our de- Another stochastic model employing the Langevin's approach is reported in [48] which approximates the squared noise amplitudes by linear functions:
where D i is a constant. The reason why the model dynamics f (x) are missing in this model is that the author wanted to represent both the internal and 1 Personal communication.
external noise by the second term on the right.
The 2MA model
For the cell cycle model, the ux f and the diusion matrix B, dened in (7), have elements
The o-diagonal elements of B are zero because each reaction changes only one component, so that S ij S kj = 0 for i = k. Once these quantities are known, it follows from (5) and (6) that the following set of ODEs: Having at hand the moments involving the eight dynamic variables x 1 to x 8 , the mean MPF concentration can be shown to be approximately (correct to 2nd order moments):
for the mean MPF concentration with the understanding that x trim is in pseudo steady state (See Appendix A2 for the derivation). This expression for the average MPF activity demonstrates the inuence of (co)variance on the mean as emphasised here. We see the dependence of mean MPF concentration µ mpf on the variance σ 11 and covariance σ 12 in addition to the means µ 1 , µ 2 and x trim . 
Simulations of the 2MA model
The system of ODEs (11)- (13) was solved numerically by the MATLAB solver ode15s [75] . The solution was then combined with algebraic relations (14) .
For parameter values, see Table A3 .1. Since information about the individual scaling parameters Ω i used in the denition of concentrations is not available, we have used Ω i = 5000 for all i. This value has also been used in [63] , although there is no clear justication. Note, however, that the 2MA approach developed here will work for any combination of {Ω i }. The time-courses of mass and MPF activity are plotted in Figure 1a for the wild type and in Figure 1b for the double-mutant type. For the wild type, the 2MA predicted mean trajectories do not dier considerably from the corresponding deterministic trajectories.
Both plots show a more or less constant CT near 150 min. Thus internal noise does not seem to have a major inuence for the wild type.
For the double-mutant type, the dierence between the 2MA and deterministic predictions is signicant. The deterministic model (8) predicts alternating short cycles and long cycles because cells born at the larger size have shorter cycle, and smaller newborns have longer cycles [59] . This strict alternation due to size control is not observed in experiments: cells of same mass may have short or long cycles (excluding very large cells that have always the shortest CT) [69, 71] . This lack of size control is reproduced by the 2MA simulations:
the multiple resettings of MPF to G2, induced by the internal noise, result in longer CTs (thus accounting for the 230-min cycles observed experimentally).
Such MPF resettings have been proposed in [70, 71] to explain quantised CTs.
No such resetting is demonstrated by the deterministic model. (14), we see the inuence of the variance σ 11 (of Cdc13 T ) and covariance σ 12 (between Cdc13 T and preMPF) on the mean MPF concentration µ mpf . The two (co)variances are plotted in Figure 2a for the wild type and in Figure 2b for the double-mutant type. It is clear that the two (co)variances have very small peaks for the wild type compared to the large peaks for the double-mutant type. Note that the larger peaks in Figure 2b are located at the same time points where the MPF activity exhibits oscillations and hence multiple resettings to G2. This suggest that the oscillatory behaviour of MPF near the G2/M transition is due to the inuence of the oscillatory (co)variances. This coupling between the mean and (co)variance is not captured by the deterministic model. It has to be realised that the above proposition requires validation since the 2MA approach ignores 3rd and higher-order moments. We cannot know whether that truncation is responsible for the oscillations in Figures 1 and 2 , unless compared with a few sample trajectories simulated by the SSA. However, as discussed before, the SSA cannot be performed (at present) for the model in consideration. Therefore we need to compare the 2MA predictions for the double-mutant type cells with experimental data. Towards that end, values of cycle time (CT), birth mass (BM) and division mass (DM) were computed for 465 successive cycles of double-mutant cells. Figure 3 shows the CT-vs-BM Table 2 Statistics over 465 successive cell cycles of the double-mutant type cells, predicted by the 2MA model, compared with experimental data, see [69, Table 1 ]. (1) experimental data, (2) Ω = 5000, (3) Ω = 5200, (4) Ω = 5300.
plot and the CT distribution for three dierent values {5000, 5200, 5300} of system size Ω .
To make this gure comparable with experimental data from [69, 70] , we assume that 1 unit of mass corresponds to 8.2 µm cell length [71] . We can see the missing size control (CT clusters), in qualitative agreement with experimentally observed ones (see [69, Figure 6 ] and [70, Figure 5 ] for a comparison).
There are more than four clusters, which may have arisen from the truncated higher-order moments. The extreme value of CT higher than 230 min suggests more than two MPF resettings. Furthermore, more than three modes in the CT distribution may have arisen from the truncated higher-order moments. Table 2 compares the statistics for the double-mutant type cells, computed with the 2MA approach, with data from [69, Table 1 Table 2 demonstrate a dependence of the results on a suitable system size. There is no way to conrm these values. The scaling parameters could be regulated in a wider range in order to imporve the accuracy of our simulation, motivating future work for us. The conclusion is that the quantitative disagreement of the 2MA predictions can be attributed to two factors: 1) the truncated higher-order moments during the derivation of the 2MA, and (2) the unknown values of scaling parameters. 
Conclusions
The recently developed two-moment approximation (2MA) [53, 54] reaction, where Z j (t) = z j means that the jth reaction has occurred z j times during the interval [0, t). In the same interval the jth reaction will contribute a change of z j S ij molecules to the overall change in the copy number N i of the ith component. Summing up contributions from all the reactions, the copy number can be expressed as
Based on the denition of reaction propensity, the number of occurrences
where o(∆t) represents a quantity that vanishes faster than ∆t as the later approaches zero. In eect, (A1.2) gives the conditional probability distribution, in state n, of the random progress (DA increment) Z j (t + ∆t) − Z j (t) of the jth reaction during the time interval [t, t + ∆t). The expected value of this short-time DA increment can be obtained from (A1.2) as
which is conditioned on N (t) = n. The unconditional expectation of the DA increment can be obtained by summing the probabilities P (n, t) weighted by the above conditional expectation over all possible states n:
which for vanishingly small ∆t leads to the ODE
Thus the mean propensity of a particular reaction can be interpreted as the average number of occurrences (DA) per unit time of that reaction. Take the expectation on both side of the conservation (A1.1) to obtain
which proves (4) in the main text. It is interesting to note that the above ODE is a direct consequence of mass conservation (A1.1) and denition of propensity because we have not referred to the CME (which is the usual procedure) during our derivation.
Dividing (4) by Ω i gives the ODE for the component mean concentration,
where
is the total ux of component i in state x.
Suppose the propensity a j (n) is a smooth function and that central moments E [(N − µ) m ] of order higher than m = 2 can be ignored. In that case, the Taylor series expansion of ux f i (x) around the mean is
Expectation of the 2nd term on the right is zero. Expectation of the 3rd term can be written as
Note that the Taylor expansion in powers of x − µ is more convincing than that in powers of n − E(n) because higher-order terms vanish quicker in the former. Having arrived at this point, ignoring terms (moments) higher than 2nd order, we can write:
for mean component concentration and where no reaction has an order higher than two because then 3rd and higher derivatives of propensity are zero.
Before we can see how the covariance σ evolves in time, let us multiply the CME with n i n k and sum over all n,
where dependence on time is implicit for all variables except n and s. Dividing by Ω i Ω k and recognising sums of probabilities as expectations,
where B(x) is the diusion matrix with elements
for the covariances between concentrations of component pairs. The argument of the rst expectation in (A1.7) has Taylor expansion
Expectation of the rst term on the right is zero. Ignoring 3rd and higher-order moments, the rst expectation in (A1.7) is then
where A(x) is the drift matrix (the Jacobian of f (x)) with elements
By a similar procedure, the second expectation (A1.7) is
correct to 2nd-order moments. The element B ik (x) of the diusion matrix has
Taylor expansion
Taking term-wise expectation, and ignoring 3rd and higher-order moments,
Having these results at hand, we can now write
for the component-wise covariances. In matrix notation dσ dt = A(µ)σ + σA(µ)
proves (6) in the main text. The drift matrix A(µ) reects the dynamics for relaxation (dissipation) to the steady state and the diusion matrix B(µ) the randomness (uctuation) of the individual events [1] . These terms are borrowed from the uctuation-dissipation theorem (FDT) [76, 77] , which has the same form as (6) . Remember that (6) is exact for systems that contain only zero and rst-order reactions because in that case the propensity is already linear.
A2 Mean MPF concentration
To nd the mean MPF concentration, we start with the MPF concentration
x mpf = (x 1 − x 2 ) 1 − x trim x 1 = x 1 − x 2 − x trim + x trim x 2 x 1 .
The ratio x 2 /x 1 can be expanded around the mean,
Taking expectation on both sides,
+ · · · A3 Parameters and coecients of the 2MA equations 
