This paper describes the autofeat Python library, which provides a scikit-learn style linear regression model with automatic feature engineering and selection capabilities. Complex non-linear machine learning models such as neural networks are in practice often difficult to train and even harder to explain to non-statisticians, who require transparent analysis results as a basis for important business decisions. While linear models are efficient and intuitive, they generally provide lower prediction accuracies. Our library provides a multistep feature engineering and selection process, where first a large pool of non-linear features is generated, from which then a small and robust set of meaningful features is selected, which improve the prediction accuracy of a linear model while retaining its interpretability.
Introduction
More and more companies aim to improve production processes with machine learning (ML), for example, by using a ML model to better understand which factors contribute to higher quality products or greater production yield. While advanced ML models such as neural networks (NN) might, theoretically, in many cases provide the most accurate predictions, they have several drawbacks in practice. First of all, with many hyperparameters to set, these model can be difficult and time consuming to fit, which is only aggravated by the current shortage of ML specialists in industry. Second, in many cases there is not enough data available in the first place to train a low bias/high variance model like a NN, for example, because comprehensive data collection pipelines are not yet fully implemented or because obtaining individual data points is expensive, e.g., when it takes several days to produce a single product. Last but not least, the insights generated by a ML analysis need to be communicated to others in the company, who want to use these results as a basis for important business decisions. While great progress has been made to improve the interpretability of NNs, e.g., by using layer-wise relevance propagation (LRP) to reveal which of the input features contributed most to a neural net's prediction (Bach et al., 2015; Lapuschkin et al., 2016; Arras et al., 2017) , this is in practice still not sufficient to convince those with only a limited understanding of statistics.
To avoid these shortcomings of NNs and other non-linear ML models, in practice we find it necessary to rely mostly on linear prediction models, which are intuitive to understand and can be trained easily and efficiently even on very small data sets. Of course, employing linear models generally comes at the cost of a lower prediction accuracy. Inspired by the SISSO algorithm (Ouyang et al., 2017) , we therefore propose a framework to automatically generate several tens of thousands of non-linear features from the original inputs and then carefully select the most informative of them as additional input features for the linear model. We have found that this approach leads to sufficiently accurate predictions on real world data while providing a transparent model that has a high acceptance rate amongst nonstatisticians in the company and therefore provides the possibility to positively contribute to important business decisions.
To make this framework more accessible to other data scientists, our implementation is is publicly available on github. 1 In the following section, we describe our autofeat Python library for automatic feature engineering and selection in detail.
Automatic Feature Engineering and Selection
The autofeat library provides the AutoFeatRegression model, which automatically generates and selects additional non-linear input features given the original data and then trains a linear regression model with these features. The model provides a familiar scikit-learn (Pedregosa et al., 2011) style interface, as demonstrated by a simple usage example, where X corresponds to a n × d feature matrix and y to an n-dimensional target vector (either NumPy arrays (Oliphant, 2006) or Pandas DataFrames (McKinney et al., 2010) ): # instantiate the model model = AutoFeatRegression() # fit the model and get a pandas DataFrame with the original features # as well as the additional non-linear features df = model.fit_transform(X, y) # predict the target for new test data points y_pred = model.predict(X_test) # compute the additional features for new test data points # (e.g. as input for a different model) df_test = model.transform (X_test) plying transformations), the feature space has grown to include over 7000 features. As this may require a fair amount of RAM depending on the number of original input features, the data points can be subsampled before computing the new features. In practice, performing only two or three feature engineering steps is usually sufficient.
The new features are computed using the SymPy Python library (Meurer et al., 2017) , which automatically simplifies the generated mathematical expressions and thereby makes it possible to exclude redundant features. If the original features are provided with physical units, only 'legal' new features are retained, e.g., a feature representing a temperature would not be subtracted from a feature representing a volume of something. This is implemented using the Pint Python library, 2 which is additionally used to compute several dimensionless quantities from the original features using the Buckingham π-theorem (Buckingham, 1914) . If categorical features are included in the original features, these are transformed into onehot encoded vectors using the corresponding scikit-learn (Pedregosa et al., 2011) model and not considered for the main feature engineering procedure.
Feature Selection
After having generated several thousands of features (often more than data points in the original data set), it is now indispensable to carefully select only those features that contribute meaningful information when used as input to a linear model. To this end, we employ a multi-step feature selection approach (Fig. 1 ).
Individual features can provide redundant information or they might seem uninformative by themselves yet proof useful in combination with others. Therefore, instead of ranking the features independently by some criterion, it is advantageous to use a wrapper method that considers multiple features at once to select a promising subset (Guyon and Elisseeff, 2003) . For this we use the Lasso LARS regression model (Efron et al., 2004; Baraniuk, 2007; Friedman et al., 2010) provided in the scikit-learn library, which yields sparse weights based on which the features can be filtered. However, with more features than data points, a linear regression model is numerically unstable. Therefore, the features are first ranked based on their absolute correlation with the target residual (Fan and Lv, 2008) and the model is only trained on the highest ranked features. Then, to include further features capturing the not yet explained parts of the target variable, these steps are repeated multiple times, where in each iteration the regression model is used to compute a new target residual.
To identify a robust set of features, this feature selection process is repeated multiple times using subsamples of the data and only those features that were selected in more than one run are considered for the final model. With these features, again a Lasso LARS regression model is trained, and again only those features with non-zero weights are selected as the final feature set. After this multi-step selection process, typically only a few dozen of the several thousand engineered features are retained. For new test data points, the AutoFeatRegression model can then either generate predictions directly, or a DataFrame with the new features can be computed for all data points and used to train other models.
Feature Selection Algorithm
feature matrix (mean=0, std=1): residual to be explained: candidate features: good features: Figure 1 : Our feature selection algorithm. Given the feature matrix X with all candidate features H, the aim is to select a few informative features (G) that explain the target variable y. The set of good features G is adapted until a stable set of features is reached. First, promising features are identified by computing the correlation between the features and the target residual, and G is extended by those features with the largest absolute correlation until G contains up to n/2 features (to guarantee numerical stability in the following regression step). Next, the currently selected good features are used to train a Lasso LARS regression model, based on which the target residual is updated and the good features are filtered by retaining only those with a non-zero regression weight.
Conclusion
In this paper, we have introduced the autofeat Python library, which includes an automatic feature engineering and selection procedure to improve the prediction accuracy of a linear regression model by using additional non-linear features. The regression model itself is based on the Lasso LARS regression from scikit-learn and provides a familiar interface. During the model fit, a vast number of non-linear features is generated from the original features and a few of these are selected in an elaborate iterative process to optimally explain the target variable. By combining a linear model with complex non-linear features, a high prediction accuracy can be achieved, while retaining a transparent model that yields traceable results as a basis for business decisions made by non-statisticians.
