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This paper studies an iterative algorithm of the type of Gauss’s algorithm 
mentioned by Stieltjes in his correspondence with Hermite (lettre 323) and later 
investigated by Myrberg. In particular, what appears to be a false statement by 
Stieltjes is corrected. The same algorithm, apparently being unaware of his prede- 
cessors, has also been considered by Lehmer. 0 1990 Academic Press, Inc. 
As is very well known, Gauss defined the arithmetic-geometric mean by 
iteration of the bidimensional map 
a+b 
a, bwa’=- 
2 ’ 
b/=&i. 
In a letter to Hermite dated December 31, 1891 ([HS, lettre 323, 
pp. 211,212]; for convenience, the relevant lines are reproduced in extenso 
in an appendix) Stieltjes mentions the corresponding algorithm based on 
the map 
a2 + b2 
a, b-a’=- 
a+b 
a+b ’ 
b’=2. (1) 
The principal purpose of the present note is to reconstruct the mathematics 
in [HS]. In particular, we give a recursion formula for the coefficients a,,, 
which must have been known to Stieltjes. But we also prove that the series 
indeed has a positive radius of convergence r; more exactly, we find that 
f= lim (2+(2+(2+...)2)2)‘/2” 
n-m 
which yields r = 0.634584512652.... This is contrary to the statement of 
Stieltjes that the series has no radius of convergence. 
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The same algorithm has also been considered by other mathematician(s). 
Thus Myrberg [M] (cf. also [ACJP], where other papers by him are 
quoted) studies an even more general case, viz., the map 
a, b-a’=& 
a+b t/c---- 
2 ’ 
where E is a parameter. Note that this contains not only Stieltjes’s case (1 ), 
with E = 1, but also the Newton scheme for extracting square roots, with 
E = 0: 
2ab 
a’=- a+b 
a+b’ 
&=- 
2 * 
(The limit is then just &.) 
The map (2) induces on the “base” space (coordinate t = a/b) the map 
1+t2 2t 
t’ = E (1 + Q2 + (1 -E) (1 + Q2’ (2’) 
Thus essentially it is just a question of iteration of a one-dimensional 
rational map of degree 2 with the superattractive fixed point t = 1, which 
may be viewed from the point of view of the Fatou-Julia theory [F, J]. 
Indeed, most of Myrberg’s work is concerned with the (equivalent) 
problem of iteration of the map XI-+X~ + p (connection between p and 
a: p = -2/(2~ - 1)). See also the survey by Brolin [B]. Myrberg’s work will 
not be touched upon further here. 
Lehmer [L] too considers the map (1). (In [L], other things not of 
interest here, are treated also.) In Section 4 of the present paper we extend 
his result to the case of general E. In this connection we point also 
(Section 5) to a third-order generalization of the algorithm (l), (2). 
Finally, let us mention that what we do here also has some relevance to 
a paper by Gatteschi [G] (cf. again [ACJP], where two more papers by 
him are quoted). 
1. GENERALITIES 
Consider quite generally (cf. [ACJP] and the references given there) the 
bidimensional map 
a, b t+ a’ = F(a, b), b’ = G(a, b), 
where F and G are two given functions homogeneous of degree 1, with the 
normalization F( 1, 1) = G( 1, 1) = 1. By iterating this map we get, starting 
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from two given numbers e and b, two sequences a’, a”, . . . . a’“‘, . . . and 
b’, b”, . . . . b’“‘, . . . . The common limit, if it exists, will be denoted by M(a, b). 
Putting t = u/b we get an “induced” map 
tHt’=H(t), 
where H= F/G. (We write also F(t) = F(l, t) so that F(a, b) = bF(u/b, 1) 
and similarly for G.) As 
b’= G(t)b, b” = G( t’) b’, . . . . 
we find 
M(a, 6) = G(t) G( t’) G( t”) . . . . b 
so that our algorithm is just an infinite product in disguise. 
In view of the above normalization 
H(l)= 1, 
so that t = 1 is a fixed point for H. Assume now that in addition 
H’(l)=O, H”(l)#O. 
Then we have a superattractive fixed point (of order 2). Solving Biittcher’s 
equation 
/Ho)=rp(x’) 
(this is always possible locally, see, e.g., [F, pp. 187-1891) our map can be 
“uniformized”; i.e., using x as a parameter (local coordinate) instead of t, 
we get the relation 
x’ = x2. 
In particular, superattractiveness is guaranteed if we take both F and G 
symmetric (F(a, b) = F(b, a), F(f) = tF( l/t), etc.) for then H(t) = H( l/t) and 
so by derivation H’( 1) = 0. In this case v too is symmetric (M(u, b) = 
M(b, a), M(t) = tM( l/t)). 
Setting p = M(a, b) we may always write 
t 
a=pU” 
1 b=/‘.- 
M(t)’ 
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In the hypothesis M(t) = tM( l/t) this becomes 
1 .- 
a=p M(l/t)’ 
1 bzp.- 
M(t) 
or, using x as a parameter, 
a=p.fb), 
b=p.f(-x) 
(this is a definition) exactly as in Stieltjes’s special case [HS]. 
Finally, assume, again as in [HS], that G(a, b) = (a + b)/2 (arithmetic 
mean), which given 6’ = (a + b)/2, results in 
This gives for the Taylor coefficients a, of f not azn = a, but rather 
a2n = ( - 1 )na,. To conform with [HS] we must now replace x with --x. 
Then we get effectively a,, = a,. 
2. RECURSION 
We specialize further by taking 
F(a, b) = E 
i.e., we are in the situation of (2). We use a uniformizing parameter x such 
that x H -x2 (as at the end of Section 1). We then have the functional 
equation 
E(f(X))2+(f(-X))2+(1_E) u-(x)f(-x) 
f(x) +f(-x) f(x)+f(-x)=f(-x2) 
which together with f(x) +f( -x) = 2f(x2) gives 
&C(f(X))2+w-X))21 +(I -&)2f(x)f(-x)=2f(X2)f(-X2). 
Write f(x) = C,“=, a,x” with a, = 1, a,, = a2,, if n > 0. 
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Equate now the coefficient of x2”’ on both sides: 
E 2 aia2,~Li+(l-&) 5 (-l)‘uiu2n~-i= 
1=0 1=0 
(n’ odd) 
(n’ odd). 
It is convenient to put 
I 1=2&-l (=&-(1--E)). 
For n’ = 1 we then find 
Put further a, = 2b,. Then 
bI= -;. 
For n’ > 1 writing n = 2n’ - 1 we then find the end formula 
with 
?I- 1 
b,= c ~,b,b,,,_,+(ifn’even=2m)b~(l-(-1)”)/2 
r=2 
m-l 
+ 1 (- l)‘-‘b,b,,-, + (if n’ odd) b,,(lb,. + 1)/2 
,=1 
rj=&+(-l)i(l-&)= 
i even 
9 i odd. 
If Iz = E = 1 this shows that b, is an integer so that a, is an euen number. 
This is the case considered by Stieltjes. If we apply the preceding recurrence 
for n = 2, 3, . . . . 23 to this case and double the results we obtain his table 
exactly. 
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so that f(x)f( -x) = 1 as it should. (This can of course be seen directly 
too.) 
Quite generally, b, is an integer if 1 is an odd number. With no 
arithmetic restriction on 1, one can only show that 
Thus 
b, = 
integer polynomial in A 
2% .lP” ’ 
1-i 
b7=- b, = 
14L3+712+21+1 
2A4 ’ 8A5 
, . . . . 
3. RADIUS OF CONVERGENCE 
Write f(x) = g(x)f(x2). Then we get 
g( -x2) E(g(X))2+(g(-x))2+(1-&)2g(x)g(-x)=2go 
(g(x)+d-x)1/2= 1 
Again write g(x) = 1 + h(x). The second equation gives 
h(x) + h( -x) = 0; 
that is, h is an odd function, Note in particular that h(O) =O. The first 
equation thus 
1 + (h(x))2 I - h(x))2 
- 
&((1+h(x))‘+(1-h(x))‘/2+(1-&)(1+h(x))~(1-h(l))=:I:j~:~ 
or, again with ,I= 2~ - 1, 
1 - 2h(x2)/(1 + h(x2)) 
1 + k(h(X))2 = 
1-/2(X2) . 
1 +h(x2) ’ 
that is, 
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EXAMPLE. c1= 0 (trivial). h(x) - 1. CI = -2 (Newton). It(x) = l/(1 +x2) 
(verification: 
right member = 
l/( 1 + x4) 1 1 
1 +2x2/(1 +x4)= 1+2x*+x4=(1 +x2)2 
= left ditto). 
Now we may argue as follows. W must be infinite at at least one point x0 
on the circle of convergence (xl = r. But then we must have x$5(x:) = l/cc. 
This gives the rough estimate r z l/m. 
The preceding argument can be refined. Equation (3) gives, quite 
generally, 
1 1 
h(x) 
-F+Mx*=m 
1 1 
fqx*y +ax4=@r) 
1 1 
@x4)2 +ax6=h(X6) 
. . . 
1 1 
(@2”-‘))* + ax 
*“-I _ -- 
@x2”-‘) 
(a(x2”~‘))2+ax2”=fi(X2”) 1 1 
or by elimination 
1 
h(x2”) 
= . . . =ax2n+(ax2n-‘+(ax2n-2+(ax2n-3+ . . . 
[ # left parentheses = n - 1 = # right ditto] 
=x’..(a+(a+(a+ ... +(a+&)‘--)‘)‘). 
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This, apparently, gives 
r -l= lim ((a+(a+(a+ ~~~(a+a2)~~~)2)2)(1’2”. 
n-m - 
n - 2 parentheses to the left and to the right 
Thus the first few terms of this sequence are 
&, Q$Gi7, I-, va+(a+(a+a2)*)* ,.... 
In particular, if E = 1 (A = 1, a = 2) we have the result stated in the 
Introduction. 
4. LEHMER 
We extend results obtained by Lehmer [L] for E = 1 to the case of 
general E. We have 
t,=2[&(1+t2)+(l-E)2t] 
(1 + r)* 
or 
(t- 1)2 
t’- l= (2E- 1) (l+ t)2. 
If we use the new local parameter’ x = t - 1 this becomes 
. L 
x’=1(2:x)2 (4) 
with, as before, 
1=2&- 1. 
The functional equation now reads 
M(l+x)=(l+;)M(l+i&), 
whence readily the coefficients in the Taylor expansion M( 1 +x) = 
x:mm= 0 a,x”: 
1 Not to be confused with the x’s of the previous section. 
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m-0 j=O 
3 f a,AJx*J2-lk f (lizi) 2’-2,-kXk; 
/=o k=O 
a,= c 
2j+k=m 
= a02-m 
+ 12a22-m 
(Note that 
1 1, 
0 i 
m=l = 
m 0, m# 1. 
!I 
Setting a,,, = 2-*“b, this becomes 
b,= 1 2kb,AJ 
2l+k=m 
Thus the b,‘s are entire polynomials in 3, (especially integers if I = & 1, the 
cases of Lehmer [L, Theorem 91 and Newton). 
Alternatively, Lehmer [L, Theorem S] uses the local parameter y given 
by x = 2yl(l- y) so that 1+ (x/2) = y/( 1 - v). Then the functional 
equation becomes 
(1-Y)M(l++JM(l+AY’). 
This gives new recursions for the coeflicients 
(1 - y) f a, (s)- = f amAmy2m, 
m=O ??I=0 
la m/2 = c ak2k (a,,,=a,,,= ... =0) 
j+k=m 
or in terms of b,, 
bk2m-k. 
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Remark. Lehmer also uses a third local parameter z defined by x = 42. 
Iteration of the base transformation gives 
( A3X4 > 
2 
x”’ = a (8+8x+(A+2)x2 
a3x4 2 
2+(8+8x+(1+2)x2)2 > 
aTx8 
= (128 + 128x + 32(a + 6) X2 + 64(a + 2) X3 + (a3 + 2a2 + 81+ 8) X4)2’ 
In general, x(“) = I”‘- ‘x~“/(Q,(x))~, where the Qn are polynomials of 
degree 2”-’ defined recursively by 
Q,, 1(X) = 2@,(x))’ + a2”- ‘X2”. (5) 
Remark. In terms of the parameter z (x = 42) with T,(z) = Q,(4z)/z2”- ’ 
this gets 
T, + 1(Z) = (T,,(Z))’ + 2a2’- ‘Z’” (5’) 
which for A= 1 reduces to the recursion given by Lehmer (in a somewhat 
ad hoc context). 
One finds 
To(z) = 1, 
T,(z) = 1 + 22, 
T2(z) = 1 + 42 + 2(A + 2) z2, 
T,(z) = 1 + 8z + 4(1+ 6) z2 + 16(11+ 2) z3 + 2(A3 + 21’ + 81+ 8) z4, 
. . . . 
Note that Qn(0)=22”P’, where T,(O)= 1. 
AN ALGORITHM CONSIDERED BY STIELTJES 
We get thus the product formula 
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( ~(x)=(l+;)(l+$$)(l+~)(l+~)~~~~. (6) 
This is nice but an even nicer surprise lies ahead! 
By the recursion (5) the nth factor can be rewritten as 1 + 
12n-‘x2”/2( Q,(x))’ = Q, + J2Qi. Thus the n th partial product becomes 
PI Q2 Q3 en+, Q n+l .-= 
?‘@‘a’ “’ ZQ;,, 2Qo.2Ql.2Q2...2Q,’ 
But (5) can also be written as 
Q n+l Qn 22’ - lx2” 
2Q,,.2Ql. ... .2Q,=2Q,,. . . .2Qnd1+2Q,,.2Q1. . . . .2QH’ 
Hence, adding up (6) reduces to the series representation 
I 
M(x)=l+ f 
AZ”- lx2” 
,,=,2QdQl. ... .2Qn ’ 
(6’) 
I  1 
which for A= 1 is equivalent to [L, Theorem 61 (replace x, Q by z, T!). 
5. THIRD-ORDER GENERALIZATION 
The preceding equations suggest the following third-order generalization 
(and analogous higher-order ones). Instead of (4) take 
AX3 
x(=(2+ i.e., t’ = 1 + I s. 
This corresponds to 
P(a b) = (a + bJ3 + 4a - b13 a+b 
? 
2(a + b)’ 
provided G(a, b) = 2. 
For the iterates we now have 
x(“) = 
~(3”- 1)/2x3” 
(Q~(x))~ 
(deg Qn = 3”- ‘, Q,,(O) = 2’3”- 1)‘2) 
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with 
Qn+ ,(x) = ~(Q,,(x))~ + Ac3”- Iv2 x3”. 
This leads to 
~‘3”- 1)/2X3n 
M0=1+~~02Q22Q’...2Q” 
0 1 ” 
Domain of convergence? 
APPENDIX: EXTRACT FROM [HS], LETTRE 323, PP. 211-212 
Je ne crois pas que je vous ai jamais par16 de I’algorithme suivant dont 
je me suis occupe deja &ant ttudiant a Delft. En partant de deux nombres 
a et b, je pose 
a+b a2 + b2 
a1=--Tp b, =- 
a+b ’ 
a, + h 
a2=F, 
a*+bf b2 = 1 
a,+b,’ 
alors on voit facilement que a,, et b, tendent vers une limite M(a, b). Mais 
je n’ai eprouvt que des dtboires en cherchant une expression analytique de 
M(a, b). Pour vous en donner une idte, je dirai qu’on peut construire une 
strie 
f(x)=fa,x” 
0 
a coefficients entiers 
ao= 1, 4 = azn toujours, 
a, = -2, a9 = 6, al7 = 32, 
as= -2, a11 - - 0, a,, = 52, 
a5=4, a 13- -4 3 $1 = 120, 
a,=O, a,5 = 12, a23 = 272, 
de man&e qu’on ait 
Wf(X)~ f( -XII = 1, 
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ainsi 
en determinant x par 
a f(x) -=- 
b .0-x) 
La question serait ainsi ramenee A l’ttude de cette fonction f(x). Mais 
voici une circonstance facheuse: le rayon de > convergence de la serie 
CF a,,~” se reduit a z&o, ainsi j’ai vu s’ecrouler tout cet tchafaudage. Et 
cependant lorsque x est petit (x = &, par exemple) on peut fort bien 
employer la serie pour des calculs numeriques. 11 me semble que cette 
transcendante M(a, b) doit &re d’une nature bien singulibre, mais je ne sais 
pas si j’en saurai jamais quelque chose. 
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