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1. INTRODUCTION 
1.1. Number Pairs 
During the long history of computational mathematics, there have been four major inventions of 
new types of numbers as pairs of former types of numbers, in order to solve problems that were 
not possible to solve with the old types of numbers. 
The earliest example was the introduction of rational numbers (fractions) in order to extend 
arithmetic with integers, to make division possible in all cases (except division by zero, of course). 
We can view rational numbers as pairs of integers, with appropriate definitions for arithmetic 
operations, so we have an etiension of integer arithmetic for pairs of integers (n,m), which 
we usually write as n/m. The mathematicians of King Hammurabi’s court in Babylon were 
accomplishing prodigious feats of computation in rational arithmetic, using a base-60 number 
system, in the lgh century B.C. 
Algebraic numbers, for instance of the form: a + bfi, with a and b rational numbers, were 
introduced, as early as the 6th century B.C. by the Pythagoreans, to enable the representation 
of lengths in geometric figures, for example, diagonals of rectangles, which may be irrational 
numbers. 
In the late 17OOs, complex numbers and an appropriate arithmetic for them were invented 
and developed by Gauss and others to allow solution of all polynomial equations. This has 
important applications involving resonant frequencies. Sometimes we want to avoid them, as in 
the engineering design of buildings, bridges, and airplane wings. Sometimes we want to match 
them, as in the design of electronic circuits which amplify weak incoming signals. Complex 
numbers are pairs of “real” numbers (the limits of convergent sequences of rational numbers). 
The modern computer term “algorithm” was coined (by combination with arithmetic) from 
“algorism” derived from the name of the mathematician Muhammed ibn-Musa Al-Khwariszmi, 
who wrote a book in Baghdad around 825 A.D., on the decimal number system which was 
invented by some now unknown Hindu mathematician around 500 A.D. In the 13th century, laws 
were passed against the use of decimal numerals in the city-state of Florence to protect against 
forgery of bank drafts by easy changes on the numerals 0, 3, 6, and 9 to 8. A book appeared 
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in England about that time called the Cmfte of Nombrynge. The decimal point, as we know 
it, did not make its appearance until 1614 in a book by John Napier of Scotland. Thus the 
widespread acceptance of the decimal number system took more than a thousand years since its 
first appearance. There are still a few countries left in this world, even now in 1993, which have 
yet to adopt the “metric system” (decimal system) of weights and measurements. 
In this paper, we will show applications of an even more recent new type of number pair, 
introduced in the late 1950s by the author, and by others independently around the same time. 
It was an idea whose time had come. 
Interval numbers are sets of real numbers, representable by pairs of end-points 
[a, b] = {z : a I x I b} , the set of all numbers between a and b. 
With these new numbers, we can solve problems which were not possible to solve before. In 
particular, we can now find solutions of differential equations to prescribed accuracy. 
1.2. Literature 
There are at least 30 books now and more than 2,000 papers (in various languages: English, 
German, Russian, Chinese, etc.) on interval methods in computing, including those for differential 
equations. We cannot list them all here. A 331 page bibliography up to 1987 is available from 
the author. We have given up the effort to keep track of all publications since then. There are 
too many. Even so, it is a very small fraction of all publications in numerical mathematics, and a 
major task for the future is to educate and inform people about the power of this relatively new 
approach to computing. 
1.3. The Role of Order in Computing 
Reference [l] consists of proceedings of a conference organized by the author, and held in 1987 
in Ohio. It includes new designs for computer hardware and software, and discussions of new 
algorithms for linear and nonlinear systems, optimization, and operator equations (including 
differential equations). There is a nice paper by Garrett Birkhoff on “The Role of Order in 
Computing.” This gets to the heart of the matter, since an interval [a, b] can be viewed as a pair 
of inequalities a I x and x I b. 
Arithmetic with interval numbers is arithmetic with pairs of inequalities. It is an utterly simple 
idea, but has profound consequences, since it enables us to compute with sets: line segments, 
Cartesian products of line segments (we like to call them “boxes”), and unions and intersections 
of them. 
1.4. Precise Numerical Analysis 
Reference [2] is an extraordinary book introducing user-controllable variable precision arith- 
metic with error control by a variation of interval arithmetic which the author, Oliver Aberth, 
calls “range arithmetic.” The book comes with a floppy disk, written in “PBASIC” (P for pre- 
cise) for IBM-PCs. There are now other versions of the techniques written in C++ which are 
more portable. 
Aberth’s admirable philosophy is the following: “ . . . if an answer is given to a certain number 
of decimal places, then every digit must be correct. We expect the computer to do whatever is 
necessary to obtain such answers.” 
There are mathematical proofs (in the book) of the correctness of his algorithms. A user can 
try the software on his own problems. He can demand, and get, up to 122 decimal digits of 
accuracy in the solution of differential equations (and many other types of problems as well). In 
principle, there is no limit to the number of correct digits that might be obtained, other than 
such practical considerations as available computer memory and computation time. 
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1.5. Turbulence 
It is not that we usually want very many digits of accuracy in the numerical solution of practical 
problems, that is not the point. The point is that in order to get even modest accuracy it may 
be necessary to carry many more digits during intermediate computations. 
An outstanding example involved a computer simulation of the onset of turbulent flow, such 
as in wind shears, see [3]. A variable precision interval arithmetic package was programmed by 
J. Ely and used to study the problem just mentioned. He needed the equivalent of about 300 
decimal digits in the arithmetic before convincing results could be obtained, ruling out round-off 
error as the cause of the observed behavior of the model equations. This settled a long-standing 
dispute between research groups at MIT and Cal Tech. 
1.6. Rigorous Global Optimization 
The full power of computing with sets is exploited in [4] to provide for computer solution of the 
general nonlinear global optimization problem. Conventional wisdom still has it that this is an 
unsolvable problem, and so it is with ordinary floating-point arithmetic. By computing with sets, 
we can now solve such problems, as is shown in the paper [4], with examples including a photo- 
electron spectroscopy problem. We wind up with a list of small sets whose union contains all the 
global optimizers, even if there are disconnected continua of them. The methods lend themselves 
nicely to parallel computing on distributed networks of processors, for greater efficiency. 
1.7. Computer Algebra 
The author was a co-organizer of a conference (held in Germany in 1992) [5] whose goal was 
to begin wedding the fields of computer algebra and validated numerical computation (using 
sets and interval arithmetic). Each of these two fields benefits from merging techniques with 
the other. An important example is the use of coordinate transformations during the numerical 
solution of differential equations to reduce the “wrapping effect,” first described by the author in 
the 1960s (see [6] for a discussion and references). When a trajectory of a differential equation 
rotates in the phase space, the boxes (with sides parallel to the coordinate axes) computed by 
interval methods tend to grow in size artificially. In order to combat this plague, coordinate 
transformations are necessary during the course of the computation. Much work has been done 
on this problem and it is still going on. See, for example, Rudolf J. Lohner [7], who presents a 
sophisticated study of such coordinate transformations in connection with enclosing solutions to 
initial and boundary value problems, leading to much improved results. 
1.8. An Introductory Text 
For an introduction to the methods and applications of interval arithmetic and interval 
analysis, see [6]. 
1.9. Variable Precision Computing 
The author organized a session on variable precision computing at IMACS ‘91 held in Dublin, 
Ireland [8]. Since the appearance of computers around 1950, it has been traditional to accept 
computation with a fixed number of digits. Almost the entire literature on numerical methods 
since that time has assumed a fixed number of digits. It is the case, however, that now, just as 
in the days before computers, we can carry as many digits as we please. There are programming 
languages nowadays, such as C++ and Ada, in which this is relatively easy. In fact, we can 
change the number of digits carried during the course of a computation. That was a theme in the 
session at IMACS ‘91. Much more work remains for the future on the most efficient ways to do 
this. Doing the computations with interval numbers, we can monitor the accuracy by the widths 
of the intervals computed. If they become unacceptably wide, we can go back and repeat the 
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calculations with more digits. How far back in the computation should we go, and what should 
the change in the number of digits be ? Should we change it in all of the computation or just 
parts of it? Which parts? How is this done most efficiently? These are important questions for 
future research. 
1.10. Differential and Integral Inequalities 
In reference [9], the author generalizes classical integral and differential inequalities to set- 
valued functions. Using set inclusion instead of the partial order relation 5, we can obtain 
and generalize the inequalities of Gronwall, Bellman, Chandra and Fleishman, Viswanatham, 
Azbelyev and Tsalyuk, and Lakshmikantham without any assumptions of monotonicity on the 
differential or integral operators. Computations in interval analysis enjoy the subset property: if 
A is contained in B, then the image of an operator on A is contained in the image of the operator 
on B. This is so for arbitrary operators and for A and B in arbitrary sets in function spaces. A 
review of the paper [9], in the Mathematical Reviews, stated that the paper “set a new trend in 
the theory of differential and integral inequalities.” 
1.11. Function Spaces and Applications 
The review paper “Bounding sets in function spaces . . . ” [lo] introduced the basic tools needed 
for applying set computations to differential equations. It is good background reading for this 
article. In particular, it is shown there how we may use a computer to computationally verify 
sufficient conditions for existence, uniqueness, and convergence, and how to construct upper and 
lower bounding functions for the solutions of differential equations. These ideas are developed 
further in [ll-131, with applications to examples in: hyperbolic partial differential equations, two- 
point boundary-value problems in chemical reactor theory, initial and boundary-value problems 
with uncertain data, problems that do not satisfy a Lipschitz condition, stochastic differential 
equations, elliptic partial differential equations, etc. 
1.12. Practical Use of Taylor Series 
Conventional wisdom still has it (see almost any book on numerical methods for ordinary 
differential equations) that Taylor series are not efficient for numerical solutions of initial value 
problems in ordinary differential equations because of the difficulty of obtaining higher derivatives. 
This may have been so in the past, but in recent years we have developed means for getting 
computers to do the work and to do it efficiently. The effective trick is to write compilers or pre- 
compilers to carry out recursive generation of Taylor coefficients. See [6,14] and especially [15]. 
In [14], Corliss and Chang have compared Taylor methods with previous methods on the set of 
test problems considered by Hull’s group in Toronto, and have found that the Taylor methods 
are more accurate and more efficient on nearly all of the test problems. This flies in the face of 
computing folklore and needs to be understood by those who are concerned with efficiency in 
numerical solution of ordinary differential equations. The author of this paper is at a loss on how 
to achieve this goal. Old habits are hard to change. How many will read this paper, and among 
those, how many will understand it and heed its message? 
1.13. Solution to Prescribed Accuracy 
In [16], Fritz Kriickeberg introduces a new approach to the numerical solution of initial value 
problems for ordinary differential equations. His concept is to allow interaction, during compu- 
tation time, of computer algebra, interval computation, and variable precision arithmetic. In 
principle, this will allow for numerical solution of differential equations to prescribed accuracy, 
and also provide means for doing it efficiently. By using coordinate transformations and other 
algebraic manipulations, we can improve efficiency and control the wrapping effect. 
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1.14. Computer Aided Proofs in Analysis 
At a conference in Cincinnati, in April 1989, on Computer Aided Proofs in Analysis [17], 
there were eight papers (out of twenty-one presented) that used interval methods. In addition 
to general mathematical theorem proving, there were applications to applied problems such as: 
small-divisors problems arising in Hamiltonian mechanics, computer assisted proofs of stability 
of matter, accurate strategies for K.A.M. bounds (with applications in celestial mechanics), and 
computer assisted lower bounds for atomic energies. 
2. FUNDAMENTAL DIFFERENCES BETWEEN 
POINT AND SET METHODS: SOME EXAMPLES 
EXAMPLE 1. APPROACH TO A SINGULARITY. Consider the initial value problem for the ordinary 
differential equation 
dx 
-g = x2 with x(0) = 1. 
The solution x(t) is sought for t > 0. 
Two “point methods” were programmed: (1) the 4th order Runge-Kutta method, and (2) the 
4th order Taylor series method. Set the final value of the time t to be t = 1, and try various 
values of the step size, h. 
The following results were obtained, programmed in QuickBASIC, using double precision bi- 
nary arithmetic (about 15 decimal digits) on the Macintosh Classic computer. The results are 
printed out for x(t) at t = 0.5 and 1.0. The results are shown to enough digits to illustrate our 
point. 
h x(0.5) x( 1.0) CPU 
4th order Runge-Kutta .Ol 1.999999996 819.91 1 set 
4th order Taylor .Ol 1.999999911 438.18 1 set 
4th order R -K . . .OOl 1.99999999999958 8199.1 6sec 
4th order Taylor .OOl 1.99999999999068 4381.8 6sec 
4th order R.-K. .OOOl 1.99999999999966 1.01(10’5) 60 set 
4th order Taylor .OOOl 1.99999999999966 2.09( 10’) 52 set 
The results at t = 0.5 are of good accuracy (the exact answer is x(0.5) = 2). However, the 
results at t = 1 have infinite error, since the exact solution, x(t) = l/(1 - t), becomes infinite 
as t approaches 1.0. Any step-by-step “point” method, computing with ordinary floating-point 
numbers, will have the same problem, producing a finite result at t = 1.0, with infinite error. 
The point methods reach the time t = 1.0, in this example, very rapidly. Yet, what is the good 
of a fast method in cases when it has infinite error ? Computing speed at the expense of any 
reliability is worthless, in fact dangerous (please see Section 3). 
On the other hand, a “set” method, computing with interval numbers, has a quite different 
behavior. When we compute in such a way that we obtain lower and upper bounds to the exact 
solution to the differential equation, then, since the upper bound must go to infinity, in this 
example, as t approaches 1.0, we can never reach t = 1.0 in the set method. We will not reach a 
result with infinite error. 
There are many ways to forge a set method. For the example at hand, we can put the differential 
equation x’ = x2 and initial condition x(0) = 1 in the form of an integral equation 
x(t) = 1 + ot[x(s)]2 ds. 
J 
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We can choose an interval 1 2 Z(S) 5 B and then z(t) will lie in the interval 1 + [l, B2]t for all 
t < T such that 1 + B2T 5 B, applying standard existence theorems of Picard or Cauchy (see 
[6,7,9-13,171). F or example, we can choose B = 2 and T = (B - 1)/B2 = l/4, then the exact 
solution satisfies 
1+ t 2 z(t) < 1+ 4t 
In particular, 1 2 z(t) 5 2 for all 0 5 t 5 0.25. 
We now choose an order for Taylor expansion 
discussion of automatic choice of optimal order.) 
generating Taylor coefficients: 
for all t < T = 0.25. 
with remainder, say order K. (See [14] for 
We make two passes through a program for 
(1) starting with A I x(t) 5 B, we compute, using interval arithmetic, the remainder, RK+~, 
after the term of order K (initially, A = 1 and B = 2), valid for TO _< t 5 T (initially, 
TO = 0 and T = .25); 
(2) next we find the Taylor coefficients through order K, using the current lower and upper 
bounds on z(t) (initially, we have L = 1 and U = 1). 
Now, for all TO 5 t 5 t + h 5 T, we know that z(t + h) is contained in the interval-valued 
function (~)e + (x)lh + (x)2h2 + ... + (z)KhK + RK+~, where (z)i = di)(t)/i! and RK+~ is an 
interval containing the remainder. 
We subdivide the interval [TO, T] into N steps of size h = (T - TO)/N, and use the above 
expansion until we reach t = T, then we find a new [A, B] and proceed in this way until we stop. 
We can approach, but never exceed, the singularity at t = 1.0. In this example, we have put 
A = L and B = U + 1. For the general case, see [6,10]. Details about how to bound roundoff 
error can also be found in [6,10]. Using interval arithmetic for the computation of the remainder 
term in Taylor series of order 8, with variable step size, using ten steps for each new interval in t, 
such as [0,1/4] for the first step, we obtained, for instance, using the expansion about the last t 
value before 0.5, 
1.999999999999761 5 x(0.5) < 2.000000000100622. 
The CPU time was 45 seconds to reach t = 0.9. The programs used to obtain this result and 
the 4th order R.-K. and 4th order Taylor results, were written in Microsoft QuickBASIC, and run 
on the Macintosh Classic. For the interval Taylor method, we allowed the computer to continue 
running until we turned it off. We let it run up to t = .975497191247197, when the step size had 
decreased automatically to about 6(10w5). At this value of t, the solution was found to satisfy 
40.81164776 2 z(t) 5 40.81164781. 
EXAMPLE 2. A CONTINUUM OF SOLUTIONS. The initial value problem 
g=m x(0) = 0 
does not satisfy a Lipschitz condition at x = 0. It has a continuum of solutions. Any step-by- 
step point method will produce the solution x(t) = 0, for all t. A set method, based on interval 
arithmetic, converges (see [ll]) to the envelope of the set of all solutions 
0 <x(t) I f. 
EXAMPLE 3. UNCERTAIN INITIAL VALUES AND PARAMETER VALUES. Considertheinitialvalue 
problem 
dx 
-$ = d2 + 26, x(0) = a, 
where all we know about a, b, and c is that 0 2 a 5 0.1, 0.2 5 b 5 0.38, and 3.3 < c 5 3.6. 
Solution of Differential Equations 259 
We seek upper and lower bounds on the set of all solutions. In a single iteration of the integral 
equation representation of the problem, a set method, using interval computation, produced the 
upper and lower bounds (see [ll]) 
1.1t3 5 z(t) 5 0.1+ t + 1.2t3 for all t in [0,0.6]. 
Further iteration sharpens the bounds. 
Point methods would need more than one solution. For nonmonotonic differential equations, 
point methods would need a large number of sample solutions to gauge the range of the solution 
set. 
EXAMPLE 4. A HYPERBOLIC PARTIAL DIFFERENTIAL EQUATION. Consider the nonlinear hy- 
perbolic PDE 
U xv - - 1+ (uz + uy)u 
with initial conditions u(z, 0) = 0 and ~(0, y) = 0. 
We seek upper and lower bounds on the solution in some part of the positive quadrant of the 
z, y plane. 
Using interval methods [ll], we can show: for all 0 < 2 5 .5, and all 0 < y 5 .5, the solution, 
~(2, y), is contained in the interval-valued function 
zy + [.1666, .2144] (z2y3 + z3y2). 
In particular, at z = y = 0.5, we have 0.2604 I u(O.5,0.5) I 0.2634. With one more iteration, 
we obtain the bounds 0.2610 F u(O.5,0.5) I .2612. 
EXAMPLE 5. UNCOVERING ERRORS IN THE LITERATURE. In [12] a number of examples are 
discussed, including one that uncovers an error in the literature [12, p. 1731. The boundary value 
problem 
d - x21 = 0, O<x<l, 21(O) = 0, u(1) = 1 
was “solved,” in the literature, using maximum principles. It was claimed that, “Actually, 
21(1/2) = 0.4726.” 
On the contrary, using rigorous set methods, we found that 
0.4635 5 u f < 0.4670. 
0 
The author undertook, many years ago, to check out published mathematical tables of standard 
functions. These days, with pocket calculators readily available, those volumes gather dust 
on library shelves. In former decades they were very much in use. Using rigorous interval 
computations, we found errors on nearly every page we checked, usually only in the last digit 
published, but sometimes in the next to last digit as well. 
EXAMPLE 6. A PROBLEM IN CHEMICAL REACTOR THEORY. Consider the differential equation 
d’+(~)d+bexp(-i) =O, 01x:11 
with boundary values y’(0) = 0, y(1) = t, for t, b > 0 (see [lo]). 
Independent studies (see references in [lo]) have shown that, depending on values of t and b, 
there may be one or two or more solutions. Using set (interval) methods [lo], we showed that, 
for every t, b > 0, we have 
t+bexp(-i) {v} <y(t)St+b{y} 
for all solutions y(x) and for all 0 I x I 1. 
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3. ROUNDOFF ERRORS CAN BE FATAL 
Roundoff error in the Patriot missile software killed 30% of the Americans who died in the Gulf 
War [18]. A 24-bit approximation to the decimal constant, 0.1 seconds, after 200 hours or so, 
created an error large enough to cause a Patriot missile to miss a Scud, which hit the barracks 
in Dhahran, killing 29 or 30 American servicemen/women. 
To understand this, consider the following. We use the notation (..)2 for a binary number and 
(..)10 for a decimal number. The decimal constant (O.l)lo is, in binary, (.00011001100110011001 
1001)~ to 24-bit accuracy, which is what was used in the Patriot missile software [6]. The error 
in this approximation is small, about 2.98(10V8). It is understandable, but unfortunate, that no 
one was much concerned about it. 
The problem was that, after about 200 hours, this accumulates to somewhat more than 0.2 
seconds, causing the Patriot missile to miss the Scud by perhaps ten to fifty meters. A small 
error in timing causes a relatively large error in distance in something moving very, very fast. 
How could the problem have been averted. 7 How could it be averted in the future? There are 
a couple of ways. The cheaper and more efficient is to use binary fractions for time intervals, 
such as l/8 = (.OOl)z or l/16 = (.0001)2 instead of the decimal fraction l/10, which is not 
representable exactly in binary. Another way (more expensive) would be to use more bits than 
24 in the approximation. Computation in interval arithmetic with outward rounding would have 
shown up the problem. With ordinary floating-point arithmetics, there is no warning of roundoff 
error. 
4. CONCLUSIONS 
The basic ideas for numerical solution to differential equations to prescribed accuracy is this: 
using set methods (based on interval arithmetic) we can compute rigorous upper and lower bounds 
to exact solutions. If these bounds are not satisfactorily close together, then we can do more 
computing until they are, carrying more digits, or doing whatever the computer needs to do to 
get the prescribed accuracy. The tools needed for such a program lie in the papers and books 
in the references to this paper. What lies ahead is the search for ideas to make it all as efficient 
as possible. As Poincare put it: a mathematical problem is never solved; it is only more or less 
solved. 
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