Recent trends in data analysis have moved away from a dedication to omnibus, or unfocused, significance tests and toward the focused analysis of theoretical questions (e.g., Cohen, 1994; Loftus, 1996; Rosenthal, Rosnow, & Rubin, 2000) . Traditionally, researchers have relied on unfocused, omnibus statistical tests followed by a series of conservative, post hoc procedures. Such procedures, though typical and potentially informative, are unnecessarily conservative (Wilkinson & Task Force on Statistical Inference; TFSI, 1999) and are relatively inefficient for analytic contexts in which researchers have clear, specific predictions. Contrast analysis (e.g., Rosenthal et al., 2000) allows researchers to conduct efficient analysis of specific, theoretically driven, a priori predictions by using relatively powerful significance tests. To conduct most contrast analyses, researchers generate a set of numbers (contrast weights) that reflect the pattern of means that they expect to find on the basis of some hypothesis, and they then evaluate the degree to which the observed means match the pattern of means reflected by the contrast weights. With contrast analysis, researchers can obtain one significance test and one effect size that directly address a given hypothesis. In this article, we articulate a new way of conceptualizing various types of repeated-measures hypotheses from the perspective of contrast analysis. Though the mathematical procedures we describe are basic contrast procedures, the current conceptualizations highlight certain kinds of "multiple-pattern" repeated-measures hypotheses that previously have not been addressed explicitly.
The past 2 decades have seen advances in the sophistication of repeated-measures procedures based on analysis of variance (ANOVA; e.g., Keselman, Algina, & Kowalchuk, 2001; O'Brien & Kaiser, 1985) . Within the general domain of repeatedmeasures analyses, strategies for focused evaluation of theories are particularly intriguing and potentially quite useful. Consequently, basic methods for contrast analysis of repeated-measures data have seen recent development and evaluation (e.g., Boik, 1981 ; Keselman, Keselman, & Shaffer, 1991; Lix & Keselman, 1996) . For example, Rosenthal et al. (2000) addressed some core issues in repeated-measures contrasts, and Keselman and Keselman (1993) discussed a host of important technical issues in repeated-measures analysis in general, including contrast analysis.
The procedures outlined in such sources are efficient and informative for hypothesis-testing situations in which one pattern of results is of theoretical interest. For example, researchers might study a new therapy and expect to find a pattern of quickly de-creasing symptom levels. Using the basic procedures outlined by Rosenthal et al. (2000) or Keselman and Keselman (1993) , researchers could determine the degree to which the sample as a whole manifests the expected pattern of symptom decrease. Perhaps more informatively, they could use basic contrast methodology to evaluate the degree to which one group of participants (e.g., a treatment group) manifests the expected pattern more than does another group of participants (e.g., a control group).
But what about hypotheses in which two or more distinct patterns of results are of theoretical interest? For example, the researchers might want to determine which of two patterns their sample manifests more strongly-a pattern of immediate symptom reduction or a pattern of delayed symptom reduction. Or perhaps they have two groups of participants for whom they expect to find distinctly different patterns of results. For example, they might predict that participants receiving a new therapeutic intervention will show an immediate symptom decrease but that those receiving an old therapy will not show a symptom decrease until late in therapy (a delayed pattern). In such multiple-pattern hypotheses, the most general analytic issue is the degree to which participants manifest their expected pattern more than the alternative pattern. More specifically, to what extent does the new therapy group manifest their expected immediate pattern more than the delayed pattern, and to what extent does the old therapy group manifest their expected delayed pattern more than the immediate pattern? Although the repeated-measures contrast procedures presented by Rosenthal et al. (2000) and Keselman and Keselman (1993) were designed to handle one-pattern designs, their logic can be extended to accommodate the evaluation of multiple-pattern hypotheses. In fact, the fundamental logic of these familiar procedures can be generalized and integrated into a contrast-oriented framework applicable to a wide range of repeated-measures hypotheses.
The present article presents a framework that applies familiar contrast analyses procedures to singlepattern hypotheses or to multiple-pattern hypotheses. Furthermore, this framework addresses hypotheses for a single group or for multiple groups of participants. The approach that we outline is intended to broaden the scope of the types of hypotheses that researchers might consider in the efficient statistical evaluation of theories based on repeated-measures data.
Overview of Contrast Analysis
The fundamental goal of contrast analysis is to evaluate the degree to which observed data correspond to the data that are expected under a specific hypothesis. One key advantage of contrast analysis over more conventional omnibus approaches is that it directly evaluates the hypothesis of interest, whereas the conventional approaches proceed through a series of significance tests of frequently decreasing power, none of which may ever directly evaluate the hypothesis of interest.
The logic and computational procedures underlying contrast analysis are relatively straightforward, and they are the basis for the framework articulated in this article. Indeed, we essentially extend the basic procedures to a broader range of hypotheses that researchers might consider evaluating. As outlined in Figure 1 , the framework presented in this article breaks the procedures into a two-step process for the familiar onepattern hypotheses and into a three-step process for multiple-pattern hypotheses. Analysis of a one-pattern hypothesis begins with a within-person pattern step in which we assess the degree to which each participant manifests the expected pattern of results. Then, in a between-persons evaluation step, we compute an effect size and significance test to evaluate the degree to which the sample generally manifests the expected pattern of results (one-group design) or the degree to which a group (or groups) manifests the expected pattern more than does another group (or groups). For a one-pattern hypothesis involving more than one group, the evaluation step addresses what is essentially a one degree of freedom facet of the interaction between the repeated-measures factor and the between-groups factor. This two-step framework encompasses many of the repeated-measures situations described by existing contrast analysis procedures, such as those outlined by Rosenthal et al. (2000) .
Analysis of multiple-pattern hypotheses can be accomplished by extending the basic logic and computational procedures for familiar one-pattern contrast analysis. Analysis of a multiple-pattern hypothesis also begins with a pattern step in which we assess the degree to which each participant manifests each expected pattern of results. In contrast to the analysis of a one-pattern hypothesis, the next step for a multiplepattern hypothesis is a within-person difference step, in which we determine the degree to which each participant manifests his or her expected pattern more than the other patterns. Finally, in the betweenpersons evaluation step, we compute an effect size FURR AND ROSENTHAL 
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and significance test to evaluate the degree to which the participants generally manifest their expected patterns of results more than the other patterns of results. This three-step framework encompasses hypotheses not previously considered in the contrast analysis literature, which focuses on one-pattern hypotheses.
In what follows, we articulate and illustrate each of these analyses. By converting repeated-measures factors into what are essentially difference scores, our analyses are a multivariate approach to repeatedmeasures data (see Keselman & Keselman, 1993; O'Brien & Kaiser, 1985) . Thus, our approach rests on the assumption that contrast scores are normal, independent, and identically distributed. For cases involving multiple groups of participants, the additional assumption is made that contrast scores are normal, independent, and identically distributed within each group and that the variance of the scores is equal across levels of the between-groups factor. The current contrast-based approach, consistent with the multivariate approach more generally, collapses across levels of the repeated-measures factor and therefore does not rest upon the sphericity assumption (Boik, 1981; Keselman & Keselman, 1993; O'Brien & Kaiser, 1985) .
Modern approaches to data analysis emphasize the use of effect sizes in the theory evaluation process alongside conventional null hypothesis significance testing (Cohen, 1994; Loftus, 1996; Wilkinson & TFSI, 1999) . The sample sizes in the examples that follow are small, to facilitate the illustration of the logic of the analyses through hand calculations and to allow interested readers to replicate all analyses relatively easily. Note that, in real data, such small samples would be associated with relatively low power and would be particularly susceptible to the influence of outliers. To create clear pictures of how the procedures work, the effect sizes in the examples are larger than those found in most real data in most areas of psychology. For convenience, the examples feature equal sample sizes, but as with all contrast procedures, the procedures can be generalized to unequal sample sizes (Keselman & Keselman, 1988; Rosenthal et al., 2000) .
Although the analyses outlined in the current article are relatively simple to compute by hand (as are all contrast analyses), they might see wider use if they could be performed using popular statistical packages. To facilitate this, SAS command syntax is available that conducts all the basic analyses outlined in the current article.
1 This syntax also highlights the fact that the analyses outlined in this article are a form of the general linear model and familiar ANOVA-based contrast procedures. Indeed, this article is not about a new computational approach to contrast analysis. Instead, it is about extending familiar contrast procedures to analytic situations involving interesting and complex multiple-pattern hypotheses. As with all analyses involving more than a pairwise comparison of means or bivariate regression, researchers need to be aware of the potential interpretational complexity of some of the analyses we address. In the next three sections, we present the general meaning of our analyses. In the Discussion section, we consider the potential interpretational complexity in greater depth.
One-Pattern Hypotheses
Basic repeated-measures contrasts involve hypotheses that focus on one pattern of expected results. For example, we might hypothesize that a newly developed therapeutic technique produces symptom decrease relatively early in the therapeutic period (an immediate pattern of symptom change). With basic contrast analysis, we can evaluate this hypothesis for our sample as a whole (a one-group design) or we can determine whether two or more groups differ in their manifestations of the pattern (multiple-groups design). To build an analytic framework within which one-pattern and multiple-pattern hypotheses can be integrated, we briefly articulate and illustrate these basic procedures. For greater details on these basic procedures, interested readers should consult Keselman and Keselman (1993) and Rosenthal et al. (2000) .
One Group of Participants
Basic contrast analysis of one-pattern repeatedmeasures hypotheses proceeds in two steps. In the within-person pattern step, we assess the degree to which each participant manifests an expected pattern of results. We first create a set of contrast weights ( P s), representing the pattern of results that we expect to find. For each participant, we then compute an L score (L P ) reflecting the degree to which he or she exhibits the expected pattern of results. In the between-persons evaluation step, we compute an effect size and significance test to evaluate the degree to which the sample as a whole exhibits the expected pattern of results.
Consider only the new therapy group data in Table  1 . We observed participants, we measured their symptom levels at five points in time, and our theory suggests that they would show a relatively quick symptom decrease that remained stable for the remainder of the therapeutic period. In the pattern step, we propose a set of contrast weights, or lambdas, reflecting a pattern of symptom decrease (see the P values at the bottom of Table 1 ).
Choosing a set of contrast weights is a crucial facet of contrast analysis. For researchers less familiar with contrast analysis, this choice can be treated as a twostep procedure. First, we identify a set of scores that would be expected if the theory is correct. For example, if we have a measure of symptomatology on which scores generally range from 0 to 30, we might expect to see, in general, an immediate decrease of symptom level: 20 to 5 to 5 to 5 to 5 as therapy proceeds. Second, we center these expected scores (i.e., subtract the mean of the expected scores from each expected score), which retains the pattern of the predicted decrease but sets the mean of the pattern at zero. These centered contrast weights for our predicted values would be 12, −3, −3, −3, and −3. As with all contrast analyses, the mean of the contrast weights must be zero to ensure that the expected value of the subsequent statistic under the null hypothesis is zero. If being conducted by hand, subsequent calculations are simplified by converting the centered contrast weights to the smallest integer values. Here, dividing through by 3 yields the smallest integer values of 4, −1, −1, −1, and −1, as presented in Table 1 . As always, contrast weights should be carefully considered and should be determined a priori.
For each participant, we next compute an L P score representing the degree to which he or she manifests the expected pattern of scores. To compute an L P score for a participant, we compute the product of the participant's observed score at time t and the contrast weight associated with time t, and then sum the products:
where L Pi is person i's L P score, X it is person i's observed score at time t, and Pt is the lambda weight of the pattern at time t. Thus, Martina's L P score is (4 × 19) + (−1 × 1) + (−1 × 3) + (−1 × 2) + (−1 × 7) ‫ס‬ 63, as presented in Table 1 . A positive L P score indicates that the individual's observed data tend to match the expected pattern of data, a negative L P score indicates that the individual's observed data tend to be in a pattern opposite to our expectations, and the size of the L P scores reflects the degree to which the individual's data match the expected pattern of data. Although the L P scores do have meaning at the individual level, the key issue for the one-sample case is the degree to which the sample in general shows the expected pattern of data, which brings us to the next step.
In the evaluation step, we compute a one-sample t test and effect size based on the L P scores: 
and
where L P and s 2 L P are the mean and variance of L P scores across all n i participants and df ‫ס‬ n i − 1. For the data in Table 1 
Two (or More) Groups of Participants
What if we wish to determine whether two or more groups manifested the expected pattern of results to different degrees? Consider both the new and old therapy groups. We expected that those receiving the new therapy would show the immediate pattern of symptom change but that the old therapy group would not show that pattern to the same degree. In such a case, we are again interested in essentially one pattern of results, with the central analytic issue being the degree to which the new therapy group manifested the pattern more than the old therapy group. Thinking of the analytic situation in the context of a 2 (Group) × 5 (Time) repeated-measures ANOVA, the current analysis is a one degree of freedom facet of the Group × Time interaction.
For this design, we used a slight variation on the basic two-step analysis described above for the onegroup design. The pattern step is the same-we again used the contrast weights reflecting the expected pattern of immediate symptom change, and we computed L P scores reflecting each participant's manifestation of the expected pattern (see Equation 1).
A difference from the previous (one-group) analysis arises in the evaluation step. To reflect the between-groups nature of the question in this multiplegroup case, we computed an independent-groups t test on the mean L P scores from the two groups:
where s LP 2 is the pooled within-group variance of L P scores from the two groups:
Use of the pooled within-group variance term assumes that the population variances are equal, and when this assumption is not tenable, alternatives should be adopted (Keselman & Keselman, 1993; Welch, 1947 ). In the current data, we obtained a t value of 1.03 (p ‫ס‬ .17, one-tailed; p ‫ס‬ .33, twotailed) and an effect size (r contrast ) of .34 (see Equation  3 ). Thus, there appeared to be a nonsignificant tendency for the new therapy group to manifest the immediate pattern of symptom change substantially more than the old therapy group.
2
What if we are interested in more than two groups of participants? Consider all three groups in Table 1 and imagine that our theory suggests that the new therapy group will manifest the immediate pattern of symptom reduction very clearly, that the old therapy group will manifest the pattern at a moderate level, and that the control group will not manifest it at all.
For this hypothesis, the pattern step was again the same, but the between-persons evaluation step is a bit more complex. To address the three-group question, we computed a between-groups contrast on the mean L P scores from the three groups. This contrast was designed to test the specific hypothesis that the new therapy group would manifest the immediate pattern 2 The procedure illustrated here is the procedure that we would suggest for comparing two groups when one has only two groups. In Table 1 , we actually have information for more than two groups, and if we encountered such a situation with real data, we would proceed somewhat differently. We believe that estimates of error variance should usually be based on as many observations as possible, so we would pool the variance information from all three groups. For the data in Table 1 , we have error variance of 881.83 on 12 degrees of freedom, which results in t ‫ס‬ 0.97, p ‫ס‬ .18, one-tailed; p ‫ס‬ .36, two-tailed; r contrast ‫ס‬ .32 (we only use 8 df for r contrast ).
FURR AND ROSENTHAL more than the old therapy group, who would manifest it more than the control group. For this we chose between-groups contrast weights ( BG s) that reflected the expected order of group means on the L P scores. As with the contrast weights generated to represent the repeated-measures pattern of scores, the betweengroups weights could be generated by identifying three numbers reflecting the expected order of L P scores-say 20, 10, and 0 for the new therapy, old therapy, and control groups, respectively. Note that the actual values of the numbers themselves are arbitrary; they simply reflect the pattern in which we expected the group mean L P scores to fall. These numbers could then be centered (to ensure that the contrast weights will sum to zero) and be divided by 10 to produce contrast weights of BG ‫ס‬ +1 for new therapy, BG +0 for old therapy, and BG −1 for control group.
Then we proceeded as with any between-groups contrast, computing first the quantity L BG :
where L BG becomes the numerator of a betweengroups contrast t test, L Pj is group j's mean L P score, BGj is the between-groups contrast weight for group j, and n j is the total number of groups. L BG for this between-groups contrast was (+1 × 47.40) + (0 × 29.20) + (−1 × −1.00) ‫ס‬ 48.40. We then compared a t test and effect size correlation (see Equation 3) from the following:
where s 2 L P is the pooled within-group variance of L P scores (generalizing Equation 5 to accommodate three groups). These analyses begin to provide support for the hypothesis, t(12) ‫ס‬ 2.58, p ‫ס‬ .012, one-tailed; p ‫ס‬ .024, two-tailed; r contrast ‫ס‬ .60.
Although these results do shed light on the hypothesis in question, some degree of ambiguity arises in any analysis more complicated than a comparison between only two means. Note that the contrast weight for the old therapy group was zero (for any linear contrast that includes an odd number of groups, one group has a zero contrast weight). As a consequence, the mean of the old therapy group was essentially dropped from the analysis, and the analysis actually contrasted the new therapy group and the control group. Thus, the old therapy group could have had any mean and we still would have obtained the exact same significance, t(12) ‫ס‬ 2.58; r contrast ‫ס‬ .60. So, to fully evaluate the hypothesis-that the new therapy group would manifest the immediate pattern of symptom reduction very clearly, that the old therapy group would manifest the pattern at a moderate level, and that the control group would not manifest it at all-we needed to conduct two, two-group (pairwise) contrasts. One contrasted the new therapy group against the old therapy group, t(12) ‫ס‬ 0.97, p ‫ס‬ .176, onetailed; p ‫ס‬ .352, two-tailed; r contrast ‫ס‬ .32 (using the pooled variance from all three groups), and the second would contrast the old therapy group against the control group, t(12) ‫ס‬ 1.61, p ‫ס‬ .067, one-tailed; p ‫ס‬ .134, two-tailed; r contrast ‫ס‬ .49 (using the pooled variance from all three groups). The results of these two narrower analyses (particularly the effect sizes) provide clearer support for our original hypothesis, and such focused contrasts are advisable when conducting analyses that are more complex than pairwise comparisons of means. In the analyses and examples that follow, we focus mainly on the general contrasts, but in the Discussion section of this article we elaborate on the role of the more focused contrasts.
Two-Pattern Hypotheses
Now imagine that we have two competing theories of psychotherapeutic change-one suggests that symptoms change immediately and remain steady thereafter (the immediate pattern), and another suggests that symptoms do not change until late in therapy (the delayed pattern). The contrast approach to multiple-pattern hypotheses has not yet been explicitly addressed by repeated-measures methodologists, but it can be handled through a three-step generalization of one-pattern contrast analysis.
One Group of Participants
Consider only the new therapy group in Table 2 . If we are interested in two possible patterns of results, which pattern do these participants manifest more strongly? In the pattern step, contrast weights and L scores are created as described above, but a set of contrast weights are chosen for each of the expected patterns of results. Two sets of contrast weights reflecting these two patterns are presented at the bottom of Table 2 (labeled IMM and DEL ) . Again, the REPEATED-MEASURES CONTRASTS weights chosen to reflect each pattern should be carefully considered, and one could imagine different sets of weights that might reflect each pattern relatively well.
The next goal is to create scores that reflect the difference between the two patterns. Because the difference between L P scores derived from these two sets of contrast weights will be computed, each set of lambdas is standardized. If the sets of weights are left unstandardized, then the differences reflect the set with larger variance more strongly than the set with smaller variance. Standardized lambdas are presented in Table 2 as Z IMM and Z DEL . For each participant, we then compute an L P score for each of the two expected patterns. Each participant thus has an L P score reflecting the degree to which he or she manifests the expected immediate pattern of results and an L P score reflecting the degree to which he or she manifests the expected delayed pattern of results. These scores are presented in Table 2 and are labeled L IMM and L DEL , respectively.
In the difference step, we computed a difference L score (L D ) for each participant that reflects the degree to which he or she manifests a difference between the two L P scores computed in the pattern step. Assuming 
Entering the data from 
Two Groups of Participants
Researchers may have hypotheses in which they observe two groups of participants, and they expect a different pattern of results for each group. Consider both the new and old therapy groups in Table 2 . Suppose that we expect the new therapy group to show an immediate change, but we expect the old therapy group to show a delayed change. To evaluate this multiple-pattern, multiple-group hypothesis, we built on the three-step analysis, adjusting the difference step.
In the pattern step, we again created and standardized a set of contrast weights ( P s and Z P s) for each of the two expected patterns of results (see the Z IMM and Z DEL weights in Table 2 ). For each participant, we then computed an L P score for each of the two expected patterns (L IMM and L DEL ).
In the difference step, we computed an L D score for each participant to reflect the degree to which he or she manifested the expected difference between the two L P scores (L IMM and L DEL ), but we did so in a way that reflected our different expectations for the different groups. Because we expected the new therapy group to manifest the immediate pattern more than the delayed pattern, we subtracted the L DEL scores from the L IMM scores to create the L D scores for the new therapy participants (i.e., for new therapy group, Finally, in the evaluation step, we again computed a one-sample t test and an effect size based on the L D scores. By using a pooled variance estimate for the denominator of the t test, we removed any betweengroups differences in the size of the L D scores that might otherwise inflate the error term:
3 A mathematically equivalent way of analyzing the twopattern hypothesis would involve computing a set of lambdas reflecting the difference between the two patterns. We would take the difference between the Z IMM weights and the Z DEL weights to create a new set of weights (Z D ). Because we predicted that the new therapy group would manifest the immediate pattern more than the delayed pattern, we would subtract the Z DEL weights from the Z IMM weights to create Z D weights for the new therapy group, resulting in a vector of 1.5, −1, −1, −1, 1.5. Thus, when L scores are computed on the basis of Z D weights, a positive L score indicates that a participant manifested the immediate pattern of results more than the delayed pattern, and a negative L score indicates that a participant manifested the delayed pattern of results more than the immediate pattern. The one-sample t test and effect size computed directly from these L scores provides the desired information. In even more complex multiple-pattern hypotheses, we might expect that three or more interesting patterns of results could occur. For example, we might consider an immediate pattern, a delayed pattern, and an increasing pattern of symptom change (i.e., symptoms steadily increase as the therapeutic period continues).
One Group of Participants
If we are interested in three possible patterns of results, is there support for the multiple-pattern hypothesis that the sample manifests one pattern more strongly than the other two? In the interest of brevity and to avoid unnecessary redundancy, we do not discuss this design extensively. For this hypothesis, we again followed the three-step analysis. In the pattern step, we created and standardized three sets of contrast weights (one set for each pattern), then computed three L P scores for each participant. In the difference step, we computed an L D score for each participant that reflected the order in which participants were expected to manifest each of the three patterns (see the three-group example below for more detail about this process). In the evaluation step, we computed a one-sample t test and effect size on the L D scores.
Three Groups of Participants
Imagine that we have three groups of participants and that we hypothesized a different pattern of results for each group. Considering all the groups in Table 3 , we expected the new therapy group to manifest the immediate pattern of symptom change, we expected the old therapy group to manifest the delayed pattern of symptom change, and we expected the control group to manifest an increasing pattern of symptom change. We evaluated the general multiple-pattern, multiple-group hypothesis that each group manifests its expected pattern more than the other two expected patterns. For this, we again used the three-step analysis outlined above for multiple pattern designs, slightly altering the pattern and difference steps.
In the pattern step, we created and standardized a set of contrast weights for each expected pattern of results (Z P s; labeled Z IMM , Z DEL , Z INC in Table 4 ). We then compute three L P scores for each participant, reflecting the degree to which he or she manifests each of the three expected patterns (L IMM , L DEL , L INC ). Thus, Martina's L P scores are (multiplying her raw data in Table 3 by the Z P weights in Table 4) In the difference step we computed an L D score for each participant, reflecting the degree to which the participant exhibited his or her expected pattern more than the other two patterns. For the new therapy group, we computed the L D score by subtracting the average of the L DEL and L INC scores from the L IMM score; for the old therapy group, we computed the L D score by subtracting the average of the L IMM and L INC scores from the L DEL score; for the control group, we computed the L D score by subtracting the average of the L IMM and L DEL scores from the L INC score. Stated in terms of contrasts, we created and standardized a new set of contrast weights ( D s and Z D s), to reflect the "higher order" component of our multiple-pattern, multiple-group hypothesis-our expectations about the relative degree to which participants from different groups would manifest each pattern. More generally,
is the standardized difference lambda weight for pattern p, L P ip is person i's L P score for pattern p, and n p is the total number of patterns being considered (in this case, Table 4 includes the contrast weights used to produce the L D scores, and Table 3 shows the actual L D scores. Thus, Martina's L D score is (multiplying her three L P scores computed above and presented in Table 3 by the new therapy Z D weights in Table 4 In the evaluation step, we computed a one-sample t test and effect size based on the mean and variance of these L D scores across all participants (extending Equations 9 and 5 to include the variance and size of the control group). Results here provide support for the multiple-pattern, multiple-group hypothesis that individuals would manifest the pattern of change expected for their group more than the patterns of change expected for the other groups, t(12) ‫ס‬ 3.71, p ‫ס‬ .0015, one-tailed; p ‫ס‬ .003, two-tailed; r contrast ‫ס‬ .73.
Researchers might encounter situations in which an even more complex multiple-pattern, multiple-group hypothesis arises. For example, we may expect that the new therapy group would manifest the immediate pattern of data more strongly than either the delayed pattern or the increasing pattern, but that they may be more likely to manifest the delayed pattern than the increasing pattern (so, for the new therapy group, we expected L IMM > L DEL > L INC ). Similarly, we may expect that the old therapy group would manifest the delayed pattern strongest, then the immediate pattern, then the increasing pattern (so, for the old therapy group, we expected L DEL > L IMM > L INC ). Finally, we may expect the control group to manifest the increasing pattern more than the other two patterns, but we may have no expectations about the order in which they would manifest the immediate or delayed patterns (so, for the control group, we expected
For this case, we used the procedure just outlined, but in the difference step we used different Z D con- REPEATED-MEASURES CONTRASTS 285 trast weights to reflect these more complex expectations. The contrast weights were used to compute a different set of L D scores (see the L D2 column in Table  4 for the revised contrast weights). For example, the revised Z D contrast weights for the new therapy group reflect our expectation that their L IMM scores would be larger than their L DEL scores, which in turn would be larger than their L INC scores. Thus, Martina's L D2 score was (multiplying her L P scores presented in Table 3 by the new therapy weights in 
Discussion
The contrast-based framework outlined in this article is intended to expand the options for researchers interested in efficiently evaluating repeated-measures hypotheses. Although basic repeated-measures contrast procedures have been available for some time, the framework presented in this article highlights hypotheses that are not explicitly addressed by basic procedures. This framework applies to the familiar one-pattern hypotheses as well as more complex multiple-pattern hypotheses, and they can cover onegroup or multiple-group designs. Figure 1 summarizes the analytic situations that we have explicitly addressed, but there are at least two general statements that can be extracted. First, all repeated-measures contrast analyses require at least one within-person step and one between-persons step. For example, analysis of multiple-pattern hypotheses includes a within-person pattern step to determine the degree to which each participant manifests each of the expected patterns of results, a within-person difference step to determine the degree to which each par- FURR AND ROSENTHAL ticipant exhibits the expected patterns at different levels, and a between-persons evaluation step to evaluate the degree to which these differences are manifested by the sample in general (one-group design) or to different degrees by different groups (multiple-groups designs). This multilevel analytic structure reveals the convergence between the framework outlined in this article and the logic associated with multilevel modeling procedures such as hierarchical linear modeling (HLM; Bryk & Raudenbush, 1992) .
Summary of General Procedural Points
A second general statement is that, for each participant, one L P score is computed for each pattern of interest. If we are working with a one-pattern hypothesis, we compute only one L P score for each participant, and the evaluation step focuses only on these L P scores. If we have a multiple-pattern hypothesis, we compute multiple L P scores for each participant, and we compute one L D score for each participant to reflect differences in the degree to which the patterns were manifested by the participant. The evaluation step then focuses on these L D scores.
Interpretational Issues
When dealing with group means, the only unambiguous, irreducible analyses are pairwise comparisons. For repeated measures data, the only unambiguous analysis of means is the comparison of a group's mean score at one time with its mean at another point in time. A more complex hypothesis evaluating, for example, a linear decrease of means across five measurement occasions (e.g., Time 1 > Time 2 > Time 3 > Time 4 > Time 5) might be significant and have a relatively large effect size, which would indicate that scores at early time points are generally higher than scores at later time points, but it would not necessarily indicate that the mean at each time point is appreciably or significantly lower than the mean at the preceding time point, nor that the means fall exactly into the expected pattern. Similarly, for between-groups data, the only unambiguous analysis of means is the comparison of the mean of one group with the mean of another group. A more complex hypothesis evaluating, for example, the prediction that the mean of Group A is higher than Group B, which is higher than Group C, which is higher than Group D (e.g., A > B > C > D) might be significant and have a relatively large effect size, which would indicate that the groups expected to have relatively high means did generally have higher means than groups expected to have relatively low means. However, it would not necessarily indicate that the means fall exactly into the expected pattern. Only an r alerting effect size (see Rosenthal et al., 2000) of 1.00 indicates that the means correspond exactly to the expected pattern. Thus, even with contrast analysis, which is more direct and efficient for many purposes than an approach beginning with an omnibus test, anything more complex than a pairwise comparison can be reduced into a set of more specific analyses.
The analyses of multiple-pattern hypotheses articulated in the present article reduce one of these complexities to some degree, but an additional potential complexity arises. The repeated-measures ambiguity (e.g., the fact that an immediate pattern of symptom reduction is more complex than a simple pairwise comparison) is reduced by the adoption of the multiple-pattern approach to contrast analysis. In a onepattern analysis, a researcher can evaluate the degree to which data conform to one pattern, but he or she remains unaware of the degree to which the data might conform to alternative patterns. By adopting a multiple-pattern analytic strategy, as outlined in this article, and contrasting the degree to which a set of scores conforms to more than one pattern, the researcher can begin to directly evaluate the degree of potential repeated-measures ambiguity.
Of course, it is possible that a pattern exists that fits the observed data as well as (or perhaps even better than) those patterns evaluated by the researcher. This is true for all confirmatory analyses (e.g., MacCallum, Wegner, Uchino, & Fabrigar, 1993) , and although the current model provides some leverage on the problem of alternative or equivalent models, it does not eliminate the problem. Thus, researchers interested in the framework outlined in the current article should remain aware of this issue. Researchers should interpret their findings in light of the possibility that other hypothesized patterns of data might fit their data well. We discuss this in more detail below.
As with all analyses involving more than two groups, the between-groups complexity remains in the present procedures. The use of narrower, focused analyses is necessary to address the ambiguity. Consider the one-pattern, three-group hypothesis described earlier-the hypothesis was that the new therapy group would manifest the immediate pattern more than the old therapy group, which would manifest the pattern more than the control group. In the example data, the hypothesis was supported (r contrast ‫ס‬ .60), which indicates that, in general, the groups that were expected to show the pattern relatively strongly actually tended to show the pattern relatively REPEATED-MEASURES CONTRASTS strongly. In the current example, the means did indeed fall in the expected order (though not at exactly equal intervals), but we could have obtained a significant result and respectable effect size even if, for example, the control group unexpectedly manifested the pattern somewhat more than the old therapy group or if the old therapy group unexpectedly manifested the pattern somewhat more than the new therapy group. Thus, although the overall contrast result (r contrast ‫ס‬ .60) indicates that our prediction is roughly correct or that our prediction is "more right than wrong," we could conduct two pairwise contrasts (e.g., contrast the new therapy group with the old therapy group and contrast the old therapy group with the control group) to evaluate our prediction fully and at a more molecular level.
Researchers should consider conducting such indepth analyses to more fully inform their interpretations and conclusions. Table 5 presents additional analyses relevant to the one pattern, three-group hypothesis and to the two-pattern, two-group hypothesis. For example, consider the in-depth analyses of the two-pattern, two-group hypothesis (presented in Table 5 ). The overall contrast (r contrast ‫ס‬ .55, p ‫ס‬ .05) reflects marginally significant support for the general multiple-pattern, multiple-group hypothesis that participants manifest their own group's expected pattern of results to a greater degree than the other group's expected pattern. The in-depth analyses inform our conclusions even further by indicating that both groups manifested both patterns (although the new therapy group did not manifest the delayed pattern to a statistically significant degree) but that the new therapy group showed a clearer difference between the two patterns than did the old therapy group.
The new potential complexity that might arise in the analysis of multiple-pattern hypotheses lies in the interpretation of the L D scores. This complexity has two facets. One facet is similar to those outlined above and can be illustrated with a three-pattern, onegroup hypothesis. Consider the hypothesis that the new therapy group would manifest the immediate pattern more than the delayed pattern, and the delayed pattern more than the increasing pattern. According to the framework outlined above, such a prediction would be evaluated by computing three L P scores for each participant-one for the immediate pattern (L IMM ), one for the delayed pattern (L DEL ), and one for the increasing pattern (L INC ). Contrast weights would then be chosen to reflect the expected order of the patterns (Z D for immediate ‫ס‬ +1, Z D for delayed ‫ס‬ 0, Z D for increasing ‫ס‬ −1). This results in a significant t test with a large effect size, t(4) ‫ס‬ 3.65, p ‫ס‬ .011, one-tailed; p ‫ס‬ .022, two-tailed; r contrast ‫ס‬ .88, which can be interpreted as showing that participants in the new therapy group had symptom-level scores that conformed more closely to the immediate pattern than to the increasing pattern. In this example, because the contrast weight for the delayed pattern is zero, the contrast reduces to a pairwise comparison. More generally, multiple-pattern contrasts based on more than two patterns (i.e., contrasts in which L D is computed from more than two L P scores) can be further reduced to pairwise pattern comparisons (i.e., contrasts in which L D is computed from two L P scores). Thus, an overall contrast among four patterns can indicate the degree to which participants generally exhibit some patterns more than other patterns, and we can conduct narrower focused analyses of the data (as in Table 5 ) to extract additional information from the data set.
A second facet of the complexity that might arise in the analysis of multiple-pattern hypotheses concerns the interpretation of the difference between patterns (the L D scores) as reflecting only the difference be- Table  2 do indeed reflect the original hypothesized differences between the immediate pattern (Pattern A) and the delayed pattern (Pattern B). This difference could be seen as a third pattern (Pattern C). That is, the difference between the Z IMM weights and the Z DEL weights (see the bottom of Table 2 ) would produce a contrast weight vector of 1.5, −1, −1, −1, 1.5. 4 This vector, when applied to the participants' scores, produces the L D scores presented in Table 2 . Thus, the evaluation of the degree to which the data reflect a difference between Pattern A and Pattern B is mathematically equivalent to the evaluation of the degree to which the data reflect Pattern C (again, see MacCallum et al., 1993) . Put another way, the test of Pattern C is also the test of the difference between Pattern A and Pattern B. In a particular area of research, a particular investigator may well have an intrinsic interest in Pattern C, quite apart from having an interest in the difference between Patterns A and B. Nevertheless, when the investigator analyzes Pattern C, he or she simultaneously is comparing Patterns A and B with or without being aware of it. We believe that this is not overly problematic. It is perfectly reasonable for two investigators to see their research questions somewhat differently even when those questions are mathematically identical.
Researchers examining a multiple-pattern hypothesis should be aware of such issues, and concern over this potential ambiguity can be at least partially addressed on conceptual and analytical grounds. The purpose of contrast analysis is to evaluate a specific hypothesis, not to eliminate all possible mathematically equivalent or even similar hypotheses. If the state of research in a given area suggests that Patterns A and B are particularly reasonable, then the procedures outlined above are entirely valid ways of differentiating those two patterns. The fact that procedures can informatively differentiate Pattern A from Pattern B is not diminished by the fact that the same numbers are obtained if one were to evaluate Pattern C.
If researchers become interested in or concerned about Pattern C, they could examine the degree to which Pattern C is reflected in the data more or less than either Pattern A or Pattern B. The contrast analyses described in the current article can directly assess such questions. For example, one could conduct the procedures outlined above to directly differentiate Pattern C from Pattern A and from Pattern B, which would reveal the degree to which the original patterns are more reflective of the data than is Pattern C. For example, in the current data, the new therapy group manifests the immediate pattern more strongly than Pattern C-as outlined above, t(4) ‫ס‬ 2.04, p ‫ס‬ .06, one-tailed; p ‫ס‬ .11, two-tailed; r contrast ‫ס‬ .71-but manifests the delayed pattern somewhat less than Pattern C, though this is not close to conventional levels of statistical significance, t(4) ‫ס‬ −0.94, p ‫ס‬ .20, one-tailed; p ‫ס‬ .40, two-tailed; r contrast ‫ס‬ −.43. These issues converge on a point that applies to all statistical analyses. Statistical support for the prediction that Pattern A fits the data better than Pattern B does not necessarily mean that the theory on which the prediction was based is true. More generally, critics of significance testing have noted that a "significant" finding is difficult to interpret. For example, Cohen (1994) argued that significance does not even inform about the probability of the null hypothesis. Clearly, it has an even more distant connection to the verisimilitude of the psychological theory underlying the alternative hypothesis. Similarly, Meehl (1978) noted that many factors enter into the experimental evaluation of a theory, including auxiliary hypotheses and experimental conditions. The results of a single experimental evaluation of a theory should be interpreted in light of such considerations. The framework outlined in the current article is subject to the same concerns about the links among experimentation, statistical analyses, and theoretical conclusions.
Exploratory Analyses and Type I Error
As just described, one way to address any ambiguity is to conduct in-depth analyses. Indeed, doing so is an important step in almost any set of analyses if researchers are to evaluate theories in a methodologi-cally sound manner. Statistically speaking, contrast analysis is an efficient and powerful way to use the data to evaluate a theory. Researchers should probably not rely solely on one contrast however, even if it is a direct, efficient, and informative way to evaluate their core prediction.
Exploratory analyses are an important and useful complement to confirmatory analyses such as contrast analysis. Methodologists such as Behrens (1997) , Cohen (1994), and Tukey (1977) have argued convincingly that "exploratory and confirmatory can-and should-proceed side by side" (Tukey, 1977, p. vii) , and the American Psychological Association TFSI advocates this notion (Wilkinson & TFSI, 1999) . For example, exploratory analyses allow researchers to evaluate the assumptions on which their confirmatory analyses rest, and just as important, they offer the opportunity for new and unexpected insights.
When conducting exploratory analyses, or even when conducting a series of a priori confirmatory analyses, researchers need to consider at least two issues. First, they need to be clear about which analyses are confirmatory and which are exploratory. For example, Behrens (1997) cited the practice of interpreting unexpected interactions as if they were hypothesized and noted that this is neither truly confirmatory nor exploratory. Researchers who discover unexpected and intriguing results should be clear about the fact that the results were indeed unexpected, but the fact that a finding is unexpected does not mean that it is not important or not a potentially valuable insight. It does mean that the finding needs to be cross-validated in a separate data set before the field has great confidence in its validity, but then even predicted findings must be cross-validated. Here again, the field must rely on researchers to be conscientious and aware of their predictions and analyses.
A second, more technical issue concerns Type I error. When conducting a series of significance tests, whether a priori or exploratory, researchers need to address the issue of controlling error (Wilkinson & TFSI, 1999) . In evaluating the methods for controlling Type I error rates in pairwise multiple comparisons with repeated-measures data, Maxwell (1980) found that a Bonferroni procedure maintained relatively good power while maintaining a .05 alpha level. More recently, Keselman and Keselman (1993) echoed the recommendation for a Bonferroni approach, stating that such an approach can be used for both pairwise and nonpairwise contrasts. A simultaneous correction procedure such as a Bonferroni correction might be most useful when the researcher has planned the set of contrasts to be conducted, and thus knows how many contrasts to correct for. Rosenthal et al. (2000, pp. 174-177 ) described a set of procedures that might be more appropriate when researchers conduct exploratory or unplanned contrasts in addition to the original planned contrasts. Similarly, they described procedures that can be used to weight the degree of correction for each contrast by its degree of theoretical importance. Rather than reviewing additional options from the extensive literature on controlling Type I error, we direct interested readers to more comprehensive discussions (e.g., Keselman & Keselman, 1993; Lix & Keselman, 1996; Maxwell, 1980; Rosenthal et al., 2000; Rosenthal & Rubin, 1984) .
Selecting Contrast Weights
One issue that might be daunting for researchers less familiar with contrast analysis and that might be of some concern for methodologists is the choice of contrast weights-how numerically to represent the theoretical expectations (e.g., Abelson, 1996; Rosnow & Rosenthal, 1996) . There are at least two concerns that could be raised: the amount of thought and the amount of conscientiousness required by contrast analysis. Abelson (1996) , for example, acknowledged that contrast analysis requires investigators to be very clear about what they want to test. One could even argue that the conventional procedure of conducting an omnibus F test prior to a series of post hoc tests takes some of the thought out of data analysis-one simply follows a prescribed series of analyses to "fully" examine the data and then reassembles the results to make a statement about the hypothesis. But when using contrast analysis, researchers must be clear about what their theories predict, and they must be able to choose contrast weights that accurately reflect the predictions. Indeed, this does take thought. Abelson (1996) went on to state that "investigators often do not think clearly about what point they should try to make" (p. 245). Perhaps researchers do not always put as much thought into their analyses as they could, but this may be due more to the field's dedication to conventional cookbook analytic procedures than to the great complexity of most psychological predictions (Meehl, 1978) or to an inherent inability to think clearly about data. Anecdotally, we find that, when even minimally prompted, researchers can indeed articulate their expectations quite well enough to use contrast analysis. Indeed, we argue that FURR AND ROSENTHAL 290 one fundamental advantage of contrast analysis is that it does require researchers to think clearly about their theories and expectations.
A second concern over contrast analysis may be that it leaves much up to the discretion of the researcher, which requires conscientiousness. What is to prevent researchers from peeking at their data, then choosing a set of contrast weights that might provide the largest effect size or the smallest p value? For all practical purposes, there is little to prevent this. The same could be argued for any phase of the research process. But there are a few strategies that researchers can use to minimize the potential for bias in their choice of contrast weights. For example, researchers can ask others to provide them with a set of expected results. If there are five experts in the area of research, an investigator could ask all five to independently provide their own predictions for the results. The investigator could then aggregate the set of predictions for a consensus set of contrast weights.
Clearly, issues arise with contrast analysis that are of less concern in conventional analytic procedures. These issues might even be compounded when researchers consider a multiple-pattern hypothesis as outlined in this article. For a two-pattern analysis, twice the thought is required to produce contrast weights-and perhaps twice the temptation to adjust weights to fit the data. Nevertheless, we believe that as researchers become better acquainted with the logic, practice, and opportunities of contrast analysis, they will rise to its unique challenges.
Orthogonality
Researchers should be primarily concerned with selecting the contrast coefficients that accurately represent their theories-if the theories are not well represented, then all else is irrelevant. However, when conducting contrast analysis, researchers sometimes must consider the issue of orthogonality. This issue has implications for the ability to find differences between patterns and for significance levels. In the present context, orthogonality arises in two places.
First, in multiple-pattern analyses, the patterns might or might not be orthogonal. The more similar two patterns are, the more difficult it is to detect differences between them. Consider the two-group, twopattern hypothesis discussed earlier. The immediate and delayed patterns were not orthogonal, and in fact they were correlated at .25-both patterns reflected a symptom decrease from the first assessment to the last. Thus, if a participant's symptom levels conformed to the immediate pattern to some degree, the scores were also likely to conform to the delayed pattern to some degree. By the same token, the more dissimilar two patterns are, the easier it is to find differences between them. In the current examples, the increasing pattern was negatively correlated with the other two patterns, so the more a participant manifested the immediate pattern, the less he or she manifested the increasing pattern-a symptom decrease versus a symptom increase. This does not mean that nonorthogonal patterns should be avoided-again, the primary concern should be to represent the theoretical expectations.
Second, if two or more contrast analyses are conducted, the contrasts might nor might not be orthogonal. Generally speaking, the more similar two contrasts are, the more likely it will be that the contrasts will have similar results-both with respect to effect sizes and p values. Researchers concerned about Type I or Type II error should bear this in mind when comparing correlated contrasts.
Power Analysis, Confidence Intervals, and Directional Tests
Power analysis and confidence intervals are often informative. Indeed, the TFSI recommends that researchers report the statistical power of their inferential analyses and the confidence intervals around their estimates of population parameters (Wilkinson & TFSI, 1999) . In the framework outlined in this article, power analyses for the statistical tests of primary interest would be conducted as they would be for any between-subjects design. For example, consider the power of the two-pattern, two-group comparison, for a significance criterion of .05 (two-tailed). With a sample size of 5 people per group and an effect size of .55, the power of the t test is approximately .41 (Cohen, 1988) . With a sample size and effect size that are more representative of those typically found in psychological research (e.g., n ‫ס‬ 30 per group and r contrast ‫ס‬ .30), the power of the t test is approximately .65. In addition to its relative efficiency, another advantage of contrast analysis is that it avoids the reliance on post hoc tests of low power when evaluating a theoretically driven prediction.
For contrast analyses, the most informative confidence intervals are those around the effect sizes (a confidence interval around a mean L P score is probably not very meaningful). Consider again a twopattern, two-group hypothesis. Determining the confidence interval around a correlation requires Fisher REPEATED-MEASURES CONTRASTS transformations of the correlation, the computation of confidence intervals around this value, and a transformation back to the correlational metric (e.g., Hedges & Olkin, 1985, pp. 120-122) . With a sample size of 5 people per group and an effect size of .55, the 95% confidence interval around the population correlation is −.12 Յ Յ .88. Again, with a sample size and effect size that are more representative of those typically found in psychological research (n ‫ס‬ 30 per group and r contrast ‫ס‬ .30), the 95% confidence interval around the population correlation is .05 Յ Յ .52. Although most analyses in psychology are conducted as nondirectional (two-tailed) significance tests, the logic behind contrast analysis is inherently directional (one-tailed) in many instances. That is, confirmatory contrast analyses are applied in cases in which researchers have clear and explicit expectations that means will fall into a specific pattern. For example, a researcher might predict that the new therapy group mean will be higher than the old therapy group mean. In this spirit, the logic of significance testing suggests that statistical significance (i.e., rejection of the null hypothesis) should occur only in the event that the means actually fall into that direction and not in the event that the means fall into the opposite direction. Thus, one-tailed significance tests are entirely appropriate when confirmatory contrast analyses are conducted, even though some researchers might feel as though they are somehow cheating by using onetailed tests. In contrast, when researchers apply contrast analysis in a more exploratory context, then onetailed tests are inappropriate. For example, if a researcher genuinely has no strong prediction about which group has a higher mean, then a two-tailed test is most appropriate. The entire issue of one-versus two-tailed testing is becoming relatively moot as the American Psychological Association's (2001) publication manual and the report of the TFSI (Wilkinson & TFSI, 1999) have encouraged authors to move away from significance testing and toward reporting of confidence intervals.
Alternative Techniques
What alternatives are potentially available if researchers are faced with a multiple-pattern hypothesis? In the procedures we have outlined, L scores were used to reflect the degree to which a participant manifests a given pattern of results; however, other methods are available and worth some consideration. For example, Rosenthal et al. (2000) mentioned a correlation-based alternative to L scores, and Thorngate (1992) presented ordinal pattern analysis as a way of indicating the degree to which a participant manifests an expected pattern of results. Similarly, multilevel modeling procedures use regression weights to reflect the degree to which a participant manifests an expected pattern of results. Although it is beyond the scope of the current article, a quantitative and empirical comparison of the different indexes could prove to be valuable. For example, do they capture meaningfully different facets of change?
Similarly, further research could profitably examine links between contrast approaches to multiplepattern hypotheses and other techniques that could be used for focused analysis of repeated-measures data. For example, Keselman, Algina, Kowalchuk, and Wolfinger (1999) compared several procedures for the general analysis of repeated-measures data, and a similar comparison could examine contrast analyses in particular. Of specific interest might be a comparison between the ANOVA-based contrast approach and the regression-based multilevel modeling approach (e.g., Bryk & Raudenbush, 1992) . In fact, one could adopt the logic of the framework outlined in the current article and use a program such as HLM (Raudenbush, Bryk, Cheong, & Congdon, 2000) to analyze the data. In HLM parlance, researchers would choose sets of contrast weights, standardize and compute differences between them (for multiple-pattern designs), and use the difference contrast weights as within-person predictors of the dependent variable at the Level 1 stage of analysis. Then, they would contrast-code group membership to be used as predictors of individual intercept and slope parameters at the Level 2 stage of analysis.
Although sophisticated techniques such as multilevel modeling and latent growth curve modeling offer potential strengths as analytic tools, there is a trade-off between sophistication and simplicity. One strength of contrast analysis is its relative simplicity. This is consistent with recent recommendations from the American Psychological Association's TFSI, which recommended the use of minimally sufficient analysis and stated that "simpler classical approaches often can provide elegant and sufficient answers to important questions" (Wilkinson & TFSI, 1999, p. 598) . In fact, researchers armed with little more than a calculator or a basic spreadsheet program can conduct all the analyses outlined in the current article (including the determination of significance levels). We hope that the framework outlined in this article FURR AND ROSENTHAL helps provide efficient and clear statistical evaluation of a wide range of psychological hypotheses.
