It has always been a burden to the users of statistical topic models to predetermine the right number of topics, which is a key parameter of most topic models. Conventionally, automatic selection of this parameter is done through either statistical model selection (e.g., cross-validation, AIC, or BIC) or Bayesian nonparametric models (e.g., hierarchical Dirichlet process). These methods either rely on repeated runs of the inference algorithm to search through a large range of parameter values which does not suit the mining of big data, or replace this parameter with alternative parameters that are less intuitive and still hard to be determined.
INTRODUCTION
How many topics are there in science? 100? 1,000? How many topics are there in Wikipedia? Twitter? The Web?
Statistical topic models (e.g., [14, 4] ) are widely adopted to analyze text collections in various domains, such as the Web, scientific literature, social media, and digital humanities. Because of the principled mathematical foundation and effectiveness in exploratory data analysis, topic modeling has found its way into many classical and new data mining tasks, including topic extraction [4, 9] , sentiment analysis [17] , link prediction [18, 6, 26] and collaborative filtering [31] .
The success of topic models largely ascribes to its ease of use and interpretability of results in exploratory data analysis. However, it has always been a burden for the users of topic models to predefine the number of topics, which is the key parameter of most topic models. The situation becomes worse when the data is large and when the domain is open, as it is even hard to determine an appropriate range of the number of topics with limited prior knowledge. As a result, the user has to execute the same algorithm many times in order to enumerate different numbers of topics. The optimal number of topics is selected either by manually assessing the quality of topics extracted or through cross validation. Such a "manual transmission" process is apparently undesirable when the size of data and the number of topics are large.
Efforts in literature have attempted to solve this problem through Bayesian nonparametric models. Such models are built on an infinite-dimensional parameter space, thus have the capability to model infinite mixtures of topics and adapt the number of topics to the complexity of the data. These nonparametric models typically substitute one parameter (i.e., number of topics) with another (e.g., the concentration parameter in hierarchical Dirichlet process), which is even less intuitive and still hard to tune. These methods also usually rely on a more sophisticated inference algorithm. The quality of the topics extracted by the nonparametric models is often compromised comparing to those discovered through arXiv:1409.2993v1 [cs. LG] 10 Sep 2014 classical, parametric topic models. In practice, parametric models such as the probabilistic latent semantic analysis (PLSA) [14] and the latent Dirichlet allocation (LDA) [4] are still widely preferred.
It is our desire to find a user-friendly model that is simple, efficient, and free of parameters. Ideally, such a model should employ an inference procedure as simple as those of the classical models, and thus could be easily implemented and scaled up to handle large scale datasets. The algorithm should either automatically find the appropriate number of topics, or allow a user to interactively guide it towards the desirable number of topics, instead of shooting in the dark.
In this paper, we seek for such a model by exploring a new direction. We start with the intuition of how human labels books into categories. Without prior knowledge about the number of categories, a human cataloger would scan the books in order and start with a minimal number of labels. A book will be tagged with a label that it fits in, or a new label will be created for that book and passed along, if no existing label describes the book well. With this strategy, the cataloger does not have to go over all the books again and again. Can a topic model work as smartly as the human cataloger? If the existing topics cannot describe a document, it implies that another topic may exist that is significantly different from the existing ones, thus a new topic should be generated. Embedding such a process into classical topic models, we are able to grow the number of topics without the overhead of separate runs of the inference process.
To do this, the model has to read from the cataloger's mind for a measure of the "goodness of fit." Inspired by the likelihood ratio test [25] , we can measure how well a document is described by the current topics using the likelihood ratio of it being generated by the existing topics versus being generated by all plus one more topic. In this way, the topic model can find the right number of topics whenever a minimal threshold of the goodness of fit is provided.
Such a treatment actually substitutes the old burden of finding the number of topics with a new burden of finding this minimal threshold of the goodness of fit. We would further eliminate this burden to the users by finding this threshold automatically. One intuition of ours is that a cataloger wants more than the goodness of fit, who also expects the categories be clearly distinguishable. With this intuition, we propose an adaptive process so that a topic model can explore decreasing thresholds and stop when the diversity among topics is maximized. We find that the diversity of topics is a good indicator of the optimal number of topics. With such an adaptive process, we present a topic model that finds the appropriate number of topics without arbitrarily defined parameters.
Another intuition is that a user should be allowed to guide the model towards the number of topics that best fits his personal need. While telling how many topics I anticipate is hard, naming what kind of topics I expect is much easier. With a minimal effort, the user can provide an exemplar topic as simple as a keyword. The topic model would then extract topics at a similar granularity to this example. For instance, when a user queries for "machine learning," the model returns topics including "machine learning," "information retrieval," and "data mining," without going deeper, for example, into "frequent pattern mining."
To summarize, we present the following contributions:
1. We propose a nonparametric version of PLSA, named nPLSA, which dynamically grows the number of topics in a single inference process. Such a treatment substitutes the parameter of the number of topics with a threshold of the minimal goodness of fit, which allows us to further eliminate the parameters.
2. We propose a parameter-free treatment of nPLSA based on the diversity among the extracted topics, which is shown to be a good indicator of the optimal number of topics. The parameter-free nPLSA finds the appropriate number of topics when the extracted topics are the most distinctive from each other.
3. We propose an alternative parameter-free treatment of nPLSA by receiving weak supervision from users. The model extracts topics at the same granularity of a user-provided exemplar topic (e.g., a keyword). Both models require no arbitrary parameter from the user.
RELATED WORK
To the best of our knowledge, the two parameter-free treatments of nPLSA are the first topic models that are truly free of any parameters to be predetermined by the users. Traditional clustering algorithms such as k-means [11] and spectral clustering [33] , and statistical topic models, such as PLSA and LDA, all require users to specify the number of clusters or topics. One way to choose this parameter is to run the same algorithm on the same data many times with different parameter values, and then choose the best model based on statistical model selection techniques such as the perplexity on held-out data, the Akaike information criterion (AIC) [1] , or the Bayesian information criterion (BIC) [27] . These criteria generally balance the goodness of fit on the training or test data and the complexity of the model. All these methods have to execute the inference algorithm many times to search for the parameter, which is costly.
Another direction leads to Bayesian nonparametric models [29, 3, 8, 10] , which have been attracting increasing attention in the machine learning community. These models are able to model infinite mixtures and adapt the number of clusters to the complexity of the data. For clustering problems, the Dirichlet process mixture [12] model is widely used as the nonparametric prior of the mixture components. In [29] , Teh et al. proposed a Bayesian nonparametric topic model called hierarchical Dirichlet process (HDP). In HDP, each document is modeled with an individual Dirichlet process, and the mixture components are shared across documents by using the same base measure, which itself is distributed according to a Dirichlet process. In [3] , a hierarchical latent Dirichlet allocation (hLDA) model was proposed based on the Dirichlet process to infer topic hierarchies from the data. Although these models are flexible and theoretically sound, they all require more sophisticated inference procedures that are difficult to implement or to scale up. Bayesian nonparametric models do not mean "parameter free." In fact, these nonparametric models generally replace one parameter (i.e., number of topics) with another (e.g., the concentration parameter in HDP), which is even less intuitive and still has to be predefined.
Some recent effort has revisited classical clustering algorithms from the Bayesian nonparametric viewpoint. In [16] , Kulis and Jordan designed the DP-means algorithm, which is a scalable clustering algorithm built on top of k-means and is able to infer the number of clusters from the data. DPmeans shares a similar iterative process with k-means except that it allows new clusters to be generated during the learning process. The central idea of DP-means is that when the minimum distance between an instance and existing cluster centers is above some threshold, the algorithm will generate a new cluster centered in this instance. The nonparametric PLSA (nPLSA) we will present shares a similar intuition. However, the DP-means algorithm still requires users to specify the threshold of the minimal distance, which is even harder than defining the number of clusters. The two parameter-free treatments of nPLSA eliminate arbitrary parameters like such, which can also be applied to the context of data clustering.
PLSA
The classical parametric topic model probabilistic latent semantic analysis (PLSA) assumes that each document is a mixture proportion of topics, with each topic corresponding to a multinomial distribution over the word vocabulary. The log-likelihood L(D) of the training data D is calculated by:
where n(d, w) is the frequency of word w in document d, p(z|d) is the probability of topic z in document d, and p(w|z) is the probability of word w being generated by topic z. Following the maximum-likelihood principle, the parameters of the model, i.e. p(z|d) and p(w|z), are estimated by maximizing the log-likelihood objective function (1) . Due to the non-convexity of the log-likelihood defined by (1), it is difficult to obtain the global optimum value. To this end, the EM algorithm is generally applied for the problem. The EM algorithm alternates between two steps: E-step and M-step.
In the E-step, it calculates the posterior distribution of the latent variable z conditioned on the observation and current model parameters. In the M-step, it updates the model parameters based on the posterior probability calculated in the E-step. We summarize the updating equations as below: E-step: computing the posterior of the latent variable p(z|d, w) as follows:
M-step: updating the model parameters p(z|d) and p(w|z) based on the E-step:
To apply PLSA for topic modeling, users are required to specify the number of topics, K. However, it is generally very hard for users to estimate the number of topics in their datasets a priori, and this brings a considerable burden to the users. In the next section, we introduce a series of methods to eliminate the parameter K.
ELIMINATING THE PARAMETER K
To eliminate the parameter K, or to automatically choose the optimum K, one natural way is to execute the PLSA algorithm with different values of K and then choose the value that maximizes the likelihood of a held-out dataset or a statistical model selection criterion, such as AIC and BIC. These methods inevitably require many runs of the algorithm and hence are computationally expensive. A better way is to explore different numbers of topics within a single execution of the algorithm. Motivated by this, in Section 4.1 we introduce a nonparametric variation of PLSA named nonparametric PLSA (nPLSA), which allows the number of topics to dynamically increase and hence can compare different values of K within a single run of the algorithm. Although the nPLSA model still relies on a user parameter different from K, it can be eliminated either by making use of the diversity among the topics (Section 4.2) or weak supervision from users by providing an exemplar topic, which is as simple as simple as a query (Section 4.3).
Nonparametric PLSA
The nonparametric PLSA (nPLSA) model is motivated by the intuition that if a document is not well fitted by the current topics, then it implies at least one different topic exists in the document, which is not covered by existing topics. One natural reaction is to allow the document to self-promote into a new topic. In this way, this document should fit well into this new set of topics (the union of the original topics and the new topic emitted by the document). This procedure can be naturally applied to a collection of documents in a sequential manner.
One important issue is how to measure the goodness of fit of a document by the existing topics. Let Θ be a set of topics and θ d be the language model of document d. If a new topic was promoted by the document d, an expanded set of topics would emerge as Θ = Θ ∪ θ d . Naturally, the new topic would emerge as the language model of the document d. This decision can be made by comparing how well the document d is fitted by the two models Θ and Θ . If Θ gives a much better explanation of d than Θ, then the new topic should be generated; otherwise the current set of topics should be carried on. Formally, a likelihood ratio test [25] can be used to compare the goodness of fit of two models, with the requirement that one is nested within the other (in our case, Θ is nested within Θ ). Inspired by this, we define a distance metric between a document d and a set of topics Θ as the log-likelihood ratio of the two models Θ, Θ :
where w d refers to all the words in d. In reality, since the maximum likelihood estimation of document d will yield to its own language model θ d , we have log p(
Eqn. (5) becomes:
Let be a minimal threshold of the distance above (note this threshold parameter will be eliminated in the parameterfree treatments in the next two subsections). A new topic will be generated if ∆(d, Θ) is above this threshold, and otherwise Θ will be carried on. This process can be easily integrated into the EM algorithm of the original PLSA model, resulting in a nonparametric algorithm summarized into Algorithm 1. More specifically, when making the inference of each document d in the E-step, we first calculatethe goodness of the document d by existing topics Θ, i.e. ∆(d, Θ). If ∆(d, Θ) > , the algorithm will generate a new topic initialized as θ d , and all the words in the document d will be initially labeled with the new topic. Otherwise, the algorithm will not generate a new topic and instead infer the latent variables z using the current model. Note that when a document is visited in one of the EM iterations, the number of topics may have changed since it was visited in the previous iteration. That says, if the number of topics equals the number of topics previously fitted into this document, then the inference of this document can be done based on Eqn. (2); otherwise, we will need to fit this document with the new set of topics so that the new topics have a chance to be adapted to the document. This can be achieved by a "fold-in" process [14] , which updates the topic distribution of the words in the document, i.e. p(z|d, w), and topic proportions of the document, i.e. p(z|d), by maximizing the likelihood of the document. This process continues until no new topic is generated and the log-likelihood converges.
Algorithm 1:
The nPLSA model Input: Training data D, : the threshold of the minimal distance ∆(d, Θ). ; Output: Number of topics K, the word distributions of topics {p(w|z)}z=1,...,K ; initialization: K = 1, randomly initialize this topic; set the number of topics fitted to each document
else conduct a "fold-in" process ;
M-step: update model parameters Θ according to Eqn. (3) and (4). end
A Theoretical Interpretation
The procedure of Algorithm 1 is similar to that of original PLSA model except that it allows new topics to be generated in the E-step. Although remaining simple, the algorithm does have a principled theoretical interpretation. Specifically, one can prove that the whole procedure is actually monotonically maximizing the following objective function
which is the log-likelihood of the training data penalized by the number of topics. The coefficient of the penalization is essentially the threshold in Algorithm 1. In other words, the introduction of one extra topic results in the loss of one minimal threshold of likelihood ratio, . Clearly, a smaller results in a larger number of topics. Such an objective function is in fact closely related to the Akaike information criterion (AIC) [1] in statistical model selection and also related to the objective in DP-means [16] .
We now prove that Algorithm 1 is maximizing the objective function (7) in both the E-step and the M-step. In E-step, there are three different cases: (1) ∆(d, Θ) > , based on which one can obtain log p(w d |Θ ) − (K + 1) > log p(w d |Θ) − K, with the likelihood of all other documents unchanged, thus improving the objective in Eqn. (7); (2) T d = K, which boils down to the same inference procedure of the E-step in PLSA; and (3) T d < K, which introduces a "fold-in" process that maximizes the likelihood of the current document without touching other documents. The M-step is the same as classical PLSA procedure, which maximizes the log-likelihood of data without changing the penalty term, thus also improving the objective. The objective (7) is upper-bounded as long as there is finite number of topics in the data. By the monotone convergence theorem, the algorithm will finally converge to a local maximum of the objective function.
In summary, the nPLSA model is a nonparametric topic model with an inference procedure much easier than those of the Bayesian nonparametric methods. The nPLSA model replaces the parameter K with a different parameter . Although can be as hard to predetermine as the K, the benefit of doing this is that now nPLSA can automatically compare different numbers of topics within a single execution of the algorithm. This makes it possible to further eliminating such an arbitrary parameter, or to find the optimal parameter value automatically. In the following, we provide two ways to get rid of the parameter by utilizing the diversity among the topics (Section 4.2) or requesting weak supervision from users, which is an exemplar topic as simple as a query keyword (Section 4.3).
Parameter-free nPLSA through Topic Diversity
The nPLSA model makes it possible to gradually grow the number of topics in a single inference procedure. Intuitively, it is desirable to discover the most significant topics first, and then dive deeper into the finer topics. With nPLSA, one can start with a large to generate topics that are largely divergent from existing topics, and then gradually decay to distinguish topics that are closer together. As long as is monotonically decreasing, one is still maximizing the objective (7) with the smallest explored. The question is when to stop generating new topics, or stop exploring a smaller .
Our treatment makes use of a measure of diversity among the topics as a criterion to stop generating new topics. Diversity is widely studied as a criteria in ranking [20] , query suggestion [19] and document summarization [5] . Some existing work has used diversity as an evaluation criteria for topic quality [21] , but not for selecting the optimum number of topics (compare across different numbers of topics). We formally define the diversity among a set of topics as follows: 
else for each d, make inference based on Eqn. (2); M-step: update model parameters Θ according to Eqn. (3) and (4) . end where K is the number of topics, θi is the word distribution of the i th topic, and dist(·, ·) is a distance function between the two models. In practice, one can instantiate the distance function with the L2 distance or the Jensen−Shannon divergence [7] (the symmetric version of the Kullback−Leibler divergence [7] ). In this work, we simply adopt the L2 distance because it is more sensitive to the top-ranked words.
Intuitively, if the number of topics is small, the learned topics tend to be close to the background language model and thus do not distinguish well between each other. When the number of topics grows, the granularity of topics becomes finer and the topics become more distinguishable, thus increasing the diversity. However, when the number of topics becomes too large, we start to obtain many small topics which may be too close to each other, which decreases the topic diversity. Therefore, diversity seems to be a good measure to capture the right granularity of topics.
To verify this, we conducted topic modeling analysis on a synthetic dataset, in which the correct number of topics is known (see Figure 2 (a) in Section 5). The result confirms our intuition and proves that topic diversity can be a good indicator of the right number of topics.
Therefore, we utilize the diversity among topics as a criteria for stopping the generation of new topics in nPLSA, which yields a new process shown in Algorithm 2. Specifically, we adopt a farthest-first heuristic. In each iteration, we first find the document d * that has the largest distance ∆(d, Θ) to existing topics Θ. Then a new topic is generated from document d * , i.e. Θ = Θ ∪ θ d * . This heuristic is related to the process for sampling seedling points in the KMeans++ algorithm [2] . This means exactly one new topic is generated in each EM iteration. We do foresee relaxations of this heuristic so that multiple new topics could be generated in a single iteration, which will further improve the efficiency of the algorithm. For other documents, a "fold-in" process is conducted to fit them with the new configuration of topics. During the process, the diversity among the current set of topics is monitored. When the diversity of the topics achieves an optima, the algorithm stops generating new topics and the original inference procedure of PLSA will be conducted until convergence. Such a process does not rely on any predefined parameter, neither K or .
The parameter-free nPLSA model through topic diversity provides an automatic way of finding the number of topics that best fits the data. In practice, a user may have a personal preference about the granularity of topics. For example, he or she may want to explore topics at a higher level like "data mining" or "machine learning," while another user may explore topics with a finer granularity like "frequent pattern mining" or "semi-supervised learning." A friendly topic model may adapt the number of topics to this personal need. Below we present another parameter-free treatment to nPLSA, which utilizes weak supervision from a user and finds the number of topics that best fits the need of the user.
Parameter-free nPLSA through Weak Supervision
The alternative parameter-free treatment of nPLSA allows a user to steer the topic modeling process by providing limited supervision. In practice, we found that while it is hard for a user to define the number of topics in a given dataset, it is usually much easier for her to describe an exemplar topic of her expectation (e.g., "I want to find topics like data mining."). To minimize the burden on a user, we thus allow her to provide an exemplar topic in the form of a keyword query, to guide the algorithm towards the desirable granularity of topics. This query-by-example design makes a much more reasonable assumption about the users, because it is an everyday practice to construct search queries.
Let us define the distance of a set of topics Θ to the query q as the distance between q and the topic closest to it:
where θq is the query language model. While a query can be as short as a keyword, it is the common practice in information retrieval to estimate a robust θq though model-based pseudo feedback [34] . We first retrieve all the documents containing q, which are called feedback documents F . Each feedback document is assumed to be a mixture of the query model θq and a collection background model θC . θq is estimated by maximizing the likelihood of the feedback documents F under this mixture assumption. In the process of Algorithm 2, the granularity of topics decreases as they are split into subtopics. Initially the algorithm may identify a topic with a coarse granularity that is closest to θq. As the algorithm runs, this topic is split into subtopics, and one of its subtopics may become closer to θq. During this process, d(θq, Θ) will decrease. When the granularity of the topics matches the granularity of θq, the distance d(θq, Θ) will achieve the minimum. Now when the topic closest to q is further split into smaller topics, the centers of the subtopics are likely to move away from the center of θq (see our empirical results in Figure 6 ). The algorithm thus stops generating new topics when d(θq, Θ) achieves a minimum, and at that point it discovers topics with the same granularity as q. The whole process remains the same as Algorithm 2 except that the criterion for stopping generating new topics becomes minimizing d(θq, Θ) instead of maximizing diversity.
To summarize, the two parameter-free treatments of nPLSA automatically find the number of topics that are either the most distinctive from each other or the best fits to the user's need, without enumerative runs of the inference algorithm. Next we provide more discussion on some practical issues of the above three models.
Discussion
How to determine when topic diversity is maximized? Since the diversity among the topics may not be a convex function with respect to the number of topics, in practice we can wait several iterations until the topic diversity begins to decrease smoothly. An alternative solution is to run the parameter-free nPLSA with enough iterations to see how the topic diversity changes, from which we can figure out the optimum number of topics. Then one can simply execute a classical topic model using this optimum number of topics. It is similar to determine when d(θq, Θ) achieves the minimum. Sensitivity to the order of documents. As the nPLSA model introduced in Section 4.1 processes the documents in sequential order, one concern is whether the order of the documents affects the result. We will empirically show that the result is not sensitive to the order of the documents (See Figure 3 (d) in Section 5). The parameter-free treatment of nPLSA with either topic diversity or weak supervision does not depend on the order of the documents. In each iteration, each of the two scans the entire dataset to get the farthest document and generate a new topic from it; for the rest of the documents, a "fold-in" process is conducted to fit them with the current set of topics. Scalability. The parameter-free nPLSA introduced in Section 4.2 and 4.3 are batch algorithms. To suit the mining of streaming and big data, extending them into online inference algorithms appears to be more reasonable than making them parallel. We leave the online inference procedure of parameter-free nPLSA for future work.
EXPERIMENTS
We evaluate the nPLSA model and its parameter-free versions against classical topic models PLSA and LDA, and also the Bayesian nonparametric topic model HDP 2 . We evaluate all the models on both synthetic and real-world datasets.
Evaluation Metrics
We first introduce the evaluation metrics. On synthetic data, we know the ground truth of the topics. We denote the ground truth topics as Θ * = {θ * k } k=1,...K * , and the learned topics as Θ = {θj}j=1,...K , where K * , K are the number of topics in ground truth and the number of topics learned by the algorithm(s). The quality of the learned topics can be measured by comparing them to the ground-truth topics.
Topic Quality Error. The topic quality error measures the error that the learned topics introduce to the ground truth topics. The quality error of each individual learned topic is defined as the minimum distance between the topic and the ground truth topics. The overall topic quality error is averaged over all the learned topics:
On real data, the ground truth is unknown. We introduce two metrics that do not depend on the ground truth of the topics. One of them measures the semantic coherence of the topics discovered [24, 23, 22] . In [24] , the point-wise mutual information is used. Finally, we present the metric of perplexity, which is a commonly used metric in literature.
Topic Semantic Coherence. The topic semantic coherence is used to measure the semantic coherence of the learned topics. For each topic, the semantic coherence is defined as the average point-wise mutual information score of every pair of the top-ranked words in a topic θ ∈ Θ:
where w i,θ , w j,θ are the words ranked at the i th and j th positions in topic θ. p(w i,θ , w j,θ ) is the probability that the pair of words co-occur in the same document while p(w i,θ ) is probability of a word w i,θ appearing in a single document.
In our experiments, we focus on the top 20 words per topic (N = 20). A large dataset is required to calculate the pointwise mutual information of the word pairs.
Perplexity. The perplexity is used to measure the predictive performance of the topics learned on a held-out dataset. Specifically, for each document wj in the held-out dataset, we split the document into two parts wj = (wj1, wj2) and compute the predictive likelihood of the second part wj2 (20% of the words) conditioned on the first 80% of the words and the training data, the same way used in [30] . It can be calculated by:
Results on Synthetic Dataset
We first compare the behaviors of models on a synthetic dataset so that we know the ground truth of topics. We generate a collection of 1,000 documents with 200 words each using the generative process of LDA with 20 topics, a vocabulary size of 1,000, and the parameters of Dirichlet priors for topic mixtures and word distributions being 0.1 and 0.01. To make the underlying topics differentiable, we only keep topics whose minimum distance to existing topics is larger than 0.5. Figure 1 presents the results evaluated by different metrics on the synthetic datasets. All the results are averaged over 10 runs with random data generation. Figure 1(a) shows the topic quality errors of different models w.r.t. different numbers of topics. For the nPLSA model, we vary from 10 to 400, and plot the results w.r.t the number of topics the model generates. For HDP, we use the default settings and plot the performance similarly (each run corresponds to one data point on the figure ). The performances of PLSA, LDA and nPLSA are comparable and all significantly outperform HDP. The optimum performances of PLSA, LDA, and nPLSA are achieved around the ground truth number of topics. The most interesting observation presents in Figure 1 (b), which plots the diversity of the topics learned by different models. The diversity of the topics discovered by the nPLSA model is also comparable with that of PLSA and LDA, much higher than that of HDP. Reconfirming our intuition in Section 4.2, the topic diversity increases when the number of topics increases from a small number of topics, peaks when the number of topics arrives at the ground truth, and drops when even more topics are generated. Note that diversity measure does not rely on the ground truth topics, suggesting that it is a good criterion for topic modeling in real data.
Results of the parameter-free nPLSA
Next, we investigate the performance of the parameterfree nPLSA model (Algorithm 2). Figure 2 (a) presents the diversity of the topics discovered by the parameter-free nPLSA model in a single run along the iterations or the number of topics (exactly one topic is generated per iteration). The topic diversity monotonically increases to the optima when the number of topics hits 21, and then monotonically drops. This means the parameter-free nPLSA model will yield 21 topics, which is very close to the ground truth, 20. Figure  2(b) shows the distributions of ∆(d, Θ) of all the documents w.r.t. the number of topics. Overall, the average of ∆(d, Θ) is decreasing as more topics are generated. This means that the documents are fitted better with more topics. When the number of topics reaches the ground truth, the distribution of ∆(d, Θ) becomes stable. This is because the nPLSA model has already discovered all the underlying topics, and introducing more topics will hardly fit the documents better.
To summarize, on synthetic data the nPLSA model can obtain comparable performance as PLSA and LDA and significantly outperforms HDP. The diversity of the topics will achieve the optima around the right number of topics, making it a good criteria for selecting the right number of topics. With a single run, the paramter-free nPLSA model can find this optima and yield the appropriate number of topics. Figure (a) shows the maximum topic diversity is achieved around the optimum number of topics. Figure (b) shows that the document are fitted better when more topics are generated and this becomes stable once the number of topics generated by the model reaches the ground truth.
Results on Real-World Datasets
Besides the promising results on synthetic data, we step forward to evaluate all the models on real-world datasets. The first dataset we use is the computer science bibliography DBLP from [28] 3 . It includes the records of 1,572,277 papers, from which we kept all the papers with complete abstracts, which yields 529,386 abstracts. We randomly select 5,000 abstracts from the collection and use them as the training data. We removed all the stop words and words that appeared in less than 20 training documents. In this way, 2,899 unique words are obtained. We conducted a 10-fold cross validation on the training dataset. For calculating the semantic coherence of the topics, we utilized the whole abstract dataset. Figure 3 presents the behaviors of different models on the DBLP dataset. Figure 3(a) plots the perplexity of held-out data against the number of topics. The perplexity of PLSA, LDA and nPLSA all becomes saturated when the number of topics is sufficiently large. The nPLSA performs comparably with PLSA and LDA and outperforms HDP. Note that directly using the perplexity metric as the stopping criterion for nPLSA seems problematic, as it saturates but does not actually converge. Figure 3 (b) compares the semantic coherence of the topics discovered by different models, measured by the pointwise mutual information. For PLSA, LDA, and nPLSA, the metric presents a clear bell shape, which peaks when the number of topics is moderate (e.g., generally between 50 and 150). The performance of the three models well outperforms HDP. Indeed, when reading the actual topics discovered by HDP, we found that it discovered some very smallish topics, which are very difficult to interpret. This behavior may be due to the rich-gets-richer nature of the Dirichlet process. Figure 3 (c) compares the topic diversity of different models w.r.t different number of topics. The diversity of PLSA, nPLSA, and LDA increases at the beginning and then begins to drop after the number of topics is large enough. This observation is consistent with that on synthetic data. Inter- estingly, the diversity of topics extracted by nPLSA outperforms the diversity of topics extracted by PLSA (and LDA) when the number of topics is large, given how similar of inference process is. This indicates that the generation process of new topics in nPLSA finds better seedling topics, where in PLSA and LDA all topics are initialized randomly. One may wonder how much the process of nPLSA is sensitive to the order in which the documents are processed. In Figure 3(d) , we plot the distribution of the number of topics over 50 randomized orderings of the documents. The number of topics discovered by nPLSA is not sensitive to the ordering of documents.
Results of the parameter-free nPLSA on DBLP Figure 4 (a) presents the diversity between the topics generated by the parameter-free nPLSA model (Algorithm 2) in a single run w.r.t the number of topics discovered. Clearly, the diversity of topics increases with more topics at the beginning, reaches an optima around 140, and decreases when more topics are generated. Consistent with the behavior on synthetic data, the parameter-free nPLSA model is able to find the appropriate number of topics by maximizing the diversity metric. Figure 4(b) shows how the parameter (the maximum ∆(d, Θ) in each iteration) changes w.r.t the number of iterations (topics). Table 1 lists some example topics discovered by the parameterfree nPLSA, compared with the topics discovered by PLSA and LDA with the same number of topics provided. The topics discovered by nPLSA are comparable with those found by PLSA and LDA, which is promising given that the num- ber of topics are adapted in a single run. In Figure 5 , we also compared the efficiency of finding the number of topics using the parameter-free nPLSA versus using enumerative runs of PLSA/LDA. The parameterfree nPLSA is significantly more efficient, especially when the size of the data increases ( Figure 5(a) ). The time complexity of nPLSA grows linearly with the number of topics discovered, while enumerating different numbers of topics using LDA or PLSA results in an quadratic growth with the number of topics ( Figure 5(b) ). This suggests that the parameter-free nPLSA is especially suitable for bigdata from an open domain, where there exists lots of topics. #topics minutesResults of the weakly-supervised nPLSA on DBLP
The observations above prove that the parameter-free treatment of nPLSA performs well in reality and learns the appropriate number of topics from the data. What if the user specifies a personalized preference of the granularity of topics? We move forward to evaluate the weakly-supervised nPLSA model, which allows the user to query with an exemplar topic. The model will stop generating new topics Topic 1  Topic 2  Topic 3  Topic 4  Topic 1  Topic 2  Topic 3  Topic 4  Topic 1  Topic 2  Topic 3  Topic 4  network  computing  classification  clustering  wireless  services  classification  real  network  service  classification  clustering  networks  services  classifier  cluster  sensor  computing  accuracy  clustering  networks  services  fuzzy  distance  nodes  grids  vector  clusters  networks  internet  vector  similarity  nodes  management  selection  measure  wireless  environments  accuracy  hierarchical transmission  deployment  classify  cluster  sensor  resource  accuracy  similarity  sensor  resources  classifiers  cell  network  infrastructure  vectors  hierarchical  wireless  resources  decision  cluster  node  middleware  results  validity  sensing  middleware  fusion  experiments  node  middleware  method  clusters  energy  infrastructure evolutionary  cells  sensors  paradigm  classifiers  clusters  protocol  architecture  set  measures  protocol  workflow  classify  caching  due  ubiqutous  normal  measure  transmission  support  classifier  hierarchical  paper  computational  classes  proposed  cooperative  environments  predictive  effectiveness  paper  paper  criteria  metric  transmission heterogeneous  proposed  paper  interference  technologies  classify  synthetic  protocol  based  proposed  validity when the distance of the closest topic to the query is minimized. In Figure 6 , we present the results of the weaklysupervised nPLSA model with two different queries. For each query, we plot how the distance between the closest topic and the query, d(θq, Θ), changes w.r.t the number of topics discovered. Top five words of the highest probability are listed to present the meaning of the topic. Figure 6 (a) studies the query "data mining." In the first several iterations, the closest topic to this query presents words like "system, paper, data, network, model," which is more likely a background topic of the corpus. After several iterations, the closest topic becomes "web, data, search, information, knowledge," which seems to be a mixture of information retrieval and data mining. When more topics are generated, the closest topic becomes "data query database clustering mining," which is precisely the "data mining" topic the user is looking for. There we can see that the distance d(θq, Θ) achieves the minimum around 25 iterations. At this point the algorithm should stop generating new topics. However, if the algorithm continues to generate new topics, the next closest topic to the query will become "pattern, mining, sensitive, frequent, output," which is about "frequent pattern mining," a subtopic of "data mining." In this case, the granularity of the topics becomes too small comparing to the user's preference. We then study another query "frequent pattern mining," which indicates a finer granularity of interest than "data mining." From Figure 6 (b), we can see that distance d(θq, Θ) achieves the minimum around 70 topics, indicating that there are more topics at the granularity of "frequent pattern mining" than those comparable to "data mining." The shortest distance becomes stable after the topic "pattern, mining, patterns, output, items" is found. This is precisely the "frequent pattern mining" topic, which does not further split along the iterations. Table 2 list some exemplar topics discovered by the weaklysupervised nPLSA model given different exemplar queries. We can see that the granularity of those topics is close to the query topic and well satisfies users' personal needs.
In our experiments, we also applied the nPLSA model and its parameter-free versions to a social media dataset collected from Twitter. As the length of tweets is too short for topic modeling analysis [15] , we adopt the same strategy as [15] by treating each hashtag as a "pseudo document" and concatenate all the tweets containing this hashtag into the same document. A sample of 10,769 "documents" are collected from a seven-days time window, with a vocabulary of 121,709 words. Similar behaviors of the models are observed on the Twitter dataset. Due to the space limit, we omit the detailed description of the results on the Twitter dataset.
CONCLUSION
We presented a series of treatments to the classical topic model, PLSA, in order to eliminate the arbitrary predetermination of the number of topics. We first proposed a nonparametric topic model named nPLSA, which makes it possible to grow the number of topics in a single inference procedure that remains simple and efficient. Two parameter-free treatments of nPLSA are then presented that truly eliminate all arbitrary parameters. One of them finds the number of topics that are the most distinctive from each other, and the other allows a user to provide an exemplar topic and finds topics at the same granularity of the example. The nPLSA model and its parameter-free treatments have considerable advantage over parametric topic models such as PLSA and LDA, and Bayesian nonparametric models such as HDP. Future work will focus on further scaling these models for big data. In particular, it is possible to develop an online inference procedure of these models similar to the practice in [13] and [32] , as well as distributed versions of the algorithms. We also plan to investigate alternative stopping criteria for the parameter-free inference procedure.system paper data network model web data search information knowledge data query database clustering mining pattern mining sensitive frequent output (a) Query: "Data Mining"Table 2 : Example topics by weakly-supervised nPLSA with different queries. Topics with a similar granularity to the query are extracted. The query "frequent pattern mining" yields topics with a finer granularity.
