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Abstract
We provide for first order discretizations of the integral fractional Laplacian sharp local error
estimates on proper subdomains in both the local H1-norm and the localized energy norm. Our
estimates have the form of a local best approximation error plus a global error measured in a weaker
norm.
1 Introduction
It is well-known that the rate of convergence of the finite element method (FEM) applied to elliptic
PDEs depends on the global regularity of the sought solution. However, if the quantity of interest is just
the error on some subdomain, one could hope that - provided the solution is smoother locally - the error
decays faster. This is indeed the case, and the proof of this observation goes back at least to the work
[NS74]. Since then, the local behavior of FEM approximations has been well understood and various
refinements of the original arguments can be found in, e.g., [Wah91, DGS11]. In these works the locality
of the differential operator is used to prove estimates of the form that the local error is bounded by a
local best approximation and a local error in a weaker norm.
Currently, models of anomalous diffusion are studied in various applications, which gives rise to
fractional PDEs, i.e., fractional powers of elliptic operators. The numerical approximation of fractional
PDEs by the finite element method, as studied here, is an active research field, and we mention, e.g.,
[NOS15, AB17, ABH18, BMN+19, BC19] for global a priori error analyses. For other numerical methods
applied to fractional PDEs, we refer to [BP15, BLP19] for a semigroup approach, [SXK17, AG18] for
techniques that exploit eigenfunction expansions, as well as the survey articles, [BBN+18, LPG+18].
In comparison to integer order elliptic operators, such as the Laplacian, dealing with the fractional
version is much more challenging due to the non-local nature of fractional operators. In this regard,
fractional operators are similar to the integral operators appearing in the boundary element method
(BEM), [SS11]. For the BEM, local error estimates and improved convergence results are available as
well, see, e.g., [Sar87, Tra95, ST96, FM18], which differ from the ones for the FEM in the way that the
error contribution in the weaker norm – sometimes called ’slush term’ in the literature – is in a global
norm instead of a local norm due to the non-local nature of the appearing operators.
In this article, we provide local error estimates for the FEM applied to the integral fractional Laplacian
(−∆)s for s ∈ (0, 1) of the form
‖u− uh‖H1(Ω0) ≤ C
(
inf
wh∈Vh
‖u− wh‖H1(Ω1) + ‖u− uh‖Hs−1/2(Ω)
)
, (1.1)
where Ω0 ⊂⊂ Ω1 are open subsets of the computational domain, Vh is the finite element space, u denotes
the exact solution of the fractional differential equation, and uh ∈ Vh is its Galerkin approximation. A
direct consequence of this estimate and a duality argument is that the FEM converges locally in the
H1-norm with order 1 − ε for any s ∈ (0, 1) and ε > 0, provided the solution has H2-regularity locally,
and the typical global regularity u ∈ H1/2+s−ε(Ω). In contrast, global convergence in the H1-norm can
only be expected for s ∈ (1/2, 1) and then is limited to the rate s− 1/2− ε, see [BC19].
Recently and independently a local error analysis similar to ours was derived in [BLN20] using different
techniques. Our result differs from the estimates [BLN20] in two ways: First, while [BLN20] provides
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local estimates in the energy norm, we additionally study the stronger local H1-norm. Second, the slush
term in [BLN20] is in a different norm, the L2-norm, whereas we obtain the Hs−1/2-norm. For s < 1/2
this gives a stronger estimate, but for s > 1/2 a weaker estimate. With our techniques the slush term
could also be weakened to even weaker norms (such as the L2-norm for s > 1/2), but we expressly chose
the Hs−1/2-norm in the slush term, as – using a duality argument – weaker norms would not give better
convergence rates due to the limited regularity of the dual problem.
The paper is structured as follows: Section 2 provides the model problem, the discretization by a
lowest order Galerkin method and the main result, Theorem 2.3, which presents the local error estimate
in the H1-norm, (1.1). If the solution is smoother locally, the improvement in the local convergence rates
are stated in Corollary 2.4.
Section 3 provides the proofs of the main results as well as the corresponding result for the energy
norm. Finally, the numerical examples in Section 4 confirm the sharpness of the theoretical local con-
vergence rates of our main result.
Concerning notation: For bounded, open sets ω ⊂ Rd integer order Sobolev spaces Ht(ω), t ∈ N0,
are defined in the usual way. For t ∈ (0, 1), fractional Sobolev spaces are given in terms of the seminorm
| · |Ht(ω) and the full norm ‖ · ‖Ht(ω) by
|v|2Ht(ω) =
∫
x∈ω
∫
y∈ω
|v(x)− v(y)|2
|x− y|d+2t
dx dy, ‖v‖2Ht(ω) = ‖v‖2L2(ω) + |v|2Ht(ω), (1.2)
where we denote the Euclidean distance in Rd by | · |. Moreover, for bounded Lipschitz domains Ω ⊂ Rd,
we define the spaces
H˜t(Ω) := {u ∈ Ht(Rd) : u ≡ 0 on Rd\Ω}
of Ht-functions with zero extension, equipped with the norm
‖v‖2H˜t(Ω) := ‖v‖2Ht(Ω) +
∥∥v/ρt∥∥2
L2(Ω)
,
where ρ(x) is the distance of a point x ∈ Ω from the boundary ∂Ω. An equivalent norm is the full space
norm Ht(Rd) of the zero extension of u. Throughout this work, we will frequently view functions in
H˜t(Ω) as elements of Ht(Rd) through the zero extension.
For t ∈ (0, 1)\{ 12}, the norms ‖·‖H˜t(Ω) and ‖·‖Ht(Ω) are equivalent, [Gri11]. Furthermore, for t > 0
we denote by H−t(Ω) the dual space of H˜t(Ω). For t ∈ R, we denote by Htloc(Rd) the distributions on
Rd whose restriction to any ball BR(0) is in Ht(BR(0)). As usual, we write 〈·, ·〉L2(Ω) for the duality
pairing that extends the L2(Ω) inner product.
We note that there are several different ways to define the fractional Laplacian (−∆)s. A classical defi-
nition on the full space Rd is in terms of the Fourier transformation F , i.e., (F(−∆)su)(ξ) = |ξ|2s(Fu)(ξ).
A consequence of this definition is the mapping property, (see, e.g., [BBN+18])
(−∆)s : Ht(Rd)→ Ht−2s(Rd), t ≥ s, (1.3)
where the Sobolev spaces Ht(Rd), t ∈ R, are defined in terms of the Fourier transformation, [McL00,
(3.21)]. Alternative, equivalent definitions of (−∆)s exist, e.g., via spectral, semi-group, or operator
theory, [Kwa17] or via singular integrals. Specifically, the integral fractional Laplacian can alternatively
be defined pointwise for sufficiently smooth functions u as the principal value integral
(−∆)su(x) := C(d, s) P.V.
∫
Rd
u(x)− u(y)
|x− y|d+2s
dy with C(d, s) := −22sΓ(s+ d/2)
pid/2Γ(−s) , (1.4)
where, Γ(·) denotes the Gamma function.
2
2 Main Results
2.1 The model problem
Let Ω ⊂ Rd be a bounded domain. We consider the fractional differential equation
(−∆)su = f inΩ, (2.1a)
u = 0 inΩc := Rd\Ω, (2.1b)
where s ∈ (0, 1) and f ∈ H−s(Ω) is a given right-hand side. Equation (2.1) is understood as in weak
form: Find u ∈ H˜s(Ω) such that
a(u, v) := 〈(−∆)su, v〉L2(Rd) = 〈f, v〉L2(Ω) ∀v ∈ H˜s(Ω). (2.2)
The bilinear form a has the alternative representation (cf., e.g., [Kwa17, Thm. 1.1 (e),(g)])
a(u, v) =
C(d, s)
2
∫ ∫
Rd×Rd
(u(x)− u(y))(v(x)− v(y))
|x− y|d+2s
dx dy ∀u, v ∈ H˜s(Ω). (2.3)
Existence and uniqueness of u ∈ H˜s(Ω) follow from the Lax–Milgram Lemma for any f ∈ H−s(Ω). The
bilinear form a induces an invertible operator A : H˜s(Ω)→ H−s(Ω).
Our analysis hinges on the regularity pickup of certain dual problems. We formulate this as an
assumption:
Assumption 2.1. For the domain Ω ⊂ Rd and some 0 < ε < min{s/2, 1 − s} there holds the shift
theorem for A:
f ∈ H1/2−s−ε(Ω) =⇒ u = A−1f ∈ H˜1/2+s−ε(Ω)
together with the a priori estimate
‖u‖H˜1/2+s−ε(Ω) ≤ C ‖f‖H1/2−s−ε(Ω) .
The constant C > 0 depends only on Ω, d, s, and ε.
Remark 2.2. For smooth domains Ω ⊂ Rd with ∂Ω ∈ C∞, the shift theorem in Assumption 2.1 holds
for any ε > 0, see, e.g., [Gru15]. For polygonal Lipschitz domains, which are of interest in applications,
a similar shift theorem is mentioned in [BLN19] as part of the forthcoming work [BN].
2.2 Discretization
We consider a regular triangulation Th (in the sense of Ciarlet, [Cia78]) of Ω consisting of open simplices
that is also γ-shape regular in the sense
max
T∈Th
(
diam(T )/|T |1/d) ≤ γ <∞.
Here, diam(T ) := supx,y∈T |x − y| =: hT denotes the Euclidean diameter of T , whereas |T | is the
d-dimensional Lebesgue volume. Additionally, we assume that Th is quasi-uniform with mesh width
h := maxT∈Th hT .
For an element T ∈ Th, we define the element patch as
ωT := interior
( ⋃
T ′∈T (T )
T ′
)
with T (T ) := {T ′ ∈ T` : T ′ ∩ T 6= ∅}.
Similarly, for a function η ∈ C∞0 (Rd), we write
ωη := interior
( ⋃
T ′∈T (η)
T ′
)
with T (η) := {T ′ ∈ T` : T ′ ∩ supp η 6= ∅}
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for all elements of the triangulation that have a non-empty intersection with the support of the function.
For the discretization of (2.2), we consider the lowest order Galerkin method. More precisely, for
T ∈ Th, we denote the space of all affine functions on T by P1(T ). The spaces of Th-piecewise affine and
globally continuous functions are then defined as
S1,1(Th) := {u ∈ H1(Ω) : u|T ∈ P1(T ) for all T ∈ Th} and S1,10 (Th) := S1,1(Th) ∩H10 (Ω). (2.4)
Using S1,10 (Th) ⊂ H˜s(Ω) as ansatz and test space, we seek a finite element solution uh ∈ S1,10 (Th) such
that
a(uh, vh) = 〈f, vh〉L2(Ω) for all vh ∈ S1,10 (Th). (2.5)
The Lax–Milgram Lemma provides unique solvability of (2.5).
2.3 The main results
The following theorem is the main result of this article. It estimates the local FEM-error in the H1-norm
and the energy-norm by the local best approximation and a global error in a weaker norm.
Theorem 2.3. Let Th be a quasi-uniform mesh and let Assumption 2.1 be valid. Let u solve (2.2) and
uh be its Galerkin approximation solving (2.5). Let Ω0 ⊂ Ω1/5 ⊂ Ω2/5 ⊂ Ω3/5 ⊂ Ω4/5 ⊂ Ω1 ⊆ Ω be
given open sets such that R := dist(Ω0, ∂Ω1) > 0 satisfies hR ≤ 110 and dist(Ωj/5, ∂Ω(j+1)/5) = R/5 for
j = 0, . . . , 4.
(i) Let η, η˜ ∈ C∞0 (Rd) be cut-off functions satisfying η ≡ 1 on Ω0, ωη ⊂ Ω1/5, η˜ ≡ 1 on Ω4/5 and
ωη˜ ⊂ Ω1. Then
‖η(u− uh)‖H˜s(Ω) ≤ C
(
inf
vh∈S1,10 (Th)
‖η˜(u− vh)‖H˜s(Ω) + ‖u− uh‖Hs−1/2(Ω)
)
,
where the constant C > 0 depends only on Ω,Ω0,Ω1, R, d, s, and the γ-shape regularity of Th.
(ii) Assume u ∈ H1(Ω1). Then,
‖u− uh‖H1(Ω0) ≤ C
(
inf
vh∈S1,10 (Th)
‖u− vh‖H1(Ω1) + ‖u− uh‖Hs−1/2(Ω)
)
, (2.6)
where the constant C > 0 depends only on Ω,Ω0,Ω1, R, d, s, ε, and the γ-shape regularity of Th.
Assuming additional regularity for the solution locally, the following corollary provides optimal rates
for the local FEM-error.
Corollary 2.4. With the assumptions of Theorem 2.3, let Ω1 ⊂ Ω2 ⊂ Ω with dist(Ω1, ∂Ω2) > 0. Let
ε > 0 be such that Assumption 2.1 holds.
(i) Let u ∈ H˜s+α(Ω) ∩Hs+β(Ω2) with 0 < α, β. Then,
‖η(u− uh)‖H˜s(Ω) ≤ Chmin{1/2+α−ε,β}.
(ii) Let u ∈ H˜s+α(Ω) ∩H1+β(Ω2) with 0 < α, β. Then,
‖u− uh‖H1(Ω0) ≤ Chmin{1/2+α−ε,β}.
Here, the constants C > 0 depend only on Ω,Ω0,Ω1, R, dist(Ω1, ∂Ω2), d, s, α, β, the γ-shape regularity of
Th, and ε.
For sufficiently smooth right-hand sides f , solutions of (2.2) can be expected to be in Hs+1/2−ε(Ω)
for any ε > 0 (cf. the shift theorem of Assumption 2.1), which gives α = 1/2 − ε in Corollary 2.4.
However, typically, solutions are smoother on any subdomain Ω2 ⊂ Ω (cf. Lemma 3.5) that satisfies
dist(Ω2, ∂Ω) > 0. For u ∈ H2(Ω2), i.e., β = 1 in the second statement of the Corollary 2.4, this leads to
convergence of order O(h1−2ε) in the H1-norm locally.
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Remark 2.5. Corollary 2.4 gives sharp local convergence results both in the H1-norm and the energy
norm. For sufficiently high local regularity, both estimates give the same rate of convergence locally.
This is due to the fact that in this case the slush term in Theorem 2.3 dominates and both local error
estimates employ the same slush term. However, weakening the norm of the slush term does not improve
the convergence rates, since the duality arguments used (see the proof of Corollary 2.4) to estimate the
Hs−1/2(Ω)-norm already exploits the maximal regularity of the dual problem available.
We also mention that local estimates in the L2-norm are possible, but, for the same reason, the rate
of convergence locally in L2 for locally smooth solutions is not better than in the energy or H1-norm. We
also refer to the numerical results in Section 4 for the sharpness of these observations.
2.4 The fractional Laplacian and the Caffarelli-Silvestre extension
A key tool in the proof of a similar result for the BEM in [FM18] was the use of properties of the (single-
or double-layer) potentials or, more precisely, a Caccioppoli type inequality. This interior regularity
result allowed us to control derivatives of the potentials.
For the fractional Laplacian a similar idea can be employed, where the role of the potential is replaced
by the Caffarelli-Silvestre extension problem, cf., [CS07]: The fractional Laplacian can be understood as
a Dirichlet-to-Neumann operator of a degenerate elliptic PDE on a half space in Rd+1: Given v ∈ H˜s(Ω),
let U = U(x,Y) solve for s = 1− 2α ∈ (−1, 1)
div(Yα∇U) = 0 in Rd × (0,∞), (2.7a)
U(·, 0) = v in Rd. (2.7b)
(The solution U is unique by requiring U to be in the Beppo-Levi space B1α(Rd×R+) introduced below.)
Then, the fractional Laplacian can be recovered as the Neumann data of the extension problem in the
sense of distributions, [CS07, CS14, Thm. 3.1]:
−ds limY→0+ Y
α∂YU(x,Y) = (−∆)sv, ds = 21−2s |Γ(s)| /Γ(1− s). (2.8)
The natural Hilbert space for weak solutions of equation (2.7) is a weighted Sobolev space. For measurable
subsets ω ⊂ Rd × R+, we define the weighted L2-norm
‖U‖2L2α(ω) :=
∫
ω
Yα |U(x,Y)|2 dx dY
and denote by L2α(ω) the space of square-integrable functions with respect to the weight Yα. The
Caffarelli-Silvestre extension is conveniently described in terms of the Beppo-Levi space B1α(Rd×R+) :=
{U ∈ D′(Rd × R+) | ∇U ∈ L2α(Rd × R+)}. Elements of B1α(Rd × R+) are in fact in L2loc(Rd × R+) and
one can give meaning to their trace at Y = 0, which is denoted trU . Recalling α = 1 − 2s, one has in
fact trU ∈ Hsloc(Rd) (see, e.g., [KM19]).
3 Proof of Theorem 2.3
In order to make the proof of the main result more accessible, we sketch the main ingredients in the
following, details are given in lemmas below. We also fix the notation for this section in the following
listings.
Throughout this section, we use the notation . to abbreviate ≤ up to a generic constant C > 0 that
does not depend on critical parameters in our analysis such as the mesh width h.
1. Localization with cut-off functions: Let ω0 ⊂ ω1 ⊂ Rd be arbitrary open sets. We use cut-off
functions with the properties
η ∈ C∞0 (Rd), η ≡ 1 on ω0, supp η ⊂ ω1, and ‖η‖W t,∞(ω1) .
1
dist(ω0, ∂ω1)t
for t ∈ {1, 2}. (3.1)
In the following, whenever we use cut-off functions, they have the above properties, only the sets
ω0 and ω1 will be specified.
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2. Mapping properties of commutators: Let the commutator ofA : H˜s(Ω)→ H−s(Ω) and an arbitrary
cut-off function η be defined as the mapping
ϕ 7→ Cη(ϕ) := [A, η](ϕ) := A(ηϕ)− ηA(ϕ). (3.2)
The commutator Cη can be seen as a smoothed, localized version of A: Lemma 3.2 shows the
improved mapping property
Cη : H˜s(Ω)→ H1−s(Ω). (3.3)
We also use commutators of the full-space versions of the fractional Laplacian (−∆)s with cut-off
functions η defined by
ϕ 7→ C˜η(ϕ) := [(−∆)s, η] := (−∆)s(ηϕ)− η(−∆)sϕ (3.4)
3. Superapproximation: For t ∈ [0, 1], there is a linear operator Jh : Ht(Ω) → S1,1(Th) such that we
have for vh ∈ S1,1(Th) and an arbitrary cut-off function η
‖ηvh − Jh(ηvh)‖Ht(Ω) . h2−t ‖vh‖H1(ωη) .
Here, we gain one power of h, since vh is a discrete function. Remark 3.1 gives an example of such
an operator.
4. Stability of the Galerkin projection: We define the Galerkin projection Π : H˜s(Ω)→ S1,1(Th) by
a(Πu, vh) = a(u, vh) ∀vh ∈ S1,1(Th). (3.5)
For t ∈ [s, 1], we have by Lemma 3.4
|Πv|Ht(Ω) . |v|Ht(Ω) .
Remark 3.1. The Scott-Zhang projection Jh : H1(Ω)→ S1,1(Th), introduced in [SZ90], has the desired
superapproximation properties: Let vh ∈ S1,1(Th), then |vh|H2(T ) = 0 for all elements T ∈ Th, which for
t ∈ [0, 1] leads to
‖ηvh − Jh(ηvh)‖2Ht(Ω) . h4−2t
∑
T∈T (η)
|ηvh|2H2(T )
. h4−2t
∑
T∈T (η)
‖η‖2W 2,∞(Rd) ‖vh‖2L2(T ) + ‖η‖2W 1,∞(Rd) ‖∇vh‖2L2(T )
. h4−2t ‖vh‖2H1(ωη) , (3.6)
where, in the last step, the bound on the derivatives of η from (3.1) was used.
Together with Céa’s Lemma and an inverse inequality, see, e.g., [GHS05, Thm. 3.2], this also implies
‖ηvh −Π(ηvh)‖H˜s(Ω) . ‖ηvh − Jh(ηvh)‖H˜s(Ω) . h2−s ‖vh‖H1(ωη) . h ‖vh‖Hs(ωη) , (3.7)
i.e., superapproximation properties of the Galerkin projection in the energy norm.
The following lemma provides useful mapping properties of the commutator between the fractional
Laplacian and a cut-off function as well as mapping properties for the commutator of second order.
Lemma 3.2. Let η ∈ C∞0 (Rd) and let Cη be the commutator defined in (3.2) and C˜η be the commutator
defined in (3.4).
(i) The commutator C˜η : H˜s(Ω)→ H1−s(Rd) is a bounded linear operator.
(ii) For the commutator Cη, we have
Cη : H˜s(Ω)→ H1−s(Ω) and by symmetry Cη : H˜s−1(Ω)→ H−s(Ω).
An interpolation argument also gives
Cη : H˜s−1+θ(Ω)→ H−s+θ(Ω). θ ∈ [0, 1].
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(iii) The commutator of second order C˜η,η is defined by C˜η,ηϕ := C˜η(ηϕ)− ηC˜η(ϕ) and a bounded linear
operator
C˜η,η : H˜s(Ω)→ H2−s(Rd).
(iv) For the commutator Cη,η defined by Cη,ηϕ := Cη(ηϕ)− ηCη(ϕ), we have
Cη,η : H˜s(Ω)→ H2−s(Ω) and by symmetry and interpolation Cη,η : H˜s−1/2(Ω)→ H3/2−s(Ω).
Proof. The commutator C˜η = [(−∆)s, η] and the commutator of second order C˜η,η have the representa-
tions (for sufficiently smooth e ∈ H˜s(Ω))
C˜ηe(x) = P.V.
∫
Rd
η(x)− η(y)
|x− y|d+2s
e(y)dy,
C˜η,ηe(x) =
∫
Rd
(η(x)− η(y))2
|x− y|d+2s
e(y)dy.
Proof of (i): Using Taylor expansion, we may write for n ∈ {1, 2, 3}
η(x)− η(y) =
∑
α∈Nd0 : |α|≤n
1
α!
Dαη(x)(x− y)α +Rn(x, y),
where the smooth remainder is O(|x− y|n+1). Inserting this into the representation of C˜η shows that we
have to analyze convolution type operators of the form κα ? e, where κα(x) = x
α
|x|d+2s for some α ∈ Nd0
with |α| > 0. Convolution-type operators of that kind are pseudodifferential operators, [Tay96], and, in
fact, the Fourier transform of κα can be computed explicitly. By, e.g., [GS64, Chap. II, Sec. 3.3], we
have for the Fourier transform
(F 1|z|d−t )(ζ) = ct,d |ζ|
−t
, t 6= −2m, m ∈ N0, (3.8)
(F ln |z|)(ζ) = c′0,d|ζ|−d + c0,dδ(ζ) = c′0,d|ζ|−d + c0,dF(1)(ζ), (3.9)
where δ(·) is the Dirac delta function. A special role is played by the case s = 1/2 for which the Riesz
transform arises:
F P.V. zi|z|d+1 = c
′ ζi
|ζ| . (3.10)
1. step: Let e ∈ H˜s(Ω), then supp e ⊂ Ω. For x with large |x|, the representation of the commutator
C˜ηe shows that it is a smooth function that decays like r−(d+2s). Consequently, in order to show that that
C˜ηe ∈ H1−s(Ω), it suffices to assert the mapping property C˜η : H˜s(Ω)→ H1−sloc (Rd). The same argument
also applies to the commutator of second order, where it suffices to show C˜η,η : H˜s(Ω)→ H2−sloc (Rd).
2. step: Analysis of the remainder Rn: The remainder induces an operator with kernel rn(x, y) =
Rn(x, y)/|x− y|d+2s. Its x-derivative satisfies
|∂xrn(x, y)| ≤ C|x− y|−(d−n+2s).
By the mapping properties of the Riesz potential (cf., e.g., [GT77, Lemma 7.12]), we therefore get the
mapping property L2(Ω)→ H1loc(Rd) provided 2s− n < 0, i.e., n ≥ 1 for s < 1/2 and n ≥ 2 for s ≥ 1/2.
For the second derivative, we similarly have
|∂2xrn(x, y)| ≤ C|x− y|−(d−n+1+2s),
and the mapping properties of the Riesz potential imply the mapping property L2(Ω) → H2loc(Rd)
provided 1 + 2s− n < 0, i.e., n ≥ 2 for s < 1/2 and n ≥ 3 for s ≥ 1/2.
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3. step (estimating κα for |α| = 1): For s 6= 1/2 we note
zi
|z|d+2s = −
1
d+ 2s− 2∂zi
1
|z|d+2s−2 .
Let e ∈ C∞0 (Ω). Using integration by parts in the first order term of the Taylor expansion gives for the
principal value part upon setting cs,d := −(d+ 2s− 2)
cs,dP.V.
∫
Rd
κα(x− y)e(y)dy = lim
ε→0
∫
Rd\Bε(x)
−∇y 1|x− y|d−(2−2s) · eie(y)dy
= lim
ε→0
∫
∂Bε(x)
1
|x− y|d−(2−2s) ei · ν(y)e(y)dsy +
∫
Rd\Bε(x)
1
|x− y|d−(2−2s) ∂yie(y)dy,
where ei is the i-th unit vector and ν(·) denotes the outer normal vector to Bε(x). Using Taylor
expansion, we write e(y) = e(x) + r˜1(x, y), where the remainder r˜1 = O(|x− y|). Then, the boundary
integral converges to zero since∣∣∣∣∣
∫
∂Bε(x)
1
|x− y|d−(2−2s) ei · ν(y)e(y)dsy
∣∣∣∣∣ ≤
∣∣∣∣∣e(x)
∫
∂Bε(x)
ε−d+2−2sei · ν(y)dsy
∣∣∣∣∣
+
∣∣∣∣∣
∫
∂Bε(x)
ε−d+2−2sν(y)r˜1(x, y)dsy
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂Bε(x)
ε−d+2−2sν(y)r˜1(x, y)dsy
∣∣∣∣∣
. ε−d+3−2s
∫
∂Bε(x)
1dy . ε−d+3−2s+d−1 = ε2−2s → 0,
where the integral over eiν vanishes by symmetry. We conclude,
cs,dP.V.
∫
Rd
κα(x− y)e(y)dy =
∫
Rd
1
|x− y|d−(2−2s) ∂yie(y)dy,
so that by (3.8) we get for |α| = 1
cs,dF(κα ? e)(ζ) = F
(
1
|z|d−(2−2s) ? ∂zie
)
(ζ) = cα,d|ζ|−(2−2s) |ζ| F(e) = cα,d|ζ|−1+2sF(e), (3.11)
which shows that κα ? e is an operator of order 2s− 1.
4. step: The case 0 < s < 1: Selecting n = 1, Steps 1 – 3, show that [(−∆)s, η] has the mapping
property H˜s(Ω)→ H1−s(Rd).
5. step: The case 1/2 < s < 1: We use n = 2. Again, the remainder R2 maps L2(Ω)→ H1loc(Rd) by
Step 2 and for |α| = 1, the operator κα is an operator of order 2s− 1 by Step 3. The operator κα with
|α| = 2 is structurally similar to the case |α| = 1 since we can write
z2i
|z|d+2s = −
1
(d+ 2s− 2)(d+ 2s− 4)
(
∂2zi
1
|z|d+2s−4
+ (d+ 2s− 4) 1
|z|d+2s−2
)
, (3.12a)
zizj
|z|d+2s = −
1
(d+ 2s− 2)(d+ 2s− 4)
(
∂zi∂zj
1
|z|d+2s−4
)
. (3.12b)
Using integration by parts, the first term on the right-hand side of both equations can be treated as in
Step 3. For the second term on the left-hand side in the first formula, applying the Fourier transformation
directly and using (3.8), provides that κα ? e is an operator of order 2s− 2 for |α| = 2.
6. step: the case s = 1/2: We use n = 2. For |α| = 1, the kernel κα is the Riesz transform that is, by
the representation (3.10), an operator of order 0 = 1− 2s. For |α| = 2, (3.12) can be used for d 6∈ {1, 3}
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showing that κα induces an operator of order 2s − s. In the case d = 1, the kernel κα with |α| = 2 is
bounded by 1. For d = 3 and |α| = 2, we use
z2i
|z|d+1 = −∂
2
zi ln |z|+
1
|z|2 .
By (3.9) and (3.8) and integration by parts, we have as in (3.11)
F(κα ? e)(ζ) = −F
(
ln |z| ? ∂2zie
)
(ζ) + F
(
|z|−2 ? e
)
(ζ)
= c′α,d|ζ|−3F(∂2zie) + cα,dF(1)F(∂2zie) + c˜α,d|ζ|−1F(e) = ĉα,d|ζ|−1F(e),
which implies that κ|α| induces an operator of order 2s− 2.
Altogether, this gives the boundedness of C˜η : H˜s(Ω)→ H1−s(Rd) for all s ∈ (0, 1).
Proof of (iii): We use n = 3. Taylor expansion and the representation of C˜η,η shows that, due to
(η(x)−η(y))2 in the numerator, the leading order term produces κα with |α| = 2 and leads to an operator
of order 2s− 2 as in Step 5 in the proof of (i). The terms with |α| = 3 are structurally similar to those
for |α| = 2. We have
z3i
|z|d+2s =
1
(d+ 2s− 2)(d+ 2s− 4)(d+ 2s− 6)
(
∂3zi
1
|z|d+2s−6
− (d+ 2s− 6)3∂zi
1
|z|d+2s−4
)
,
and similar expressions hold for the mixed derivatives and the logarithm (for the case s = 1/2). Therefore,
we again can use integration by parts and (3.8), (3.9) to obtain that κα ? e is an operator of order 2s− 3
for |α| = 3.
The remainder R3 maps L2(Ω)→ H2loc(Rd) by Step 2 in the proof of (i) and together this shows that
C˜η,η is an operator of order 2s− 2.
Proof of (ii) and (iv): As the operators C˜η and C˜η,η are extensions of the operators Cη and Cη,η
respectively, the boundedness Cη : H˜s(Ω) → H1−s(Ω) follows from (i) and the boundedness Cη,η :
H˜s(Ω) → H2−s(Ω) follows from (iii). The symmetry of Cη then immediately implies Cη : H˜s−1(Ω) →
H−s(Ω) as a bounded operator. Finally, both these mapping properties imply Cη : L2(Ω)→ H1−2s(Ω) by
interpolation. The same argument gives the additional mapping property of the commutator of second
order.
We start with the proof of the first statement in Theorem 2.3, the local error estimate in the energy
norm.
Proof of Theorem 2.3, (i). We write using the Galerkin projection Π from (3.5), the symmetry of A, and
the definition of Cη from (3.2)
‖ηe‖2H˜s(Ω) . 〈A(ηe), ηe〉L2(Ω) = 〈A(ηe−Π(ηe)), ηe〉L2(Ω) + 〈A(Π(ηe)), ηe〉L2(Ω)
= 〈A(ηe−Π(ηe)), ηe〉L2(Ω) + 〈Π(ηe), Cηe〉L2(Ω) + 〈Π(ηe), ηAe〉L2(Ω) =: I○+ II○+ III○.
The mapping properties of A, the stability of the Galerkin projection, the superapproximation property
(3.7), ωη ⊂ Ω1, and an inverse inequality give
| I○| =
∣∣∣〈ηe−Π(ηe),A(ηe)〉L2(Ω)∣∣∣
≤ ‖A(ηe)‖H−s(Ω)
(
‖ηu−Π(ηu)‖H˜s(Ω) + ‖ηuh −Π(ηuh)‖H˜s(Ω)
)
. ‖ηe‖H˜s(Ω)
(
‖ηu‖H˜s(Ω) + h1/2 ‖uh‖Hs−1/2(Ω1)
)
. ‖ηe‖H˜s(Ω)
(
(1 + h1/2) ‖ηu‖H˜s(Ω) + h1/2 ‖e‖Hs−1/2(Ω)
)
.
The mapping properties of the commutator from Lemma 3.2 as well as the stability of the Galerkin
projection imply
| II○| =
∣∣∣〈Π(ηe), Cηe〉L2(Ω)∣∣∣ . ‖Π(ηe)‖H˜s(Ω) ‖Cηe‖H−s(Ω) . ‖ηe‖H˜s(Ω) ‖e‖Hs−1/2(Ω) .
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It remains to estimate III○. Here, we need an additional cut-off function η̂ satisfying η̂ ≡ 1 on ωη and
ωη̂ ⊂ Ω4/5. Due to the assumption h/R ≤ 1/10 a cut-off function with these properties exists. With
the Galerkin orthogonality and the support properties of the Scott-Zhang projection Jh, which imply
suppJh(ηΠ(ηe)) ⊂ ωη, we obtain
|III○| =
∣∣∣〈Ae, ηΠ(ηe)〉L2(Ω)∣∣∣ = ∣∣∣〈η̂Ae, ηΠ(ηe)− Jh(ηΠ(ηe))〉L2(Ω)∣∣∣ .
Superapproximation of the Scott-Zhang projection (3.6), Lemma 3.2 and the inclusions H˜s−1(Ω) ⊂
Hs−1(Ω) ⊂ Hs−1/2(Ω), an inverse estimate, and the stability of the Galerkin projection lead to
|III○| . ‖η̂Ae‖H−s(Ω) ‖ηΠ(ηe)− Jh(ηΠ(ηe))‖H˜s(Ω)
. ‖A(η̂e)− Cη̂e‖H−s(Ω) h ‖Π(ηe)‖H˜s(Ω)
Lem. 3.2
.
(
‖η̂e‖H˜s(Ω) + ‖e‖Hs−1/2(Ω)
)
h ‖ηe‖H˜s(Ω)
.
(
h ‖η̂u‖H˜s(Ω) + h1/2 ‖uh‖Hs−1/2(ωη̂) + h ‖e‖Hs−1/2(Ω)
)
‖ηe‖H˜s(Ω)
.
(
h ‖η̂u‖H˜s(Ω) + h1/2 ‖η˜uh‖Hs−1/2(Ω) + h ‖e‖Hs−1/2(Ω)
)
‖ηe‖H˜s(Ω)
. (h1/2 + h)
(
‖η˜u‖H˜s(Ω) + ‖e‖Hs−1/2(Ω)
)
‖ηe‖H˜s(Ω)
Putting the estimates of the three terms together and using h . 1, we obtain
‖ηe‖2H˜s(Ω) . ‖ηe‖H˜s(Ω)
(
‖η˜u‖H˜s(Ω) + ‖e‖Hs−1/2(Ω)
)
.
Applying this estimate to u−vh for arbitrary vh ∈ S1,10 (Th) instead of u and noting that the corresponding
Galerkin error is e = (u− vh) + (vh − uh) leads to the desired estimate in the energy norm.
Remark 3.3. The previous proof can easily be modified to account for non-uniform meshes T . Using the
approximation properties of the Scott-Zhang projection in L2 and H1 from (3.6) together with a cut-off
function χ with χ ≡ 1 on Ω1/5 and suppχ ⊂ Ω2/5, we can obtain
‖ηvh −Π(ηvh)‖H˜s(Ω) . hmax(Ω1) ‖χvh‖Hs(Ω)
by replacing the inverse inequality in (3.7) with an interpolation argument. Here, hmax(Ω1) denotes the
maximal mesh width in Ω1, and the hidden constant additionally depends on Ω1/5. Applying the inverse
estimates for the terms I○ and III○ on non-uniform meshes produces factors hmin(Ω1)−1/2.
Therefore, combining approximation properties with this inverse inequality in the same way as in the
previous proof gives factors hmax(Ω1)
hmin(Ω1)1/2
instead of the factor h1/2 for quasi-uniform meshes. Thus, if we
have
hmax(Ω1)
hmin(Ω1)1/2
≤ C
with a constant independent of the local mesh sizes, the previous arguments give the sharp local error
estimate
‖η(u− uh)‖H˜s(Ω) ≤ C
(
inf
vh∈S1,10 (T )
‖η˜(u− vh)‖H˜s(Ω) + ‖u− uh‖Hs−1/2(Ω)
)
. (3.13)
Here, η, η˜ are cut-off functions as in Theorem 2.3 and the assumption 6h ≤ R for the quasi-uniform case
is replaced by 6hmax(Ω1) ≤ R.
In order to counteract the singular behavior of solutions of fractional PDEs near the boundary, graded
meshes with hmin(Ω) ∼ hmax(Ω)2 are commonly employed, [AB17, BLN20].
In the following, we focus on the case of local estimates in the stronger H1-seminorm stated in
Theorem 2.3. We start with a stronger stability estimate for the Galerkin projection.
10
Lemma 3.4. Let Π be the Galerkin projection defined in (3.5), and let η ∈ C∞0 (Rd) be an arbitrary
cut-off function. For v ∈ H1(Ω), we have
|ηv −Π(ηv)|H1(Ω) ≤ C |ηv|H1(Ω) . (3.14)
For vh ∈ S1,1(Th), we have
|ηvh −Π(ηvh)|H1(Ω) ≤ Ch ‖vh‖H1(ωη) . (3.15)
The constant C > 0 depends only on Ω, d, s, the γ-shape regularity of Th, and ‖η‖W 2,∞(Rd).
Proof. Let Jh be the Scott-Zhang projection from Remark 3.1. With an inverse inequality, see, e.g.,
[GHS05, Thm. 3.2], as well as Céa’s Lemma, the superapproximation property (3.6) implies
|ηvh −Π(ηvh)|H1(Ω) ≤ |ηvh − Jh(ηvh)|H1(Ω) + |Jh(ηvh)−Π(ηvh)|H1(Ω)
. h ‖vh‖H1(ωη) + hs−1 ‖Jh(ηvh)−Π(ηvh)‖H˜s(Ω)
. h ‖vh‖H1(ωη) + hs−1
(
‖Jh(ηvh)− ηvh‖H˜s(Ω) + ‖ηvh −Π(ηvh)‖H˜s(Ω)
)
. h ‖vh‖H1(ωη) + hs−1 ‖Jh(ηvh)− ηvh‖H˜s(Ω) . h ‖vh‖H1(ωη) .
For v ∈ H1(Ω), the same argument - replacing superapproximation with the classical approximation
properties of the Scott-Zhang projection - gives (3.14).
For the proof of the H1-error estimate, we exploit additional interior regularity provided by the
following lemma.
Lemma 3.5. Let Ω̂ ⊂⊂ Ω be open and η be a cut-off function with supp η ⊂ Ω̂. Assume f ∈ Ht(Ω̂) ∩
H−s(Ω) for some −s ≤ t ≤ 1− s and let u solve (2.1). Then, ηu ∈ H2s+t(Rd) and
‖ηu‖H2s+t(Rd) . ‖u‖H˜s(Ω) + ‖ηf‖Ht(Rd) .
Proof. By definition of the commutator C˜η, the product ηu solves the equation
(−∆)s(ηu) + ηu = η(−∆)su+ C˜ηu+ ηu = ηf + C˜ηu+ ηu =: f˜ (3.16)
Since ηf ∈ Ht(Rd) and C˜ηu ∈ H1−s(Rd) by Lemma 3.2 and ηu ∈ Hs(Rd), we have f˜ ∈ Hmin(t,1−s,s)(Rd).
Applying the Fourier transformation to (3.16) as in the proof of Lemma 3.2 noting that all objects live
in the full-space Rd, gives
(1 + |ζ|2s)F(ηu) = F(f˜)
and the Fourier definition of Sobolev norms give ηu ∈ H2s+min(t,1−s,s)(Rd). Bootstrapping this argument
until the minimum in the exponent is given by t, then shows the claimed local regularity. The norm
estimate follows directly from the above equation and the Fourier definition of Sobolev norms and the
mapping properties of the commutator C˜η from Lemma 3.2.
We will repeatedly employ the L2-orthogonal projection ΠL
2
: L2(Ω)→ S1,10 (Th) defined by〈
φ−ΠL2φ, ξh
〉
L2(Ω)
= 0 ∀ξh ∈ S1,10 (Th). (3.17)
There hold the following global stability and approximation estimates.
Lemma 3.6. Let s ∈ [0, 1] and Th a quasi-uniform mesh. Then, the L2-projection ΠL2 defined in (3.17)
is bounded in H˜s(Ω) for s ∈ [0, 1], i.e., there exists a constant Cs > 0 depending only on s such that∥∥∥ΠL2φ∥∥∥
H˜s(Ω)
≤ Cs ‖φ‖H˜s(Ω) for all φ ∈ H˜s(Ω).
Furthermore, there hold the approximation estimates in negative norms∥∥∥φ−ΠL2φ∥∥∥
H˜s−1(Ω)
≤ Ch ‖φ‖H˜s(Ω) for s ∈ (1/2, 1],∥∥∥φ−ΠL2φ∥∥∥
H˜s−1(Ω)
≤ Ch1+s−2ε ‖φ‖H˜1/2+s−ε(Ω) for s ∈ [0, 1/2], ε ∈ [0, 1/2].
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Proof. The stability estimate is a well-known property of the L2-orthogonal projection, cf. [BPS02].
The approximation estimate for s ∈ (1/2, 1] follows by a simple duality argument and the fact that
H1−s(Ω) = H˜1−s(Ω) with equivalent norms. In the case s ∈ [0, 1/2], we use s− 1 < −1/2 + ε and again
norm equivalence and duality,∥∥∥ΠL2φ− φ∥∥∥
H˜s−1(Ω)
.
∥∥∥ΠL2φ− φ∥∥∥
H˜−1/2+ε(Ω)
.
∥∥∥ΠL2φ− φ∥∥∥
H−1/2+ε(Ω)
. h1+s−2ε ‖φ‖H˜1/2+s−ε(Ω) .
The L2-orthogonal projection has the advantage that it localizes very well, which is observed, e.g.,
in [Wah91]. The following lemma summarizes the local stability and approximation properties of the
L2-projection used in the proof of our main result.
Lemma 3.7. Let ΠL
2
be the L2-projection defined in (3.17) and D0 ⊂ D1 ⊂ Ω be nested open sets with
dist(D0, ∂D1) ≥ c0h. Additionally, let D0 be a union of elements of Th. Then, for φ ∈ H1(D1)∩L2(Ω),
we have local stability ∥∥∥ΠL2φ∥∥∥
H1(D0)
≤ C
(
‖φ‖H1(D1) + e−c/h ‖φ‖L2(Ω)
)
(3.18)
and approximation properties∥∥∥φ−ΠL2φ∥∥∥
Ht(D0)
≤ C
(
h1−t ‖φ‖H1(D1) + e−c/h ‖φ‖L2(Ω)
)
(3.19)
for t ∈ [0, 1], where the constants c, C > 0 depend only on Ω, d,D0, D1, c0, t, and the γ-shape regularity
of Th.
Proof. LetD1/2 be a set satisfyingD0 ⊂ D1/2 ⊂ D1 with dist(D0, ∂D1/2) ≥ c0h/2 and dist(D1/2, ∂D1) ≥
c0h/2. We use [Wah91, Lem. 7.1], which states that discrete functions φh ∈ S1,1(Th) satisfying the
orthogonality 〈φh, ξh〉L2(Ω) = 0 for all ξh ∈ S1,10 (Th), supp ξh ⊂ D1/2 are exponentially small locally, i.e.,
‖φh‖L2(D0) . e−c1/h ‖φh‖L2(D1/2) .
We employ a cut-off function η with η ≡ 1 on D1/2 and supp η ⊂ D1. By definition of the L2-projection,
we compute〈
ΠL
2
φ, ξh
〉
L2(Ω)
= 〈φ, ξh〉L2(Ω) = 〈ηφ, ξh〉L2(Ω) =
〈
ΠL
2
(ηφ), ξh
〉
L2(Ω)
∀ξh ∈ S1,10 (Th), supp ξh ⊂ D1/2.
Therefore, we may use φh = ΠL
2
φ−ΠL2(ηφ) and conclude∥∥∥ΠL2φ−ΠL2(ηφ)∥∥∥
L2(D0)
. e−c1/h
∥∥∥ΠL2φ−ΠL2(ηφ)∥∥∥
L2(D1/2)
.
Together with an inverse estimate this gives the local H1-stability∥∥∥ΠL2φ∥∥∥
H1(D0)
≤
∥∥∥ΠL2(ηφ)∥∥∥
H1(D0)
+
∥∥∥ΠL2φ−ΠL2(ηφ)∥∥∥
H1(D0)
.
∥∥∥ΠL2(ηφ)∥∥∥
H1(D0)
+ h−1
∥∥∥ΠL2φ−ΠL2(ηφ)∥∥∥
L2(D0)
. ‖ηφ‖H1(Ω) + h−1e−c1/h
∥∥∥ΠL2φ−ΠL2(ηφ)∥∥∥
L2(D1/2)
. ‖ηφ‖H1(Ω) + e−c/h ‖φ‖L2(Ω) ,
where we used the stability of the L2-projection both in L2 and H1, cf. [BPS02], and h−1e−c1/h . e−c/h.
Replacing the H1-stability with approximation properties in the second to last estimate above, we obtain
the local approximation property with the same argument.
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Proof of Theorem 2.3 (ii). Throughout the proof we use four cut-off functions χ, ζ, η̂, η satisfying χ ≡ 1
on Ω0 and ωχ ⊂ Ω1/5, ζ ≡ 1 on Ω1/5 and ωζ ⊂ Ω2/5, η̂ ≡ 1 on Ω2/5 and ωη̂ ⊂ Ω3/5 and η ≡ 1 on Ω4/5
and ωη ⊂ Ω1. The assumption hR ≤ 110 allows for the construction of such cut-off functions that also
satisfy ‖χ‖W 1,∞(Rd) , ‖ζ‖W 1,∞(Rd) , ‖η̂‖W 1,∞(Rd) ‖η‖W 1,∞(Rd) . 1R .
With the triangle inequality and the L2-orthogonal projection ΠL
2
, we divide the error into three
contributions
|e|H1(Ω0) ≤ |χe|H1(Ω) ≤ |χ(ηe−Π(ηe))|H1(Ω) +
∣∣∣χΠL2φ∣∣∣
H1(Ω)
+
∣∣∣χ(Π(ηe)−ΠL2φ)∣∣∣
H1(Ω)
=: 1○+ 2○+ 3○,
where φ := A−1(ηCηe). These three terms are estimated as follows.
Estimate of 1○: We use Lemma 3.4 and the triangle inequality to obtain
|ηe−Π(ηe)|H1(Ω) . |ηu|H1(Ω) + h ‖uh‖H1(Ω1)
. (1 + h) ‖u‖H1(Ω1) + h ‖e‖H1(Ω1) .
Estimate of 2○: By Lemma 3.2 we have ηCηe ∈ H1−s(Ω), and Lemma 3.5 then implies ηφ =
ηA−1(ηCηe) ∈ H1+s(Rd) ⊂ H1(Rd). The local H1-stability of the Galerkin projection from (3.18),
applied with D0 = ωχ and D1 = Ω2/5 that satisfy dist(D0, ∂D1) ≥ R/5 ≥ 2h, then implies∣∣∣χΠL2φ∣∣∣
H1(Ω)
. ‖φ‖H1(Ω2/5) + e−c/h ‖φ‖L2(Ω) . ‖ηφ‖H1(Rd) + e−c/h ‖φ‖H˜s(Ω) .
Lemma 3.5 yields
‖ηφ‖H1(Rd) =
∥∥ηA−1(ηCηe)∥∥H1(Ω) . ‖φ‖H˜s(Ω) + ∥∥η2Cηe∥∥H˜1−2s(Ω) . ‖φ‖H˜s(Ω) + ‖ηCηe‖H1−2s(Ω) ,
and as 1− 2s < 3/2− s, the mapping properties of Cη, Cη,η from Lemma 3.2 lead to
‖ηφ‖H1(Rd) . ‖φ‖H˜s(Ω) + ‖Cη(ηe)‖H1−2s(Ω) + ‖Cη,ηe‖H1−2s(Ω)
. ‖φ‖H˜s(Ω) + ‖Cη(ηe)‖H1−2s(Ω) + ‖Cη,ηe‖H3/2−s(Ω)
. ‖φ‖H˜s(Ω) + ‖ηe‖L2(Ω) + ‖e‖Hs−1/2(Ω) . (3.20)
It remains to bound ‖φ‖H˜s(Ω). The classical mapping property A−1 : H−s(Ω)→ H˜s(Ω) and the mapping
properties of Cη from Lemma 3.2 imply
‖φ‖H˜s(Ω) =
∥∥A−1(ηCηe)∥∥H˜s(Ω) . ‖ηCηe‖H−s(Ω) . ‖e‖H˜s−1(Ω) . ‖e‖Hs−1/2(Ω) . (3.21)
Estimate of 3○: Define the discrete function
ψh := Π(ηe)−ΠL2φ (3.22)
and decompose ψh = vh + wh, where vh, wh ∈ S1,10 (Th) solve
〈Avh, ξh〉L2(Ω) = 〈ζAψh, ξh〉L2(Ω) ∀ξh ∈ S1,10 (Th),
〈Awh, ξh〉L2(Ω) = 〈(1− ζ)Aψh, ξh〉L2(Ω) ∀ξh ∈ S1,10 (Th).
These definitions and the unique solvability of the Galerkin formulation indeed give ψh = vh + wh, and
we call this the near-field (vh)/far-field (wh) splitting of ψh. The ellipticity of A gives the a priori
bound
‖vh‖H˜s(Ω) . ‖ζAψh‖H−s(Ω) . ‖ψh‖H˜s(Ω) , (3.23)
and the triangle inequality then implies ‖wh‖H˜s(Ω) . ‖ψh‖H˜s(Ω). Moreover, with the H˜s(Ω)-stability of
the L2-projection and (3.21), we have
‖ψh‖H˜s(Ω) =
∥∥∥Π(ηe)−ΠL2φ∥∥∥
H˜s(Ω)
≤ ‖Π(ηe)‖H˜s(Ω) +
∥∥∥ΠL2φ∥∥∥
H˜s(Ω)
. ‖ηe‖H˜s(Ω) + ‖e‖Hs−1/2(Ω) . (3.24)
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Now, with the triangle inequality, we write
3○ = |χψh|H1(Ω) . ‖vh‖H1(Ω) + |χwh|H1(Ω) , (3.25)
and it remains to estimate the near-field and far-field parts. To that end, we note first that ψh satisfies
a useful equation: For ξh ∈ S1,10 (Th) with supp ξh ⊂ ωζ ⊂ Ω2/5, the Galerkin orthogonality and η ≡ 1 on
ωζ imply
0 = 〈Ae, ξh〉L2(Ω) = 〈Ae, ηξh〉L2(Ω) = 〈A(ηe)− Cηe, ξh〉L2(Ω) = 〈A(Π(ηe))− ηCηe, ξh〉L2(Ω)
=
〈A(Π(ηe)−A−1(ηCηe)), ξh〉L2(Ω) = 〈Aψh, ξh〉L2(Ω) + 〈A(ΠL2φ− φ), ξh〉L2(Ω) . (3.26)
Estimate of the near-field: We exploit locality properties of the near-field to show the estimate
‖vh‖H1(Ω) . ‖ηe‖H˜s(Ω) + ‖e‖Hs−1/2(Ω) .
To see this, start with the inverse inequality
‖vh‖H1(Ω) . hs−1 ‖vh‖Hs(Ω) .
The mapping property and ellipticity of A, the definition of vh, and (3.26) imply
‖vh‖H˜s(Ω) = sup
w∈H−s(Ω)
〈vh, w〉L2(Ω)
‖w‖H−s(Ω)
. sup
ϕ∈H˜s(Ω)
〈vh,Aϕ〉L2(Ω)
‖ϕ‖H˜s(Ω)
= sup
ϕ∈H˜s(Ω)
〈vh,AΠϕ〉L2(Ω)
‖ϕ‖H˜s(Ω)
= sup
ϕ∈H˜s(Ω)
〈ζAψh,Πϕ〉L2(Ω)
‖ϕ‖H˜s(Ω)
= sup
ϕ∈H˜s(Ω)
〈Aψh, ζΠϕ− Jh(ζΠϕ)〉L2(Ω) −
〈
A(ΠL2φ− φ),Jh(ζΠϕ)
〉
L2(Ω)
‖ϕ‖H˜s(Ω)
.
For the first term in the numerator, we use superapproximation (3.6) to obtain∣∣∣〈Aψh, ζΠϕ− Jh(ζΠϕ)〉L2(Ω)∣∣∣ . ‖Aψh‖H−s(Ω) h ‖Πϕ‖H˜s(Ω) . h ‖ψh‖H˜s(Ω) ‖ϕ‖H˜s(Ω) .
For the second term in the numerator on the right-hand side, we use the cut-off function η̂ satisfying
η̂ ≡ 1 on ωζ as well as the definition and mapping properties of the commutator Cη̂ to estimate∣∣∣∣〈A(ΠL2φ− φ),Jh(ζΠϕ)〉
L2(Ω)
∣∣∣∣ = ∣∣∣∣〈η̂A(ΠL2φ− φ),Jh(ζΠϕ)〉
L2(Ω)
∣∣∣∣
=
∣∣∣∣〈A(η̂(ΠL2φ− φ)) + Cη̂(ΠL2φ− φ),Jh(ζΠϕ)〉
L2(Ω)
∣∣∣∣
.
(∥∥∥A(η̂(ΠL2φ− φ))∥∥∥
H−s(Ω)
+
∥∥∥Cη̂(ΠL2φ− φ)∥∥∥
H−s(Ω)
)
‖Jh(ζΠϕ)‖H˜s(Ω)
.
(∥∥∥η̂(ΠL2φ− φ)∥∥∥
H˜s(Ω)
+
∥∥∥ΠL2φ− φ∥∥∥
H˜s−1(Ω)
)
‖ϕ‖H˜s(Ω) .
We conclude
‖vh‖H˜s(Ω) . h ‖ψh‖H˜s(Ω) +
∥∥∥η̂(ΠL2φ− φ)∥∥∥
H˜s(Ω)
+
∥∥∥ΠL2φ− φ∥∥∥
H˜s−1(Ω)
, (3.27)
and in view of (3.24), it remains to bound the last two terms on the right-hand side of (3.27). For
the first term, we can exploit the localization of the L2-projection of Lemma 3.7. Applying (3.19) with
D0 = ωη̂ and D1 = Ω4/5 that satisfy dist(D0, ∂D1) ≥ R/5 ≥ 2h, we obtain∥∥∥η̂(ΠL2φ− φ)∥∥∥
H˜s(Ω)
. h1−s ‖φ‖H1(Ω4/5) + e−c/h ‖φ‖L2(Ω) ≤ h1−s ‖ηφ‖H1(Ω) + e−c/h ‖φ‖H˜s(Ω)
. h1−s
(
‖e‖Hs−1/2(Ω) + ‖ηe‖L2(Ω)
)
+ e−c/h ‖e‖Hs−1/2(Ω) ,
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where we have used (3.20) and (3.21) in the last step. For the second term on the right-hand side
of (3.27), we use the approximation properties of ΠL
2
given in Lemma 3.6. For s > 1/2, we obtain∥∥∥ΠL2φ− φ∥∥∥
H˜s−1(Ω)
. h ‖φ‖H˜s(Ω)
(3.21)
. h ‖e‖Hs−1/2(Ω) .
For the case s ≤ 1/2, we use the additional smoothness of φ ∈ H˜1/2+s−ε(Ω) from Assumption 2.1 for
0 < ε < min{s/2, 1− s} with right-hand side with ηCηe ∈ H1−s(Ω), and obtain
‖φ‖H˜1/2+s−ε(Ω) =
∥∥A−1(ηCηe)∥∥H˜1/2+s−ε(Ω) . ‖ηCηe‖H˜1/2−s−ε(Ω) . ‖e‖Hs−1/2(Ω) , (3.28)
similarly as in (3.21). Lemma 3.6 then gives∥∥∥ΠL2φ− φ∥∥∥
H˜s−1(Ω)
. h ‖φ‖H˜1/2+s−ε(Ω) . h ‖e‖Hs−1/2(Ω) ,
and combining all estimates, we get the required estimate of the near-field.
Estimate of the far-field: For the far-field, we exploit additional smoothness properties of a suitable
Caffarelli-Silvestre extension problem to show the estimate
|χwh|H1(Ω) . hmin{s,1/2}−2ε ‖ηe‖H1(Ω) + ‖ηe‖H˜s(Ω) + ‖e‖Hs−1/2(Ω)
for ε > 0 given by Assumption 2.1. Let w ∈ H˜s(Ω) solve Aw = (1− ζ)Aψh and write, using the triangle
inequality,
|χwh|H1(Ω) ≤ |χwh −Π(χwh)|H1(Ω) + |Π(χ(w − wh))|H1(Ω) + |Π(χw)|H1(Ω) =: a○+ b○+ c○.
Superapproximation (3.15) together with an inverse estimate and the stability of the splitting of ψh first
yields
a○ = |χwh −Π(χwh)|H1(Ω) . h1−s ‖wh‖H˜s(Ω) . h1−s ‖ψh‖H˜s(Ω)
(3.24)
. h1−s
(
‖ηe‖H˜s(Ω) + ‖e‖Hs−1/2(Ω)
)
.
To bound b○ we write ew := w − wh and apply an inverse estimate to obtain
b○ = |Π(χ(w − wh))|H1(Ω) . hs−1 ‖Π(χew)‖Hs(Ω) . hs−1 ‖Π(χew)‖H˜s(Ω) . (3.29)
Note that, in fact, wh = Πw, and hence Galerkin orthogonality, ellipticity of A, the definition of the
commutator Cχ, and superapproximation of the Scott-Zhang projection Jh (Remark 3.1) lead to
‖Π(χew)‖2H˜s(Ω) . 〈A(Π(χew)),Π(χew)〉L2(Ω) = 〈A(χew),Π(χew)〉L2(Ω) = 〈χAew + Cχew,Π(χew)〉L2(Ω)
= 〈Aew, χΠ(χew)− Jh(χΠ(χew))〉L2(Ω) + 〈Cχew,Π(χew)〉L2(Ω)
. h ‖Aew‖H−s(Ω) ‖Π(χew)‖H˜s(Ω) + ‖Cχew‖H−s(Ω) ‖Π(χew)‖H˜s(Ω)
Lem. 3.2
. ‖Π(χew)‖H˜s(Ω)
(
h ‖ew‖H˜s(Ω) + ‖ew‖H˜s−1(Ω)
)
.
Since ψh ∈ S1,10 (Th), we observe that ψh ∈ H˜3/2−ε(Ω) for any ε > 0 and consequently Aψh ∈
H3/2−2s−ε(Ω). In view of s < 1, we conclude (1 − ζ)Aψh ∈ H1/2−s−ε(Ω). Assumption 2.1 then gives
w ∈ H˜1/2+s−ε(Ω). A duality argument, again using Assumption 2.1, the Galerkin orthogonality and
approximation properties of the Scott-Zhang projection, provides
‖ew‖H˜s−1(Ω) . ‖ew‖H˜−1/2+s+ε(Ω) = sup
ϕ∈H1/2−s−ε(Ω)
〈w − wh, ϕ〉L2(Ω)
‖ϕ‖H1/2−s−ε(Ω)
. sup
ϕ̂∈H˜1/2+s−ε(Ω)
∣∣∣〈w − wh,Aϕ̂〉L2(Ω)∣∣∣
‖ϕ̂‖H˜1/2+s−ε(Ω)
= sup
ϕ̂∈H˜1/2+s−ε(Ω)
∣∣∣〈A(w − wh), ϕ̂− Jhϕ̂〉L2(Ω)∣∣∣
‖ϕ̂‖H˜1/2+s−ε(Ω)
. h1/2−ε ‖A(w − wh)‖H−s(Ω) . h1/2−ε ‖w − wh‖H˜s(Ω) .
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With the additional regularity of w, we can estimate
‖ew‖H˜s−1(Ω) . h1/2−ε ‖ew‖H˜s(Ω) . h1−2ε ‖w‖H˜1/2+s−ε(Ω)
. h1−2ε ‖(1− ζ)Aψh‖H1/2−s−ε(Ω) . h1−2ε ‖ψh‖H˜1/2+s−ε(Ω) . (3.30)
We note that ‖ew‖H˜s(Ω) . ‖w‖H˜s(Ω) . ‖ψh‖H˜s(Ω). We next distinguish the cases 1/2 + s − ε ≤ 1
and 1/2 + s − ε > 1. For 1/2 + s − ε ≤ 1, we use (3.22), stability of the Galerkin projection and the
L2-projection, and (3.28) to obtain
b○ . hs−2ε ‖ψh‖H˜1/2+s−ε(Ω) . hs−2ε
(
‖Π(ηe)‖H˜1/2+s−ε(Ω) +
∥∥∥ΠL2φ∥∥∥
H˜1/2+s−ε(Ω)
)
1/2+s−ε≤1
. hs−2ε
(
‖ηe‖H1(Ω) + ‖φ‖H˜1/2+s−ε(Ω)
) (3.28)
. hs−2ε
(
‖ηe‖H1(Ω) + ‖e‖Hs−1/2(Ω)
)
,
which is the required estimate for 1/2 + s− ε ≤ 1.
For 1/2 + s− ε > 1 we employ an inverse estimate in (3.30) and obtain
‖ew‖H˜s−1(Ω) . h1−2ε ‖ψh‖H˜1/2+s−ε(Ω) . h3/2−s−ε ‖ψh‖H1(Ω) .
Using φ ∈ H˜1/2+s−ε(Ω) ⊂ H1(Ω) and the H1-stability of the L2-projection we can estimate
‖ψh‖H1(Ω) . ‖Π(ηe)‖H1(Ω) + ‖φ‖H1(Ω) . ‖ηe‖H1(Ω) + ‖φ‖H˜1/2+s−ε(Ω)
(3.28)
. ‖ηe‖H1(Ω) + ‖e‖Hs−1/2(Ω) .
Inserting everything into (3.29) leads to
b○ . h1/2−ε ‖ψh‖H1(Ω) . h1/2−2ε ‖ηe‖H1(Ω) + h1/2−ε ‖e‖Hs−1/2(Ω) ,
which is the required estimate for the case s > 1/2. To estimate c○, we denote by Ufar the solution of the
extension problem (2.7) with data trUfar = w. We apply a variation of [FMP19, Lemma 4.3] with open
sets Bx×By =: B ⊂ B′ := B′x×B′y and an extension χ̂ of the cut-off function χ satisfying supp χ̂ ⊂ B′.
Instead of prescribing support properties of trUfar as in [FMP19, Lemma 4.3], an inspection of the proof
therein shows that choosing the same test-function V in the weak formulation of (2.7) for the difference
quotient argument works, as long as trV · (Yα∂YUfar)|y=0 ≡ 0. The said test function V is a second
order difference quotient of χ̂Ufar and therefore its trace is supported in Ω1/5. Since
−ds(Yα∂YUfar)|y=0 = Aw = (1− ζ)Aψh,
the assumption ζ ≡ 1 on Ω1/5 indeed gives trV · (Yα∂YUfar)|y=0 ≡ 0 and therefore the arguments of
[FMP19, Lemma 4.3] imply
‖Dx(∇Ufar)‖L2α(B) . ‖Ufar‖H1α(B′) .
The H1-stability of the Galerkin projection from Lemma 3.4, the multiplicative trace inequality from
[KM19, Lemma 3.7], and the Lax-Milgram Lemma then give
c○ = |Π(χw)|H1(Ω) . |χw|H1(Ω) . ‖∇xUfar‖L2α(B) + ‖∇xUfar‖
(1−α)/2
L2α(B)
‖∂y∇xUfar‖(1+α)/2L2α(B)
. ‖Ufar‖H1α(B′) . ‖w‖H˜s(Ω) . ‖(1− ζ)Aψh‖H−s(Ω) . ‖ψh‖H˜s(Ω)
(3.24)
. ‖ηe‖H˜s(Ω) + ‖e‖Hs−1/2(Ω) .
Putting the estimates for a○, b○ and c○ and the near-field using h . 1 together, we obtain
|χe|H1(Ω) . ‖u‖H1(Ω1) + hmin{s,1/2}−2ε ‖ηe‖H1(Ω) + ‖ηe‖Hs(Ω) + ‖e‖Hs−1/2(Ω) .
Using the already shown statement (i) of Theorem 2.3 for the third term, iterating the argument for
the second term on the right-hand side (which is of higher order due to the additional positive powers
of h by choice of ε) together with an inverse estimate, and replacing again u with u − vh for arbitrary
vh ∈ S1,10 (Th) and noting that e = (u− vh) + (vh − uh) leads to the desired estimate.
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With a classical duality argument and exploiting the (local and global) regularity of u, Theorem 2.3
immediately implies Corollary 2.4.
Proof of Corollary 2.4. We only show the second statement of the corollary, the first statement follows
with exactly the same arguments.
The assumptions on the local and global regularity directly imply, see, e.g., [AB17], that
‖u− uh‖H˜s(Ω) . hα ‖u‖H˜s+α(Ω) ,
inf
vh∈S1,10 (Th)
|u− vh|H1(Ω1) . hβ ‖u‖H1+β(Ω2) .
For the global term in Theorem 2.3 and arbitrary ε > 0, we use a duality argument together with
Assumption 2.1, the Galerkin orthogonality and approximation properties of the Scott-Zhang projection
Jh to estimate
‖u− uh‖Hs−1/2(Ω) . ‖u− uh‖H˜s−1/2(Ω) . ‖u− uh‖H˜−1/2+s+ε(Ω) = sup
w∈H1/2−s−ε(Ω)
〈u− uh, w〉L2(Ω)
‖w‖H1/2−s−ε(Ω)
. sup
v∈H˜1/2+s−ε(Ω)
∣∣∣〈u− uh,Av〉L2(Ω)∣∣∣
‖v‖H˜1/2+s−ε(Ω)
= sup
v∈H˜1/2+s−ε(Ω)
∣∣∣〈A(u− uh), v − Jhv〉L2(Ω)∣∣∣
‖v‖H˜1/2+s−ε(Ω)
. h1/2−ε ‖A(u− uh)‖H−s(Ω) . h1/2−ε ‖u− uh‖H˜s(Ω) ,
which finishes the proof of the corollary.
4 Numerical examples
We illustrate our theoretical results of the previous sections with a numerical example in two dimensions.
On the unit circle Ω = B1(0) with constant right-hand side f = 22sΓ(1 + s)2 the exact solution is
known to be
u(x) = (1− |x|2)s+ where g+ = max{g, 0},
see, e.g., [BBN+18].
We choose the subdomain Ω0 ⊂ B1(0) as a square centered at the origin with sidelength of 0.4 as
depicted in Figure 1. The exact solution satisfies u ∈ H˜1/2+s−ε(Ω) for any ε > 0 as well as u ∈ H2(Ω1)
on every set Ω0 ⊂ Ω1 ⊂ Ω satisfying dist(Ω1, ∂Ω) > 0.
Figures 2–4 show global and local errors in the L2-norm and the H1-seminorm. The discrete solutions
are obtained from the MATLAB code [ABB17], and the errors are computed elementwise using high
precision Gaussian quadrature.
As predicted by the theory of [BC19] (for the global H1-error) and Corollary 2.4 (for the local H1-
error), we obtain – dropping the ε > 0, which we may expect to be arbitrary small in view of the
shift theorem for smooth Ω (cf. Remark 2.2) – rates of O(N1/4−s/2) = O(hs−1/2) in the global H1-
norm (provided the solutions are in H1), O(N1/4+s/2) = O(h1/2+s) in the global L2-norm as well as
O(N1/2) = O(h) both in the local L2-norm and H1-norm.
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