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The tractability of certain CSPs for dense or sparse instances is known from the 90s. Recently, the densification and the
sparsification of CSPs were formulated as computational tasks and the systematical study of their computational complexity
was initiated.
We approach this problem by introducing the densification operator, i.e. the closure operator that, given an instance of a
CSP, outputs all constraints that are satisfied by all of its solutions. According to the Galois theory of closure operators, any
such operator is related to a certain implicational system (or, a functional dependency) Σ. We are specifically interested in those
classes of fixed-template CSPs, parameterized by constraint languages Γ, for which the size of an implicational system Σ is a
polynomial in the number of variables 𝑛. We show that in the Boolean case, Σ is of polynomial size if and only if Γ is of bounded
width. For such languages, Σ can be computed in log-space or in a logarithmic time with a polynomial number of processors.
Given an implicational system Σ, the densification task is equivalent to the computation of the closure of input constraints.
The sparsification task is equivalent to the computation of the minimal key. This leads to O(poly(𝑛) · 𝑁 2)-algorithm for the
sparsification task where 𝑁 is the number of non-redundant sparsifications of an original CSP.
Finally, we give a complete classification of constraint languages over the Boolean domain for which the densification
problem is tractable.
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densification operator, implicational system, bounded width, datalog.
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1 INTRODUCTION
In the constraint satisfaction problem (CSP) [1–3] we are given a set of variables with prescribed domains
and a set of constraints. The task’s goal is to assign each variable a value such that all the constraints are
satisfied. Given an instance of CSP, besides the classical formulation, one can formulate many other tasks, such
as maximum/minimum CSPs (Max/Min-CSPs) [4], valued CSP (VCSPs) [5, 6], counting CSPs [7, 8], promise
CSPs [9, 10], quantified CSPs [11–13], and others. Thus, the computational task of finding a single solution is not
the only aspect that is of interest from the perspective of applications of CSPs.
Sometimes in applications we have a CSP instance that defines a set of solutions, and we need to preprocess the
instance by making it denser (i.e. adding new constraints) or, visa versa, sparser (removing as many constraints
as we can) without changing the set of solutions. Let us give an example of such an application. The paper by
Jia Deng et al. [14] is dedicated to the Conditional Random Field (CRF) based on the so-called HEX graphs. The
algorithm for the inference in CRFs presented there is based on the standard junction tree algorithm [15], but
with one additional trick — before constructing the junction tree of the factor graph, the factor tree is sparsified.
This step aims to make the factor graph as close to the tree structure as possible. After that step, cliques of
the junction tree are expected to have fewer nodes. The sparsification of the HEX graph done in this approach
Author’s address: Rustem Takhanov, rustem.takhanov@nu.edu.kz, School of Sciences and Humanities, 53 Kabanbay Batyr Ave, Nur-Sultan

























is equivalent to the sparsification of a CSP instance, i.e. the deletion of as many constraints as possible while
maintaining the set of solutions.
As was suggested in the same paper, the densification of a CSP instance could also help make inference
algorithms more efficient. If the factor tree is densified, then for every clique 𝑐 of the factor graph, the number of
consistent assignments to variables of the clique 𝑐 is fewer. Thus, reducing the state space for each clique makes
the inference faster. The sparsification-densification approach substantially accelerates the computation of the
marginals as the number of nodes grows.
It is well-known that the complexity of the sparsification problem, aswell as theworst case sparsifiability [16, 17],
depends on the constraint language, i.e. the types of constraints allowed in CSP. The computational complexity
was completely classified for constraint languages consisting of the so-called irreducible relations [18].
For a constraint language that consists of Boolean relations of the form 𝐴1 ∧𝐴2 ∧ ... ∧𝐴𝑛 → 𝐵 (so-called pure
Horn clauses), the sparsification task is equivalent to the problem of finding a minimum size cover of a given
functional dependency (FD) table. The last problem was studied in database theory long ago and is considered
a classical topic. It was shown that this problem is NP-hard both in the general case and in the case a cover is
restricted to be a subset of the given FD table. Surprisingly, if we re-define the size of a cover as the number of
distinct left-hand side expressions 𝐴1 ∧𝐴2 ∧ ... ∧𝐴𝑛 , then the problem is polynomially solvable [19].
An important generalization of the previous constraint language is a set of Horn clauses (i.e. 𝐵 can be equal to
False). The sparsification problem for this language is known by the name Horn minimization, i.e. it is a problem of
finding the minimum size Horn formula that is equivalent to input Horn formula. Horn minimization is NP-hard
if the number of clauses is to be minimized [20, 21], or if the number of literals is to be minimized [22]. Moreover,
in the former case Horn minimization cannot be 2
log
1−𝜖 (𝑛)
-approximated if NP ⊈ DTIME(𝑛polylog(𝑛) ) [23].
An example of a tractable sparsification problem is 2-SAT formula minimization [24] which corresponds to
the constraint language of binary relations over the Boolean domain. The term “sparsification” is also used in
a related line of work in which the goal is, given a CSP instance, to reduce the number of constraints without
changing the satisfiability of an instance [16, 17].
The key idea of this paper’s approach is to consider both the densification and the sparsification as two
operations defined on the same set, i.e. the set of constraints. We observe that the densification is a closure
operator on a finite set, and therefore, according to Galois theory [25], it can be defined using a functional
dependency table, or so-called implicational system Σ. It turns out that Σ can have a size bounded by some
polynomial of the number of variables only if the constraint language is of bounded width (for tractable languages
not of bounded width, the size of Σ could still be substantially smaller than for NP-hard languages). For the
Boolean domain, all languages of bounded width have a polynomial-size implicational system Σ.
Given an implicational system Σ, the sparsification problem can be reformulated as a problem of finding the
minimal key in Σ, i.e. such a set of constraints whose densification is the same as the densification of initial
constraints. This task was actively studied in database theory, and we exploit the standard algorithm for the
solution of the minimal key problem, found by Luchessi and Osborn [26]. If |Σ| = O(poly(𝑛)), this leads us to
a O(poly(𝑛) · 𝑁 2)-sparsification algorithm where 𝑁 is the number of non-redundant sparsifications of input
constraints. This algorithm can be applied to the Horn minimization problem, and, to our knowledge, this is
the first algorithm that is polynomial on 𝑁 . Of course, in the worst case 𝑁 is large. Finally, we give a complete
classification of all constraint languages for which the densification problem is tractable, using the algebraic
approach to fixed-template CSPs.
Besides the mentioned works, densification/sparsification tasks were also studied for soft CSPs, and this
unrelated research direction includes graph densification [27–29], binary CSP sparsification [30–34] and spectral
sparsification of graphs and hypergraphs [35, 36]. In the 90’s it was found that dense CSP instances (i.e. when
the number of 𝑘-ary constraints is Θ(𝑛𝑘 )) admit efficient algorithms for the Max-𝑘-CSP and the maximum
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assignment problems [37–39]. Though we deal with crisp CSPs and not any CSP instance can be densified to
Θ(𝑛𝑘 ) constraints, the idea to densify a CSP instance seems natural in this context. Note that the densification of
a CSP that we study in our paper is substantially different from the notion of the densification of a graph. Initially,
Hardt et al. [27] define the densification of the graph𝐺 = (𝑉 , 𝐸) as a new graph 𝐻 = (𝑉 , 𝐸 ′), 𝐸 ′ ⊇ 𝐸 such that the
cardinalities of cuts in 𝐺 and 𝐻 are proportional. In [28, 29] and in the Ph.D. Thesis [40] the densification was
naturally applied in a clustering problem to neighborhood graphs in order to make more intra-class links and
smaller overhead of inter-class links. It was shown that this makes the Laplacian of a graph better conditioned
for a subsequent application of spectral methods. A theoretical analysis of the densification/sparsification tasks
for soft CSPs requires mathematical tools substantially different from those that we develop in the paper.
2 PRELIMINARIES
We assume that P ≠ NP. The set {1, ..., 𝑘} is denoted by [𝑘]. Given a relation 𝜚 ⊆ 𝑅𝑠 and a tuple a ∈ 𝑅𝑠′ , by
| |𝜚 | | and |a| we denote 𝑠 and 𝑠 ′, respectively. A relational structure is a tuple R = (𝑅, 𝑟1, ..., 𝑟𝑘 ) where 𝑅 is finite
set, called the domain of R, and 𝑟𝑖 ⊆ 𝑅 | |𝑟𝑖 | | , 𝑖 ∈ [𝑘]. If 𝑝0 ∈ [| |𝜚 | |], then Proj{𝑝0 } (𝜚 ) = {𝑎𝑝0 | (𝑎1, ..., 𝑎𝑘 ) ∈ 𝜚 }, if
𝑝0 < 𝑝1 ≤ ||𝜚 | |, then Proj{𝑝0,𝑝1 } (𝜚 ) = {(𝑎𝑝0 , 𝑎𝑝1 ) | (𝑎1, ..., 𝑎𝑘 ) ∈ 𝜚 } etc.
2.1 The homomorphism formulation of CSP
Let us define first the notion of a homomorphism between relational structures.
Definition 2.1. Let R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and R′ = (𝑉 ′, 𝑟 ′1, ..., 𝑟 ′𝑠 ) be relational structures with a common signature
(that is arities of 𝑟𝑖 an 𝑟
′
𝑖 are the same for every 𝑖 ∈ [𝑠]). A mapping ℎ : 𝑉 → 𝑉 ′ is called a homomorphism from
R to R′ if for every 𝑖 ∈ [𝑠] and for any (𝑥1, ..., 𝑥 | |𝑟𝑖 | |) ∈ 𝑟𝑖 we have that
(




∈ 𝑟 ′𝑖 . The set of all
homomorphisms from R to R′ is denoted by Hom(R,R′).
The classical CSP can be formulated as a homomorphism problem.
Definition 2.2. The CSP is a search task with:
• An instance: two relational structures with a common signature, R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ).
• An output: a homomorphism ℎ : R → 𝚪 if it exists, or answer None, if it does not exist.
A finite relational structure 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ) over a fixed finite domain 𝐷 is sometimes called a template. For
such 𝚪 we will denote by Γ (without boldface) the set of relations {𝜚1, ..., 𝜚𝑠 }.
Definition 2.3. The fixed template CSP for a given template 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ), denoted CSP(𝚪), is defined as
follows: given a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) of the same signature as 𝚪, solve the CSP for an instance
(R, 𝚪). If CSP(𝚪) is solvable in a polynomial time, then 𝚪 is called tractable. Otherwise, 𝚪 is called NP-hard.
2.2 Algebraic approach to CSPs
In the paper we will need standard definitions of the primitive positive formula and the polymorphism.
Definition 2.4. Let 𝜏 = {𝜋1, ..., 𝜋𝑠 } be a set of symbols for predicates, with the arity 𝑛𝑖 assigned to 𝜋𝑖 . A first-
order formula Φ(𝑥1, ..., 𝑥𝑘 ) = ∃𝑥𝑘+1 ...𝑥𝑛Ξ(𝑥1, ..., 𝑥𝑛) where Ξ(𝑥1, ..., 𝑥𝑛) =
∧𝑁
𝑡=1 𝜋 𝑗𝑡 (𝑥𝑜𝑡1 , 𝑥𝑜𝑡2 , ..., 𝑥𝑜𝑡𝑛𝑗𝑡 ), 𝑗𝑡 ∈ [𝑠],
𝑜𝑡𝑞 ∈ [𝑛] is called the primitive positive formula over the vocabulary 𝜏 . For a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ),
| |𝑟𝑖 | | = 𝑛𝑖 , 𝑖 ∈ [𝑠], ΦR denotes a 𝑘-ary predicate
{(𝑎1, ..., 𝑎𝑘 ) |𝑎𝑖 ∈ 𝑉 , (𝑎𝑜𝑡1 , 𝑎𝑜𝑡2 , ..., 𝑎𝑜𝑡𝑛𝑗𝑡 ) ∈ 𝑟 𝑗𝑡 , 𝑡 ∈ [𝑁 ]},
i.e. the result of interpreting the formula Φ on the model R, where 𝜋𝑖 is interpreted as 𝑟𝑖 .
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For 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ) and 𝜏 = {𝜋1, ..., 𝜋𝑠 }, let us denote the set {Ψ𝚪 |Ψ is primitive
positive formula over 𝜏} by ⟨Γ⟩.
Definition 2.5. Let 𝜚 ⊆ 𝐷𝑚 and 𝑓 : 𝐷𝑛 → 𝐷 . We say that the predicate 𝜚 is preserved by 𝑓 (or, 𝑓 is a






















For a set of predicates Γ ⊆ {𝜚 |𝜚 ⊆ 𝐷𝑚}, let 𝑃𝑜𝑙 (Γ) denote the set of operations 𝑓 : 𝐷𝑛 → 𝐷 such that 𝑓 is a
polymorphism of all predicates in Γ. For a set of operations 𝐹 ⊆ {𝑓 |𝑓 : 𝐷𝑛 → 𝐷}, let 𝐼𝑛𝑣 (𝐹 ) denote the set of
predicates 𝜚 ⊆ 𝐷𝑚 preserved under the operations of 𝐹 . The next result is well-known [41, 42].
Theorem 2.6 (Geiger, Bodnarchuk, Kaluznin, Kotov, Romov). For a set of predicates Γ over a finite set 𝐷 ,
⟨Γ⟩ = 𝐼𝑛𝑣 (𝑃𝑜𝑙 (Γ)).
It is well-known that the computational complexity of fixed-template CSPs, counting CSPs, VCSPs etc. is
defined by the closure ⟨Γ⟩, and therefore, by the corresponding functional clone 𝑃𝑜𝑙 (Γ).
3 THE FIXED TEMPLATE DENSIFICATION AND SPARSIFICATION PROBLEMS
Let us give a general definition of maximality and list some properties of maximal instances.
Definition 3.1. An instance (R, 𝚪) of CSP, where R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ), is said to be maximal
if for any R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑠 ) such that 𝑟 ′𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠] we have Hom(R, 𝚪) ≠ Hom(R′, 𝚪), unless R′ = R.
The following characterization of maximal instances is evident from the definition 3.1.
Theorem 3.2. An instance (R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ), 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 )) is maximal if an only if for any 𝑖 ∈ [𝑠] and any
(𝑣1, ..., 𝑣 | |𝑟𝑖 | |) ∉ 𝑟𝑖 there exists ℎ ∈ Hom(R, 𝚪) such that (ℎ(𝑣1), ..., ℎ(𝑣 | |𝑟𝑖 | |)) ∉ 𝜚𝑖 .
One can prove the following simple existence theorem.
Theorem 3.3. For any instance (R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ), 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 )) of CSP, there exists a unique maximal
instance (R′ = (𝑉 , 𝑟 ′
1





ℎ−1 (𝜚𝑖 ), 𝑖 ∈ [𝑠]
Thus, the maximal instance (R′, 𝚪) from Theorem 3.3 can be called the densification of (R, 𝚪). Let us now
formulate constructing of (R′, 𝚪) from (R, 𝚪) as an algorithmic problem.
Definition 3.4. The densification problem, denoted Dense, is a search task with:
• An instance: two relational structures with a common signature, R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ).
• An output: a maximal instance (R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑠 ), 𝚪) such that 𝑟 ′𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠].
Also, let 𝐷 be a finite set and 𝚪 a relational structure with a domain 𝐷 . Then, the fixed template densification
problem for the template 𝚪, denotedDense(𝚪), is defined as follows: given a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 )
of the same signature as 𝚪, solve the densification problem for an instance (R, 𝚪).
Let Γ = {𝜚1, ..., 𝜚𝑠 }. The language Γ is called not constant-preserving of for any 𝑎 ∈ 𝐷 there exists 𝑖 ∈ [𝑠] such
that (𝑎, ..., 𝑎) ∉ 𝜚𝑖 . For a pair (R, 𝚪), where Γ is not a constant-preserving language, the corresponding densification
is non-trivial, i.e. R′ ≠ (𝑉 ,𝑉 | |𝑟1 | |, ...,𝑉 | |𝑟𝑠 | |), if and only if Hom(R, 𝚪) ≠ ∅. Therefore, the densification problem
for such templates 𝚪 is at least as hard as the CSP problem. I.e. if CSP(𝚪) is NP-hard, then all the more Dense(𝚪)
is NP-hard.
Let us introduce the sparsification problem.
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Definition 3.5. An instance (R, 𝚪) of CSP, where R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ), is said to be minimal




R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑠 ) |𝑟 ′𝑖 ⊆ 𝑟𝑖 , 𝑖 ∈ [𝑠],Hom(R, 𝚪) = Hom(R′, 𝚪),
(R′, 𝚪) is minimal
} (1)
Definition 3.6. The sparsification problem, denoted Sparse, is a search task with:
• An instance: two relational structures with a common signature, R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ).
• An output: List of all elements of Min(R, 𝚪).
Also, let 𝐷 be a finite set and 𝚪 a relational structure with a domain 𝐷 . Then, the fixed template sparsification
problem for the template 𝚪, denoted Sparse(𝚪), is defined as follows: given a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 )
of the same signature as 𝚪, solve the sparsification problem for an instance (R, 𝚪).
4 DENSIFICATION AS THE CLOSURE OPERATOR
Let us introduce a set of all possible constraints over Γ:
C𝚪𝑉 = {⟨(𝑣1, ..., 𝑣 | |𝜚𝑖 | |), 𝜚𝑖⟩|𝑖 ∈ [𝑠], 𝑣1, ..., 𝑣 | |𝜚𝑖 | | ∈ 𝑉 }
Any instance of CSP(𝚪), a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ), induces the following subset of C𝚪𝑉 :
CR = {⟨(𝑣1, ..., 𝑣 | |𝜚𝑖 | |), 𝜚𝑖⟩|𝑖 ∈ [𝑠], (𝑣1, ..., 𝑣 | |𝜚𝑖 | |) ∈ 𝑟𝑖 }
Using that notation, the densification can be understood as an operator Dense : 2
C𝚪
𝑉 → 2C𝚪𝑉 such that:
Dense(CR) =
{





Thus, in the densification process we start from a set of constraints CR and simply add possible constraints
to Dense(CR) while the set of solutions maintains. Let us also define Dense(CR) = C𝚪𝑉 if Hom(R, 𝚪) = ∅. The
densification operator satisfies the following conditions:
• Dense(CR) ⊇ CR (extensive)
• Dense(Dense(CR)) = Dense(CR) (idempotent)
• CR′ ⊆ CR ⇒ Dense(CR′) ⊆ Dense(CR) (isotone)
Operators that satisfy these three conditions play the central role in universal algebra and are called the closure
operators. There exists a duality between closure operators 𝑜 : 2𝑆 → 2𝑆 on a finite set 𝑆 and the so-called
implicational systems (or functional dependencies) on 𝑆 . Let us briefly describe this duality (details can be found
in [25]).
Definition 4.1. Let 𝑆 be a finite set. An implicational system Σ on 𝑆 is a binary relation Σ ⊆ 2𝑆 ×2𝑆 . If (𝐴, 𝐵) ∈ Σ,
we write 𝐴 → 𝐵. A full implicational system on 𝑆 is an implicational system satisfying the three following
properties:
• 𝐴 → 𝐵, 𝐵 → 𝐶 imply 𝐴 → 𝐶
• 𝐴 ⊆ 𝐵 imply 𝐴 → 𝐵
• 𝐴 → 𝐵 and 𝐶 → 𝐷 imply 𝐴 ∪𝐶 → 𝐵 ∪ 𝐷 .
Any implicational system Σ ⊆ 2𝑆 × 2𝑆 has a minimal superset Σ′ ⊇ Σ that itself is a full implicational system





Theorem 4.2 (p. 264 [25]). Any implicational system Σ ⊆ 2𝑆 × 2𝑆 defines the closure operator 𝑜 : 2𝑆 → 2𝑆 by
𝑜 (𝐴) = {𝑥 ∈ 𝑆 |𝐴 → {𝑥} ∈ Σ⊲}. Any closure operator 𝑜 : 2𝑆 → 2𝑆 on a finite set 𝑆 defines the full implicational
system by {𝐴 → 𝐵 |𝐵 ⊆ 𝑜 (𝐴)}.
From Theorem 4.2 we obtain that the densification operator Dense : 2
C𝚪
𝑉 → 2C𝚪𝑉 also corresponds to some full
implicational system Σ𝚪
𝑉
⊆ 2C𝚪𝑉 × 2C𝚪𝑉 . Note that the system Σ𝚪
𝑉
depends only on the set 𝑉 and the constraint
language 𝚪, but does not depend on relations 𝑟𝑖 , 𝑖 ∈ [𝑠] of the relational structure R.
5 THE POLYNOMIAL DENSIFICATION OPERATOR
Let denote Σ𝚪𝑛 = Σ
𝚪
[𝑛] . The most general languages with a kind of polynomial densification operator can be
described as follows.
Definition 5.1. The template 𝚪 is said to have a weak polynomial densification operator, if for any 𝑛 ∈ N there
exists an implicational system Σ on 𝑆 ⊇ C𝚪𝑛 of size |Σ| = O(poly(𝑛)) that acts on C𝚪𝑛 as the densification operator,
i.e. Σ𝚪𝑛 = {(𝐴 → 𝐵) ∈ Σ⊲ |𝐴, 𝐵 ⊆ C𝚪𝑛 }.
Using database theory language [43], the last definition describes such languages Γ for which there exists an
implicational system of polynomial size whose projection on C𝚪𝑛 coincides with Σ𝚪𝑛 .
If 𝑛′ ≥ 𝑛, then Σ𝚪
𝑛′ ⊇ Σ𝚪𝑛 . It is obvious that Σ𝚪𝑛 = {(𝑋 → 𝑌 ) ∈ Σ𝚪𝑛′ |𝑋,𝑌 ∈ C𝚪𝑛 }1. Also, for any superset Γ′ ⊇ Γ
we have Σ𝚪
′
𝑛 ⊇ Σ𝚪𝑛 . Together, we have:
Γ′ ⊇ Γ, 𝑛′ ≥ 𝑛 ⇒ Σ𝚪
′
𝑛′ ⊇ Σ𝚪𝑛
A natural specification of the weak polynomial densification operator is given in the following definition.
Definition 5.2. The template 𝚪 is said to have a polynomial densification operator, if there exists a finite
contraint language Γ′ such that Γ′ ⊇ Γ and a function 𝜙 : N→ N such that 𝜙 (𝑛) ≥ 𝑛, 𝜙 (𝑛) = O(poly(𝑛)), and for
any 𝑛 ∈ N there is an implicational system Σ ⊆ Σ𝚪′
𝜙 (𝑛) of size |Σ| = O(poly(𝑛)) that acts on C
𝚪
𝑛 as the densification
operator, i.e. Σ𝚪𝑛 = {(𝐴 → 𝐵) ∈ Σ⊲ |𝐴, 𝐵 ⊆ C𝚪𝑛 }.
An idea of both definitions is to consider a closure operator on a larger set (on a superset of C𝚪𝑛 ) that behaves
as the densification operator on C𝚪𝑛 . Unlike the definition 5.1, in the definition 5.2 we only consider subsets of
Σ𝚪
′
𝑛′ ⊇ Σ𝚪𝑛 whose projection is Σ𝚪𝑛 . We believe that both notions of the polynomial densification operator are
equivalent but do not have proof of that.
6 MAIN RESULTS
The complexity of Dense(𝚪) in the Boolean case can be simply described by the following theorem.
Theorem 6.1. For 𝐷 = {0, 1}, Dense(𝚪) is polynomially solvable if and only if 𝚪 is tractable and is not constant-
preserving.
Recall that bounded width languages are languages for which ¬CSP(𝚪) can be recognized by the Datalog
program [1]. Concerning the polynomial densification we obtain the following result.
Theorem 6.2. For the general domain 𝐷 , if 𝚪 has a weak polynomial densification operator, then 𝚪 is of bounded
width. For the Boolean case, 𝐷 = {0, 1}, 𝚪 has a (weak) polynomial densification operator if and only if 𝚪 is of
bounded width.
The last theorem leads to the following statement for the sparsification problem.
1
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Theorem 6.3. If 𝐷 = {0, 1} and 𝚪 is of bounded width, then given an instance R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) of Sparse(𝚪), all
elements of Min(R, 𝚪) can be listed in time O(poly( |𝑉 |) · |Min(R, 𝚪) |2).
7 ALGEBRAIC APPROACH TO THE CLASSIFICATION OF LANGUAGES WITH A POLYNOMIAL
DENSIFICATION OPERATOR
In the same way as it was done for the fixed-template CSP, the counting CSP, the VCSP etc., constraint languages
for which the densification problem Dense(𝚪) is tractable can be classified using tools of universal algebra. An
analogous approach can be applied to classify languages with a (weak) polynomial densification operator.
Theorem 7.1. Let 𝐿 = {Ψ𝑖 | 𝑖 ∈ [𝑐]} where Ψ𝑖 is a primitive positive formula over the vocabulary 𝜏 = {𝜋1, ..., 𝜋𝑠 },
𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ), 𝚪′ = (𝐷,Ψ𝚪1 , ...,Ψ𝚪𝑠 ), then:
(a) Dense(𝚪′) is polynomial-time Turing reducible to Dense(𝚪);
(b) if 𝚪 has a polynomial densification operator, then 𝚪′ also has a polynomial densification operator;
(c) if 𝚪 has a weak polynomial densification operator, then 𝚪′ also has a weak polynomial densification operator;
Proof. Let us assume that Ψ𝑖 = ∃𝑥𝑘𝑖+1...𝑥𝑙𝑖
∧
𝑡 ∈[𝑁𝑖 ] 𝜋 𝑗𝑖𝑡 (𝑥𝑜𝑖𝑡1 , 𝑥𝑜𝑖𝑡2 , ...) where 𝑗𝑖𝑡 ∈ [𝑠] and 𝑜𝑖𝑡𝑥 ∈ [𝑙𝑖 ]. We will
start from the proof of the statement (a). Let R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑐 ) be an instance of Dense(𝚪′). Our goal is to
construct a maximal instance (R′′ = (𝑉 , 𝑟 ′′
1
, ..., 𝑟 ′′𝑐 ), 𝚪′) such that 𝑟 ′′𝑖 ⊇ 𝑟 ′𝑖 , 𝑖 ∈ [𝑐] and Hom(R′′, 𝚪
′) = Hom(R′, 𝚪′).
For any 𝑖 ∈ [𝑐] and a = (𝑎1, ..., 𝑎𝑘𝑖 ) ∈ 𝑟 ′𝑖 , let us introduce a set of new distinct variables NEW(𝑖, a) =
{𝑎𝑘𝑖+1, ..., 𝑎𝑙𝑖 }. Note that the sets NEW(𝑖, a) are disjoint for different (𝑖, a). For any tuple a = (𝑎1, ..., 𝑎𝑘𝑖 ) ∈ 𝑟 ′𝑖 , the
constraint that an image of (𝑎1, ..., 𝑎𝑘𝑖 ) under ℎ ∈ Hom(R′, 𝚪′) is in Ψ𝚪𝑖 can be substituted with a collection of
the following constraints: a) first we add the variables NEW(𝑖, a) = {𝑎𝑘𝑖+1, ..., 𝑎𝑙𝑖 } to the set of variables 𝑉 , and b)
require that an image of (𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑡2 , ...) is in 𝜚 𝑗𝑖𝑡 for any 𝑡 ∈ [𝑁𝑖 ].
By doing this for all 𝑖 ∈ [𝑐] and a = (𝑎1, ..., 𝑎𝑘𝑖 ) ∈ 𝑟 ′𝑖 , we construct an instance (R = (𝑀, 𝑟1, ..., 𝑟𝑠 ), 𝚪) of
Dense(𝚪) where 𝑀 ⊇ 𝑉 . The output of Dense(𝚪) gives us a maximal instance (M = (𝑀,𝑚1, ...,𝑚𝑠 ), 𝚪) such
that𝑚𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠] and Hom(M, 𝚪) = Hom(R, 𝚪). Therefore, Proj𝑉Hom(M, 𝚪) = Hom(R′, 𝚪′). It is easy to see
that (R′′ = (𝑉 ,ΨM
1
∩𝑉 𝑘1 , ...,ΨM𝑐 ∩𝑉 𝑘𝑐 ), 𝚪′) is a maximal instance of Dense(𝚪′) and Hom(R′′, 𝚪′) = Hom(R′, 𝚪′).
Finally, it remains to note that R′′ can be constructed from R′, using Dense(𝚪) as an oracle, in a polynomial time.
The statement (b) directly follows from the previous reduction. Suppose 𝚪 has a polynomial densification
operator, i.e. there is a finite language Γ1 ⊇ Γ and a function 𝜙 : N→ N such that 𝜙 (𝑛) ≥ 𝑛, 𝜙 (𝑛) = O(poly(𝑛)),
and for any 𝑛 ∈ N there is an implicational system Δ𝑛 ⊆ C𝚪1𝜙 (𝑛) of size |Δ𝑛 | = O(poly(𝑛)) that acts on C
𝚪
𝑛 as the
densification operator, i.e. Σ𝚪𝑛 = {(𝐴 → 𝐵) ∈ Δ⊲𝑛 |𝐴, 𝐵 ⊆ C𝚪𝑛 }.
If 𝑉 = [𝑛], then 𝑀 = 𝑉 ∪⋃𝑖∈[𝑐 ],a∈[𝑛]𝑘𝑖 NEW(𝑖, a) is a superset of 𝑉 whose size is bounded by a polynomial
of 𝑛. Therefore, w.l.o.g. we can assume 𝑀 = [𝑚] where 𝑚 = |𝑀 | = O(poly(𝑛)). Let Δ𝑚 be an implicational
system on C𝚪1
𝜙 (𝑚) such that |Δ𝑚 | = O(poly(𝑚)) and 𝑜Δ𝑚 (𝑆) = {𝑥 ∈ C
𝚪
𝑚 | (𝑆 → 𝑥) ∈ Δ⊲𝑚} acts as the densification
operator on subsets of C𝚪𝑚 . Since Δ𝑚 ⊆ Σ
𝚪1
𝜙 (𝑚) , we can interpret Δ𝑚 as an implicational system on C
𝚪2
𝜙 (𝑚) where
Γ2 = Γ1 ∪ Γ′. Let us now add to Δ𝑚 new implications by the following rule: for any 𝑖 ∈ [𝑐], a ∈ [𝑛]𝑘𝑖 and the
corresponding new 𝑙𝑖 −𝑘𝑖 variables NEW(𝑖, a) = {𝑎𝑘𝑖+1, ..., 𝑎𝑙𝑖 } we add ⟨a,Ψ𝚪𝑖 ⟩ → {⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩|𝑡 ∈ [𝑁𝑖 ]}.
Obviously, all added rules are from Σ𝚪2
𝜙 (𝑚) . Let us denote a new system by Σ𝑛 . By the construction of Σ𝑛 ,
we have |Σ𝑛 | = |Δ𝑚 | +
∑𝑐
𝑖=1 𝑛
𝑘𝑖 = O(poly(𝑛)) and Σ𝑛 ⊆ Σ𝚪2𝜙 (𝑚) . It is easy to see that the closure operator
𝑜Σ𝑛 (𝑆) = {𝑥 ∈ C𝚪
′
𝑛 | (𝐴 → 𝑥) ∈ Σ⊲𝑛} acts on subsets of C𝚪
′






also has a polynomial densification operator for a function 𝜙 ′(𝑛) = 𝜙 (𝑚) = O(poly(𝑛)) and a superset
Γ2 = Γ1 ∪ Γ′ ⊇ Γ′. The proof of the part (c) is identical to the proof of the part (b). □
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8 WEAK POLYNOMIAL DENSIFICATION IMPLIES BOUNDED WIDTH
Theorem 8.1. If 𝚪 has a weak polynomial densification operator, then the decision version of ¬CSP(𝚪) can be
computed by a polynomial-size monotone circuit.
Proof. If 𝚪 is constant-preserving, then ¬CSP(𝚪) is trivial, i.e. we can assume that 𝚪 is not constant-preserving.
Let Σ𝑛 be an implicational system on 𝑆𝑛 ⊇ C𝚪𝑛 such that Σ⊲𝑛 ∩ (C𝚪𝑛 )2 = Σ𝚪𝑛 and |Σ𝑛 | = O(poly(𝑛)). We can assume
that 𝑆𝑛 = O(poly(𝑛)) and every rule in Σ𝑛 has a form 𝐴 → 𝑥 , 𝑥 ∈ 𝑆𝑛 . Let R be an instance of CSP(𝚪) and 𝑥 ∈ C𝚪𝑛 .
The rule CR → 𝑥 is in Σ⊲𝑛 if and only if 𝑥 is derivable from CR using implications from Σ𝑛 . Formally, the latter
means that there is a directed acyclic graph 𝑇 = (𝑉 , 𝐸) with a labeling function 𝑙 : 𝑉 → 𝑆𝑛 such that: (a) there is
only one element with no outcoming edges, the root 𝑟 ∈ 𝑉 , and it is labeled by 𝑥 , i.e. 𝑙 (𝑟 ) = 𝑥 , (b) every node
with no incoming edges is labeled by an element of CR, (c) if a node 𝑣 ∈ 𝑉 has incoming edges (𝑐1, 𝑣), ..., (𝑐𝑑 (𝑣) , 𝑣),
then ({𝑙 (𝑐1), ..., 𝑙 (𝑐𝑑 (𝑣) )} → 𝑙 (𝑣)) ∈ Σ𝑛 . Moreover, the depth of 𝑇 is bounded by |𝑆𝑛 |, because 𝑥 can be derived
from CR in no more than |𝑆𝑛 | steps if no attribute is derived twice.
Consider a monotone circuit𝑀 whose set of variables, denoted by𝑊 , consists of |𝑆𝑛 | layers 𝑉1, ...,𝑉|𝑆𝑛 | such
that 𝑖-th layer is a set of variables 𝑣𝑖,𝑎, 𝑎 ∈ 𝑆𝑛 . For any rule ({𝑎1, ..., 𝑎𝑙 } → 𝑏) ∈ Σ𝑛 and every 𝑖 ∈ [|𝑆𝑛 | − 1] there
is a monotone logic gate 𝑣𝑖+1,𝑏 = 𝑣𝑖,𝑏 ∨ (𝑣𝑖,𝑎1 ∧ 𝑣𝑖,𝑎2 ∧ ... ∧ 𝑣𝑖,𝑎𝑙 ) that computes the value of 𝑣𝑖+1,𝑏 from inputs of
the previous layer.
Any instance R can be encoded as a Boolean vector vR ∈ {0, 1}𝑆𝑛 such that vR (𝑥) = 1 if and only if 𝑥 ∈ CR.
If we set input variables of 𝑀 to vR, i.e. 𝑣1,𝑎 := vR (𝑎), 𝑎 ∈ 𝑆𝑛 , then output variables of 𝑀 , i.e. 𝑣 |𝑆𝑛 |,𝑎, 𝑎 ∈ 𝑆𝑛 , will
satisfy: for any 𝑥 ∈ C𝚪𝑛 , 𝑣 |𝑆𝑛 |,𝑥 = 1 if and only if (CR → 𝑥) ∈ Σ⊲𝑛 . Let us briefly outline the proof of the last
statement.
Indeed, let 𝑣 |𝑆𝑛 |,𝑥 = 1, 𝑥 ∈ CR. For any variable 𝑣𝑖,𝑏 ∈𝑊 such that 𝑣𝑖,𝑏 = 1 let us define early(𝑣𝑖,𝑏) = 𝑣𝑖′,𝑏 where
𝑣𝑖′,𝑏 = 1 and 𝑣𝑖′−1,𝑏 = 0. Then, a rooted directed acyclic graph 𝑇𝑥 = (𝑉 , 𝐸) with a labeling 𝑙 : 𝑉 → 𝑆𝑛 can be
constructed by defining 𝑉 = {early(𝑣𝑖,𝑏) |𝑣𝑖,𝑏 ∈𝑊, 𝑣𝑖,𝑏 = 1} and 𝑙 (early(𝑣𝑖,𝑏)) = 𝑏. Edges of 𝑇𝑥 are defined in the
following way: if 𝑣𝑖′,𝑏 = early(𝑣𝑖,𝑏) and 𝑣𝑖′,𝑏 was assigned to 1 by the gate 𝑣𝑖′,𝑏 = 𝑣𝑖′−1,𝑏 ∨ (𝑣𝑖′−1,𝑎1 ∧ 𝑣𝑖′−1,𝑎2 ∧ ... ∧
𝑣𝑖′−1,𝑎𝑙 ), then we connect nodes early(𝑣𝑖′−1,𝑎2 ), ..., early(𝑣𝑖′−1,𝑎𝑙 ) to 𝑣𝑖′,𝑏 by incoming edges. It is easy to see that 𝑇𝑥
will satisfy properties (a), (b), (c) listed above. The opposit is also true, if there is a directed acyclic graph with a
root 𝑥 that satisfies the properties (a), (b), (c), then 𝑣 |𝑆𝑛 |,𝑥 = 1.
Thus, the expression 𝑜 =
∧
𝑥 ∈C𝚪 𝑣 |𝑆𝑛 |,𝑥 equals 1 if and only if (CR → C𝚪𝑛 ) ∈ Σ𝚪𝑛 . Since 𝚪 is not constant-
preserving, the last means Hom(R, 𝚪) = ∅. Thus, Hom(R, 𝚪) = ∅ was computed by the polynomial-size monotone
circuit𝑀 (with an additional gate). □
The core of Γ = {𝜚1, ..., 𝜚𝑠 } is defined as core(Γ) = {𝜚1 ∩ 𝑔(𝐷)𝑛1 , ..., 𝜚𝑠 ∩ 𝑔(𝐷)𝑛𝑠 }, the constraint language over
𝑔(𝐷), where 𝑔 ∈ Hom(𝚪, 𝚪) is such that
|𝑔(𝐷) | = min
ℎ∈Hom(𝚪,𝚪)
|ℎ(𝐷) |.
Corollary 8.2. If 𝚪 has a weak polynomial densification operator, then core(Γ) is of bounded width.
Proof. If 𝚪 has a weak polynomial densification operator, then by Theorem 8.1 ¬CSP(Γ) can be solved by a
polynomial-size monotone circuit. Therefore, ¬CSP(Γ′) where Γ′ = core(Γ)∪{{(𝑎)}|𝑎 ∈ 𝑔(𝐷)} can also be solved
by a polynomial-size monotone circuit. We can use the standard reduction of ¬CSP(Γ′) to ¬CSP(core(Γ) ∪ {𝜌})
where 𝜌 ∈ ⟨core(Γ)⟩ is defined as {⟨𝜋 (𝑎)⟩𝑎∈𝑔 (𝐷) |𝜋 : 𝑔(𝐷) → 𝑔(𝐷), 𝜋 ∈ Pol(core(Γ))}.
The algebra AΓ′ = (𝑔(𝐷), Pol(Γ′)) generates the variety of algebras v𝑎𝑟 (AΓ′) (in the sense of Birkhoff’s HSP
theorem). The proposition 5.1. from [44] states that if ¬CSP(Γ′) can be computed by a polynomial-size monotone
circuit, then v𝑎𝑟 (AΓ′) omits both the unary and the affine type. According to a well-known result [45, 46] this is
equivalent to stating that Γ′ is of bounded width. □
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9 DS-BASIS AND ALGORITHMS FOR Dense(𝚪) AND Sparse(𝚪)
The notion of the DS-basis is a formalization of the template for which a small cover of Σ𝚪𝑛 not only exists, but it
also can be computed efficiently.
Definition 9.1. A fixed template 𝚪 is called the DS-basis, if there exists an algorithm A that solves in time
O(poly(𝑛)) the task with:
• An instance: a natural number 𝑛 ∈ N;
• An output: an implicational system Σ ⊆ Σ𝚪𝑛 such that Σ⊲ = Σ𝚪𝑛 .
Theorem 9.2. For any DS-basis 𝚪 there is an algorithm A1 that, given an instance R of Dense(𝚪), solves the
densification problem for (R, 𝚪) in time O(poly( |𝑉 |)).
Proof. For any implicational system Σ ⊆ 2𝑆 × 2𝑆 , and any 𝐴, 𝐵 ⊆ 𝑆 , the membership 𝐴 → 𝐵 ?∈ Σ⊲ can be
checked in time O(|Σ|) by Beeri and Berstein’s algorithm for functional dependencies [47].
Since 𝚪 is the DS-basis, then there exists an algorithm A using which we can compute in time O(poly( |𝑉 |))
an implicational system Σ ⊆ Σ𝚪
𝑉
such that Σ⊲ = Σ𝚪
𝑉




Beeri and Berstein’s algorithm for any 𝑥 ∈ C𝚪
𝑉




| · |Σ|) = O(poly( |𝑉 |)). Finally we set 𝑟 ′𝑖 = {(𝑣1, ..., 𝑣 | |𝜚𝑖 | |) |⟨(𝑣1, ..., 𝑣 | |𝜚𝑖 | |), 𝜚𝑖⟩ ∈ Dense(CR)} for 𝑖 ∈ [𝑠]. An
instance (R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑠 ), 𝚪) is maximal. □
Theorem 9.3. For any DS-basis 𝚪 there is an algorithm A2 that, given an instance R of Sparse(𝚪), solves the
sparsification problem for (R, 𝚪) in time O(poly( |𝑉 |) · |Min(R, 𝚪) |2).
Proof. It is easy to see that a set of all possible instances of Sparse(𝚪), {R}, is in one-to-one correspondence
with a set 2
C𝚪
𝑉 . Let us call any 𝐴 ⊆ Dense(CR) a minimal key of Dense(CR) if (𝐴 → Dense(CR)) ∈ Σ𝚪𝑉 , but for
any proper subset 𝐵 ⊂ 𝐴, (𝐵 → Dense(CR)) ∉ Σ𝚪𝑉 . Let us prove first that R
′ ∈ Min(R, 𝚪) is and only if CR′ is a
minimal key of Dense(CR).
Indeed, if R′ ∈ Min(R, 𝚪), then Hom(R, 𝚪) = Hom(R′, 𝚪) and a pair (R′, 𝚪) is minimal. Since Hom(R, 𝚪) =
Hom(R′, 𝚪), then Dense(CR) = Dense(CR′) (by the definition of the densification operator). Therefore, from the
duality between the closure operator Dense and the implication system Σ𝚪
𝑉
we obtain CR′ → Dense(CR) ∈ Σ𝚪𝑉 .
Since the pair (R′, 𝚪) is minimal, we obtain that CR′ is a minimal key of Dense(CR).
On the contrary, let CR′ be a minimal key of Dense(CR). Therefore, Dense(CR) = Dense(CR′), from which we
obtain Hom(R, 𝚪) = Hom(R′, 𝚪). Any proper subset CR′′ ⊂ CR′ has a closure Dense(CR′′) ⊂ Dense(CR′). Thus,
we obtain that Hom(R′, 𝚪) ≠ Hom(R′′, 𝚪) (otherwise, we have Dense(CR′′) = Dense(CR′)). We conclude that the
pair (R′, 𝚪) is minimal.
Since 𝚪 is a DS-basis, we construct in advance an implicational system Σ ⊆ Σ𝚪
𝑉
such that Σ⊲ = Σ𝚪
𝑉
. We proved
that the problem of listing ofMin(R, 𝚪) is equivalent to listing of all minimal keys ofDense(CR) in the implicational
system Σ⊲. In database theory, this task is called the optimal cover problem, and was studied in the 70s [48]. The
algorithm of Luchessi and Osborn lists all minimal keys in time O(|Σ| · |Min(R, 𝚪) | · |CR | · ( |Min(R, 𝚪) | + |CR |))
(see p. 274 of [26]). It is easy to see that the last expression is bounded by O(poly( |𝑉 |) · |Min(R, 𝚪) |2).
Note that the main approaches to listing minimal keys in a functional dependency table refer to the method
of Luchessi and Osborn. Nowadays, several alternative methods are designed for this and adjacent tasks [49],
including efficient parallelization techniques [50]. □
Theorem 9.4. Let 𝐿 = {Ψ𝑖 | 𝑖 ∈ [𝑐]} where Ψ𝑖 is a primitive positive formula over the vocabulary 𝜏 = {𝜋1, ..., 𝜋𝑠 },
𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ), 𝚪′ = (𝐷,Ψ𝚪1 , ...,Ψ𝚪𝑠 ). If 𝚪 is the DS-basis, then there is an algorithm A𝚪′ that, given an instance R
of Sparse(𝚪′), solves the sparsification problem for (R, 𝚪′) in time O(poly( |𝑉 |) · |Min(R, 𝚪′) |2).
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Proof. Since 𝚪 is the DS-basis, then 𝚪 has a polynomial densification operator. Let us repeat the proof of the
part (b) of Theorem 7.1, but for a slightly simpler case of the DS-basis 𝚪.
Recall that 𝑉 = [𝑛], 𝑀 = 𝑉 ∪ ⋃𝑖∈[𝑐 ],a∈[𝑛]𝑘𝑖 NEW(𝑖, a) = [𝑚] and 𝑚 = 𝑛 + ∑𝑐𝑖=1 (𝑙𝑖 − 𝑘𝑖 )𝑛𝑘𝑖 . Let Δ𝑚 be an
implicational system on C𝚪𝑚 such that |Δ𝑚 | = O(poly(𝑚)) and 𝑜Δ𝑚 (𝑆) acts as the densification operator on
subsets of C𝚪𝑚 . We added to Δ𝑚 new implications
⟨a,Ψ𝚪𝑖 ⟩ → {⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩|𝑡 ∈ [𝑁𝑖 ]}
for any 𝑖 ∈ [𝑐], a ∈ [𝑛]𝑘𝑖 . Thus, we construct the implicational system Σ𝑛 ⊆ Σ𝚪2𝑚 , Γ2 = Γ ∪ Γ′, that acts on C𝚪
′
𝑛 as
the densification operator: Σ⊲𝑛 ∩ (C𝚪
′
𝑛 )2 = Σ𝚪
′
𝑛 .
Now, for any 𝑖 ∈ [𝑐], a ∈ [𝑛]𝑘𝑖 and the corresponding new 𝑙𝑖 − 𝑘𝑖 variables NEW(𝑖, a) = {𝑎𝑘𝑖+1, ..., 𝑎𝑙𝑖 } and any
𝑡 ∈ [𝑁𝑖 ] let us add the rule ⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩ → ⟨a,Ψ𝚪𝑖 ⟩ to Σ𝑛 . Let us denote a new implicational system by
Σ′𝑛 . Note that the added rules are not from Σ
𝚪2
𝑚 , because the constraint from right side do not follow from a single
⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩. Let us denote
Ωa,𝑖 = {⟨a,Ψ𝚪𝑖 ⟩} ∪ {⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩|𝑡 ∈ [𝑁𝑖 ]}.
Together with previously added rules (i.e. {⟨(𝑎𝑜𝑖𝑡1 , 𝑎𝑜𝑖𝑡2 , ...), 𝜚 𝑗𝑖𝑡 ⟩|𝑡 ∈ [𝑁𝑖 ]} → ⟨a,Ψ𝚪𝑖 ⟩), this means that 𝑂Σ′𝑛 (𝑆) ⊇
Ωa,𝑖 whenever 𝑂Σ′𝑛 (𝑆) ∩ Ωa,𝑖 ≠ ∅. Thus, the whole set Ωa,𝑖 behaves like a single element in the closure operator
𝑂Σ′𝑛 . Since 𝑂Σ′𝑛 (𝑆) ∩ C𝚪
′
𝑛 = 𝑂Σ𝑛 (𝑆) ∩ C𝚪
′
𝑛 for any 𝑆 ⊆ C𝚪
′
𝑛 , then any minimal key 𝐾 ⊆ C𝚪
′
𝑛 (i.e. a minimal set 𝐾
such that (𝐾 → CR) ∈ Σ′𝑛) corresponds to some element from Min(R, 𝚪′). Finally, we identify all elements in
Ωa,𝑖 for any 𝑖 ∈ [𝑐], a ∈ [𝑛]𝑘𝑖 and obtain a new system Σ′′𝑛 . All minimal keys in that system can be listed by the
algorithm of Luchessi and Osborn in time O(poly( |𝑉 |) · |Min(R, 𝚪′) |2). □
Next we will show that DS-bases include such templates for which Dense(𝚪) can be solved by a Datalog
program.
10 DENSIFICATION BY DATALOG PROGRAM
The idea of using Datalog programs for CSP is classical [1, 51, 52].
Definition 10.1. If Φ(𝑥1, ..., 𝑥𝑛𝑢 ) is a primitive positive formula over 𝜏 , then the first-order formula
Ψ = ∀𝑥1, ..., 𝑥𝑛𝑢
(
Φ(𝑥1, ..., 𝑥𝑛𝑢 ) → 𝜋𝑢 (𝑥1, ..., 𝑥𝑛𝑢 )
)
is called the Horn formula over 𝜏2. If a primitive positive definition of Φ involves 𝑛 variables, then Ψ is said to be




𝜋 𝑗𝑡 (𝑥𝑜𝑡1 , 𝑥𝑜𝑡2 , ..., 𝑥𝑜𝑡𝑛𝑗𝑡 ) → 𝜋𝑢 (𝑥1, ..., 𝑥𝑛𝑢 )
)
,
so we will refer to both of them as Horn formulas. For a relational structure R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ), | |𝑟𝑖 | | = 𝑛𝑖 , R ⊨ Ψ
denotes ΦR ⊆ 𝑟𝑢 .
For the densification task the use of Datalog is motivated by the following theorem.
Theorem 10.2. Let (R, 𝚪) be a maximal instance of CSP. For any Horn formula Ψ, if 𝚪 ⊨ Ψ, then R ⊨ Ψ.
Proof. Let 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ) and
Ψ = ∀𝑥1, ..., 𝑥𝑛𝑢∃𝑥𝑛𝑢+1...𝑥𝑛Ξ(𝑥1, ..., 𝑥𝑛) → 𝜋𝑢 (𝑥1, ..., 𝑥𝑛𝑢 )
2
We slightly abuse the standard terminology, according to which Horn formulas are defined more generally.
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where
Ξ(𝑥1, ..., 𝑥𝑛) =
𝑁∧
𝑡=1
𝜋 𝑗𝑡 (𝑥𝑜𝑡1 , 𝑥𝑜𝑡2 , ..., 𝑥𝑜𝑡𝑛𝑗𝑡 )
such that 𝚪 ⊨ Ψ. Let ℎ : 𝑉 → 𝐷 be any mapping and 𝑟𝑖 = ℎ−1 (𝜚𝑖 ). Let us prove that R ⊨ Ψ where R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ).
Indeed, for any a ∈ 𝑟𝑖 we have ℎ(a) ∈ 𝜚𝑖 , 𝑖 ∈ [𝑠]. From 𝚪 ⊨ Ψ we obtain that the following statement is true: if
there exist 𝑎1, ..., 𝑎𝑛 ∈ 𝐷 such that (𝑎𝑜𝑡1 , 𝑎𝑜𝑡2 , ..., 𝑎𝑜𝑡𝑛𝑗𝑡 ) ∈ 𝜚 𝑗𝑡 , 𝑡 = 1, 𝑁 , then (𝑎1, ..., 𝑎𝑛𝑢 ) ∈ 𝜚𝑢 .
Suppose now that we are given 𝑏1, ..., 𝑏𝑛 ∈ 𝑉 such that for any 𝑡 ∈ [𝑁 ] we have (𝑏𝑜𝑡1 , 𝑏𝑜𝑡2 , ..., 𝑏𝑜𝑡𝑛𝑗𝑡 ) ∈ 𝑟 𝑗𝑡 .
Therefore, for any 𝑡 ∈ [𝑁 ] we have
(ℎ(𝑏𝑜𝑡1 ), ℎ(𝑏𝑜𝑡2 ), ..., ℎ(𝑏𝑜𝑡𝑛𝑗𝑡 )) ∈ 𝜚 𝑗𝑡 .
From 𝚪 ⊨ Ψ we obtain that (ℎ(𝑏1), ..., ℎ(𝑏𝑛𝑢 )) ∈ 𝜚𝑢 . Therefore, (𝑏1, ..., 𝑏𝑛𝑢 ) ∈ 𝑟𝑢 . Thus, we proved R ⊨ Ψ.
Finally, let (R, 𝚪) be a maximal instance of CSP and R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ). By the definition of the maximal instance,
we have 𝑟𝑖 =
⋂
ℎ∈Hom(R,𝚪) ℎ
−1 (𝜚𝑖 ). Horn formulas have the following simple property: if (𝑉 , 𝑟 11 , ..., 𝑟 1𝑠 ) ⊨ Ψ and
(𝑉 , 𝑟 2
1
, ..., 𝑟 2𝑠 ) ⊨ Ψ, then (𝑉 , 𝑟 11 ∩ 𝑟 21 , ..., 𝑟 1𝑠 ∩ 𝑟 2𝑠 ) ⊨ Ψ. Since (𝑉 ,ℎ−1 (𝜚1), ..., ℎ−1 (𝜚𝑠 )) ⊨ Ψ for any ℎ ∈ Hom(R, 𝚪), we
conclude R ⊨ Ψ. □
Theorem 10.2 motivates the following approach to the problem Dense(𝚪). Let 𝐿 = {Ψ1, ...,Ψ𝑐 } be a finite set of
Horn formulas such that 𝚪 ⊨ Ψ𝑖 , 𝑖 ∈ [𝑐]. Given an instance R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) of Dense(𝚪), let us define an operator
𝑞𝑖 (𝑟1, ..., 𝑟𝑠 ) = 𝑟𝑖 ∪
⋃
Ψ∈𝐿:Ψ=∀𝑥1:𝑛𝑖 (Φ(𝑥1,...,𝑥𝑛𝑖 )→𝜋𝑖 (𝑥1,...,𝑥𝑛𝑖 ))
ΦR
is called the immediate consequence operator, i.e. it outputs a single application of the rules that contain 𝜋𝑖 as
the head. This induces an operator on relational structures:
𝑄 (R) = (𝑉 ,𝑞1 (𝑟1, ..., 𝑟𝑠 ), ..., 𝑞𝑠 (𝑟1, ..., 𝑟𝑠 ))
Since 𝑞𝑖 (𝑟1, ..., 𝑟𝑠 ) ⊇ 𝑟𝑖 , the Naive Evaluation Algorithm 2 eventually stops at the fixed point of the operator𝑄 (R),
i.e. at 𝑄𝐾−1 (R) where:
R0 = R,R𝑘 = 𝑄 (R𝑘−1), 𝑘 ∈ [𝐾],R𝐾 = R𝐾−1 (2)
In that algorithm we iteratively add new tuples to predicates 𝑟𝑖 , 𝑖 ∈ [𝑠] until all Horn formulas in 𝐿 are satisfied.
Let us denote the output 𝑄𝐾−1 (R) of the Algorithm 2 by R𝐿 = (𝑉 , 𝑟𝐿
1
, ..., 𝑟𝐿𝑠 ). In fact, the Naive Evaluation
Algorithm 2 calculates the fixed point of the operator 𝑄 (R) in 𝑂 ( |R𝐿 |) iterations, where |R𝐿 | = ∑𝑠𝑖=1 |𝑟𝐿𝑖 |. It is
easy to see that R𝐿 = (𝑉 , 𝑟𝐿
1
, ..., 𝑟𝐿𝑠 ) is a smallest (w.r.t. inclusion) relational structure T = (𝑉 , 𝑡1, ..., 𝑡𝑠 ) such that
𝑡𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠] and T ⊨ Ψ𝑖 , 𝑖 ∈ [𝑐]. Therefore, R𝐿 is a good candidate for a maximal instance (R′ = (𝑉 , 𝑟 ′1, ..., 𝑟 ′𝑠 ), 𝚪),
𝑟 ′𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠].
Definition 10.3. Let 𝜏 be a vocabulary and F ∉ 𝜏 be a stop symbol with an arity 0 assigned to it. Let 𝐿 be a finite
set of Horn formulas over 𝜏 such that 𝚪 |= Ψ,Ψ ∈ 𝐿 and 𝐿stop be a finite set of formulas of the form Φ → F where
Φ is a quantifier-free primitive positive formula over 𝜏 . It is said that Dense(𝚪) can be solved by the Datalog
program 𝐿 ∪ 𝐿stop, if for any instance R of Dense(𝚪), we have: (a) if Hom(R, 𝚪) ≠ ∅, then (R𝐿, 𝚪) is maximal and
ΦR
𝐿
= ∅ for any (Φ → F) ∈ 𝐿stop, and (b) if Hom(R, 𝚪) = ∅, then there is (Φ → F) ∈ 𝐿stop such that ΦR𝐿 ≠ ∅.
Theorem 10.4. If Dense(𝚪) can be solved by the Datalog program 𝐿 ∪ 𝐿stop, then 𝚪 is a DS-basis.
Proof. Any Ψ ∈ 𝐿 can be represented as
Ψ = ∀𝑥1, ..., 𝑥𝑛
( 𝑁∧
𝑡=1




For any sequence 𝑣1, ..., 𝑣𝑛 ∈ 𝑉 let us introduce an implication
𝑅Ψ (𝑣1, ..., 𝑣𝑛) → ⟨(𝑣1, ..., 𝑣𝑛𝑢 ), 𝜚𝑢⟩ (3)
where 𝑅Ψ (𝑣1, ..., 𝑣𝑛) =
{




. Analogously, any Ψ ∈ 𝐿stop can be represented
as Ψ =
( ∧𝑁
𝑡=1 𝜋 𝑗𝑡 (𝑥𝑜𝑡1 , 𝑥𝑜𝑡2 , ..., 𝑥𝑜𝑡𝑛𝑗𝑡 ) → F
)
and we define an implication
𝑅Ψ (𝑣1, ..., 𝑣𝑛) → C𝚪𝑉 (4)
where 𝑅Ψ (𝑣1, ..., 𝑣𝑛) =
{









{𝑅Ψ (𝑣1, ..., 𝑣𝑛) → ⟨(𝑣1, ..., 𝑣𝑛𝑢 ), 𝜚𝑢⟩} (5)




{𝑅Ψ (𝑣1, ..., 𝑣𝑛) → C𝚪𝑉 }





Let us first prove the inclusion Σ⊲ ⊆ Δ1 ∪ Δ2 where
Δ1 = {CR → 𝐵 |𝐵 ⊆ CR𝐿 ,Hom(R, 𝚪) ≠ ∅}
and
Δ2 = {CR → 𝐵 |𝐵 ⊆ C𝚪𝑉 ,Hom(R, 𝚪) = ∅}.
For this, it is enough to show that Δ1 ∪ Δ2 is a full implicational system and Σ ⊆ Δ1 ∪ Δ2. The mapping
O : 2
C𝚪
𝑉 → 2C𝚪𝑉 , defined by O(CR) = CR𝐿 if Hom(R, 𝚪) ≠ ∅ and O(CR) = C𝚪𝑉 if Hom(R, 𝚪) = ∅, is the closure
operator by its construction. Therefore, Theorem 4.2 implies that the set Δ1 ∪ Δ2 is a full implicational system.
The fact Σ ⊆ Δ1 ∪ Δ2 is obvious, because for any rule of the form (3), there exists an instance R such that
CR = {⟨(𝑣𝑜𝑡1 , 𝑣𝑜𝑡2 , ..., 𝑣𝑜𝑡𝑛𝑗𝑡 ), 𝜚 𝑗𝑡 ⟩|𝑡 ∈ [𝑁 ]}. The naive evaluation algorithm 2 will put the tuple (𝑣1, ..., 𝑣𝑛𝑢 ) into
𝑟𝑢 at the first iteration, because (𝑣1, ..., 𝑣𝑛𝑢 ) ∈ 𝑞𝑢 (R). Thus, the head of that rule ⟨(𝑣1, ..., 𝑣𝑛𝑢 ), 𝜚𝑢⟩ will be in CR𝐿 .
Analogously, any rule of the form (4) is also in Δ1 ∪ Δ2. Thus, we proved Σ⊲ ⊆ Δ1 ∪ Δ2, and next we need to
prove Δ1 ∪ Δ2 ⊆ Σ⊲.
Note that the operator 𝑄 (R) operates on R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) by computing tuples from 𝑞𝑖 (𝑟1, ..., 𝑟𝑠 ), 𝑖 ∈ [𝑠] in the
following way: computing (𝑣1, ..., 𝑣𝑛𝑖 ) ∈ 𝑞𝑖 (𝑟1, ..., 𝑟𝑠 ) can be modeled as a result of applying one of the rules (3) to
attributes from CR to obtain the attribute ⟨(𝑣1, ..., 𝑣𝑛𝑖 ), 𝜚𝑖⟩. Thus, CR → C𝑄 (R) ∈ Σ⊲. Therefore, CR → C𝑄𝑙 (R) ∈ Σ⊲
for any 𝑙 ∈ N, and we obtain CR → CR𝐿 ∈ Σ⊲. Since Σ⊲ is full, we conclude {CR → 𝐵 |𝐵 ⊆ CR𝐿 } ⊆ Σ⊲. Moreover,
if Hom(R, 𝚪) = ∅, we can prove that any rule CR → 𝐵, 𝐵 ⊆ C𝚪𝑉 is in Σ
⊲
. This implies Δ1 ∪ Δ2 ⊆ Σ⊲.
In fact we proved that the implicational system Σ corresponds to the closure operator O : 2C
𝚪
𝑉 → 2C𝚪𝑉 (defined
before) with respect to the canonical correspondence of Theorem 4.2. The closure operator O coincides with the
densification operator Dense.
Thus, if Dense(𝚪) can be solved by Datalog program 𝐿, then the implicational system Σ satisfies Σ⊲ = Σ𝚪
𝑉
and
𝚪 is a DS-basis. □
Obviously, if Dense(𝚪) can be solved by some Datalog program 𝐿 ∪ 𝐿stop, then all the more ¬CSP(𝚪) can be
expressed by Datalog. The following theorems give examples of constraint languages for which Dense(𝚪) can be
solved by Datalog.
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Theorem 10.5. Let 𝚪 = (𝐷 = {0, 1}, {(0)}, {(1)}, 𝜚𝑥∧𝑦→𝑧) where 𝜚𝑥∧𝑦→𝑧 = {(𝑎1, 𝑎2, 𝑎3) ∈ 𝐷3 |𝑎1𝑎2 ≤ 𝑎3}. Then,
there is a finite set of Horn formulas 𝐿 over 𝜏 = {𝜋1, 𝜋2, 𝜋3} ∪ {F} such that Dense(𝚪) can be solved by the Datalog
program 𝐿.
Theorem 10.6. Let 𝚪 = (𝐷 = {0, 1}, 𝜚1, 𝜚2, 𝜚3) where 𝜚1 =
{




(𝑥,𝑦) |¬𝑥 ∨ 𝑦
}
and 𝜚3 ={
(𝑥,𝑦) |¬𝑥 ∨ ¬𝑦
}
. Then, there is a finite set of Horn formulas 𝐿 over 𝜏 = {𝜋1, 𝜋2, 𝜋3} ∪ {F} such that Dense(𝚪) can
be solved by the Datalog program 𝐿.
Proof of Theorem 10.5 is given in Section 12 and proof of Theorem 10.6 is given in Section 13.
Proofs of Theorem 6.2 and Theorem 6.3. For the general domain 𝐷 , if a constraint language Γ has a weak
polynomial densification operator, then it is of bounded width (Theorem 8.1). It remains to prove that for the
Boolean domain 𝐷 = {0, 1}, a bounded width language Γ has a polynomial densification operator. Indeed,
there are three cases of bounded width languages over the Boolean domain: (a) Γ is a subset of ⟨{𝜚1, 𝜚2, 𝜚3}⟩
where 𝜚1 = {(𝑥,𝑦) |𝑥 ∨ 𝑦}, 𝜚2 = {(𝑥,𝑦) |¬𝑥 ∨ 𝑦} and 𝜚3 = {(𝑥,𝑦) |¬𝑥 ∨ ¬𝑦} (2-SAT); (b) Γ is a subset of
⟨{{(0)}, {(1)}, 𝜚𝑥∧𝑦→𝑧}⟩ (Horn case); (c) Γ is a subset of ⟨{{(0)}, {(1)}, 𝜚¬𝑥∧¬𝑦→¬𝑧}⟩ (dual-Horn case). Theo-
rems 10.4, 10.5 and 10.6 show that in all three cases Γ is primitive positive definable over a DS-template. From the
part (b) of Theorem 7.1 we obtain that Γ has a polynomial densification operator. Moreover, Theorem 9.4 gives us
that the sparsification problem Sparse(𝚪) can be solved in time O(poly( |𝑉 |) · |Min(R, 𝚪) |2). □
11 CLASSIFICATION OF Dense(𝚪) FOR THE BOOLEAN CASE
The following statement directly follows from Theorem 7.1.
Theorem 11.1. Let 𝚪′ = (𝐷, 𝜚 ′
1
, ..., 𝜚 ′
𝑠′) and 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ) be such that {𝜚 ′1, ..., 𝜚 ′𝑠′} ⊆ ⟨Γ⟩, then Dense(𝚪
′) is
polynomial-time Turing reducible to Dense(𝚪).
Using Theorems 11.1 and 2.6 we conclude that the complexity of Dense(𝚪) is defined by 𝐼𝑛𝑣 (𝑃𝑜𝑙 (Γ)), and
therefore, by 𝑃𝑜𝑙 (Γ). It is well-known that 𝑃𝑜𝑙 (Γ) is closed with respect to superpositions, identifications of
variables, and additions of fictitious variables (i.e. is a functional clone). Using this fact, let us classify the
complexity of Dense(𝚪) for 𝐷 = {0, 1}.
Lemma 11.2. If for any 𝑎 ∈ 𝐷 , {𝑎} ∈ ⟨Γ⟩, then Dense(𝚪) is polynomial-time Turing reducible to CSP(𝚪).
Proof. Let 𝚪 = (𝐷, 𝜚1, ..., 𝜚𝑠 ) and R = (𝑉 , 𝑟1, ..., 𝑟𝑠 ) be an instance of Dense(𝚪). Our goal is to construct a
maximal instance (R′ = (𝑉 , 𝑟 ′
1
, ..., 𝑟 ′𝑠 ), 𝚪′) such that 𝑟 ′𝑖 ⊇ 𝑟𝑖 , 𝑖 ∈ [𝑠] and Hom(R′, 𝚪) = Hom(R, 𝚪).
For any (𝑣1, ..., 𝑣𝑛𝑖 ) ∈ 𝑉 𝑛𝑖 and any (𝑎1, ..., 𝑎𝑛𝑖 ) ∉ 𝜚𝑖 we can build the structure E = (𝑉 , 𝑟1, ..., 𝑟𝑠 , {𝑣1}, ..., {𝑣𝑛𝑖 })
and give it to CSP(𝚪′ = (𝐷, 𝜚1, ..., 𝜚𝑠 , {𝑎1}, ..., {𝑎𝑛𝑖 })) as an input instance (which can be reduced to CSP(𝚪)). If
Hom(E, 𝚪′) ≠ ∅, then (𝑣1, ..., 𝑣𝑛𝑖 ) ∉ 𝑟 ′𝑖 . Otherwise, if Hom(E, 𝚪
′) = ∅, then the tuple (𝑣1, ..., 𝑣𝑛𝑖 ) can be put into 𝑟 ′𝑖 .
It is easy to see that this process takes a polynomial number of steps, and thereforeDense(𝚪) is polynomial-time
Turing reducible to CSP(𝚪). □
FromLemma 11.2we obtain: if {(0)}, {(1)} ∈ ⟨Γ⟩, then the complexities ofDense(𝚪) andCSP(𝚪) are polynomial
(and NP-hard) simultaneously.
In the case 𝐷 = {0, 1}, there is a countable number of clones: in the list below we use the notation from the
table on page 76 of [53]. For every row, listed relations form a basis of the relational clone corresponding to
the functional clone. At the same time, the functional clone equals the set of polymorphisms of the relations.
Below we list all Post clones except for those that: a) satisfy {(0)}, {(1)} ∈ ⟨Γ⟩ (and therefore, Dense(𝚪) has the
same complexity as CSP(Γ), by Lemma 11.2) and b) the corresponding CSP(Γ ∪ {{(0)}, {(1)}}) (and therefore,
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Dense(𝚪)) is polynomially solvable.
𝑈 𝑥1 = 𝑥2 ∨ 𝑥1 = 𝑥3
𝑆𝑈 𝑥1 ≠ 𝑥2 ∨ 𝑥1 ≠ 𝑥3
𝑀𝑈 𝑥1 ≤ 𝑥2, 𝑥1 = 𝑥2 ∨ 𝑥1 = 𝑥3
𝑈0 𝑥 = 0, 𝑥1 = 𝑥2 ∨ 𝑥1 = 𝑥3
𝑈1 𝑥 = 1, 𝑥1 = 𝑥2 ∨ 𝑥1 = 𝑥3
(6)
Now our goal is to study the complexity ofDense(𝚪) where 𝚪 = ({0, 1}, 𝜚b) where 𝜚b = {(𝑥2, 𝑥1, 𝑥3) |𝑥1 = 𝑥2∨𝑥1 =
𝑥3}.
Lemma 11.3. Dense(𝚪 = ({0, 1}, 𝜚b)) is NP-hard.
Proof. Let us introduce the restriction of CSP(𝚪), 𝚪 = ({0, 1}, 𝜚b, {(0)}, {(1)}), in which we assume that its
instance R = (𝑉 , 𝑟, {𝑍 }, {𝑂}) is such that 𝑉 contains two designated variables, 𝑍 and 𝑂 , with unary constraints,
𝑍 = 0 and 𝑂 = 1. This task is denoted by CSPb.
It is easy to see that
𝜚NAE (𝑥,𝑦, 𝑧) = ∃𝑡,𝑂, 𝑍 𝜚b (𝑥, 𝑡, 𝑧) ∧ 𝜚b (𝑡, 𝑍,𝑦) ∧ 𝜚b (𝑡,𝑂,𝑦) ∧ [𝑂 = 1] ∧ [𝑍 = 0]
where 𝜚NAE = {(𝑥1, 𝑥2, 𝑥3) |𝑥1 ≠ 𝑥2 ∨ 𝑥1 ≠ 𝑥3}. Thus, by CSPb we can model any instance of CSP({𝜚NAE}). It is
well-known that CSP({𝜚NAE}) is NP-hard, therefore CSPb is NP-hard.
Let us now prove that Dense(𝚪 = ({0, 1}, 𝜚b)) is NP-hard. Let R = (𝑉 , 𝑟 ) be an instance of Dense(𝚪 =
({0, 1}, 𝜚b)) and let R′ = (𝑉 , 𝑟 ) be such that 𝑟 ′ ⊇ 𝑟 and (R′, 𝚪) is a maximal instance. It is easy to see that for any
𝑖, 𝑗 ∈ 𝑉 , (𝑖, 𝑗, 𝑖) ∈ 𝑟 ′ if and only if there is no such ℎ ∈ Hom(R, 𝚪) that satisfies ℎ(𝑖) = 0 and ℎ( 𝑗) = 1. But the last
question, i.e. checking the emptyness of {ℎ ∈ Hom(R, 𝚪) |ℎ(𝑖) = 0, ℎ( 𝑗) = 1} is equivalent to CSPb after setting
𝑍 = 𝑖,𝑂 = 𝑗 .
Therefore, Dense(𝚪 = ({0, 1}, 𝜚b)) is NP-hard. □
Theorem 11.4. If 𝐷 = {0, 1}, Dense(𝚪) is polynomially solvable in one of the following cases:
• 𝑥 ∨ 𝑦 ∈ 𝑃𝑜𝑙 (Γ)
• 𝑥 ∧ 𝑦 ∈ 𝑃𝑜𝑙 (Γ)
• majority(𝑥,𝑦, 𝑧) ∈ 𝑃𝑜𝑙 (Γ)
• 𝑥 ⊕ 𝑦 ⊕ 𝑧 ∈ 𝑃𝑜𝑙 (Γ)
Otherwise, Dense(𝚪) is NP-hard.
Proof. Since ⟨{𝜚b}⟩ = 𝑃𝑜𝑙 (𝑈 ) ⊆ 𝑃𝑜𝑙 (𝑈0), 𝑃𝑜𝑙 (𝑈1), 𝑃𝑜𝑙 (𝑆𝑈 ), 𝑃𝑜𝑙 (𝑀𝑈 ), from Lemma 11.3 we conclude that
all cases of Table 6 are NP-hard. Therefore, Dense(𝚪) can be polynomially solvable if and only if CSP(Γ ∪
{{(0)}, {(1)}}) is polynomially solvable. Thus, only four cases of classical Schaeffer’s theorem lead to tractable
Dense(𝚪), i.e. 2-SAT, Horn, dual-Horn and affine cases. □
12 PROOF OF THEOREM 10.5
In this case we have a vocabulary 𝜏 = {𝜋1, 𝜋2, 𝜋3} where 𝜋1, 𝜋2 are unary and 𝜋3 is assigned an arity 3.
LetR = (𝑉 ,𝑍,𝑂, 𝑟 ) be an instance ofDense(𝚪). Let us define an implicational system Σ on𝑉 that consists of rules
{𝑖, 𝑗} → 𝑘 for any (𝑖, 𝑗, 𝑘) ∈ 𝑟 . The implicational system Σ defines a closure operator 𝑜Σ (𝑆) = {𝑥 | (𝑆 → 𝑥) ∈ Σ⊲}.
Let R′ = (𝑉 ,𝑍 ′,𝑂 ′, 𝑟 ′) be a maximal instance such that 𝑍 ′ ⊇ 𝑍 ,𝑂 ′ ⊇ 𝑂 , 𝑟 ′ ⊇ 𝑟 and Hom(R, 𝚪) = Hom(R′, 𝚪) ≠ ∅.
Note that (𝑖, 𝑗, 𝑘) ∈ 𝑟 ′ if and only if 𝑘 ∈ 𝑜Σ ({𝑖, 𝑗}∪𝑂) and 𝑍 ∩𝑜Σ ({𝑖, 𝑗}∪𝑂) = ∅. Indeed, for any 𝑘 ∈ 𝑜Σ ({𝑖, 𝑗}∪𝑂)
we have (𝑖, 𝑗, 𝑘) ∈ 𝑟 ′, because {𝑖, 𝑗} ∪𝑂 → 𝑘 is a consequence of rules in 𝑟 . On the contrary, let 𝑘 ∉ 𝑜Σ ({𝑖, 𝑗} ∪𝑂).
Then, ℎ : 𝑉 → 𝐷 defined by ℎ(𝑣) = 1 if 𝑣 ∈ 𝑜Σ ({𝑖, 𝑗} ∪ 𝑂) and ℎ(𝑣) = 0, if otherwise, is a homomorphism
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from R to 𝚪. Therefore, for any 𝑘 ∉ 𝑜Σ ({𝑖, 𝑗} ∪𝑂) we have (ℎ(𝑖), ℎ( 𝑗), ℎ(𝑘)) ∉ 𝜚3. Using Theorem 3.2, we obtain
(𝑖, 𝑗, 𝑘) ∉ 𝑟 ′.
Thus, for any (𝑖, 𝑗, 𝑘) ∈ 𝑟 ′ there exists a derivation of 𝑘 from {𝑖, 𝑗} ∪𝑂 using only rules {𝑖, 𝑗} → 𝑘 , (𝑖, 𝑗, 𝑘) ∈ 𝑟 .
To such a derivation one can always correspond a rooted binary tree 𝑇 whose nodes are labeled with elements of
𝑉 , the root is labeled with 𝑘 , and all leafs are labeled by elements of {𝑖, 𝑗} ∪𝑂 . Any (non-leaf) node 𝑝 (a parent)
of the tree 𝑇 has two children 𝑐1, 𝑐2 such that {𝑙 (𝑐1), 𝑙 (𝑐2)} → 𝑙 (𝑝) is in Σ (𝑙 is a labeling function).
Let 𝑥,𝑦 be two leaves of the tree 𝑇 with a common parent 𝑧 such that the distance from 𝑥 to the root 𝑘
equals the depth of the tree (i.e. is the largest possible one). The parent of 𝑧 is denoted by 𝑢 and all possible
branches under 𝑢 are drawn in Figure 1: we reduced the number of possible branches to analyze using the rule
𝜋3 (𝑥,𝑦,𝑢) → 𝜋3 (𝑦, 𝑥,𝑢) that makes an order of children irrelevant. Circled leaves correspond to leaves labeled
by elements of 𝑂 . A leaf that is not circled can be labeled either by 𝑖, 𝑗 or by an element from 𝑂 . For each case,
the Figure shows how to reduce the tree 𝑇 by deleting redundant nodes under 𝑢. In order to delete the redundant
nodes and connect leaves to 𝑢 we have to verify that a new reduced branch with a parent 𝑢 and 2 leaves 𝑥,𝑦 (or,
𝑥, 𝑡 ) corresponds to a triple (𝑥,𝑦,𝑢) ∈ 𝑟𝐿 (or, (𝑥, 𝑡,𝑢) ∈ 𝑟𝐿), i.e. the resulting triple can be obtained using rules
from 𝐿. Needed rules are indicated near each deletion operation in Figure 1.
It is easy to see that using such deletions we will eventuelly obtain a root 𝑘 with two children labeled by
𝑐1, 𝑐2 ∈ {𝑖, 𝑗} ∪𝑂 . Therefore, the triple (𝑐1, 𝑐2, 𝑘) is in 𝑟𝐿 . If {𝑐1, 𝑐2} = {𝑖, 𝑗}, then (𝑖, 𝑗, 𝑘) can be obtained from
(𝑐1, 𝑐2, 𝑘) using the rule (1) from the list below. If 𝑐1 = 𝑖 and 𝑐2 ∈ 𝑂 (or, 𝑐1, 𝑐2 ∈ 𝑂), then (𝑖, 𝑗, 𝑘) can be obtained
from (𝑐1, 𝑐2, 𝑘) using the rule (2). Thus, (𝑖, 𝑗, 𝑘) ∈ 𝑟𝐿 , i.e. we proved that 𝑟 ′ = 𝑟𝐿 .
Let us show now that 𝑂 ′ = 𝑂𝐿 . Analogously to the previous analysis, 𝑘 ∈ 𝑜Σ (𝑂) if there is a derivation tree
with a root 𝑘 labeled with elements of 𝑉 and all leafs are labeled by elements of 𝑂 . Using the same reduction we
finally obtain the triple (𝑖, 𝑗, 𝑘) ∈ 𝑟𝐿 , where 𝑖, 𝑗 ∈ 𝑂 . Using the rule (3), we conclude 𝑘 ∈ 𝑂𝐿 , i.e. we proved the
inclusion 𝑂𝐿 ⊇ 𝑜Σ (𝑂). Therefore, 𝑂𝐿 = 𝑜Σ (𝑂). Then, ℎ : 𝑉 → 𝐷 defined by ℎ(𝑣) = 1 if 𝑣 ∈ 𝑜Σ (𝑂) and ℎ(𝑣) = 0, if
otherwise, is a homomorphism from R to 𝚪. Since for any 𝑣 ∉ 𝑂𝐿 we have ℎ(𝑣) ∉ 𝜚2, then using Theorem 3.2, we
obtain that 𝑜Σ (𝑂) = 𝑂𝐿 is maximal and 𝑂 ′ = 𝑂𝐿 .
Finally, let us prove that 𝑍 ′ = 𝑍𝐿 . First, let us prove 𝑍 ′ = {𝑣 ∈ 𝑉 |𝑜Σ ({𝑣} ∪𝑂) ∩ 𝑍 ≠ ∅}. Indeed, if 𝑎 ∈ 𝑉 is
such that 𝑜Σ ({𝑎} ∪ 𝑂) ∩ 𝑍 ≠ ∅, then the set {ℎ ∈ Hom(R, 𝚪) |ℎ(𝑎) = 1} is empty. Therefore, ℎ(𝑎) = 0 for any
ℎ ∈ Hom(R, 𝚪), which implies 𝑎 ∈ 𝑍 ′. On the contrary, if 𝑎 ∈ 𝑉 is such that 𝑜Σ ({𝑎} ∪𝑂) ∩𝑍 = ∅, then ℎ : 𝑉 → 𝐷
defined by ℎ(𝑣) = 1 if 𝑣 ∈ 𝑜Σ ({𝑎} ∪𝑂) and ℎ(𝑣) = 0, if otherwise, is a homomorphism from R to 𝚪. Therefore,
𝑎 ∉ 𝑍 ′.
Thus, 𝑍 ′ is a set of all elements 𝑎 ∈ 𝑉 such that some element 𝑟 ∈ 𝑍 can be derived from {𝑎} ∪ 𝑂 in the
implicational system Σ. Analogously to the previous case, there is a rooted binary tree 𝑇 with a root 𝑟 ∈ 𝑍 whose
nodes are labeled by elements of 𝑉 and leafs are labeled by {𝑎} ∪𝑂 . Using the same technique this tree can be
reduced to a root 𝑟 with two children 𝑐1 and 𝑐2, such that {𝑐1, 𝑐2} ⊆ {𝑎} ∪ 𝑂 , {𝑐1, 𝑐2} ⊈ 𝑂 and (𝑐1, 𝑐2, 𝑟 ) ∈ 𝑟𝐿 .
W.l.o.g. let 𝑐1 = 𝑎. If 𝑐2 ∈ 𝑂 , then using the rule (4) we can deduce 𝑎 ∈ 𝑍𝐿 . If 𝑐2 = 𝑎, then using the rule (5) we can
deduce 𝑎 ∈ 𝑍𝐿 . Thus, 𝑍 ′ ⊆ 𝑍𝐿 , and consequently, 𝑍 ′ = 𝑍𝐿 .
In the case Hom(R, 𝚪) = ∅, it is easy to see that we will eventually apply the rule (6). The complete list of Horn
formulas in 𝐿 is given below:
(1) ∀𝑥,𝑦,𝑢
(
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Fig. 1. A new reduced branch with a parent 𝑢 and 2 leafs 𝑥,𝑦 (or, 𝑥, 𝑡 ) corresponds to a triple (𝑥,𝑦,𝑢) ∈ 𝑟𝐿 . There is no need
to list cases with 3 nodes labeled by 𝑂 , because they all are subcases of the listed.
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(8) ∀𝑥,𝑦, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑥, 𝑥, 𝑡) ∧ 𝜋3 (𝑧, 𝑡,𝑢) → 𝜋3 (𝑥,𝑦,𝑢)
)
(9) ∀𝑥,𝑦, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑥,𝑦, 𝑡) ∧ 𝜋3 (𝑧, 𝑡,𝑢) → 𝜋3 (𝑥,𝑦,𝑢)
)
(10) ∀𝑥,𝑦, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋2 (𝑡) → 𝜋3 (𝑥, 𝑡,𝑢)
)
(11) ∀𝑥,𝑦, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋2 (𝑦) → 𝜋3 (𝑥,𝑦,𝑢)
)
(12) ∀𝑥,𝑦,𝑦 ′, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋3 (𝑥,𝑦 ′, 𝑡) ∧ 𝜋2 (𝑦 ′) → 𝜋3 (𝑥,𝑦,𝑢)
)
(13) ∀𝑥,𝑦,𝑦 ′, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥, 𝑥, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋3 (𝑦,𝑦 ′, 𝑡) ∧ 𝜋2 (𝑦 ′) → 𝜋3 (𝑥,𝑦,𝑢)
)
(14) ∀𝑥,𝑦, 𝑧, 𝑡,𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋2 (𝑦) ∧ 𝜋2 (𝑡) → 𝜋3 (𝑥,𝑦,𝑢)
)
(15) ∀𝑥,𝑦, 𝑥 ′, 𝑦 ′, 𝑧, 𝑡, 𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋3 (𝑥 ′, 𝑦 ′, 𝑡) ∧ 𝜋2 (𝑥 ′) ∧ 𝜋2 (𝑦 ′) → 𝜋3 (𝑥,𝑦,𝑢)
)
(16) ∀𝑥,𝑦, 𝑥 ′, 𝑦 ′, 𝑧, 𝑡, 𝑢
(
𝜋3 (𝑥,𝑦, 𝑧) ∧ 𝜋3 (𝑧, 𝑡,𝑢) ∧ 𝜋3 (𝑥 ′, 𝑦 ′, 𝑡) ∧ 𝜋2 (𝑦) ∧ 𝜋2 (𝑦 ′) → 𝜋3 (𝑥, 𝑥 ′, 𝑢)
)
This list is not optimized and some formulas could be derivable from others.
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(𝑥,𝑦) |¬𝑥 ∨ ¬𝑦
}
. For 𝜌1, 𝜌2 ⊆ 𝐷2 let us denote
𝜌1 ◦ 𝜌2 = {(𝑥, 𝑧) |∃𝑦 : (𝑥,𝑦) ∈ 𝜌1 and (𝑦, 𝑧) ∈ 𝜌2}
Definition 13.1. Let Γ2 be a set of all nonempty binary relations over 𝐷 . A subset 𝐶 ⊆ C𝚪2𝑉 is called full if
for any 𝑢, 𝑣 ∈ 𝑉 there exists only one ⟨(𝑢, 𝑣), 𝜌⟩ ∈ 𝐶 . A full subset 𝐶 ⊆ C𝚪2
𝑉
is called path-consistent if for any
⟨(𝑢, 𝑣), 𝜌1⟩, ⟨(𝑣,𝑤), 𝜌2⟩, ⟨(𝑢,𝑤), 𝜌3⟩ ∈ 𝐶 we have 𝜌3 ⊆ 𝜌1 ◦ 𝜌2.
It is well-known that for binary constraint satisfaction problems, path consistency is equivalent to 3-local
consistency [54]. Therefore, if 𝐶 ⊆ C𝚪2
𝑉
is path-consistent, then the corresponding 2-SAT instance is satisfiable.
Let us introduce the set of formulas:
(1) ∀𝑥,𝑦
(
















𝜋3 (𝑥,𝑦) ∧ 𝜋2 (𝑧,𝑦) → 𝜋3 (𝑥, 𝑧)
)
To any relational structure R = (𝑉 , 𝑟1, 𝑟2, 𝑟3), where 𝑟𝑖 , 𝑖 ∈ [𝑟 ] is a binary relation, one can correspond the full
subset:










Lemma 13.2. If R = (𝑉 , 𝑟1, 𝑟2, 𝑟3) satisfies the formulas 1-5 and 𝑟1 ∩ 𝑟2 ∩ 𝑟3 ∩ 𝑟𝑇2 = ∅, then𝐶 (R) is path-consistent.
Proof. Properties 1 and 2 claim that 𝑟1 and 𝑟3 are symmetric relations, therefore we have 𝑟1 = 𝑟
𝑇
1




Since 𝑟1 ∩ 𝑟2 ∩ 𝑟3 ∩ 𝑟𝑇2 = ∅, then the set {𝜚𝑖 | (𝑢, 𝑣) ∈ 𝑟𝑖 } ∪ {𝜚𝑇𝑖 | (𝑢, 𝑣) ∈ 𝑟𝑇𝑖 } ≠ {𝜚1, 𝜚2, 𝜚3, 𝜚𝑇2 } for any (𝑢, 𝑣). Since⋂
𝑎∈𝐴 𝑎 ≠ ∅ for any proper subset 𝐴 ⊂ {𝜚1, 𝜚2, 𝜚3, 𝜚𝑇2 }, then 𝜌𝑢𝑣 ≠ ∅ for any 𝑢, 𝑣 ∈ 𝑉 .
Note that for any 𝑢, 𝑣 ∈ 𝑉 , a) (0, 0) ∉ 𝜌𝑢𝑣 if and only if (𝑢, 𝑣) ∈ 𝑟1, b) (1, 1) ∉ 𝜌𝑢𝑣 if and only if (𝑢, 𝑣) ∈ 𝑟3, c)
(1, 0) ∉ 𝜌𝑢𝑣 if and only if (𝑢, 𝑣) ∈ 𝑟2, and d) (0, 1) ∉ 𝜌𝑢𝑣 if and only if (𝑣,𝑢) ∈ 𝑟2.
Let us prove that 𝜌𝑢𝑤 ⊆ 𝜌𝑢𝑣 ◦ 𝜌𝑣𝑤 for any 𝑢, 𝑣,𝑤 ∈ 𝑉 . Let (𝑎, 𝑐) ∈ 𝜌𝑢𝑤 . Our goal is to show that there exists 𝑏
such that (𝑎, 𝑏) ∈ 𝜌𝑢𝑣 and (𝑏, 𝑐) ∈ 𝜌𝑣𝑤 . Let us prove the last statement by reductio ad absurdum. Assume that for
any 𝑏 we have (𝑎, 𝑏) ∉ 𝜌𝑢𝑣 , (𝑏, 𝑐) ∉ 𝜌𝑣𝑤 and (𝑎, 𝑐) ∈ 𝜌𝑢𝑤 .
18 • Takhanov
There are 4 possibilities for (𝑎, 𝑐): (0, 0), (1, 1), (0, 1) and (1, 0). Let us list all of them and check that (𝑎, 𝑏) ∉ 𝜌𝑢𝑣
and (𝑏, 𝑐) ∉ 𝜌𝑣𝑤 and (𝑎, 𝑐) ∈ 𝜌𝑢𝑤 cannot hold for any 𝑏 ∈ {0, 1}.
The case (𝑎, 𝑐) = (0, 0): (0, 𝑏) ∉ 𝜌𝑢𝑣 and (𝑏, 0) ∉ 𝜌𝑣𝑤 for 𝑏 ∈ {0, 1} implies (𝑢, 𝑣) ∈ 𝑟1 ∩ 𝑟𝑇2 and (𝑣,𝑤) ∈ 𝑟1 ∩ 𝑟2.
Due to the property 4 we have (𝑢,𝑤) ∈ 𝑟1 and this contradicts to (0, 0) ∈ 𝜌𝑢𝑤 .
The case (𝑎, 𝑐) = (1, 1): (1, 𝑏) ∉ 𝜌𝑢𝑣 and (𝑏, 1) ∉ 𝜌𝑣𝑤 for 𝑏 ∈ {0, 1} implies (𝑢, 𝑣) ∈ 𝑟3 ∩ 𝑟2 and (𝑣,𝑤) ∈ 𝑟3 ∩ 𝑟𝑇2 .
Due to the property 5 we have (𝑢,𝑤) ∈ 𝑟3 and this contradicts to (1, 1) ∈ 𝜌𝑢𝑤 .
The case (𝑎, 𝑐) = (0, 1): (0, 𝑏) ∉ 𝜌𝑢𝑣 and (𝑏, 1) ∉ 𝜌𝑣𝑤 for 𝑏 ∈ {0, 1} implies (𝑢, 𝑣) ∈ 𝑟1 ∩ 𝑟𝑇2 and (𝑣,𝑤) ∈ 𝑟3 ∩ 𝑟𝑇2 .
Due to the property 3 we have (𝑤,𝑢) ∈ 𝑟2 and this contradicts to (0, 1) ∈ 𝜌𝑢𝑤 .
The case (𝑎, 𝑐) = (1, 0): (1, 𝑏) ∉ 𝜌𝑢𝑣 and (𝑏, 0) ∉ 𝜌𝑣𝑤 for 𝑏 ∈ {0, 1} implies (𝑢, 𝑣) ∈ 𝑟3 ∩ 𝑟2 and (𝑣,𝑤) ∈ 𝑟1 ∩ 𝑟2.
Due to the property 3 we have (𝑢,𝑤) ∈ 𝑟2 and this contradicts to (1, 0) ∈ 𝜌𝑢𝑤 . □
Corollary 13.3. Let 𝐿 be the set of formulas 1-5 and 𝐿stop = {𝜋1 (𝑥,𝑦) ∧ 𝜋2 (𝑥,𝑦) ∧ 𝜋3 (𝑥,𝑦) ∧ 𝜋2 (𝑦, 𝑥) → F}.
Then, Dense(𝚪) can be solved by the Datalog program 𝐿 ∪ 𝐿stop.
Proof. Let R be an instance ofDense(𝚪). IfHom(R, 𝚪) = ∅, thenHom(R𝐿, 𝚪) = ∅. By construction, R𝐿 satisfies








)𝑇 = ∅, then, by Lemma 13.2, the subset𝐶 (R𝐿) is path-consistent (and therefore,








)𝑇 ≠ ∅ and the Datalog program
will identify the emptyness of Hom(R, 𝚪) by applying the rule 𝜋1 (𝑥,𝑦) ∧ 𝜋2 (𝑥,𝑦) ∧ 𝜋3 (𝑥,𝑦) ∧ 𝜋2 (𝑦, 𝑥) → F to









Let us now consider the case Hom(R𝐿, 𝚪) ≠ ∅. A well-known application of Baker-Pixley theorem to languages
with a majority polymorphism [55] gives us that path-consistency (or, 3-consistency) implies global consistency.
Thus, any 3-consistent solution can be globally extended, i.e.
Proj𝑢,𝑣Hom(R, 𝚪) = Proj𝑢,𝑣Hom(R𝐿, 𝚪) = 𝜌𝑢,𝑣
for any ⟨(𝑢, 𝑣), 𝜌𝑢𝑣⟩ ∈ 𝐶 (R𝐿). Thus,⋂
ℎ∈Hom(R,𝚪)
ℎ−1 (𝜚𝑖 ) = {(𝑢, 𝑣) |Proj𝑢,𝑣Hom(R, 𝚪) ⊆ 𝜚𝑖 } = {(𝑢, 𝑣) |𝜌𝑢,𝑣 ⊆ 𝜚𝑖 } ⊆ 𝑟𝐿𝑖
The last implies that (R𝐿, 𝚪) is a maximal pair, and this completes the proof. □
14 CONCLUSION AND OPEN QUESTIONS
We studied the size of the implicational system Σ corresponding to the densification operator on a set of constraints
for different constraint languages. It turns out that only for bounded width languages this size can be bounded by
a polynomial of the number of variables. This naturally led us to more efficient algorithms for the densification
and the sparsification tasks.
An unresolved issue of the paper is a relationship (equality?) between the following classes of constraint
languages: a) languages Γ for whichDense(𝚪) can be solved by a Datalog program, b) languages with a polynomial
densification operator, c) languages with a weak polynomial densification operator, d) languages of bounded
width. Also, classification of Dense(𝚪) for the general domain 𝐷 is still open.
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