Since the introduction by Thomdike (1947) Brewer & Hills, 1969; Greener & Osbum, 1979; Gross, 1982; Gross & Fleischman, 1983; Linn, 1968) . It has been determined that corrected correlations are less biased than the uncorrected estimates over a wide range of assumption violations (Linn, 1983) , and application of correction formula is now recognized professional practice (American Psychological Association, 1980). Of the three cases of range restriction examined by Thorndike (1947) , Case 2 is addressed here, which assumes knowledge of the unrestricted variance in the restricted, or truncated, variable. Both Case 1 and Case 2 deal with direct restriction on the predictor or criterion, but Thomdike (1949) regarded Case 2 as far more common of the two in actual practice. Case 3 addresses indirect restriction of range and is beyond the scope of this paper.
on the selector test. Usually such estimates are obtained from a review of literature relevant to the predictor test (e.g., from published normative data on the test).
This article presents a method for obtaining unrestricted estimates of univariate variances that have been reduced by direct truncation, assuming only a normal distribution in the untruncated sample. These estimates may then be used in the standard Case 2 range restriction correction formula. The method consists of using a simple tabled function that estimates the degree of the truncation occurring in a sample. Once the degree of truncation has been estimated, other characteristics of the sample such as the variance and mean can be estimated.
Method Cohen (1959) proposed the ratio SD'/(~ -~~)z, the sample variance over the squared difference between the sample mean and point of truncation. This ratio is useful because a normal distribution, truncated at X,, will have a unique value of SI~2/(~ -X~)2. Although other functions of the standard score formula would also give a unique value for each degree of truncation, Cohen' s ratio has the advantage of ease of calculation from the sample data. Two normal functions, the standard deviation in standardized form in a truncated distribution and the z-score representing the truncation point, are tabled directly against Cohen's ratio (see Table 1 ). These tabled values can then easily be used'to correct means, standard deviations, and correlations.
The sample of interest is assumed to be a random sample from a normal population truncated at some unknown point. Cohen's ratio is calculated from the sample mean and standard deviation (X, SD) and the lowest observed variate-value (X,). (In this discussion, truncation is assumed to occur at the lower end of the distribution. If truncation has occurred at the upper end of a distributi&reg;n, the method described is the same except that X, is taken as the highest observed sample value and the algebraic sign of the zscore of Table 1 is reversed.) Once Cohen' ratio has been calculated, the closest tabled value (Table 1) is located. The corresponding z-cut, that is, the z-score identifying the point of truncation, and the standard deviation in a normal distribution truncated at that point may then be obtained from Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 
Results
Results from the simulation are summarized in Table 2 . Shown in Table 2 are the mean observed and corrected correlations for different p and points of truncation. Since the results were not affected by n, Table 2 is based on simulations of n = 60. Note that even though the unrestricted variance is an estimate using Table 1 and Equations 1 ~nd 3, in every case the corrected correlation is closer to the original value than is the uncorrected value except for the most minimal cut ( -2.0 SD). The corrected correlations are overestimates except for fairly severe truncation (+ 1.0 SD), but the overestimation is never greater than .02.
In addition to the accuracy of the method in recapturing the unrestricted correlation, the variance in the corrected values is also of interest. Table 3 presents (from the simulations) the standard deviation of the restricted uncorrected correlations, the sample coefficients corrected by the usual Thomdike method when the unrestricted population variance is assumed known, and those corrected by the method presented in this article when the variance in the restricted variable is estimated from the sample data. Table 3 shows that the standard deviations of the corrected rs are generally larger than those for restricted but uncorrected coefficients. Further, corrected coefficients using the method of this article have larger variance than those corrected under the usual method. This is to be expected, since under the present method an additional parameter (the unrestricted variance) is being estimated from Table 3 
Inspection of

Discussion
The results of both the simulations and the examination of the real data sets indicate that correction for correlations when the actual unrestricted variance is unknown may be useful. The accuracy of correction does not appear to be different than that which others have noted on actual truncated data, using known unrestricted variance (Lee, Miller, & Graham, 1982 
