It is known a method for transforming a system of Boolean polynomial equations to a single Boolean polynomial equation with less variables. In this paper, we improve the method, and give a formula in the Boolean polynomial ring for systems of Boolean polynomial equations. The formula has conjunction and disjunction recursively, and it can be expressed in terms of binary decision trees. As corollaries, we prove parameterized computational complexity results for systems of Boolean polynomial equations and NPcomplete problems.
Introduction
The finite field F 2 = {0, 1} with two elements, which is also called the Galois field GF(2) in his honor, plays fundamental roles in mathematics and computer science. It is the smallest finite field with a simple algebraic structure which is determined by a few equations involving the addition "+" and multiplication " · ". One of the outstanding facts of F 2 is a structural relation to the two-element Boolean algebra B = {False, True} under the identifications False = 0 and True = 1. That is, for any pair (α, β) of elements, α ∧ β = α · β, α ∨ β = (α + 1) · (β + 1) + 1,
where ∧, ∨, and ⊕ stand for the binary operations of conjunction, disjunction, and exclusive disjunction in B, respectively. The unary operation ¬ of negation is expressed as ¬α = α + 1.
To distinguish x and ¬x for a variable x, we call the former a positive literal, and the latter a negative literal. A literal means either one of both. A Boolean polynomial, which is also called a Boolean expression in algebraic normal form [5] , Reed-Muller expansion [21, 22] , and Zhegalkin polynomial [9] , naturally arises when transforming a Boolean expression to a polynomial by using (1.1). It is a congruence class of the polynomial ring F 2 [x 1 , . . . , x n ] in n variables over F 2 under conditions x 2 j = x j , and identified with a Boolean function from F n 2 to F 2 . (Details will be introduced in Section 2.) The Boolean polynomials and the ring formed from them also play important roles in various fields: e.g., algebraic geometry [2, 8, 15] , circuit theory [24] , cording theory [10, 20] , cryptography [5, 13] , and Gröbner basis [4, 6, 23] . Although the context differs depending on the field, solving systems of Boolean polynomial equations is a common problem.
Recently, Lokshtanov et al. [16] used several techniques developed from circuit complexity to construct algorithms for this problem (and for the finite field cases), which beat brute force search decisively without relying on any heuristic conjectures. In this paper, we focus on the following two basic techniques: (T1) transform a single Boolean polynomial equation to one with less variables; and (T2) transform a system of Boolean polynomial equations to a single Boolean polynomial equation. It may be worth noting that (T2) is a classical fact in algebraic geometry; for example, see Exercise 3 of Section 1 in [15, Chapter I] .
Systems of Boolean polynomial equations include the Boolean satisfiability problem abbreviated as SAT, which asks whether there exists an assignment of variables satisfying a system (or a conjunction) of clauses, where a clause means a disjunction of literals. It is the first problem proved to be NP-complete in computational complexity [7] , and has many practical applications in the real world [3] .
The aims of this paper are to give a formula involving the basic techniques, and to consider their applications on computational complexity algebraically. To be more precise, we improve (T1) by equivalence relations on systems of Boolean polynomial equations (see Theorem 3.1). Using Theorem 3.1 and (T2), we construct a formula in the Boolean polynomial ring for systems of Boolean polynomial equations (see Theorem 3.2) ; the formula has conjunction and disjunction recursively, and it can be expressed in terms of binary decision trees. As corollaries, we prove parameterized computational complexity results for systems of Boolean polynomial equations (see Corollaries 3.3 and 3.4) .
Let O denote the big O notation, and let O mean the asymptotic notation obtained by omitting polynomial factors in O. Corollary 3.3 implies that we can decide the satisfiability of a system in time O (2 W ), where W is a parameter similar to the bandwidth of a matrix. Corollary 3.4 implies that we can decide the satisfiability of a system in time O (2 n−R ), where R is a parameter similar to the rank of a matrix. Both parameters are between 0 and n, and depend on the order of variables as in the case of the matrix. The algorithms used in the corollaries are deterministic, and beat brute force search if W < n or R > 0. Especially, if W is sufficiently small or R is sufficiently large, they defeat algorithms in [11, 16] for NP-complete problems, the SAT problem and the system of Boolean polynomial equations of degree two. These are rough statements, and see Corollaries 3.3 and 3.4 and arguments below them for details. In the corollaries, the polynomial factors are not omitted.
The paper is organized as follows. In Section 2, we quickly review the Boolean polynomials and their basic properties. Statements of the theorems and corollaries are given in Section 3. We prove the theorems in Section 4, and the corollaries in Section 5.
Review of the Boolean polynomials
The finite field F 2 is commutative, and its algebraic structure is determined by the following equations involving the addition and multiplication: 0 + 0 = 1 + 1 = 0 · 0 = 0 · 1 = 0 and 0
The subtraction and division are unnecessary, because the subtraction is identical to the addition and there exist no invertible elements except 1. The Boolean polynomial ring BP n = BP[x 1 , . . . , x n ] is defined by the quotient ring
where I n = I(x 2 1 + x 1 , . . . , x 2 n + x n ) is the ideal
A Boolean polynomial p = p(x 1 , . . . , x n ) is a congruence class in BP n . In this ring, the variables x j are idempotent (i.e., x 2 j = x j ), and the monomials x
where each e i is zero or one. Therefore p is uniquely expressed as 1 · · · x en n | e j ∈ {0, 1}}| = 2 n and |F 2 | = 2, we have by (2.4)
Let BF n denote the ring of Boolean functions of n variables, or the ring of F 2 -valued functions with the domain F n 2 . For a Boolean polynomial p = p(x 1 , . . . , x n ), we denote by p the polynomial function of p, which is defined by the evaluation of p for assignments on F n 2 :
This induces a well-defined homomorphism from BP n to BF n , since 0 2 + 0 = 1 2 + 1 = 0 and a polynomial in (2.3) vanishes after substituting a tuple (α 1 , . . . , α n ) in F n 2 for (x 1 , . . . , x n ). Actually, the homomorphism is isomorphic, 1 and BP n can be identified with BF n :
We see from (2.7) that BP n has the same algebraic rule as the codomain of BF n , or B = F 2 . Thus, the identities in (1.1) hold on BP n . In addition, we have
Generalizing the second equation in (1.1) to m elements, we also have 
Statement of results
We begin with preparing notations and terminologies. For a set (p 1 , . . . , p m ) of Boolean polynomials in BP n , let S = S(p 1 , . . . , p m ) denote the system given by the equations
and let V (S) = V (p 1 , . . . , p m ) denote its solution set:
1 For the injectivity, we may show that p = 0 for a non-zero Boolean polynomial p, which follows from the unique expression of p in (2.4). For the surjectivity, we may show that the numbers of elements in both rings are equal, or |BFn| = 2 Note that the satisfiability of S is equivalent to V (S) = φ. We call a system of a single Boolean polynomial equation a single system for short; in contrast, we call a system including two or more equations a multiple system. A system means either one of both.
Let ∅ denote the symbol of the empty tuple, and let F 0 2 denote the set {∅}, where ∅ is similar but different to the symbol φ of the empty set. For positive integers j and n with j ≤ n, we define a projection map from F n 2 to F n−1 2
by omitting the j-th coordinate; that is,
for a tuple α n = (α 1 , . . . , α n ) in F n 2 , where π 1 (α 1 ) = ∅ if j = n = 1. For a pair (S, S ) of systems, we define equivalence relations ∼ j and ≈, as follows.
• S ∼ j S if and only if π j (V (S)) = π j (V (S )).
• S ≈ S if and only if either both systems are satisfiable or both are not.
It holds that S ∼ j S implies S ≈ S , since π j (V (S)) = φ is equivalent to V (S) = φ, and this is also true when replacing S by S .
Let p and s be Boolean polynomials, and let x j be a variable. We denote by p| x j =s the polynomial given by the result of substituting s for x j in p:
For a pair (j, j ) of positive integers, let BP j,j denote the subring BP[x j , . . . , x min{j ,n} ] in BP n , where
It is easily seen that
when p ∈ BP j−1,j and s ∈ BP j,j . Let P 1 = P be a Boolean polynomial in BP n . We will mention (T1) in [16, Section 1.3] , or the technique of transforming a single Boolean polynomial equation P = 0 to one with less variables. For an integer j with 2 ≤ j ≤ n + 1, we define a polynomial R j = R in BP j,n with (n + 1 − j) variables by
An observation in [16] (where the placement of variables differs) is that S(P ) ≈ S(R), or R can be used to decide the satisfiability instead of P . We are in a position to state our improvement of (T1), which is expressed as (3.4) in terms of a chain of single systems on the equivalence relations ∼ j . The improvement is an easy generalization, however, it makes (T1) more precise, and enable us to handle all polynomials in (3.2) systematically. THEOREM 3.1. Let P 1 be a Boolean polynomial in BP n , and lets 1 , . . . ,s n be Boolean polynomials withs j−1 ∈ BP j,n . We recursively define Boolean polynomials P j,(s 1 ,...,s j−1 ) = P j in BP j,n such that
Then we have
In particular, S(P 1 ) ≈ S(P j ), and P 1 has a solution if and only if P j has a solution.
We note that R j is equal to P j withs 1 = · · · =s j−1 = 0. We also note that, in (3.3), we can dynamically rearrange x j−1 , . . . , x n and selects j−1 , immediately after determining P j−1 or just before determining P j , because substitutions involving x j−1 , . . . , x n , ands j−1 do not appear in the definitions of P 1 , . . . , P j−1 . That is, if before determining P j , each P i for 1 ≤ i ≤ j − 1 will become the same Boolean polynomial no matter when rearranging x j−1 , . . . , x n and selectings j−1 . This fact is helpful when using Theorem 3.1; actually, rearranging the variables will be necessary to prove Corollary 3. 4 .
To explain how we use (3.4) in Theorem 3.1 for a multiple system S(p 1 , . . . , p m ), we will mention (T2) in [16, Section 1.3] , or the technique of transforming the multiple system to a single system. We define a Boolean polynomial by
Then S(P S(p 1 ,...,pm) ) is the desired single system. In fact, the property of disjunction and False = 0 show that p 1 = · · · = p m = 0 if and only if P S(p 1 ,...,pm) = 0, which proves
Hence, in order to solve a multiple system S, we may consider (3.4) with P 1 = P S . We will state Theorem 3.2, which requires more notations. We will first introduce notations on systems related to SAT problems, and then introduce the others.
We define a subspace in BP n by 6) and its extension by
where d is a positive integer. We have CL (2 n ) n = BP n since CL n includes all monomials in BP n . Let c = l 1 · · · l k be a non-constant Boolean polynomial in CL n . When l i = l j , l i l j = l i = l j by (2.9) and we can remove either l i or l j from c. When l i = l j + 1, l i l j = 0 by (2.9) and c is the zero polynomial, which contradicts the non-constant. Therefore, in this paper, we will assume that the literals l 1 , . . . , l k appearing in a polynomial of CL n satisfy
For each literal l i , let y i and α i denote a variable in {x 1 , . . . , x n } and a value in F 2 , respectively, such that l i = y i + α i . Since 0 = False and 1 = True, we have the following correspondence between equations of a polynomial and a clause: 2
where • i stands for the negation '¬' if α i = 0 and the empty letter if α i = 1. For instans, y 1 = 0, y 1 + 1 = 0, and y 1 (y 2 + 1) = 0 correspond to ¬y 1 = True, y 1 = True, and ¬y 1 ∨ y 2 = True, respectively. We therefore call an element of CL n a clause polynomial, or simply a clause. Because of (3.9), the set of SAT problems in n variables is equivalent to the set of systems defined by
As an extension of (3.10), we define
covers all systems of Boolean polynomial equations.
Let V n be the set {x 1 , . . . , x n , 0} consisting of the variables and the constant 0, and let V j,n denote V n ∩ BP j,n = {x j , . . . , x n , 0}. For a system S = S(p 1 , . . . , p m ), we call k = max i deg p i the degree of S; the system is usually called a k-SAT problem if S belongs to Sat n . We order the variables according to their subscripts: i.e., x i < x j if i < j. We denote by j min (p) the subscript of the minimum variable in a Boolean polynomial p, where j min (p) = n + 1 if p is constant. For instance, j min (x 1 x 3 ) = 1 and j min (x 2 x 4 + x 3 + 1) = 2. We apply (3.5) to a subset P in BP n by 12) where P P = 0 if P = φ. We define a map from the set of subsets of BP n to itself by
The map N is idempotent, and normalizes (3.12) because
14)
The operations used in N are only search of 1 and delete of 0, and computation time of N is considered to be O(1) by means of the technique of hash table. We will continue to adopt the technique in what follows (more precisely, in proofs of Lemma 4.2 and Lemma 5.7), and always assume that it performs effectively. That is, we consider costs of search, insert, and delete to be constants.
We will state Theorem 3.2 after a few comments. For a system S of Boolean polynomial equations, Theorem 3.2 gives a formula for (3.3) with P 1 = P S in terms of families of subsets of Boolean polynomials, together with properties which the families satisfy. For the properties, we must be conscious of the set Sat
n to which S belongs, the degree k of S, and the subset V j,n of BP j,n , where V j,n will be used for limitation to the substitution on x j−1 in (3.17). We can ignore Sat (d) n and k, and replace V j,n with BP j,n , if we are interested in only the formula.
n with degree k. Let P 2 , . . . , P n+1 be the Boolean polynomials defined in (3.3) with
For preparation, we define subsets in Boolean polynomials dividing N ({p 1 , . . . , p m }) by
We recursively define subsets P
in Boolean polynomials and families
as follows. Firstly, we set P 1 = φ. After the elements of P j−1 are determined, we define those of P j by
where P
Then, every polynomial P j satisfies the formula in terms of elements in P j such that 18) and every family P j and its elements P α i ···α j−1 j satisfy the following properties.
n and max
The computing time of (3.17) for all elements of P j is bounded by
The formula (3.18) reads as
, and so on. Binary operations of conjunction and disjunction appear recursively. The formula can be expressed in terms of binary decision trees as Figure 1 , in which the trees for P 2 and P 3 are demonstrated. We will state Corollaries 3.3 and 3.4, which are applications of the theorems to parameterized computational complexity for some classes of systems. We require a bit of notations. The left and right trees express P 2 and P 3 in (3.18), respectively, where
and P
. Let p be a Boolean polynomial in BP n . We denote by j max (p) the subscript of the maximum variable in p, where j max (p) = n + 1 if p is constant. We define w(p) = j max (p) − j min (p) + 1, which we call the width of p. For instance, j max (x 2 x 4 + x 3 ) = 4 and w(x 2 x 4 + x 3 ) = 3. For a system S = S(p 1 , . . . , p m ), we also call max i w(p i ) the width of S. Note that the values of j min (p), j max (p), and w(p) are changed in general when variables x 1 , . . . , x n are rearranged.
Corollaries 3.3 and 3.4 are as follows, where parameters in capital letters depend on the order of variables. The algorithms used in the corollaries are deterministic as we will see in their proofs.
n with width W . We can decide whether S is satisfiable in time
(ii) If S is a linear system (i.e., k = 1 and d = n), we can decide whether S is satisfiable in time O(mn(n + 1 − R)).
The algorithm of Corollary 3.3 becomes faster as the width W decreases, and those of Corollary 3.4 become faster as the number R of the polynomials f j increases. At least one of them exceeds brute force search if W < n or R > 0.
Suppose that S = S(p 1 , . . . , p m ) is a linear system with j min (p 1 ) ≤ · · · ≤ j min (p m ), and let A = (a ij ) be the coefficient matrix of S, where we put the columns in the variable order and the rows in the subscript order of p i . Under the condition of Corollary 3.3,
In this sense, W is considered an analog to the bandwidth of a matrix. Under the condition of (ii) of Corollary 3.4, A is in echelon form with R stairs on the first R columns, and R is equal to the rank if there are no stairs on the last (n − R) columns, where the conditional clause is feasible by reordering the columns. From this point of view, R is considered an analog to the rank of a matrix.
It should be noted that Corollary 3.4 is inspired by the unit propagation and conflictdriven clause learning, which are important techniques in SAT algorithms. How they are related will be mentioned in Remark 5. 9 .
We will compare the corollaries with existing complexity results for the following NPcomplete problems in systems of Boolean polynomial equations.
SAT problem. We know from [11] that there are randomized algorithms for 3-SAT and 4-SAT problems, whose computation times are bounded by O (1.30704 n ) and O (1.46899 n ), respectively. Since 1.30704 2 0.38630 and 1.46899 2 0.55482 , and since a k-SAT problem belongs to Sat 0.38630n and W 0.55482n, respectively. Note that we are not able to apply Corollary 3.4 to k-SAT problems, because a clause c j with at least 2 literals and j min (c j ) = j does not satisfy c j + x j ∈ BP j+1,n and the condition of f j .
System of degree 2. We know from [16] that there is a randomized algorithm for solving a system of Boolean polynomial equations of degree 2, whose computation time is bounded by O (2 0.8765n ). (In [16] , a deterministic algorithm slower than the randomized algorithm but faster than brute force search is also reported.) Counting the monomials of degree at most 2, we see that such a system belongs to Sat R n ) n , (i) of Corollary 3.4 has it when R 0.1235n. We note that many algorithms for systems of degree 2 are studied in the papers except for [16] , which, however, assume some conditions and do not work on any system (see [16 We give a proof of Theorem 3.1.
Proof of Theorem 3.1. Let j be an integer with 2 ≤ j ≤ n + 1. We may show that
, respectively. We define
, where α 1 = α n = ∅, and we ignore ∅ when it appears in a tuple; for example, (α n , ∅) = α n . Suppose that α j−1 ∈ π j−1 (V (P j−1 )). Then, there exists an element β in F 2 such that P j−1 (α j−1 , β, α j−1 ) = 0. We take an element α in F 2 , and define α = (α j−1 , α, α j−1 ). Obviously, β ∈ {s j−1 (α),s j−1 (α) + 1}, and
Thus, α ∈ V (P j ), and α j−1 = π j−1 (α) ∈ π j−1 (V (P j )), which proves π j−1 (V (P j−1 )) ⊂ π j−1 (V (P j )). Suppose that α j−1 ∈ π j−1 (V (P j )). Then, there exists an element α in F 2 such that P j (α j−1 , α, α j−1 ) = 0. By the equivalence between (4.1) and (4.2), there exists an element β in F 2 such that P j−1 (α j−1 , β, α j−1 ) = 0. This proves α j−1 ∈ π j−1 (V (P j−1 )), and π j−1 (V (P j )) ⊂ π j−1 (V (P j−1 )), which completes the proof.
On Theorem 3.2
We define the degree of the constant 0 as −∞, and that of the constant 1 as 0. We require Lemmas 4.1 and 4.2 to prove Theorem 3.2.
LEMMA 4.1. For positive integers h and j with h ≤ j, we have
n with degree k, let x h be a variable, and let (s, α) be a pair in V n × F 2 .
n , and its degree is at most k.
(ii) The computing time of p| x h =s+α is in O(d).
We will first prove Theorem 3.2 dividing into two parts: one is devoted to the properties (A), (B), (C), and (D), and the other is devoted to the formula (3.18). We will then prove Lemmas 4.1 and 4.2.
Proof of (A), (B), (C), and (D). The property (A) immediately follows from (3.16) and (4.3) with h = 1.
We will show (B) by induction on j. The case of j = 1 (or P j = P 1 ) is obvious because P 1 = φ. Let j > 1, and suppose that (B) is true in the case of P j−1 . Let P
and
if i ≤ j − 2; (4.4) and (4.5) also hold if i = j − 1 or P (3.14) , (3.17) , and (4.4), we obtain
Using (i) of Lemma 4.2 and (4.5) instead of (3.1) and (4.4), respectively, we also obtain
It is seen from (4.6) and (4.7) that (B) is true in the case of P j . For an element P
, which implies (C).
We will show (D) finally. For any single element P (3.16) , the computing time of (3.17) for all elements of P j is bounded by
Proof of (3.18). We will use induction on j. The case of P 1 is obvious, because 3.14) = P N ({p 1 ,...,pm}) (3.15)
Let j > 1, and suppose that (3.18) is true in the case of P j−1 . Let α j−1 be an element in F 2 .
Since p| x j−1 =s j−1 +α j−1 = p for a Boolean polynomial p with j min (p) > j − 1, we can divide the set
into two parts:
Hence, by (3.12),
, which, together with (3.14) and (3.17), gives
Combining (3.12), (3.14), and (3.17) also yields
for an element P α i ···α j−2 j−1 in P j−1 . By the induction hypothesis, P j−1 satisfies (3.18). By (4.8) and (4.9), we thus have
where (4.10) , and the distributivity of ∨ over ∧, we see that 11) which shows that (3.18) is true in the case of P j .
We prove Lemma 4.1.
Proof of Lemma 4.1. We have
Let L n denote the set {x + α | x ∈ V n , α ∈ F 2 }, i.e., L n consisting of the literals in BP n and the values in F 2 . We define a map ψ from CL n to the set of subsets of L n by 12) where c ∈ CL n and l i are literals. This map is well-defined and injective by (3.8).
The proof of Lemma 4.2 is as follows.
Proof of Lemma 4.2. We will prove (i), for which we may assume that d = 1 or c ∈ CL n by (3.7). The case that c is constant obviously holds, since c| x h =s+α = c and the degree of c is either −∞ or 0. We suppose that c is not constant; that is, there exist k variables x h i and k
where literals x h i + β i satisfy (3.8). Let X = {x h 1 , . . . , x h k }. When x h / ∈ X , c| x h =s+α = c and (i) holds. Assume that x h ∈ X . Then, 14) and c| x h =s+α becomes a clause. The degree of c| x h =s+α is k if s / ∈ X \ {x h }; otherwise, it is either k − 1 or 0 by (2.9). Thus, (i) also holds when x h ∈ X , and we complete the proof of (i).
We will prove (ii). Let c be a clause, and let its form be as in (4.13) if not constant. Similarly to the above, we may show that the computing time of c| x j =s+α is in O(1), for which we will use the set expression of c in (4.12). We see from (4.14) that evaluating ψ(c| x h =s+α ) from ψ(c) can be implemented by the following process:
1. Set ω = ψ(c).
2.
Return ω if ω = φ or 1 ∈ ω. 3 3. Search x h and x h + 1 from ω. Return ω if not exist. 4 . Set l h = x h + β h = (the literal searched in the previous step). 4 5. Delete l h from ω. 6 . Set l = s + α + β h . 7 . Return φ if l = 0, and return ω if l = 1. 8 . Search ¬l from ω, and return φ if exists. 9 . Insert l into ω, and return ω.
The operations used in the process which are not elemental are search, delete, and insert. By the technique of hash table, costs of these operations are constants. Thus the computation time of the process is bounded by O(1), and we complete the proof of (ii).
Proofs of the corollaries

On Corollary 3.3
We will require Proposition 5.1 to prove Corollary 3.3, which is a refinement of Theorem 3.2 with the additional condition of the width.
n with degree k and width W . Let P 2 , . . . , P n+1 be the Boolean polynomials in (3.3) with P 1 = P S(p 1 ,...,pm) ands 1 = · · · =s n = 0, let P ∅ 1 , . . . , P ∅ n+1 be the subsets in (3.15), and let P W be the W -th family determined as (3.16) and (3.17). We set I j = j + 1 − W for integers j in {W, . . . , n + 1}.
We recursively define subsets Q
as follows. Firstly, we set Q W = P W . Suppose that the elements of Q j−1 are determined. We define temporal subsets in Boolean polynomials by
for integers i with I j−1 ≤ i ≤ j − 1 and tuples
Then we define the elements of Q j by 5
Let j be an integer with W ≤ j ≤ n + 1. Then, P j has the formula
4)
and Q j and its elements Q α i ···α j−1 j satisfy the following properties. 4 Note that |{x h , x h + 1} ∩ ψ(c)| ≤ 1 by (3.8), and l h in step 4 is uniquely determined. 5 We can replace "> 0" with "= 1" in (5. 
| if i > I j , and |Q
(D) Q If j > W , the computing time of (5.2) and (5.3) for all elements of Q j is bounded by
We will prove Corollary 3. 3 . Then we will prove Proposition 5.1.
Proof of Corollary 3. 3 . Set P 1 = P S(p 1 ,...,pm) ands 1 = · · · =s n = 0, and let P 2 , . . . , P n+1 , P ∅ 1 , . . . , P ∅ n+1 be as in Proposition 5.1. Let P 1 (= φ), P 2 , . . . , P W be the first W families determined as (3.16) and (3.17), and let j be an integer with 2 ≤ j ≤ W . Using (C) in Theorem 3.2 repeatedly, we obtain
which, together with (D) in Theorem 3.2, shows that the total time to calculate the families P 1 , . . . , P W is bounded by
Let Q W +1 , . . . , Q n+1 be the families determined as (5.1), (5.2), and (5.3) with P W = Q W , and let j be an integer with W + 1 ≤ j ≤ n + 1. In a similar way to (5.5), it follows from (C) Q in Proposition 5.1 and
which, together with (D) Q in Proposition 5.1, shows that the total time to calculate the families Q W +1 , . . . , Q n+1 is bounded by
We define subsets in Z 2 as follows:
By direct calculations, we have
Hence,
Therefore, we see from (5.6), (5.7), and (5.8) that the whole time to calculate all families
It is required to compute (3.15) for starting the above procedure to calculate all families; this costs in O(m) since (3.15) is done by dividing at most m polynomials into n + 1. The solvability of S is equivalent to P n+1 = 0, and it is also required to confirm whether P n+1 is zero for closing; this costs in O(2 W ), since the number of factors in the right-hand side of (5.4) for j = n + 1 is less than 2 W by (A) Q , since those factors belong to F 2 by (B) Q , and since any binary operation on F 2 costs in O(1). Both computation times for starting and closing are bounded by (5.9), and we prove Corollary 3.3.
We prepare Lemmas 5.2 and 5.3 to show Proposition 5.1. LEMMA 5.2. Let P be a subset in BP n . For values α i , . . . , α j−1 in F 2 with 1 ≤ i < j ≤ n, we recursively define subsets P α i , P α i α i+1 , . . . , P α i ···α j−1 in BP n as
where P α i ···α a−2 = P if a = i + 1. Then we have
Proof. We will prove (5.11) by induction on the number h = j − i of values α i , . . . , α j−1 . If h = 1, then j − 1 = i and (5.11) is equivalent to (5.10) for a = i + 1. Let h > 1, and suppose that (5.11) holds in the case of the value h − 1. We put
for a ∈ {j − 1, j}. By the induction hypothesis, P α i ···α j−2 = N (P j−2 ), and so .12) by (5.10) with a = j. Assume that 1 ∈ P j−1 . Then N (P j−1 ) = {1} by (3.13), and there exists a polynomial p ∈ P such that p|
It follows from q| x j−1 =α j−1 = p = 1 that q = 0, and q ∈ N (P j−2 ) if 1 / ∈ P j−2 . Therefore, 1 ∈ {p | x j−1 =α j−1 | p ∈ N (P j−2 )}, and by (3.13) and (5.12), P α i ···α j−1 = {1}. Thus P α i ···α j−1 = N (P j−1 ) = {1}, and we obtain (5.11). Assume that 1 / ∈ P j−1 . If 1 ∈ {p | x j−1 =α j−1 | p ∈ N (P j−2 )}, there exists a polynomial q ∈ N (P j−2 ) such that q| x j−1 =α j−1 = 1, which is a contradiction because N (P j−2 ) ⊂ P j−2 and q| x j−1 =α j−1 ∈ P j−1 . Hence 1 / ∈ {p | x j−1 =α j−1 | p ∈ N (P j−2 )}, and 1 / ∈ P j−2 . Therefore, by (3.13) ,
which, together with (5.12), yields (5.11). Thus (5.11) in the case of the value h holds no matter whether 1 ∈ P j−1 or 1 / ∈ P j−1 , which completes the proof.
LEMMA 5. 3 . Let p be a Boolean polynomial, and let i and w be positive integers such that i = j min (p) and w(p) ≤ w. Then
Proof. By the assumptions of i and w, we have p ∈ BP i,i+w(p)−1 ⊂ BP i,i+w−1 , which, together with (3.1), gives (5.13).
We will show Proposition 5.1, or the properties from (A) Q to (D) Q and the formula (5.4).
Proof of Proposition 5.1. It immediately follows from (4.3) and (5.1) that |Q j | = 2 j+1−I j −2 = 2 W − 2 for any j ∈ {W, . . . , n + 1}, which proves (A) Q . We will show that the families Q W , . . . , Q n+1 satisfy (B) Q , (C) Q , (D) Q , and (5.4) by induction for j = W, . . . , n + 1. Firstly, we will show the initial case of j = W (i.e., the case of Q j = Q W ) by using Theorem 3.2.
We will prove (B) Q for the family Q W . Let Q
be an element in Q W , where
determined as (3.17) with j = W ands i = · · · =s W −1 = 0. By (5.11) with P = P ∅ i and j = W , any Boolean polynomial q in Q
for some p in P ∅ i . It follows from (5.13) with j = w = W that q ∈ BP W,i+W −1 . Thus 14) which, together with (B) in Theorem 3.2, implies (B) Q in the case of Q W . We will prove (C) Q for the family Q W . We may consider only the situation that i = 1, because I W = 1 and (C) Q for i > I W holds by (C) in Theorem 3.2. From (5.14), we see that
By N • N = N and (3.17), we have N (Q
, and
Therefore, it is seen from (3.13) that 15) where X x h is the family of subsets in BP[x h ] defined by
| ≤ 2, and we obtain (C) Q for i = 1. For the family Q W , (D) Q holds because the condition j > W is false, and (5.4) holds by (3.18) for j = W . Thus, (B) Q , (C) Q , (D) Q , and (5.4) are true in the initial case of Q j = Q W .
Suppose that j > W , and the elements of Q j−1 satisfy (B) Q , (C) Q , (D) Q , and (5.4). We will prove them in the case of Q j .
Let Q j denote the family consisting of the temporal subsets defined in (5.2):
We have the following properties for the elements Q
(D) Q The computing time of (5.2) for all elements of Q j is bounded by
These can be shown in similar ways to the proofs of (B), (C), and (D) of Theorem 3.2. (We omit their proofs for space limitation, but give explanations in the footnote. 6 ) We will prove (B) Q for the family Q j . Let i be an integer with I j−1 ≤ i ≤ j − 1, and let (α i , · · · , α j−2 ) be a tuple in F j−1−i 2 . We have
by the induction hypothesis of (B) Q if i ≤ j − 2, and by Q Combining (3.1), (3.14) , (5.2), and (5.17), we obtain
for any α j−1 ∈ F 2 , which, together with (B) Q and (5.3), implies (B) Q in the case of Q j . We will prove (C) Q for the family Q j . Let Q
, which, together with (5.2) and (C) Q , yields
∈ X x j , and , and let α = α I j−1 be an element in F 2 . By the induction hypothesis of (B) Q ,
and so we have differ. We also see from (3.16 ) and ( 5.16 ) that those of Pj and Qj are almost same; the conditions 1 ≤ i ≤ j − 1 and Ij−1 ≤ i ≤ j − 1 differ. We can prove (C) Q and (D) Q for the family Qj in the same ways as (C) and (D) for the family Pj, respectively, by commuting the above different places. We can also prove (B) Q for the family Qj in a similar way to (B) for the family Pj by noticing the following: to obtain (4.4) and (4.5), we must use the induction hypothesis of (B)Q for the family Qj−1 instead of that of (B) for the family Pj−1, which is possible since (B)Q is a stronger property than (B). We will prove (5.4) for the family Q j . By the induction hypothesis, P j−1 satisfies (5.4), and we can obtain the following equation as we calculated in (4.10) and (4.11):
Since Q αα I j ···α j−1 j ∈ {φ, {1}} by (5.21), we see from (3.12) that
where the elements 0 and 1 in F 2 are identified with those in Z. Hence
and 
On Corollary 3.4
Let r be a non-negative integer at most n, and let p be a polynomial in BP r+1,n . For a tuple α r+1 = (α r+1 , . . . , α n ) in F n−r 2 , we define a value in F 2 by p(α r+1 ) := p(α 1 , . . . , α r , α r+1 , . . . , α n ), (5.25) where α = (α 1 , . . . , α r ) is an arbitrary tuple in F r 2 . This definition is well-defined, because p has no variables x 1 , . . . , x r and the value p(α r+1 ) is independent to α .
We will need (i) and (ii) of Proposition 5.4 to prove those of Corollary 3.4.
n with degree k. Let r be a positive integer with r ≤ min {m, n}, and let P r+1 be the polynomial determined by (3.3) with P 1 = P S(p 1 ,...,pm) ands 1 = · · · =s r = 0. Suppose that there exist non-constant Boolean
, the following claims hold.
(i) Using the polynomials p 1 , . . . , p m and f 1 , . . . , f r , we can evaluate the value P r+1 (α r+1 ) in F 2 in time O(dkm).
(ii) Suppose that k = 1 and d = n, or S is a linear system. When P r+1 (α r+1 ) = 1, we can find a non-zero Boolean linear polynomial f such that j min (f ) ≥ r + 1 and V (f ) ⊃ V (P 1 ) in time O(mn).
We will prove (i) and (ii) of Corollary 3.4, then we will prove those of Proposition 5. 4 .
Proof of Corollary 3. 4 . Set P 1 = P S(p 1 ,...,pm) ands 1 = · · · =s R = 0. Let P 2 , . . . , P R+1 be the polynomials determined by (3.3) .
Firstly, we confirm the conditions R ≤ m, f j ∈ CL 
We will prove (i). By (3.4), S(P 1 ) ≈ S(P R+1 ), and S is satisfiable if and only if P R+1 has a solution. Hence the satisfiability of S can be verified by checking whether there exists a tuple α ∈ F n−R 2 such that P R+1 (α) = 0. Since |F n−R 2 | = 2 n−R and since one check costs in time O(dkm) by (i) of Proposition 5.4, we obtain (i) of Corollary 3. 4 .
To prove (ii), we will consider the following iteration algorithm from r = R to r = n, which outputs a tuple in
2 or the empty set φ:
We note that, immediately after step 6, the inequality j min (f r+1 ) > r + 1 changes to the equality j min (f r+1 ) = r + 1, which, together with deg
is invariant under the update of variables in step 6, and since r + 1 ≤ m by the linearly independence of f 1 , . . . , f r+1 and V (f 1 , . . . , f r+1 ) ⊃ V (P 1 ) = V (p 1 , . . . , p m ), the Boolean polynomials f 1 , . . . , f r just before step 3 always satisfy the preconditions stated in Proposition 5. 4 . Hence we are able to use (i) and (ii) of Proposition 5.4 at steps 3 and 4, respectively. We also note that f n+1 obtained at step 4 of r = n is inevitably equal to 1 because f n+1 ∈ BP n+1,n \ {0} = F 2 \ {0} = {1}. Therefore the algorithm quits at step 5 of r = n without fail.
We can see that S is unsatisfiable if and only if the output is the empty set φ, as follows. Suppose that the output is φ. This means that the algorithm obtains a linear polynomial with f r+1 = 1 at step 5. Since φ = V (f r+1 ) ⊃ V (P 1 ), we have V (P 1 ) = φ, which implies S is unsatisfiable. Suppose that the output is a tuple α r+1 in F n−r 2 . This means that the algorithm quits at step 4 with P r+1 (α r+1 ) = 0. It follows from (5.25) that (α , α r+1 ) is a solution of P r+1 for a tuple α in F r 2 , which, together with (3.4), implies S is satisfiable. To complete the proof of (ii), we may show that the computation time of the above iteration algorithm is in O(mn(n + 1 − R)), or that of its one loop is in O(mn). This follows from the following estimations, in which we see that the cost of 
Here, the following facts were used for the estimation of step 6: for a linear polynomial p and variable x, there exist no monomials in p which includes x and whose degree is greater than one, and so the update in p is done by at most twice substitutions of variables.
We prepare two processes and two lemmas to prove Proposition 5.4.
PROCESS 5.5.
Input: Boolean polynomials t 1 , . . . , t r ∈ BP n \ F 2 with j min (t j ) = j and t j + x j ∈ BP j+1,n , and a tuple ι r+1 = (ι r+1 , . . . , ι n ) ∈ F n−r 2 .
Output: A unique tuple ι 1 = (ι 1 , . . . , ι r ) ∈ F r 2 .
4. Update t ← t and j ← j min (t ), then go back to step 2.
We will comment the outputs of the processes. The uniqueness of the tuple ι 1 outputted in Process 5.5 follows from that each value ι j in step 2 is determined uniquely. Process 5.6 is essentially equivalent to Gaussian elimination on linear polynomials, and we see that there exist t j 1 , . . . , t j h ∈ {t 1 , . . . , t r } such that t = u+ i t j i , which implies t(ι) = u(ι) + i t j i (ι) = 1 by the condition of inputs. Therefore, the linear polynomial t outputted in Process 5.6 is always non-zero. The property j min (t) ≥ r + 1 is by the exit condition in step 2, and the uniqueness of t is by the theory of Gaussian elimination. Proof. Because of (3.7), we may show that the computation time of c(α) is in O(k) for a non-constant clause c with degree k. Let ψ(c) = {l 1 , . . . , l k } be the set expression of c, where l i are literals. For each literal l i , we denote by x j i the variable such that x j i ∈ {l i , ¬l i }. Since c has no variables x h with h / ∈ {j 1 , . . . , j k }, the value c(α) is computed by
We define c i = c| (ii) Set α j = α j + 1, and let P j denote the element P α j α j+1 ···α r r+1
in P r+1 . Then Proof. Letf j = f j + x j . Since f j ∈ BP j,n andf j ∈ BP j+1,n , f j (α j , . . . , α r , α r+1 ) = α j +f j (α j+1 , . . . , α r , α r+1 ). = P {p(α r+1 ) | p∈P j } (3.14)
= P N ({p(α r+1 ) | p∈P j }) (3.13) (5.32) = P {1} = 1, which proves (5.27). By F 2 = {0, 1} = {α j , α j }, it holds that (α r+1 ) (5.11) = P N ({p| x j =α j ···| xr =α r (α r+1 ) | p∈P We are in a position to prove (i) and (ii) of Proposition 5. 4 .
Proof of (i) of Proposition 5. 4 . Let α 1 = (α 1 , . . . , α r ) be the tuple in Note that necessary polynomials in (a) are f 1 , . . . , f r , and those in (b) are p 1 , . . . , p m .
We will prove (a). One loop of the iteration in Process 5.5 is done in time O(dk), because step 2 costs in O(dk) by Lemma 5.7 with p = t j = f j , and because the other steps are elementary operations with constant costs. Since r loops occur before the iteration ends, and since r ≤ min {m, n} by the assumption, we obtain (a). The assertion (b) immediately follows by Lemma 5.7 , because the number of Boolean polynomials appearing in the right-hand side of (5.28) is at most m.
Proof of (ii) of Proposition 5. 4 . Since P r+1 (α r+1 ) = 1, we see from (2.8) and (5.28 ) that there exists a polynomial g ∈ {p 1 , . . . , p m } such that g(α 1 , α r+1 ) = 1, (5.35) where α 1 is the tuple which is determined by Process 5.5 as in the proof of (i).
Let f be the non-zero linear polynomial with j min (f ) ≥ r + 1 which is outputted by Process 5.6 with (t 1 , . . . , t r , u, ι) = (f 1 , . . . , f r , g, (α 1 , α r+1 )), where the input conditions hold by (5.26) and (5.35). As we commented before, Process 5.6 is essentially Gaussian elimination, and there exist liner polynomials f j 1 , . . . , f j h in {f 1 , . . . , f r } such that
Suppose γ is a tuple in V (P 1 ). It follows from (2.8), (3.5) , and P 1 = P S(p 1 ,...,pm) that g(γ) = 0. It also follows from V (f j ) ⊃ V (P 1 ) that f j (γ) = 0 for any integer j in {1, . . . , r}. Thus, by (5.36), we obtain f (γ) = 0, which proves V (f ) ⊃ V (P 1 ).
