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a b s t r a c t
In this paper we show that the complete equipartite graph with n parts, each of size 2k,
decomposes into cycles of length λ2 for any even n ≥ 4, any integer k ≥ 3 and any odd λ
such that 3 ≤ λ < √2nk and λ divides k. As a corollary, we obtain necessary and sufficient
conditions for the decomposition of any complete equipartite graph with an even number
of parts into cycles of length p2, where p is prime. In proving our main result, we have also
shown the following. Let λ ≥ 3 and n ≥ 4 be odd and even integers, respectively. Then
there exists a decomposition of the λ-fold complete equipartite graph with n parts, each of
size 2k, into cycles of length λ if and only if λ < 2kn. In particular, if we take the complete
graph on 2n vertices, remove a 1-factor, then increase the multiplicity of each edge to λ,
the resultant graph decomposes into cycles of length λ if and only if λ < 2n.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Beforewe venture further, we remind the reader of some definitions. A complete equipartite graph Kn(m) has its nm vertices
partitioned into n parts, often referred to as partite sets, each of size m, and there is an edge joining any two vertices in
different partite sets, but no edge joining any two vertices in the same partite set.
The lexicographic product G ∗ H of graphs G and H is the graph with vertex set V (G) × V (H), and with an edge joining
(g1, h1) to (g2, h2) if and only if: g1 is adjacent to g2 in G, or g1 = g2 and h1, h2 are adjacent in H . Here we shall be concerned
with graphs such as Kn ∗ Km, which is the same as the complete equipartite graph Kn(m) having n parts of size m. We point
out that (Kn ∗Km)∗K ℓ = Kn ∗Kmℓ. Also, if G has an edge-disjoint decomposition into subgraphs G1,G2, . . . ,Gt , then G∗Km
has an edge-disjoint decomposition into subgraphs G1 ∗ Km,G2 ∗ Km, . . . ,Gt ∗ Km.
For a simple graph G, the multi-graph λ(G) is defined to be the graph obtained by replacing each edge of Gwith λ copies
of that edge. In a directed graph, the edge from vertex u to vertex v is denoted by (u, v). We say that a directed cycle C⃗ is
coherent if the in-degree and out-degree of each vertex is equal to 1. A closed trail is any connected, even graph. From Euler,
the edges of any closed trail Gmay be directed and ordered so that the origin vertex of each edge is equal to the end vertex of
its predecessor, with the final edge acting as predecessor of the first edge. An open trail is any connected graphwith precisely
two vertices of odd degree. From Euler, the edges of any open trail G may be directed and ordered so that the in-vertex of
each edge (except for the first edge) is equal to the out-vertex of its predecessor. For a given closed or open trail, there are
often many choices for its Eulerian orientation. In our constructions the orientation and the ordering of edges into a trail
must satisfy particular properties.
Much work on cycle decompositions of Kn ∗ Km focuses on small values of m, n or fixed cycle lengths. The problem of
determining necessary and sufficient conditions for the existence of an edge-disjoint decomposition of a complete graph Kn
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(n odd) into k-cycles was finally completed in [1,10]. This graph can be regarded as a complete equipartite graph in which
all the parts have size 1. The same cycle decomposition problem for the graph Kn − F where F is a 1-factor and n is even,
was also solved in these papers. This latter graph can be regarded as a complete equipartite graph with n/2 parts of size 2.
These results are summarized in Theorem 1.1 below.
As part of a more general result, Sotteau [12] showed that when n = 2, Kn ∗ Km decomposes into cycles of length k if and
only if k is even (as odd cycles are tripartite),m is even, k < 2m and k dividesm2. The equivalent problem for n = 3 has also
been solved [5], and recently all the cases n ≤ 5 were completed [3,4].
Some work has also been done on cycle decompositions of Kn(m) when the cycle length is small and specified (see [6] for
small even length and arbitrary part sizes), or else of prime length [9] or of length twice a prime [11]. Liu [7,8] deals with
resolvable cycle decompositions of complete equipartite graphs with any number of parts; the resolvability of course means
a greater restriction on possible cycle lengths.
Theorem 1.1 ([1,10]).
(i) For each k, n ≥ 3 such that k ≤ n, n is odd and k divides n(n − 1)/2, Kn ∗ K 1 = Kn has a decomposition into cycles of
length k.
(ii) For each even n ≥ 4 and k ≥ 3 such that k ≤ n and k divides n(n − 2)/2, Kn/2 ∗ K 2 has a decomposition into cycles of
length k.
We also need the following result which is proved in [5].
Theorem 1.2. For k ≥ 3 and ℓ ≥ 1, the graph Ck ∗ K ℓ
(i) has a decomposition into cycles of length k;
(ii) has a decomposition into cycles of length kℓ.
We now introduce the main result of this paper.
Theorem 1.3. Let n, k, λ be integers such that k ≥ 3, n ≥ 4, n is even, λ ≥ 3, λ is odd, λ divides k and λ2 < 2nk. Then the
complete equipartite graph Kn ∗ K 2k decomposes into cycles of length λ2.
Proof. This follows from Theorem 5.5 (setting λ = µ) and the constructions outlined in Sections 2, 4, 6 and 7. 
This yields the following corollary.
Corollary 1.4. Let n be even, k be a positive integer and p be prime. If p = 2, the graph Kn ∗K 2k decomposes into cycles of length
p2. Otherwise suppose that p is an odd prime. Then the complete equipartite graph Kn ∗ K 2k decomposes into cycles of length p2
if and only if n ≥ 4, p2 < 2nk and either p divides k or p2 divides n(n− 1)/2.
Proof. For p = 2, we apply Sotteau’s result on decompositions of complete bipartite graphs [12] to the edges between each
pair of partite sets.
Otherwise suppose that p is an odd prime. The graph K2 ∗ K 2k is bipartite and thus possesses no odd-length cycles,
rendering a decomposition impossible. The necessity of the other conditions follows fromconsidering the number of vertices
and edges of Kn ∗ K 2k. For sufficiency, if p divides k the result follows from Theorem 1.3. Otherwise, if p2 divides n(n− 1)/2,
then Kn ∗ K 2 decomposes into cycles of length p2 by Theorem 1.1. Next, apply Theorem 1.2 (i) to obtain the required
decomposition. 
Lemma 5.4, a step towards the proof of Theorem 1.3, contains another interesting result on multigraphs worth
mentioning as a theorem in its own right.
Theorem 1.5. Let λ ≥ 3 and n ≥ 4 be odd and even integers, respectively. Then there exists a decomposition of λ(Kn ∗ K 2m)
into cycles of length λ if and only if λ < 2mn. In particular, the multigraph λ(K2n − F) = λ(Kn ∗ K 2), where F is a 1-factor,
decomposes into cycles of length λ if and only if λ < 2n.
2. Outline of construction
The proof of Theorem 1.3 is split into the cases:
(C1) λ = 3,
(C2) 3 < λ < n− 1,
(C3) 3 < λ = n− 1,
(C4) n− 1 < λ < 2n− 1,
(C5) 2n− 1 ≤ λwhere λ ≢ 1,−1(mod 2n),
(C6) 2n− 1 ≤ λwhere λ ≡ −1(mod 2n),
(C7) 2n− 1 ≤ λwhere λ ≡ 1(mod 2n).
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We assume that n ≥ 6, since the case n = 4 is done in [4].
We first take care of the case (C1). A graph Gwith E edges is ADCT (arbitrarily decomposable into closed trails) if for any
non-empty list of integers x1, x2, . . . , xℓ ≥ 3 such thatℓx=1 xi = E, the edges of G may be partitioned into closed trails
with lengths xi, 1 ≤ i ≤ ℓ. From Balister [2], the graph Kn ∗ K 2 is ADCT for each even n.
Since any simple closed trail of length 3 or 5 must be a 3-cycle or 5-cycle (respectively), it follows that there exists a
decomposition of Kn ∗ K 2 into graphs which are either 3-cycles (C3) or 5-cycles (C5), for each even n ≥ 6. Next, the graph
C3 ∗ K 3 decomposes into 9-cycles by Theorem 1.2 (ii). To see that C5 ∗ K 3 decomposes into 9 cycles, see Fig. 4a of [3]. It
follows that (Kn ∗K 2)∗K 3 = Kn ∗K 6 decomposes into 9-cycles. Finally, an application of Theorem 1.2 (i) yields that Kn ∗K 2k
decomposes into 9-cycles.
Next we deal with the case (C3).We know already that Kn∗K 2 decomposes into cycles of length n−1 by Theorem 1.1 (ii).
Moreover, Cn−1 ∗K n−1 decomposes into cycles of length (n−1)2 by Theorem 1.2 (ii). It follows that Kn ∗K 2(n−1) decomposes
into cycles of length (n − 1)2. Next, from Theorem 1.2 (i), and since (n − 1) divides k, C(n−1)2 ∗ K k/(n−1) decomposes into
cycles of length (n− 1)2. Combining these results, we have that Kn ∗ K 2k decomposes into cycles of length (n− 1)2.
Otherwise, for the remaining cases, an informal outline of our proof is as follows. In Sections 6 and 7 we give a
decomposition of the multigraph λ(Kn) into subgraphs G1, G2, . . . ,Gl, where each Gi has λ edges. Each such Gi will satisfy
a number of conditions, outlined in Section 3, making it generically a ‘‘good’’ graph. Essential conditions include being
tripartite and either a closed or open trail; as λ is odd and n is even the vertices in the graph λ(Kn) have odd degree, so
not every graph in the decomposition can be a closed trail.
We next apply ‘‘blowing up’’ lemmas from Section 5, summarized as follows. We first show, for each i (and m = k/λ),
there is a decomposition of Gi ∗ K 2m into λ-cycles. (This step mimics Theorem 2.5 and Corollary 2.6 in [3], where closed and
open trails are ‘‘blown up’’ into graphs that decompose into cycles). The tripartite condition enables us to use Latin squares
in the ‘‘blowing up’’ constructions.
The existence of a decomposition of λ(Kn ∗ K 2m) into λ-cycles then follows immediately. Finally we ‘‘weight’’ the edges
of this decomposition in such a way that the total ‘‘sum-weight’’ of each cycle (defined with respect to an ‘‘underlying
orientation’’) is congruent to 1 or −1 modulo λ. As described in Section 4, we do this by specifying an appropriate partial
weight function on the original decomposition into good graphs. In Section 5 we show how such a partial weight function
can be extended to meet the required conditions.
Finally, we substitute each edge of each λ-cycle of weightw with a set of λ edges of difference ‘‘w’’ between two partite
sets of vertices. The fact that the sum-weight is coprime to λ ensures that these edges combine to form cycles of length λ2,
which decompose Kn ∗ K 2k.
The theoretical results are often stated in terms of variables λ and µ. However, for the constructions given in Sections 6
and 7, λ and µ are always equal. We have introduced µ because we wish to state the results in Sections 3–5 in their fullest
generality, in the hope they may be utilized in future papers.
3. Good graphs
In this section we define a family of ‘‘good’’ graphs which will encompass all types of subgraphs in our decomposition of
λ(Kn). Recall that λ is odd, λ ≥ 5 and n is even. Let µ be some odd integer that divides λn/2. So µ = λ is certainly a valid
choice for µ.
Definition 3.1. We define a graph G ⊂ λ(Kn) to be good if it has µ edges, is a closed or open trail and has the following
properties:
(G1) The graph G is tripartite, and contains a triangle.
We identify a triangle of G to be themain triangle. If G is an open trail, let the two vertices of odd degree be Y and Z .
(G2) If G is an open trail, then G possesses a path of length 2 between Y and Z .
We denote one such path of length 2 as themain 2-path and label its centre vertex by P .
(G3) If G is an open trail, the removal of the edges {Y , P} and {P, Z} from G results in a graph with only one component which is
not an isolated vertex.
We define the closed trail version GC of G as follows. If G is already a closed trail then GC is simply equal to G. If G is an
open trail then we form GC by deleting {P, Z} and increasing the multiplicity of the edge {Y , P} by 1. Note that in each case
every vertex of GC has even degree. (Indeed, GC is either a closed trail or has two components, one of which is a closed trail
and the other is Z as an isolated vertex). Define the graph formed by removing the edges of the main triangle of GC as the
reduced graph G′.
(G4) Each edge of G′ has even multiplicity.
We define G⃗ to be a fixed orientation of the edges of GC such that these edges may be ordered into a fixed directed trail
T (G⃗), whichmust satisfy the conditions (G5)–(G10) below. For each edge e ∈ GC , we let e′ ∈ G⃗ be its corresponding oriented
version. Each T (G⃗) has a fixed start and end vertex, so that T (G⃗) induces a total ordering on the edges of GC .
1614 B.R. Smith, N. Cavenagh / Discrete Mathematics 312 (2012) 1611–1622
Fig. 1. The good graph G.
Fig. 2. The closed version GC .
(G5) The graph T (G⃗) always ends with an edge of the main triangle.
(G6) Within G⃗, the edges of the main triangle are oriented coherently.
We define the proper pairing of the edges in the reduced graph G′ as follows. Suppose that there are 2ℓ edges joining
vertices u and v in the reduced graph, for some ℓ ≥ 1. We arrange these edges according to the order in which their
corresponding oriented versions are traversed within T (G⃗): e1, e2, . . . , e2ℓ. We then pair e2i−1 with e2i for each i, 1 ≤ i ≤ ℓ.
Within any pair, e2i−1 is referred to as the odd edge and e2i the even edge. Note that within T (G⃗), an odd edge is always used
before the even edge of that pair. The proper pairing must satisfying (G7)–(G9) below.
(G7) For each odd edge e paired with even edge f , e′ is in the opposite direction to f ′ within G⃗. (So, for example, if e′ = (u, v),
then f ′ = (v, u).)
(G8) If G is an open trail, then there exist a pair of consecutive edges (P, Y ), (Y , P) within T (G⃗). Moreover these edges belong
to the same pair in the proper pairing.
(G9) For each edge e′ ∈ G⃗ from u to v such that e is an odd edge paired with even edge f , f ′ is the next edge within T (G⃗) that is
incident with vertex u.
(G10) The maximum degree of G is at most 4⌈µ/2n⌉.
3.1. An example of a good graph
In this subsection we give an example of a good graph G typical of the constructions in Sections 6 and 7. For our example,
n = 7 and λ = µ = 13. The graph G (as seen in Fig. 1) has vertex set {A, B, C,D, P, Y , Z} and edge multi-set
{{A, B}, {B, Y }, {A, Y }, {B, C}, {B, C}, {C, P}, {C, P}, {A,D}, {A,D}, {D, Z}, {D, Z}, {Z, P}, {P, Y }}.
To see that G is tripartite, colour A, C and Z with colour c1, B, D and P with colour c2 and Y with colour c3. Next, G contains
a triangle on the vertex set {A, B, Y }, so condition (G1) is satisfied.
Vertices Z and Y have odd degree and the remaining vertices have even degree so G is an open trail. Our choice of P , Z
and Y satisfies (G2)–(G4). Next, consider the following ordering of the edges of GC (as seen in Fig. 2):
T (G⃗) = [B, C, P, Y , P, C, B, Y , A,D, Z,D, A, B].
The final edge (A, B) is from ourmain triangle so (G5) is satisfied. The edges (B, Y )(Y , A) and (A, B) occur in that orderwithin
T (G⃗), satisfying (G6).
Our proper pairing of the edges of G′ is as follows, with odd edges listed first:
((B, C), (C, B)), ((C, P), (P, C)), ((P, Y ), (Y , P)), ((A,D), (D, A)), ((D, Z), (Z,D)).
By observation, this proper pairing satisfies (G7)–(G9). Finally, the maximum degree of G is 4 = 4⌈13/14⌉, satisfying (G10).
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4. Construction properties
In this section we give the construction properties of our decomposition necessary for the application of ‘‘blowing-up’’
techniques in the next section.
Label the vertex set of λ(Kn) with Zq ∪ {∞}, where q = n − 1. We say an edge in λ(Kn) joining vertices u, v ∈ Zq is of
difference d, where
d = min

u− v(mod q);
v − u(mod q);
and both u− v and v − u are taken from the residues 1, 2, . . . , q− 1 (hence 1 ≤ d ≤ (q− 1)/2).
We aim to decompose λ(Kn) into n(n − 1)/2 × λ/µ good graphs, each on µ edges. We do this by first defining
(q + 1)/2 × λ/µ base graphs, each of which is cycled around the q vertices of λ(Kn) labelled by Zq, with the ∞ vertex
fixed. We will ensure our base good graphs are together made up of λ edges of each of the differences 1, 2, . . . , (q − 1)/2
and λ edges using the∞ vertex.
In the following, every edge of every main triangle of these good graphs will be assigned a weight. Formally, we define
a partial weight function W which maps each edge e from the main triangle of a good graph to one of the residues
0, 1, 2 . . . , λ − 1. These assigned weights will be needed in the next section in order to ‘‘blow up’’ the good graphs into
cycles of length λµ. For now, we need to ensure the following conditions (W1)–(W3).
(W1) For each edge e from themain triangle,W (e) is evaluatedmodulo λ, so the weights take on the values 0, 1, . . . , λ−1.
(W2) Distinct edges joining the same pair of vertices are assigned distinct weights.
In fact, we ensure Condition (W2) by enforcing the following condition on the base good graphs:
(W2′) Within the base graphs, edges of the same difference are assigned distinct weights. Distinct edges to ∞ are also
assigned distinct weights.
Next, we define an algorithm to determine the triangle-weight TG of each main triangle of each good graph G. To do this,
we need to define an underlying orientation of the edges λ(Kn):
E = {(x, x+ d), (x,∞): 1 ≤ d ≤ (q− 1)/2, 0 ≤ x ≤ q− 1},
where vertices are calculated modulo q. Note that this underlying orientation is independent of the orientation of the trails
in the previous section.
Now, initialize the triangle-weight TG = 0. Let (u1, u2), (u2, u3) and (u3, u4 = u1) be the edges of the main triangle of G⃗.
For i = 1–3, if (ui, ui+1) ∈ E, we add the weight of that edge to TG; otherwise it is subtracted. Note that we ignore any edges
of G outside the main triangle, as these have no assigned weight.
Given the above definition of a triangle-weight, we stipulate the following extra condition of our decomposition:
(W3) Each good graph G has a triangle-weight of either 1 or−1 (mod λ).
(Observe that Condition (W3) is invariant under relabellings of the vertices of the main triangle with u1, u2 and u3.)
5. ‘‘Blowing up’’ methods
In this section we transform, through a series of intermediate steps, a decomposition of a multigraph into closed and
open trails into the required decomposition of a complete equipartite graph into cycles of odd square length. We remind
the reader that whenever we apply these lemmas to the constructions in Sections 6 and 7, λ = µ.
Lemma 5.1. Let the vertex set of the complete bipartite multigraph 2K2m,2m be {ui, vj: 1 ≤ i, j ≤ 2m}, where for each i, j such
that 1 ≤ i ≤ 2m and 1 ≤ j ≤ 2m, edge {ui, vj} occurs with multiplicity two. For some fixed integer ℓ such that 0 ≤ ℓ ≤ 2m−1,
define Dℓi,j to be the graph consisting of the edges {ui, vj} and {ui+1, vj+ℓ}, with subscripts calculated modulo 2m. Then, the set of
graphs
{Dℓi,j: 1 ≤ i, j ≤ 2m}
is a partition of the edges of 2K2m,2m. Moreover,Dℓ partitions into two disjoint subsets Eℓ and F ℓ, such that the graphs in each
subset form edge-disjoint decompositions of K2m,2m.
Proof. Consider an arbitrary edge e = {us, vt}, for some integers s, t , with 1 ≤ s ≤ 2m and 1 ≤ t ≤ 2m. Observe that e
appears in both Dℓs,t and D
ℓ
s−1,t−ℓ (with subscripts consideredmodulo 2m). Since s and s−1 have different parities, the result
follows by setting
Eℓ = {Dℓi,j: i odd} and F ℓ = {Dℓi,j: i even}. 
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Lemma 5.2. Let G be a good graph such that G is a closed trail. Let the maximum degree of G be ∆ and let m be some integer
such that m ≥ ∆/4. Define the vertices and edges of G ∗ K 2m so that edge e of G with endpoints u and v is replaced by the edge
set
f (e) = {eij: 1 ≤ i ≤ 2m, 1 ≤ j ≤ 2m},
where eij has endpoints ui and vj. Then for each α, β ∈ {1, 2, . . . , 2m}, there exists a function ωα,β from the edge set of G to the
edge set of G ∗ K 2m, so that all of the following hold:
• For each edge e ∈ G, ωα,β(e) ∈ f (e).
• For each α, β such that 1 ≤ α, β ≤ 2m, the set of edges Cα,β = {ωα,β(e): e ∈ G} forms a cycle of length µ.
• The set of 4m2 cycles {Cα,β : 1 ≤ α, β ≤ 2m} form a decomposition of G ∗ K 2m.
• Finally, for each pair {e1, e2} in the proper pairing of the edges of G′ (see (G7)), there is some fixed ℓ such that the set of graphs
{ωα,β(e1) ∪ ωα,β(e2): 1 ≤ α, β ≤ 2m}
is equal to the set of graphs
{Dℓi,j: 1 ≤ i, j ≤ 2m},
as defined in Lemma 5.1.
Proof. By (G1), the graph G is tripartite. Wemay thus place a proper 3-colouring on the vertices of G using the colours c1, c2
and c3. Let T (G⃗) be the directed trail for G, and L be a Latin square of order 2m. Then for each pair α, β with 1 ≤ α, β ≤ 2m
we let Lα,β denote the entry in row α, column β of L and define the function ωα,β as follows.
Let e = {u, v} be an edge from G, where e′ = (u, v) its orientation in G⃗. Let e′ include the ath occurrence of the vertex u
and the bth occurrence of the vertex v in T (G⃗) (except that if (u, v) is the final edge in T (G⃗) we consider this to be the first
occurrence of v). Then
ωα,β({u, v}) = {ui, vj}
where
i =

α + a− 1, if u is coloured c1;
β + a− 1, if u is coloured c2;
Lα,β + a− 1, if u is coloured c3,
and similarly
j =

α + b− 1, if v is coloured c1;
β + b− 1, if v is coloured c2;
Lα,β + b− 1, if v is coloured c3.
We show that the cycles Cα,β = {ωα,β(e) : e ∈ G} do indeed partition the edges of G∗K 2m. Firstly, it is clear that each Cα,β is
a closed trail of length µ. Since each vertex occurs at most∆/2 ≤ 2m times in T (G⃗), each Cα,β is in fact a cycle of length µ.
Now take an arbitrary edge eij ∈ f (e) from G ∗ K 2m, where e = {u, v} is an edge from Gwith orientation (u, v) ∈ G⃗. The
edge (u, v) exists within T (G⃗) (assume it is the a′th occurrence of u and the b′th occurrence of v) and hence u and v must
belong to different colour classes. Now if u is coloured c1 and v is coloured c2, the edge eij will occur in cycle Ci−a′+1,j−b′+1
(the subscripts are considered modulo 2m). Similarly wemay show that for any (appropriate) colouring of u and v, the edge
eij occurs in some cycle.
Finally, let e1 = {u, v} and e2 = {v, u} be a pair of edges from G′ from the proper pairing. From property (G5), the final
edge in T (G⃗) does not belong to any such pair of vertices. Hence if e1 is the ath occurrence of u in T (G⃗) then e2 must be the
(a + 1)th occurrence of u. So, by the given construction, there is some fixed ℓ such that for each α and β , if ωα,β(e1) = eij,
then ωα,β(e2) = e( j+ℓ)(i+1). (Note that if e1 and e2 are adjacent in T (G⃗) then ℓ = 0, otherwise ℓ is equal to one more than
the number of times the vertex v occurs in T (G⃗) ‘‘between’’ the edges e1 and e2.) Hence the graphs ωα,β(e1) ∪ ωα,β(e2) are
equal to the graphs Dℓi,j as required. 
Corollary 5.3. Let G be a good graph such that G is an open trail. Let the maximum degree of G be∆ and let m be some integer
such that m ≥ ∆/4. As in the previous lemma, we define the vertices and edges of G ∗ K 2m so that edge e of G with endpoints u
and v is replaced by the edge set
f (e) = {eij: 1 ≤ i ≤ 2m, 1 ≤ j ≤ 2m},
where eij has endpoints ui and vj.
Then, for each α, β ∈ {1, 2, . . . , 2m}, there exists a function ωα,β from the edge set of G to the edges of G ∗ K 2m, so that all
of the following hold:
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• Unless e is an edge of the main 2-path of G, then ωα,β(e) ∈ f (e);
• The set of edges Cα,β = {ωα,β(e): e ∈ G} is a cycle of length µ.
• The set of 4m2 cycles {Cα,β : 1 ≤ α, β ≤ 2m} partition the edges of G ∗ K 2m.
• For each pair {e1, e2} in the proper pairing of edges of G′, there is some fixed ℓ such that the set of graphs
{ωα,β(e1) ∪ ωα,β(e2) : 1 ≤ α, β ≤ 2m}
is equal to the set of graphs
{Dℓi,j: 1 ≤ i, j ≤ 2m},
as defined in Lemma 5.1.
• Let e3 = {P, Y } and e4 = {P, Z} be the edges of the main 2-path of G. Then, when α is odd, ωα,β(e3), ωα,β(e4) ∈ f (e3);
otherwise α is even and ωα,β(e3), ωα,β(e4) ∈ f (e4). In each case, ωα,β(e3) and ωα,β(e4) appear consecutively within Cα,β .
Proof. We first apply the previous lemma to GC , the closed trail version of G. Without loss of generality, we may assume
that vertices P and Y are coloured with c1 and c2, respectively. This gives us a decomposition of GC ∗ K 2m into cycles of
length µ. Consider the paired edges on vertices P and Y as defined by (G8). These occur within T (G⃗) as consecutive edges
(P, Y ), (Y , P). From the previous lemma,within cycleωα,β(e3), we have consecutive edges (Pα+a−1, Yβ+b−1), (Yβ+b−1, Pα+a)
for some fixed a and b (independent of α and β).
For each even α, we replace the above edges with: (Pα+a−1, Zi), (Zi, Pα+a), where
i =

β − 1, if Z is coloured c2;
Lα,β − 1, if Z is coloured c3.
This gives the required decomposition of G ∗ K 2m. 
For the next lemma, we need to introduce the concept of the sum-weight of a weighted cycle in λ(Kn) ∗ K 2m.
Recall the underlying orientation of the edges λ(Kn) (first mentioned when Condition (W3) was specified):
E = {(x, x+ d), (x,∞): 1 ≤ d ≤ (q− 1)/2, 0 ≤ x ≤ q− 1},
where vertices are calculated modulo q. Extend this underlying orientation to the edges of the graph λ(Kn ∗ K 2m) in the
natural way, so that the edges of f (e) are oriented in the same way as e.
For a specific weighted cycle C in λ(Kn ∗ K 2m), initialize its sum-weight SC = 0. Let C⃗ be a coherent orientation of C . For
each edge e ∈ C , we add the weight of that edge to SC if its direction in C⃗ matches the underlying orientation; otherwise we
subtract it.
Lemma 5.4. Let µ ≤ 2mn, whereµ is odd, n is even andµ divides λn/2. Suppose there exists a decomposition of λ(Kn) into good
graphs and a partial weight function W, in such a way that the conditions (W1)–(W3) from the previous section are satisfied.
Then, there exists a decomposition of λ(Kn ∗ K 2m) into cycles of length µ.
There also exists an extendedweight functionW ′ that maps each edge of the graph to a residue 0, 1, 2, . . . , λ− 1modulo λ,
where distinct edges joining the same pair of vertices are assigned distinctweights.Moreover, each cycle has sum-weight congruent
to either 1 or −1 (mod λ).
Proof. Suppose that λ(Kn) decomposes into good graphs G(1), G(2) . . .G(ℓ) in such a way that (W1)–(W3) are satisfied, for
some partial weight function W . Extend W to all the edges of λ(Kn), so that conditions (W1) and (W2) are still satisfied.
Let G be a good graph in the decomposition. Since G is good, G satisfies (G10), so that ∆/4 ≤ ⌈µ/2n⌉. But since µ ≤ 2mn,
⌈µ/2n⌉ ≤ m, so that∆ ≤ 4m. Thus, for each good graph G(i), we may decompose G(i) ∗ K 2m into cycles of length µ by the
previous lemma and corollary.
Moreover, the graph λ(Kn ∗ K 2m), ignoring the orientation of edges, clearly decomposes into the set of graphs {G(i) ∗
K 2m: 1 ≤ i ≤ l}. This implies the existence of a decomposition of λ(Kn ∗ K 2m) into cycles of length µ.
We weight the edges of λ(Kn ∗K 2m) as follows. For edge e from λ(Kn)with weightw, we assign weightw to all the edges
of f (e) (see statement of Lemma 5.2 or Corollary 5.3 for a definition of f (e)). This defines a weight functionW ′ on the edges
of λ(Kn ∗ K 2m)which assigns distinct weights to distinct edges joining the same pair of vertices.
However we next make adjustments to W ′ so that each cycle has an appropriate sum-weight. Let {e1, e2} be a pair of
edges from the proper pairing within one of the good graphs G in our decomposition of λ(Kn) above. Let e1 and e2 have
weightsw1 andw2 respectively under weight functionW ′. Now, the edge-set f (e1) ∪ f (e2) is equivalent to the edge-set
1≤α,β≤2m−1
(ωα,β(e1) ∪ ωα,β(e2)).
The edges of f (e1) and f (e2) are currently weighted with w1 and w2, respectively. However, from Lemma 5.2 and
Corollary 5.3, for eachα andβ , (ωα,β(e1)∪ωα,β(e2)) is equal toDℓi,j for some fixed ℓ (independent ofα andβ). IfDℓi,j ∈ Eℓ,we
re-assign its edges with weightw1; otherwise Dℓi,j ∈ F ℓ and we re-assign its edges with weightw2. From Lemma 5.1, there
are no repeated edgeswithin Eℓ, so the adjustedweight function still assigns distinctweights to distinct edges ofλ(Kn∗K 2m).
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Moreover, edges ωα,β(e1) and ωα,β(e2) now have the same weight. Now, from Condition (G7), e′1 has the opposite direction
to e′2 within G⃗. The edges ωα,β(e1) and ωα,β(e2) remain in opposite directions across the bipartite graph defined by f (e1) (or
f (e2)) within any coherent orientation of Cα,β . Thus, whenwe calculate the sum-weight of each cycle, the weights on paired
edges cancel, (irrespective of the underlying orientation).
When G is an open trail, let e3 = {P, Y } and e4 = {P, Z} be the edges of the main 2-path. From Corollary 5.3, edges
ωα,β(e3) and ωα,β(e4) each belong to either f (e3) or f (e4), so will have the same weight. Moreover, they are consecutive
edges within (any coherent orientation of) Cα,β , so they must be in opposite directions across the bipartite graph defined by
f (e3) or f (e4). Thus, in the sum-weight, as in the previous paragraph, the edges of these weights must cancel.
Effectively, the sum-weight of each cycle is equal (in modulus) to the sum-weight of the main triangle of the original
good graph. The result follows. 
Theorem 5.5. Let µ ≤ 2mn, where µ is odd, n is even and µ divides λn/2. Suppose there exists a decomposition of λ(Kn) into
good graphs, in such away that the conditions (W1)–(W3) from the previous section are satisfied, for some partial weight function
W. Then, there exists a decomposition of Kn ∗ K 2mλ into cycles of length λµ.
Proof. From the previous lemma, there exists a decomposition of λ(Kn ∗ K 2m) into cycles of length µ with an appropriate
extendedweight functionW ′. Define the vertices and edges of Kn ∗K 2mλ so that the λ edges joining u and v from λ(Kn ∗K 2m)
are replaced by the edge set
{{ui, vj}: 1 ≤ i ≤ λ, 1 ≤ j ≤ λ}.
Next take a cycle of length µ from the decomposition of λ(Kn ∗ K 2m). Suppose that e belongs to this cycle and e = (u, v)
in the underlying orientation of λ(Kn ∗ K 2m). Then, ifW ′(e) = w, we replace ewith the set of edges
{{ui, vi+w}: 1 ≤ i ≤ λ},
where superscripts are calculated modulo λ. Repeating for each e in the cycle, we obtain a graph on λµ edges. Since the
sum-weight of the cycle is coprime to λ, this graph is in fact a cycle of length λµ.
Repeat this process for each cycle in the decomposition ofλ(Kn∗K 2m). The fact that theweight functionW ′ assigns distinct
weights to distinct edges joining the same pair of vertices ensures that the resultant set of λµ-cycles is a decomposition of
Kn ∗ K 2mλ. 
6. Constructions: Cases (C2) and (C4)
We remind the reader that henceforth λ = µ. For Cases (C2) and (C4), 4⌈λ/2n⌉ = 4. So to check that each good graph
satisfies (G10), it suffices to ensure that the maximum degree in these cases is at most 4. In fact, each good graph used in
this section has a structure no more complicated than the example shown in Section 3.1, so it is not hard to check that the
Conditions (G1) through to (G9) are also satisfied. To assist the reader, the sections of the following construction that deal
with weight assignment are shown in italics. We also remind the reader that q = n− 1.
Case (C2): 5 ≤ λ ≤ q − 2. Let λ = 3 + 2x, so that 1 ≤ x ≤ (q − 5)/2. For each d such that 1 ≤ d ≤ (q − 1)/2, we
construct a good graph. We have three subcases, depending on whether x+ d is more or less than (q− 1)/2 and whether d
is odd or even.
We first outline the differences that each good graph uses. If x + d ≤ (q − 1)/2, our base graph will use difference d
once, difference d/2 twice and each difference d + 1, . . . , d + x twice. Note that when d is odd, d/2 is evaluated mod q to
(q+ d)/2. Similarly, the edge difference−d/2 is equal to (q− d)/2 (see Section 4).
Otherwise, if x+ d > (q− 1)/2, let a = x+ d− (q− 1)/2 > 0. Then our graph will use difference d once, difference d/2
twice, each difference 1, . . . , a twice and each difference d+ 1, . . . , (q− 1)/2 twice.
In both cases, for each d, the differences d + 1, d + 2, . . . , d + x are used twice, where these differences are calculated
modulo (q − 1)/2, as well as the difference d/2 being used twice and the difference d once. Thus we use each difference
2x + 3 = λ times. It is clear, then, that if we cycle the vertices of these (q − 1)/2 good graphs mod q, all edges except
those from the∞ vertex are used. We will later add another good graph, then ‘‘trade’’ some edges to obtain the required
decomposition.
Subcase 2a: x + d ≤ (q − 1)/2. Here we start with a triangle on vertex set {0, d/2,−d/2}. We add a double-path using
the list of vertices:−d/2, d/2+ 1,−d/2− 1, d/2+ 2, . . . until a graph with λ edges has been constructed.
Subcase 2b: d is even and x + d > (q − 1)/2. Once more we start with a triangle on vertex set {0, d/2,−d/2}.
As in Subcase 2a, we add a double-path using the list of vertices: −d/2, d/2 + 1,−d/2 − 1, d/2 + 2, . . . but we stop
when an edge of difference (q − 1)/2 is first used. (Note we omit this path in the case d = (q − 1)/2.) If q ≡ 3
(mod 4), the ultimate vertex of the double-path is (q + 1)/4. We then continue the double-path with the list of vertices
(q+ 1)/4+ a, (q+ 1)/4+ 1, (q+ 1)/4+ a− 1, (q+ 1)/4+ 2, . . . until the doubled edge of difference 1 has been used.
Otherwise q ≡ 1 (mod 4) and the ultimate vertex of the double-path is−(q− 1)/4. Here we continue the double-path with
the list of vertices −(q − 1)/4 − a,−(q − 1)/4 − 1,−(q − 1)/4 − a + 1,−(q − 1)/4 − 2, . . . until the doubled edge of
difference 1 has been used.
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Subcase 2c: d is odd and x+d > (q−1)/2. As abovewe startwith a triangle on vertex set {0, d/2,−d/2}. As in Subcase 2a,
we add a double-path using the list of vertices:−d/2, d/2+1,−d/2−1, d/2+2, . . . butwe stopwhen an edge of difference
(q − 1)/2 is first used. (Again omitting this path if d = (q − 1)/2.) We then add a double-path with the list of vertices
d/2, d/2− a, d/2− 1, d/2− a+ 1, . . . until the doubled edge of difference 1 has been used.
Combining the above subcases, we have used all edges, except those from the∞ vertex.
For Subcases 2a through to 2c, the base triangle is on the vertex set {0, d/2,−d/2}.We let W ({0, d/2}) = 2,W ({0,−d/2}) =
λ− 2 and W ({d/2,−d/2}) = 1.
We create another base graph as follows. We have four subcases, depending on the congruency of x modulo 4. In each
subcase we will use an odd number of edges from the∞ vertex and an even number of edges of differences 1 and 2. Note
that since q ≥ 5, x+ 4 ≤ (q+ 3)/2 ≤ q− 1, so the vertices in the following graphs are distinct.
Subcase 2A: x ≡ 1 (mod 4).When x = 1, λ = 5; our base graph has the edges {0, 1} and {0,∞} twice and the edge {1,∞}
once. For the weighting, the main triangle is created by removing repeated edges. We then assign weights 2 and λ− 2 = 3 to the
edges from∞ and weight 0 to the edge {0, 1}.
Otherwise, x ≥ 5 and we start with the triangle on vertex set {0, 1, 2}. To this we adjoin a doubled path of length x− 1
using the vertex list: 2, 3, 5, 4, 4+2, 4+3, 4+5, 4+4, . . . , 4k+2, 4k+3, 4k+5, 4k+4, . . . , x−3, x−2, x, x−1, x+1.
Then we add the single edges {x + 1, x + 3} and {x + 1,∞}. For x ≥ 5, the resultant graph on λ edges uses x + 1 edges of
difference 1 and x+ 1 edges of difference 2.
Subcase 2B: x ≡ 3 (mod 4). We start with the triangle on vertex set {0, 1, 2}. To the above triangle we add a doubled path
of length x−1 using the vertex list: 2, 3, 5, 4, 4+2, 4+3, 4+5, 4+4, . . . , 4k+2, 4k+3, 4k+5, 4k+4, . . . , x−1, x, x+2.
Then we add the single edges {x+ 2, x+ 4} and {x+ 2,∞}. The resultant graph on λ edges uses x+ 1 edges of difference 1
and x+ 1 edges of difference 2.
Subcase 2C: x ≡ 2 (mod 4). Againwe start with the triangle on vertex set {0, 1, 2}. To the above triangle we add a doubled
path of length x−1 using the vertex list: 2, 3, 5, 4, 4+2, 4+3, 4+5, 4+4, . . . , 4k+2, 4k+3, 4k+5, 4k+4, . . . , x, x+1.
Then we add the single edges {x+ 1, x+ 3} and {x+ 1,∞}. The resultant graph on λ edges uses x+ 2 edges of difference 1
and x edges of difference 2.
Subcase 2D: x ≡ 0 (mod4). Oncemorewe startwith the triangle on vertex set {0, 1, 2}. To thiswe adjoin a doubled path of
length x−1 using the vertex list: 2, 3, 5, 4, 4+2, 4+3, 4+5, 4+4, . . . , 4k+2, 4k+3, 4k+5, 4k+4, . . . , x−2, x−1, x+1, x.
Then we add the single edges {x, x + 2} and {x,∞}. The resultant graph on λ edges uses x + 2 edges of difference 1 and x
edges of difference 2.
In Subcases 2A–2D, for λ ≥ 7 the main triangle is always on vertex set {0, 1, 2}.We let W ({0, 1}) = 3,W ({1, 2}) = λ− 3
and W ({0, 2}) = λ− 1, respectively.
We finally adjust the graphs constructed in Subcases 2a–2d. Note that in Subcases 2A–2D, we used an even number
(at most x+ 2) of edges of difference 1 and 2.
We first deal with the casewhen x = 1. As part of Subcase 2Awe used precisely two edges of difference 1 and three edges
including the∞ vertex. However, a = 1 in exactly one instance of either Subcase 2b or 2c, yielding a graph which includes
a doubled edge of difference 1. We simply remove this doubled edge and replace it with a doubled edge that includes∞
and keeps the graph connected.
Henceforth for this case x ≥ 2. Let J be the set of graphs constructed in Subcases 2a–2d which have a doubled path
concluding with doubled edges of difference 2 and 1. Then |J| = x− 1.
When x is odd then x ≥ 3, or, equivalently, (x − 1) ≥ (x + 1)/2. In this case for precisely (x + 1)/2 graphs in J , we
relabel the penultimate vertex in the doubled path with∞. Thus we have removed a total of x + 1 edges of difference 1
and x+ 1 edges of difference 2, precisely the number used in Subcases 2A or 2B above. Moreover the∞ vertex is now used
2(x+ 1)+ 1 = λ times, so we have our desired set of base graphs.
When x is even then x ≥ 2 which is equivalent to (x − 1) ≥ x/2. In this case for precisely x/2 graphs in J , we relabel
the penultimate vertex in the doubled path with∞. Next, consider the base graph corresponding to a = 1. This does not
belong to J , yet still includes a doubled edge of difference 1. We relabel one of the vertices of this doubled edge with∞
(so that the base graph is still connected). Thus we have removed a total of x + 2 edges of difference 1 and x edges of
difference 2, precisely the number used in Subcases 2C or 2D above. Moreover the∞ vertex is now used 2x + 2 + 1 = λ
times, so we have our desired set of base graphs.
(Note that none of the adjustments affect the main triangles or their weightings.)
Case (C4): q < λ ≤ 2q−1. Let λ = q+2x+2, so that 0 ≤ x ≤ (q−3)/2. Let d be an integer such that 1 ≤ d ≤ (q−1)/2.
For each d, we construct a base graph, using the following differences.
Each difference d + 1, d + 2, . . . , d + x (modulo (q − 1)/2) is used four times, difference d is used three times, each
remaining difference is used twice and two edges are usedwhich include∞. Thismakes a total of 2x+(q−1)/2×2+3 = λ
edges, as required.
Thus we will have used each difference precisely q+ 2x times and q− 1 edges from∞. As in Case (C2), we will later add
another base cycle, then ‘‘trade’’ some edges to obtain the required decomposition.
We have two subcases, depending on whether x + d is more or less than (q − 1)/2. In each subcase, we start with the
double path 0, 1,−1, 2,−2, . . . continuing until an edge of difference (q− 1)/2 is used.
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Subcase 4a: x + d ≤ (q − 1)/2. In this case we continue with a zig-zagging doubled path that uses differences d + x,
d + x − 1, . . . , d + 1 in descending order. (Note we omit this path in the case x = 0.) We finally attach a single edge of
difference d, which forms a triangle with two single edges to∞.
Subcase 4b: x+ d > (q− 1)/2. Let a = x+ d− (q− 1)/2 > 0. In this case we continue with a zig-zagging doubled path
that uses differences (q− 1)/2, (q− 1)/2− 1, . . . , d+ 1 in descending order. We next attach a single edge of difference d,
which forms a triangle with two single edges to∞. We continue with another zig-zagging doubled path (but commencing
from the other non-∞ vertex of the triangle), so that the differences a, a− 1, . . . , 1 are used in descending order.
In Subcases 4a and 4b above, we assign weights d and λ− d to the edges from∞ and weight 2d+ 1 to the remaining edge of
the main triangle, in such a way that (W3) is satisfied.
We create one more base graph as follows. As in the above subcases, we start with the double path 0, 1,−1, 2,−2, . . .
continuinguntil an edge of difference (q−1)/2 is used.We then add a triangle on the∞ vertex togetherwith two consecutive
vertices adjoined to this path. Next, we commence another doubled path of length x − 1, using difference 1 edges only. If
v is the last vertex of this doubled path, we then attach one edge of difference 1 to v and the edge {v,∞}. No vertices are
repeated because (excluding∞) we have used a total of (q− 1)/2+ 1+ x+ 1(≤ q) vertices.
Its base triangle will have weights (q+ 1)/2 and λ− (q+ 1)/2 assigned to the edges from∞ and weight q+ 2 assigned to
the remaining edge, in such a way that (W3) is satisfied.
Considering all the base graphs we have so far, edges of difference 1 are used 2x times toomany, while there are 2x edges
still missing from the∞ vertex. So some adjustment of the graphs created in Subcases 3a and 3b is necessary. In both of
these subcases, each graph commences with a doubled edge of difference 1. For precisely x of these graphs, we replace the
two edges on vertices 0 and 1 with a doubled edge from 1 to∞. This is always possible since there are (q− 1)/2 such base
graphs, while x ≤ (q− 3)/2.
Note that the adjusted graphs are still good, and the main triangles and their weightings are unchanged. Case (C4) is
complete.
7. Constructions: Cases (C5)–(C7)
For the remaining cases, the reduced graph G′ of the good graphs is connected (except when λ = 2n−1 in (C5), however
the ‘‘goodness’’ of the graphs constructed in this case is easy to check). Thankfully, in such circumstances it is not necessary
to check every one of the conditions of a good graph, thanks to the following lemma.
Lemma 7.1. Let G ⊂ λ(Kn) be a closed trail satisfying (G1), (G4) and (G10) such that the reduced graph G′ is connected. Then
G is a good graph. Let G ⊂ λ(Kn) be an open trail satisfying (G1)–(G4) and (G10) . Suppose furthermore that there is a path from
one of the vertices of the main triangle to vertex P such that the path does not include vertex Y , nor any edges of the main triangle.
Then G is a good graph.
Proof. First consider the closed trail case.We construct T (G⃗) recursively as follows. Startwith a vertex v of themain triangle.
Next, pick an edge {v,w} that does not belong to themain triangle. We create a directed closed trail [v,w, v]. Our inductive
assumption is that each edge of the trail so far constructed has evenmultiplicity, and that we can pair the edges so that (G7)
and (G9) are satisfied. Note that our inductive assumption is true for the initial closed trail [v,w, v]. At the recursive step,
we pick two unused edges joining vertices t and u, where either t or u has been included somewhere in the trail. Without
loss of generality, let t occur before u in the trail. Then, expand the trail by replacing the first occurrence of t with the list
t, u, t . By pairing the two new edges together, (G7) is still satisfied. To check (G9), consider an odd edge e paired with even
edge f from the trail before the expansion is made. If these edges include neither vertex t nor vertex u, then (G9) still holds.
Otherwise, these edges both occur within the closed trail not before the first occurrence of t . Thus the expansion does not
change the validity of (G9).
Now, the fact that the reduced graph G′ is connected ensures that we can continue this process until every edge is used,
except the edges of the main triangle. Since we finish at vertex v, we complete T (G⃗) by traversing the three edges of the
main triangle, ensuring (G5) and (G6).
The open trail case is similar to above, except care must be taken to ensure that (G8) is satisfied. We start with a vertex
v of the main triangle, such that there is a path from v to P not including Y and not including any edge of the main triangle.
Create a closed trail which traverses this path from v to P then back again. Replace vertex P with the list P, Y , P within this
closed trail. Note that this closed trail satisfies the inductive assumption of the previous paragraph. We then proceed as
above. 
Case (C5): 2n− 1 ≤ λ and λ is neither equivalent to 1 nor−1 mod 2n. Let λ = 2ny+ 3+ 2x, so that 0 ≤ x < q− 1. For
each d such that 1 ≤ d ≤ (q− 1)/2, we construct a good graph using the following differences.
Each difference 1, 2, . . . , (q− 1)/2 is used 4y times, difference d is used once, difference d/2 is used twice, 4y edges are
used which involve∞ and if x > 0 then each difference d+1, d+2, . . . , d+ x (calculated modulo (q−1)/2) is used twice.
This makes a total of 4y(q+ 1)/2+ 3+ 2x = λ edges as required.
So together these base graphs use edges of each difference precisely 2y(q − 1) + 3 + 2x times and 2y(q − 1) edges
from∞. As in Cases (C2) and (C4), we will later add another base graph, then ‘‘trade’’ some edges to obtain the required
decomposition.
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We have three subcases, depending on whether d is odd or even and whether x + d is more or less than (q − 1)/2.
In each case we start with 2y copies of the hamilton cycle defined on the list of vertices: 0, 1,−1, 2,−2, . . . , (q − 1)/2,
−(q− 1)/2,∞, 0.
Subcase 5a: x+ d ≤ (q− 1)/2. Here we add a triangle on vertex set {0, d/2,−d/2} and when x > 0, a double-path using
the list of vertices:−d/2, d/2+ 1,−d/2− 1, d/2+ 2, . . . stopping when an edge of difference d+ x is first used.
Subcase 5b: d is even and x+ d > (q− 1)/2. We add a triangle on the vertex set {0, d/2,−d/2}. Next, if d ≠ (q− 1)/2,
we add a double-path with the list of vertices:−d/2, d/2+ 1,−d/2− 1, d/2+ 2, . . . stopping when an edge of difference
(q− 1)/2 is first used. Now let a = x+ d− (q− 1)/2. If a ≤ (q− 1)/2 we add a double-path using differences 1, 2, . . . , a
on the list of vertices:−(q− 1)/2, (q− 1)/2,−(q− 1)/2+ 1, (q− 1)/2− 1, . . . stopping when an edge of difference a is
used. If (q − 1)/2 < a < q − 1 we stop the above list of vertices when an edge of difference (q − 1)/2 is used and add a
double-path on the list of vertices: 0, 1,−1, 2,−2, . . . stopping when an edge of distance a− (q− 1)/2 is used.
Subcase 5c: d is odd and x + d > (q − 1)/2. We add a triangle on the vertex set {0, d/2,−d/2}. Next, if d ≠ (q − 1)/2
we add a double-path with the list of vertices:−d/2, d/2+ 1,−d/2− 1, d/2+ 2, . . . stopping when an edge of difference
(q− 1)/2 is first used. Now let a = x+ d− (q− 1)/2. If a ≤ (q− 1)/2 we add a double-path using differences 1, 2, . . . , a
on the list of vertices: 0, 1,−1, 2,−2, . . ., stopping when an edge of difference a is used. If (q− 1)/2 < a < q− 1 we stop
the above list of vertices when an edge of difference (q − 1)/2 is used and add another double-path on the list of vertices:
−(q− 1)/2, (q− 1)/2,−(q− 1)/2+ 1, (q− 1)/2− 1, . . ., stopping when an edge of difference a− (q− 1)/2 is used.
For Subcases 5a through to 5c, the base triangle is on the vertex set {0, d/2,−d/2}.We let W ({0, d/2}) = 2,W ({0,−d/2}) =
λ− 2 and W ({d/2,−d/2}) = 1.
We construct one more base graph as follows. As in the above subcases we start with 2y hamilton cycles on the list of
vertices: 0, 1,−1, 2,−2, . . . , (q−1)/2,−(q−1)/2,∞, 0.We then add a triangle on the vertex set {0, 1,∞}. Next, if x > 0
we commence a double-path of length x − 1 on the list of vertices: 1,−1, 2,−2, . . . concluding at vertex v and attach an
edge each from v to∞ and from either v to v+ 1 (if x− 1 is even), or v to v− 1 (if x− 1 is odd). If x = 0 we simply replace
an edge from (q− 1)/2 to−(q− 1)/2 with one from (q− 1)/2 to∞.
To see that the above base graph is tripartite, colour 0 and the negative residues with colour c1,∞ (and in the case x > 0,
the vertex v + 1 or v − 1 according to the parity of x− 1) with colour c2 and the remaining vertices with c3. The conditions
of Lemma 7.1 are clearly satisfied (the path 1,−1, 2,−2, . . .will hit either (q− 1)/2 or v as required) so this graph is good.
We let W ({0,∞}) = 1,W ({1,∞}) = λ− 1 and W ({0, 1}) = λ− 1.
Considering all the base graphs we have so far, if (q− 1)/2 ≥ x > 0, edges of difference 1, 2, . . . , x are used two times
too many. If x > (q − 1)/2, edges of difference 1, 2, . . . , q − x − 1 are used two times too many and edges of difference
q − x, . . . , (q − 1)/2 are used four times too many. In all cases there are also still 2x edges missing from the∞ vertex. So
(for x > 0) some trading of edges in the graphs constructed in Subcases 5a–5c is necessary.
The following trades take place using edges from the underlying hamilton cycles in our base graphs. If x is even, for each
d from 1 to x/2 we take the base graph generated by d and replace a double-path on the vertices: −(d − 1), d,−d with a
double-path on the vertices: −(d − 1),∞,−d. While if x is odd, we do as above for each d from 1 to (x − 1)/2 and then
in the base graph generated by d = (x + 1)/2, we replace two edges from −(x − 1)/2 to (x + 1)/2 with two edges from
−(x − 1)/2 to∞. Note that this is always possible since x < q − 1. Note that the main triangles and their weightings are
unchanged.
All the above graphs have maximum degree 4y + 4 = 4⌈λ/2n⌉, satisfying (G10). So from Lemma 7.1, it remains to
check that the above closed trails are tripartite. In each case, it suffices to colour vertex 0 with colour c1,∞ and the positive
residues with colour c2 and the negative residues with colour c3. Case (C5) is complete.
Case (C6): 2n− 1 ≤ λ and λ ≡ −1(mod 2n). Let λ = 2ny+ 3+ 2(q− 1). For each d such that 1 ≤ d ≤ (q− 1)/2, we
construct a good graph using the following differences.
Each difference 1, 2, . . . , (q−1)/2 is used 4y times, difference d is used three times, each difference 1, 2, . . . , d−1, d+
1, . . . , (q − 1)/2 is used four times and 4y + 4 edges are used which involve∞. This makes a total of 4y(q − 1)/2 + 3 +
4(q− 3)/2+ 4y+ 4 = λ edges as required.
So together these base graphs use edges of each difference precisely λ− (4y+ 4) times and λ− (4y+ 3) edges from∞.
In each case we start with 2y + 2 copies of the hamilton cycle defined on the list of vertices: 0, 1,−1, 2,−2, . . . ,
(q − 1)/2,−(q − 1)/2,∞, 0. We remove two edges from 0 to ∞, and one edge from d/2 to −d/2. Finally we add an
edge from each of d/2 and−d/2 to∞ (forming our main triangle on the vertex set {∞, d/2,−d/2}).
To see that the above graphs are tripartite, we colour∞ with colour c1, the negative residues and 0 with colour c2 and
the positive residues with colour c3. The maximum degree of each graph is 4y+ 4 = 4⌈λ/2n⌉, satisfying (G10). Thus these
graphs are good.
We assign weights d and λ− d to the edges from∞ and weight 2d+ 1 to the remaining edge of the main triangle, in such a
way that (W3) is satisfied.
We construct one more base graph as follows. As above we start with 2y + 2 hamilton cycles on the list of vertices:
0, 1,−1, 2,−2, . . . , (q−1)/2,−(q−1)/2,∞, 0.We then remove one edge from0 to∞ and one edge from∞ to−(q−1)/2.
Finally, if q ≡ 3(mod 4) we remove an edge from (q + 1)/4 to −(q + 1)/4 and add single edges from (q + 1)/4 to∞
and from 0 to−(q− 1)/2 (so our main triangle is on the vertex set {0,∞,−(q− 1)/2}). To see that this graph is tripartite,
we colour vertices (q+ 1)/4 and−(q− 1)/2 with colour c1, 0 and the remaining negative residues with colour c2 and the
remaining positive residues and∞ with colour c3. Note that this graph is an open trail with the centre vertex of the main
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2-path P = (q+ 1)/4. The path 0, 1,−1, . . . , (q+ 1)/4 and the fact that the maximum degree is 4y+ 4 shows that we can
apply Lemma 7.1.
If q ≡ 1(mod 4)we remove an edge from (q− 1)/4 to−(q− 1)/4 and add single edges from (q− 1)/4 to∞ and from
0 to −(q − 1)/2 (so again our main triangle is on the vertex set {0,∞,−(q − 1)/2}). To see that this graph is tripartite,
we colour vertices (q − 1)/4 and −(q − 1)/2 with colour c1, 0 and the remaining negative residues with colour c2 and
the remaining positive residues and∞ with colour c3. Note that this graph is an open trail with P = (q − 1)/4. The path
0, 1,−1, . . . , (q− 1)/4 and the fact that the maximum degree is 4y+ 4 shows that we can apply Lemma 7.1.
Either way, this new base graph uses precisely 4y+ 4 edges of each difference and 4y+ 3 edges to∞ as required, with
the following partial weight function. Within the main triangle we assign weights (q + 1)/2 and λ − (q + 1)/2 to the edges
from∞ and weight q+2 to the remaining edge, in such a way that (W3) is satisfied. All the graphs above are good, so Case (C6)
is complete.
Case (C7): 2n − 1 ≤ λ and λ ≡ 1(mod 2n). Let λ = 2ny + 3 + 2q. Here ⌈λ/2n⌉ = y + 2, so to satisfy (G10) we need
the maximum degree for each good graph to be bounded above by 4y+ 8. Recall that in case (C6) we constructed n/2 base
graphs (one for each d from 1 to (q−1)/2 and one ‘‘extra’’ graph), together using 2ny+3+2(q−1) edges of each difference
and 2ny+ 3+ 2(q− 1) edges to∞. Here our base graphs will be constructed by adding two edges of each difference, and
two edges to∞, to these graphs to give the required good graphs with λ = 2ny+ 3+ 2q edges.
For each d with 1 ≤ d ≤ (q − 1)/2 we add two edges from d/2 to −d/2. These graphs now have minimum degree at
least four and maximum degree 4y+ 6. The colouring given in Case (C6) still holds and thus these graphs are good.
Finally, for the ‘‘extra’’ base graph, if q ≡ 3(mod 4)we add an edge from each of (q+1)/4 and−(q+1)/4 to∞, while if
q ≡ 1(mod 4)we add an edge from each of (q−1)/4 and−(q−1)/4 to∞. This graph remains a tripartite open trail, except
that P becomes either−(q+1)/4 or−(q−1)/4. To apply Lemma 7.1, we use the path−(q−1)/2, (q−1)/2,−(q−3)/2, . . .
until either−(q+ 1)/4 or−(q− 1)/4 is reached. Thus this graph is good.
We assign the weights to the edges of the main triangle exactly as in Case (C6).
Case (C7) is complete.
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