In this paper, we study the effect of solid surface mediation on the intermolecular potential energy of nitrogen, and its impact on the adsorption of nitrogen on a graphitized carbon black surface and in carbon slit-shaped pores. This effect arises from the lower effective interaction potential energy between two particles close to the surface compared to the potential energy of the same two particles when they are far away from the surface.
INTRODUCTION
The adsorption of gases or vapours on solid surfaces such as graphitized thermal carbon black has been used as a reference to evaluate the molecular parameters used in molecular simulations such as Grand Canonical Monte Carlo simulations, which is one of the many Monte Carlo simulation methods available in the literature for adsorption analysis (Steele 1999 (Steele , 2002 Pikunic et al. 2002) . More often than not the linear part of the isotherm at low pressure (Henry constant) is used to perform this task (Steele 1954) . However, the simulated isotherms over the higher range of pressure often show a shoulder in the region of monolayer formation and the significant over-prediction of the second and higher layers. Such an over-prediction is due to the over-estimation of fluid-fluid interaction in the presence of a solid surface.
Nitrogen has been commonly used in the pore characterization of carbonaceous materials as it is readily available. However, for this gas to correctly characterize porous media, the adsorption of its molecules on well-characterized surfaces (for example, graphitized thermal carbon black) must be properly described. Much progress has been achieved in this area during the past few decades, starting from the development of the BET theory in 1932, its many variances and much debate on the molecular projection area of nitrogen. Although many values have been proposed for the latter, the value of 16.2 Å 2 has been widely adopted. However, with advances in molecular simulations, our understanding of the projection area has been further developed. It is now known that the projection area is not a constant but tends to vary, especially when the monolayer is completed. This is due to compaction of the molecules as a result of intermolecular attraction and also the orientation of molecules at high loading. Such a result was not available from the traditional classical theory and as a consequence molecular simulation tools have become the standard for other theories to rely on.
Among the many studies of nitrogen adsorption onto carbon black and in slit-shaped pores, Brodskaya and Piotrovskaya (2001a,b) have compared the differences between the quasi-spherical model and dumbbell model for nitrogen adsorption in slit-shaped pores. The effects of larger pores (mesopores) were also studied by these authors, but they restricted their analysis to the quasispherical model. Furthermore, they did not account for the effect of the nitrogen quadrupole on adsorption. However, Bottani and Bakaev (1994) accounted for the quadrupole for nitrogen adsorption in slit-shaped pores and they modelled this with a set of three discrete charges along the molecular axis. Their intermolecular potential model was taken from Murthy et al. (1980) . Cracknell et al. (1996) also studied the quadrupole effect in slits but instead of three discrete charges they proposed a model with a set of four discrete charges, also located along the molecular axis. These authors presented simulation results without any reference to experimental data. Recently, Potoff and Siepmann (2001) proposed a TraPPE model for nitrogen. This is very similar to the model of Murthy et al., but Potoff and Siepmann obtained their molecular parameters by matching the simulation results against the vapour-liquid equilibrium (VLE) data.
In the present paper, we will study the possible differences between these potential models on nitrogen adsorption onto graphitized thermal carbon black (GTCB), and also the impact of the inclusion of the quadrupole in the description of the adsorption isotherm. Molecular simulation of nitrogen results always over-predict the adsorption isotherms, especially in the region where the first layer is being completed and over the regions where multiple layers are built up. This could be addressed in terms of the surface heterogeneity, but this argument lacks credibility as only a homogeneous surface could give rise to a sharp two-dimensional transition at low temperatures and there is abundant evidence in the literature that the adsorption of many species on GTCB does give rise to a clear first-order transition. Thus, over-prediction in the region of completion of the first layer and regions of multiple layers must be due to other reasons.
We have argued recently that such over-prediction is due to the neglect of the surface-mediated reduction of the intermolecular potential energy. have addressed this problem with a Grand Canonical Monte Carlo simulation, while Ustinov and Do (2004) applied the Density Functional Theory. They have accounted for the effects of the solid substrate on the interaction energy of two adsorbate molecules and have proposed a simple equation to account for the reduction. This surface mediation has been a subject of various studies in the literature where, for example, the interaction of two fluid molecules in the presence of solid surface has been regarded as a three-body interaction (Sinanoglu and Pitzer 1960; Everett 1965) .
Such an analysis is usually fairly involved and does not provide a simple means of evaluating the adsorption equilibria. The interaction energy between two fluid molecules in the bulk fluid is assumed to conform to the classical 12-6 Lennard-Jones potential energy. When these two molecules are brought closer to the surface, the interaction energy between them will be affected by the adsorption forces between the surface and each of the two molecules. As a result of such interaction, the fluid-fluid interaction will become weaker because of multi-body interaction (fluidfluid-surface). The ratio of this effective fluid-fluid interaction energy to the fluid-fluid interaction energy corresponding to the case of no solid surface has been called the surface-induced damping factor . We assume that this factor is a direct function of the reduced solid-fluid interaction energy (ε sf /kT). This surface-induced damping factor is unity when the solid-fluid interaction energy is zero (i.e. when the two fluid molecules are far from the surface). Since the two particles (sites) will have different interaction energies with the solid surface, we will assume that the damping factor is a function of the geometric mean of these two solid-site interaction energies. We discuss this assumption in detail in the next section.
THEORY
This simple concept of surface-induced damping factor is tested with the adsorption data for nitrogen on graphitized thermal carbon black. To simulate the adsorption isotherms, we use the Grand Canonical Monte Carlo simulation first proposed by Norman and Filinov (1969) . This simulation technique has been described in detail by Frenkel and Smit (2002) ; here we only summarize the essential points used in the simulations. To simulate adsorption on a carbon black surface, we use a slit pore with a pore width of sufficient size that the interaction potential energies exerted by the two opposing wall surfaces do not affect each other. A pore width of 80 Å has been employed in this paper, as we have found that such a width is sufficiently large to simulate two independent surfaces. The cut-off is five-times the collision diameter and the box length is at least twice the cut-off radius. A larger box size is used for low pressure with at least 50 000 cycles being used for equilibrium and the same number of cycle used to obtain the statistics. A total of N displacements and rotations occurs in each cycle, with the number of insertion or removal attempts being ca. 2% of the acceptance ratio. When the density is very high, the acceptance ratio is very low due to the difficulty of inserting a particle into the simulation box; the number of insertion/removal attempts is then increased to ensure that equilibrium is attained.
Multi-site potential model
Because of the elongated shape of the diatomic nitrogen molecule, it should not be treated as a single interaction site particle since the molecular shape is very important in either a confined space or a pore. This is because the molecular shape affects the structure of the adsorbed phase and the packing density. Rather, in properly modelling the molecular shape, each molecule should be considered as a particle composed of many interaction sites. Each site on one molecule will interact with all sites on another molecule. The Lennard-Jones 12-6 equation is written below for the interaction energy between a site "a" on a molecule "i" and a site "b" on a molecule "j" (other equations, such as the exp−6 equation, can be applied in a similar manner):
(1)
The subscript relates to the particle while the superscript relates to the site. Thus, for a given intersite distance, , we need to know the cross-collision diameter σ (a,b) and the cross-well-depth r i j a b ,
,
ε (a,b) in order to calculate the interaction energy . These quantities can be determined by invoking the mixing rule due to Lorentz-Berthelot (LB) given below: ;
(2)
Deviations from this rule can be accounted for by multiplying the right-hand side of the above equation with the adjustment cross-factors ξ and χ for the collision diameter and the well-depth of the interaction energy, respectively. Usually, the adjustment factor ξ for the collision diameter is set to unity to minimize the number of adjusting parameter, and the other adjustment factor χ is determined so that some macroscopic properties are reproduced from the simulation. Although there are mixing rules other than the Lorentz-Berthelot rule available in the literature, the LB mixing rule remains the most popular and commonly used due to its simplicity and most of all due to the lack of convincing evidence for the use more complicated mixing rules [for example, Kong (1973) ]. Knowing the site-site interaction and assuming pair-wise additivity, the interaction between two molecules can be expressed simply as:
( 3) where M is the number of sites on each molecule (M = 2 for nitrogen). When equation (3) is used in the simulation to match against some experimental properties, the derived molecular parameters σ (a,a) and ε (a,a) /k are treated as the effective pair-wise parameters since multi-particle interaction is not accounted for in the calculation of the intermolecular interaction. It should be noted that the positions of these sites do not necessarily have to be right at the centre of each atom in the molecule, although more often than not they are positioned at the centres of atoms to minimize the number of parameters involved. We have addressed the interaction energy between two molecules where the interaction is due to a dispersive force. Although nitrogen has a zero dipole, it possesses quadrupole and higher moments; thus, for example, the quadrupole moment of nitrogen is −4.9 × 10 −40 C/m 2 (Maitland 1987) . The effect of the quadrupole can be accounted for in the total intermolecular interaction by specifying a set of discrete charges and their locations on each molecule. Knowing this information, calculation of the interaction energy between a charge on one molecule and another charge on another molecule can be carried out in exactly the same way as for the dispersive interaction sites discussed above. The interaction energy due to electrostatic force between a charge "α" on a molecule "i" and a charge "β" on a molecule "j" is determined via the Coulomb law of electrostatic interaction (Tipler 1999) as:
In this equation, ε 0 is the permittivity of free space [ε 0 = 10 7 /(4πc 2 ) = 8.8543 × 10 −12 c 2 /(J m), where c is the speed of light (Davis 1996)] ;
is the distance between the two charges α and β on molecules i and j, respectively; is the value of charge α on molecule i and is the value q j 
of charge β on molecule j. The total electrostatic interaction between two molecules takes the form:
where M q is the number of charges on the molecule. This may not be the same as the number of LJ sites, M, and their positions may not also be the same as those for dispersion sites. For example, for nitrogen M = 2, the value of M q can be 3, 4 or 5 depending on the model used. Below we shall present a number of models for nitrogen that have been proposed in the literature. Cracknell et al. (1996) proposed a two-LJ site, four-charge model (M = 2 and M q = 4). The four charges were assumed to lie on the molecular axis joining the centres of the two nitrogen atoms and they were symmetrical with respect to the molecular centre of mass. The distance between two positive charges of magnitude 0.373e is 1.694 Å, while that between two negative charges of magnitude −0.373e is 2.088 Å. The distance between the two LJ sites is 1.094 Å while the collision diameter and the well-depth of the interaction energy for nitrogen atoms are assumed to be σ (N-N) = 3.318 Å and ε (N-N) /k B = 37.8 K, respectively.
Bottani and Bakaev (1994) used a two-LJ site, three-charge model (M = 2 and M q = 3) which was adopted from a model by Murthy et al. (1980) . This model has one less charge than the model of Cracknell et al. One positive charge (0.810e) is at the centre of the molecular axis joining the two centres of the nitrogen atoms and the two symmetric negative charges (−0.405e) are on the same axis at a distance of 1.1 Å from each other. In this case, the collision diameter and the welldepth of the interaction energy of a nitrogen atom are assumed to be σ N-N = 3.32 Å and ε N-N /k = 36.4 K, respectively. The distance between the two LJ sites is the same as that between the two negative charges (i.e. the charge is on the LJ site). The LJ parameters of this model are very close to those of the model of Cracknell et al., although the number of charges and their locations are very different from those in the Cracknell model. This model is less computer-intensive than the Cracknell model because there is one less charge in the calculation of the electrostatic interaction. The nitrogen models of Cracknell et al. and Bottani and Bakaev are depicted in Figure 1 where the elongation and the relative positions of all charges are indicated.
Many authors have studied the adsorption of nitrogen and employed a quasi-spherical model. Thus, for example, Maddox et al. (1997) suggested σ = 3.75 Å and ε/k = 95.2 K while Neimark and Vishnyakov (2000) proposed σ = 3.6154 Å and ε/k = 101.5 K. We will compare the performance of the quasi-spherical models with the 2C-LJ charge model later. 
Solid-fluid potential
The solid-fluid interaction energy can be determined as follows for a polyatomic molecule with M centres of LJ type. The interaction potential energy between a site "a" on the molecule "i" and the homogeneous flat solid substrate is calculated via the 10-4-3 Steele potential (Steele 1973 (Steele , 1974 . This takes the following form:
The solid-fluid molecular parameters, the collision diameter and the interaction energy are calculated from the Lorentz-Berthelot mixing rule as given in equation (2). The solid-fluid interaction energy is usually adjusted by the introduction of the solid-fluid binary interaction parameter, k sf , such that the experimental Henry constant is reproduced by the GCMC simulations, i.e.:
Having determined the interaction potential energy of site "a" on molecule "i" with the surface via equation (6), the solid-fluid interaction energy of molecule "i" is simply:
Once the solid-fluid potential energy for one wall has been obtained [equation (8)], the potential energy between one molecule with a slit-shaped pore of width H is:
Here, the pore width H is defined as the distance between one plane passing through all the carbon atoms of the outermost layer of one wall to the corresponding plane on the other wall.
The proposed intermolecular potential in the presence of a solid substrate
The intermolecular potential energy between two sites in the bulk fluid is described by the 12-6 Lennard-Jones potential energy as given in equation (1). When these two sites are moved closer to a surface, the interaction of the solid surface on these sites more or less modifies the inherent properties of the two sites (for example, their electron distributions) in such a way that the effective intermolecular potential energy is less than that if they were in the bulk far away from the surface. We assume that only the dispersive forces are affected by the electric field emanating from the carbon surface. Although it is generally expected that the quadrupole should also be affected by the presence of the carbon surface, we shall assume that it is invariant in this paper.
Here, we propose that this effective intermolecular potential energy (for dispersive interaction) between site "a" of molecule "i" and site "b" of molecule "j" can be calculated from:
.
where is calculated from the 12-6 Lennard-Jones equation [equation (1)], is the solid-fluid interaction energy of site a on particle i and is that of site b on particle j [equation (6)].
The function is called the surface-induced damping factor due to the modification by the solid of the LJ sites on the particle. Here, we propose the following equation for this factor:
where is a geometric average between and , i.e.:
The parameter χ represents the rate at which the damping factor decreases with the solid-fluid interaction energy. Hereafter, it will be called the damping constant. We shall investigate this damping constant as a function of temperature. The solid-site energy is effectively zero and the surface-induced damping factor is unity when the two sites are a distance away from the surface (about three-times the collision diameter from the surface). We shall assume that the electrostatic interaction is not affected by the presence of the solid substrate. Kim and Steele (1992) have considered this solid surface-mediated reduction in the intermolecular potential energy. They proposed that, whenever both molecules are in the first layer, their interaction will follow the same equation as that in the bulk, but the molecular parameters have to be changed. For methane on graphite, they found that the well-depth of the 2D layer is 8% lower than that for the bulk phase, while the collision diameter of the 2D layer is increased by 0.02 Å. This approach of Kim and Steele gives rise to a discontinuity in the application of the potential equation. Our proposed approach gives a smooth continuity via the introduction of the reduction factor which is a direct function of the scaled solid-fluid interaction energy as given in equation (11).
One possible argument for the reduction of the intermolecular potential energy is that when two particles are close to the surface they create dipole images across the graphite surface (McLachlan 1964) . The image dipole of one particle repulses the dipole of the other particle and vice versa. Hence, the net result is a reduction in the potential energy between the two particles. The magnitude of this reduction depends on the dipole moment and hence on the polarizability, i.e. the greater the polarizability the greater the reduction. We have shown in our earlier paper ) that the damping factor increases in the series of noble gases Ne, Ar and Xe (whose polarizabilities are 0.395, 1.64 and 4.04 × 10 −24 cm 3 , respectively). Xenon exhibits the greatest reduction among these three adsorbates.
RESULTS AND DISCUSSION
We use the following parameters in the GCMC simulations of adsorption on graphitized thermal carbon black. Generally, the box length is 10-times the collision diameter and the cut-off radius is taken to be one-half of the box length. The numbers of cycles in the equilibration step and in the collecting statistics step are both 50 000. In each cycle, we have N displacements and rotations (N is the number of particles), and the number of attempts to exchange a particle with the surroundings is chosen such that the acceptance rate is 2%. The calculation of the dispersive
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Surface Mediation in Nitrogen Adsorption onto Carbon Surfaces and Slit-shaped Carbon Pores interaction energy is carried out with the usual minimum image convention, while that of the electrostatic interaction energy is undertaken directly for charges and their images with the long-range correction of Heyes and van Swol (1981) being used. We use a pore width of 80 Å for simulations of graphitized thermal carbon black, this being of sufficient size to allow the slit pore to mimic two independent surfaces. The results are presented as the following plots: (i) the average surface excess versus the pressure, (ii) the 2D-plot of the local density versus the distance above the surface and (iii) the 3D-plot of the orientation-dependent density versus the distance above the surface, the angle θ formed between the molecular axis and the z-direction (perpendicular to the pore surface). An angle of 0 means that the molecule lies perpendicular to the pore wall, while a value of π/2 implies a parallel configuration (Figure 2) .
The average surface excess is defined as:
where ρ is the bulk molecular density, L x and L y are the box lengths in the x-and y-directions, respectively, H is the pore width, σ ss is the collision diameter of the carbon atom and 〈N〉 is the ensemble average of the number of particles in the pore. The local density at a distance z from the surface is defined as:
where ∆N(z) is the number of molecules whose centres of mass are located in the segment having boundaries at z and z + ∆z. In the 3D-plot of the orientation-dependent density distribution, the orientation-dependent density is calculated from the following relationship (Klochko et al. 1999) : where ∆N(z,θ) is the number of nitrogen molecules whose centres of mass are located in the segment having boundaries z, z + ∆z, and the angle between the axis of the molecule and the z-direction falls between θ and θ + ∆θ. This plot of ρ(z, θ) versus z and θ allows us to evaluate the preferential orientation of the molecules located at various distances from the wall surface.
Graphitized thermal carbon black
To obtain an idea of how the intermolecular potential energy is affected by the dispersive force and the electrostatic force, the total potential energy of a dimeric system with different orientations between the two molecules is shown in Figure 3 using the Murthy potential model. Figure 3(a) depicts the configuration when two nitrogen molecules are perpendicular to each other, while Figure 3 (b) is that when the two molecules are parallel to each other. Depending on the configuration, the electrostatic force can either help to enhance or reduce the attraction between the two molecules. The contribution of the electrostatic interaction is ca. 20% of the total interaction. The first extensive adsorption data on graphitized thermal carbon black was that obtained at 78 K by Isirikyan and Kiselev (1961) . However, Kruk et al. (1999) recently published more extensive data for nitrogen adsorption at 77 K. Good data at low pressures are also available from Ross and Winkler (1955) and Graham (1957) . The sets of data of Isirikyan and Kiselev (1961) and Kruk et al. (1999) agree fairly well with each other, suggesting a high degree of homogeneity for the graphitized thermal carbon black used by these authors. The data of Ross and Winkler (1955) obtained at 90 K are also used in the testing, despite the narrow range of pressure employed compared to those measured at 77 K.
Data obtained at 77 K -no surface mediation
We first use the Murthy model and the Cracknell model without allowance for the damping factor to check the consequences of not accounting for this factor. By matching the Henry constant obtained from the molecular simulations with the experimental data, the solid-fluid binary interaction parameter was found to be −0.04 and −0.02 for the Murthy model and Cracknell model, respectively. For both models, the description of experimental data at very low pressure is excellent. This is to be expected because the Henry constant was used to extract the solid-fluid binary interaction parameter, k sf . Although the two models generally give the same description of the isotherm in the monolayer region (pressures < 1000 Pa), the Murthy model is a better in terms of overall description as in the multiple-layer region the Cracknell model substantially over-predicts the experimental data. The overall description looks reasonably good but upon closer inspection we see that the monolayer formation is not correctly described [ Figure 4 (a)] and so is the multilayer formation region [ Figure 4(b) ]. The performance of these models can be further tested by investigating the 2D density distribution ρ(z) versus the distance above the surface and the 3D orientation-dependent density distribution ρ(z,θ) versus the distance above the surface together with the angle formed between the molecular axis and the z-direction vector. Figure 5 shows the 2D density distribution (in non-dimensional ρσ 3 units) and the 3D orientation-dependent distribution for the two potential models at 1000 Pa, at which the first layer is just completed. The distributions produced by these two models are quite close to each other because both describe the isotherm data equally well at this pressure. Note that for clarity in distinguishing the two distributions in Figure 5(a) , the 2D local density distribution obtained from the Cracknell model has been shifted upwards by two units. The 3D orientation-dependent distribution of Figure 5(b) shows that the preferential orientation of the nitrogen molecules is the parallel configuration (angle = π/2) although there is a small population of nitrogen molecules having a vertical orientation (angle = 0). Figure 6 shows the 2D and 3D density distributions at a higher pressure of 20 000 Pa, at which the second layer has been formed. Only the Murthy model is used for generating distributions in Figure 6 because the Cracknell model does not provide a good description of the data at this pressure (see Figure 4) . A layering mechanism is seen in this figure with a clear distinction between the first and second layers (the local density is zero over the distance 4.2-5.8 Å). The dominant orientation of molecules in the first layer is still mostly parallel to the surface, but the proportion of molecules having a vertical orientation is slightly greater than that at the lower pressure of 1000 Pa [cf. Figures 5(a) and 6(a) ]. This may be attributed to the fact that as the pressure increases more nitrogen molecules rearrange themselves vertically thereby allowing more molecules to enter the first layer. The distribution of the second layer is rather uniform, suggesting that there is no preferential orientation in this layer. This is because the interaction between the solid and molecules in the second layer is low relative to the fluid-fluid interaction, resulting in a rather random orientation in the second layer. All configurations have the same probability of occurrence. Figure 7 shows the experimental data of Kruk et al. (1999) together with the 1C-LJ potential model of Neimark and Vishnyakov (2000) without quadrupole. We see that the performance of the 1C-LJ model is much worse than the 2C-LJ with charge model depicted earlier in Figure 4 , especially the 2C-LJ with charge model of Murthy et al. (1980) . Thus, the 1C-LJ results significantly over-predict the completion of the monolayer as well as the formation of the second and higher layers. As a consequence, we will not pursue with the 1C-LJ model for the remainder of the paper, but rather put our emphasis on the 2C-LJ with charge model of Murthy et al. in our subsequent investigation of the isosteric heat and the effects of surface mediation.
Data obtained at 90 K -no surface mediation
Before turning to the effects of surface mediation on the adsorption isotherms, we would like to consider the case of higher temperature, i.e. 90 K. The adsorption isotherm of nitrogen onto graphitized thermal carbon black at this temperature is available from Ross and Winkler (1955) . The results of the GCMC simulation are shown in Figure 8 for the Murthy model.
Matching the Henry constant obtained from the GCMC simulation and the experimental value, we find that the binary interaction parameter (k sf ) at this temperature is −0.015, compared to −0.04 for the lower temperature of 77 K. Unlike the situation for the data obtained at 77 K, the Murthy model describes the adsorption data very well, even without the surface mediation. This seems to suggest that surface mediation is only significant at lower temperatures. One possible explanation is that the vibration and rotation of the molecules is greater at higher temperatures, thereby making electron distortion unlikely. As a result, the surface-mediation effect on the fluid-fluid interaction is less significant.
A thermodynamic quantity of interest that may be readily obtained from the GCMC analysis is the isosteric heat, and this may be used as a good test of the potential model. Using the fluctuation 278 D.D. Do and H.D. Do/Adsorption Science & Technology Vol. 23 No. 4 2005 theory, Nicholson and Parsonage (1982) have shown that the isosteric heat may be calculated from the relationship:
where 〈 〉 is the ensemble average, N is the number of particle and U is the configurational energy of the system. This configurational energy can be divided into two contributions; one is due to the fluid-fluid interaction while the other is due to the fluid-solid interaction, viz.
: (17) The term in the square brackets on the right-hand side of the above equation is the contribution from the fluid-fluid interaction and the molecular thermal energy while the remaining term is the contribution from the interaction between the fluid and the solid.
A stringent test of any model is the testing of the behaviour of the isosteric heat versus loading predicted by the model against the experimental data. Figure 9 shows the plot of the isosteric heat of nitrogen on graphitized thermal carbon black versus loading as obtained at 77.8 K. The error in the GCMC-simulated isosteric heat is of the order of the size of the symbols used in the figure. Numerous data on heat of adsorption are abundantly available in the literature, e.g. those of Beebe et al. (1947), Joyner and Emmett (1948) , Graham (1957) , Pace and Siebert (1960) , Isirikyan and Kiselev (1961) and Piper et al. (1983) . Some of these data are used in Figure 9 , from which we see that within the scatter of the various sources of data the GCMC simulation results using the Murthy potential model provide a reasonable description of the behaviour of the isosteric heat versus loading. Despite the scatter of the data, the data points do show that the adsorbate-adsorbate interaction in the region of monolayer coverage is slightly over-estimated by the GCMC simulation results if the surface-mediated reduction factor is ignored.
In the next figure (Figure 10) , we show the GCMC-simulated isosteric heat versus loading for data determined at 77 K and 90 K, respectively. It will be seen that the isosteric heat measured at 77 K is more structured than that measured at 90 K. This is due to the better molecular arrangement of the nitrogen molecules at lower temperatures, resulting in higher heats of adsorption. This is reflected in the linear rise in the heat of adsorption for loadings up to the monolayer coverage concentration of 10 µmol/m 2 determined at 77 K. In contrast, the measurements at 90 K show that this linear rise starts to decrease at a loading of ca. 70% of the monolayer coverage concentration. Furthermore, the isosteric heat at zero loading is slightly different at the two temperatures studied, whereas the rate of increase of the heat of adsorption with loading is the same at both temperatures. This suggests a somewhat similar molecular arrangement in the monolayer coverage at both temperatures, with this also being observed in the second layer to some extent. Finally, the heat of adsorption approaches the heat of liquefaction at high loadings and this is indeed observed at both temperatures. The heats of liquefaction at 77 K and 90 K are 5.53 and 5.06 kJ/mol, respectively (as shown by the dashed lines in the figure) .
We have shown that the effect of surface mediation is such that in its absence the isotherm is over-predicted, especially in the approach to monolayer coverage and in the region of the second and higher layers. In the next section, we discuss the GCMC simulation results obtained when this effect is corrected by allowing the occurrence of surface mediation (as characterized by the introduction of the damping constant, χ). Isosteric heat (kJ/mol) Figure 9 . Plots of the isosteric heat of nitrogen versus loading at 77 K as obtained experimentally and predicted by various models. The symbols relate to the following experimental data: ᭝, Pace and Siebert (1960); ᭺, Beebe et al. (1947) ; ᭪, Joyner and Emmett (1948) . The lines relate to the application of the following models: ---, Murthy model without reduction; --, Murthy model with reduction, χ = 0.02.
The introduction of surface mediation
We now turn to the issue of the over-prediction of the completion of the first layer and multilayers (as displayed in Figure 4 ). The over-prediction of the second and higher layers results from the over-prediction of the first layer, as the number of molecules adsorbed in the second and higher layers will depend on the extent to which the first layer has been loaded with adsorbed molecules. By employing the surface-mediated reduction factor when one or both of the two molecules are close to the surface as suggested in this paper, the surface would reduce the intermolecular interaction between these molecules. Because of this reduction and the fact that its magnitude is greatest when monolayer capacity has been attained, we expect that the GCMC-simulated isotherm would show better agreement with the experimental data (shown as the solid line in Figure 11 ). The GCMC-simulated isotherm without surface mediation (dashed line) is also added to the figure to highlight the effects of the surface mediation on the prediction of adsorption isotherms.
When allowance for the surface mediation is introduced, the GCMC simulation results agree well with the data not just in the monolayer region but also in the higher layer regions. The magnitude of the binary interaction parameter employed was such that the Henry constant was reproduced by the simulation. As expected, the binary interaction parameter is the same as that obtained in the earlier case where surface damping was neglected because the intermolecular fluid-fluid interaction is negligible at low pressures. Once this binary interaction parameter has been determined, the damping parameter is adjusted so that the approach to monolayer coverage is correctly described by the model. This damping constant, χ, is found to be 0.02 for the Murthy model. We find that the agreement between the theory and data is very good with this approach, thereby suggesting the importance of the surface damping factor in the calculation of the intermolecular potential energy. To further illustrate the importance of the surface-mediated reduction factor, we show in Figure 9 the isosteric heat versus loading for the case of no surface mediation (dashed line) and when surface mediation is introduced (solid line). Because of the considerable scatter in the heat data, it is difficult to make a clear assessment on the performance of these two models. However, within a reasonable evaluation, we note the slightly better performance of the model with the damping factor especially as far as its agreement with the data of Pace and Siebert (1960) is concerned.
Slit-shaped pores
Having studied the effects of surface mediation on the adsorption of nitrogen on graphitized thermal carbon black, we now turn to the study of this effect in the confined space of slit-shaped pores. Although it is more than likely that the surface of a slit-shaped pore is not necessarily the same as that of the graphitized thermal carbon black, we shall assume that there is no difference so that the value of k sf obtained for the carbon black surface can be applied for the surface of the slit-shaped pore. We will concentrate our investigations purely on the effects of surface mediation on the adsorption isotherms, the pore-filling pressure, the isosteric heat of adsorption and the packing effects in the confined space. Surface mediation in slit-shaped pores is expected to be the same as that for graphitized thermal carbon black (χ = 0.02).
First, we consider a slit-shaped pore of 10 Å width in which two layers of molecules can be accommodated. Here we show a snapshot of the nitrogen molecules in the slit-shaped pore at 1 Pa, at which the density just goes through a sharp transition from the gas-like state to the liquidlike state (Figure 12 ). Two layers are clearly seen and most molecules adopt a parallel orientation.
The effects of surface mediation are introduced in Figure 13 where the adsorption isotherms (plots of pore density versus pressure) are depicted for the two cases where surface mediation is absent (solid line with filled symbols) and when surface mediation is present (solid line with unfilled symbols). It is clearly apparent that the topologies of the two isotherms are different. Firstly, the isotherm obtained in the absence of surface mediation shows a clear gas-to-liquid transition while that with surface mediation exhibits a sharp but more gradual change. This is simply 282 D.D. Do and H.D. Do/Adsorption Science & Technology Vol. 23 No. 4 2005 10 −1 due to the lesser attraction between the adsorbed molecules in the first layer. Secondly, we observe that the pressure at which the sharp change in pore density occurs is lower when surface mediation is absent; this again is due to the greater attraction among the adsorbed molecules causing the transition to occur sooner. The solid line with unfilled symbols (top curve) in Figure 14 (a) depicts a plot of the isosteric heat versus loading in slit-shaped pores of 10 Å width for the case of surface mediation. The heat increases with loading simply due to adsorbate-adsorbate interaction amongst the nitrogen molecules. The two components of the heat, one due to the solid-fluid interaction (solid line with filled square symbols) and the other to fluid-fluid interaction (solid line with filled triangle symbols), are also shown in the figure. The contribution of solid-fluid interaction is constant over the whole range of loadings as a result of the parallel orientation of nitrogen molecules in the two layers inside the pore (see the snapshot depicted in Figure 12 ). The linear increase in the isosteric heat is due to the fluid-fluid interaction (solid line with filled triangle symbols). In general, the error bar of the GCMC-simulated isosteric heat is the same order as the size of the symbols used in the figure. This error is greater when the pore is being saturated because of the difficulty in attempting to insert the particle into a very dense fluid within the pore (simulation box). Another illustration of the effect of surface mediation is shown in Figure 13 , where we show the adsorption isotherms in slit-shaped pores having widths of 13 Å and 20 Å, respectively. In these isotherms, the solid lines with unfilled symbols are the simulation results with surface mediation while the lines with filled symbols are for those without surface mediation. As expected, surface mediation affects how fast the amount of adsorbate is adsorbed onto the surfaces of the pore, and this will have an effect on the pressure at which condensation occurs. With surface mediation, layering is slower and as a result the pressure at which condensation occurs is higher than that for the case of no surface mediation. In general, we see that the local isotherms of nitrogen with surface mediation are different from those for the case of no surface mediation. This implies that an incorrect pore-size distribution might be obtained if surface mediation is not incorporated in the set of local isotherms used in such calculations.
Adsorption in slit-shaped pores of 13 Å and 20 Å width can be further understood by studying the behaviour of isosteric heat versus loading depicted in Figure 14(b) and (c), respectively, for the case of surface mediation. The pore of 13 Å width can accommodate three layers of nitrogen molecules; two contact layers adjacent to the two walls and one layer in the inner core. The isosteric heat arising from adsorption in a slit-shaped pore of 13 Å width shows an initial increase due to the fluid-fluid interaction in the two contact layers adjacent to the wall surfaces. As the loading is further increased, the third layer (the inner core) is filled with nitrogen molecules, and we observe that the isosteric heat exhibits a small decrease followed by a further increase with loading. This is due to the combined interplay between the decrease in the solid-fluid interaction (because molecules in the inner core are far away from the surface) and the increase in the fluid-fluid interaction.
Adsorption in a slit-shaped pore of 20 Å width proceeds with layering of the nitrogen molecules on the two contact layers, with the three inner core layers being filled once such layering is completed. This mechanism is supported by the behaviour of the isosteric heat versus loading plots depicted in Figure 14 (c). Initially, adsorption occurs via layering of the molecules onto the two contact layers (for loadings less than 10 kmol/m 3 ), and this is reflected in the initial linear rise in the heat of adsorption. Such a linear rise is due to the fairly constant solid-fluid interaction and a linear rise in the fluid-fluid interaction. However, we note that even though the solid-fluid interaction is fairly constant over the range of loadings less than 10 kmol/m 3 , this does show a very small (but observable) decrease due to rearrangement of some of the nitrogen molecules from a configuration parallel to the surface to a vertical or slant configuration. The remaining three layers in the inner core are filled (capillary condensation) when the loadings are greater than 12 kmol/m 3 , as confirmed by the behaviour of the isosteric heat with loading. The solid-fluid interaction exhibits a sharp drop in energy (and then remains fairly constant) because molecules in the three inner-core layers are far away from the surface, while the fluid-fluid interaction shows a linear increase with loading. The interplay between the solid-fluid interaction and the fluid-fluid interaction gives rise to a drop in the isosteric heat at ca. 12 kmol/m 3 followed by a linear increase with loading.
Finally, we show the effect of surface mediation in much smaller pores, viz. slit-shaped pores of 6 Å width, as an example. The simulation results for the case of surface mediation (solid line with circle symbols) and for no surface mediation (solid line with square symbols) are shown in Figure 13 . It is seen that the effect of surface mediation in such very small pores is not as strong as that observed for larger pores simply because of the overwhelming effect of solid-fluid interaction relative to fluid-fluid interaction. The overlapping of the potentials exerted by the two opposite walls of the pore is significant in such pores. This is substantiated by the plot of isosteric heat versus loading for the 6 Å width slit-shaped pore shown in Figure 14(d) . Only one layer of nitrogen molecules can be accommodated in this small pore, as confirmed by the constant heat contributed by the solid-fluid interaction. As usual, the fluid-fluid interaction increases linearly with loading, leading to a linear increase of isosteric heat with loading [the top curve in Figure 14(d) ].
CONCLUSIONS
A new proposal for the calculation of the intermolecular potential energy between two linear nitrogen particles when they are close to a solid substrate has been presented in this paper. This is made possible by the introduction of the surface-induced damping factor into the classical 12-6 Lennard-Jones potential energy equation. It is assumed that the electrostatic interaction is not affected by the surface mediation.
This model has been tested using the adsorption data for nitrogen on graphitized thermal carbon black. We have shown that with the new induced intermolecular potential energy the predictions 
