I. INTRODUCTION XANY INSTANCES arise in which one would like to register two different images of the same scene. When one attempts to accomplish this overlay of images, several problems are encountered. An important question that arises is, given images of a particular scene, to within what tolerance can the two images be aligned? This is the problem with which this paper deals.
Two models for the variance of the error in the registration of two different images of the same scene are developed. The method of solution employed is analogous to that used for the determination of the error in the measured delay time in a radar system. For purposes here the radar system model assumes that the retumed signal is a delayed version of the original signal corrupted by additive noise. As adapted to the registration of two images, the noise is defined as the difference between the two images at the correct registration position, and is therefore additive. The [7] assumed that the signal shape is known and nonrandom, although the parameter that is to be measured is a random variable. Since the original signal is known, it does not have a probability density function. However, the second signal does contain noise and possibly other perturbations and is therefore a sample function of a random process. The problem will be approached with this in mind. m(x, y) + n(x,y) = received signal;
n(x, y) additive noise; assumed independent of the signal.
Since the data that are being analyzed are discrete, it is convenient to use integer subscripts rather than continuous spatial coordinates. A further notational savings is realized by combining the double subscripts into a single subscript. A two dimensional array min, i = 1, * * *, p; j = 1, * , q, is converted to a one dimensional data set Mh, h = 1,. *, pq. This conversion loses nothing from the standpoint of the results to be derived.
In the discrete case a continuous function has been sampled and may be denoted, mh = m(xi, Yj) nh = n(xi, yj) fh = f(Xi, yj) = mh + nh h= 1, ,H H = pq = total number of samples. To arrive at an analytical result, the probability density function of the noise must be known. Because of the many independent contributions to the differences between images being registered, it is reasonable to approximate the density function as being Gaussian. The probability density function of the noise is therefore given by p.(n) = (2IrY"21R 1/2 exp (I2nTR-ln) (2) where R is the covariance matrix of the noise, Rgh = E[ngnh]l.
The density functions in the likelihood equation then become, Pm(rx Ty)(f) = Pn(f m(r., -Ty)) ( 1 1 With the above assumptions the variance has been reduced to a function of the effective bandwidth and signal-to-noise ratio. This implies that if one can estimate the effective bandwidth and the signal-to-noise ratio in the x-axis and y-axis directions, then the variance of the registration error can be estimated. Now consider the second derivation for the variance which is based upon different assumptions.
III. METHOD 2 A second derivation of the variance of the registration error is developed in this section. In this case, the only assumption about the signal and processor is that in the absence of noise, the output of the processor will be a maximum at the correct time delay [2] . No assumptions about the probability distribution of the noise are needed. As will be seen, the results of this derivation are similar to those obtained in the previous derivation, even though the two approaches are quite unalike.
The signal corresponding to the image to be overlayed is comprised of two components, the desired signal and additive noise. This signal is passed through a filter and the position where the maximum of the output signal occurs is taken to be the correct registration position. However, the filter is designed to yield a maximum at the correct delay only in the noise free case. The discrepancy between these two positions is the registration error.
First consider the parameters involved.
(X, y) signal;
m(x, y) additive noise; f(x, y) + m(x, y) data set to be registered; z(x,y) (_p) x~,y3
filter impulse response;
f(x,y) * h(x,y) = output signal in the absence of noise; m(x, y) * h(x, y) = output due to the noise input; g(x, y) + n(x, y) =composite output signal used to estimate the correct registration position; true registration position; estimated registration position.
The derivation proceeds as follows. First expand g(x, y) in a second order Taylor series about (x, y).
g(x,y) g(x, y) +g,(x,y) [x -ix +gy(x i) [y -y] +gxy ( Again use the necessary condition for an observed maxir az(x, 5y)/ax = 0 = az(i, )/ay, zx(X,37)=O=gxy(x,y) gxx(X-,Y) [X--X] + nx(,y) zy (x,)= 0 =gxy(x,y) [x -x] gyy(x [-] + n (x,y).
Arrange these equations in terms of (ix-x) and (37-error in the registration. One can now find the variance of the error by takinE expectation of (xi -x)2 and (5-5)2 It is assumed 
gyy(x, y) jhyy(> S-,B)f(,e,) da dp gxy(x,y)= ffhxy(x a,-)f(o, ,B) da d: 'num, where Rm(oa y, -X) = m(a,j) m(,y, X).
(30)
Equations (27) and (28) will allow one to find the variance of the error for any filter function; however, they seem to bear little resemblence to the results in the first section. To obtain a particular solution, a specific filter function must be chosen. The one that has been picked is intuitively pleasing in two ways: it is an optimum type filter in that it maximizes the signal-to-noise ratio; and it yields an answer in terms of the signal bandwidth and signal-to-noise ratio. This filter is the so called "matched filter. (27) and (28), the results simplify to,
This simplification is seen more easily if one first con equations (29) through (34) to the frequency domain and inserts the matched filter. One obtains the final result by converting these last equations to the frequency domain. They then become, K(u, v) is an even function of u and v, in order for gxy (x,y) to equal zero it is sufficient that, 
One may obtain a quantitative feel for the values of these expressions by using the sampling intervals for the LANDSAT-1 data in this example. The sampling interval is about 60 meters along the columns and about 80 meters along the lines. Substituting these values in equations (55) and (56) The two approaches used are quite different even though the solutions are similar. The variance in each case was found to be a function of the effective bandwidth of the signal and noise, and the signal-to-noise ratio.
As a final consideration the basic assumptions needed for the two methods are listed. These assumptions are important and must be realized fully to be sure that they apply to the situation in which they will be utilized. For the first method these assumptions are: the noise is additive and independent of the signal; the joint probability density function of the noise is Gaussian; the a priori distribution of the delay parameters is uniform over the range of interest; the variance may be modeled in the x-axis and y-axis directions separately; the final result is dependent upon a large signal-to-noise ratio [cf. step from equation (12) to (13)1. The basic assumptions for the second method are: the noise is additive and independent of the signal; the noise spectrum must be known; the chosen filter is the "matched filter;" to obtain results completely analogous to the first method there is one further assump- 
