In this paper, we introduce the notion of motif closure and describe higher-order ranking and link prediction methods based on the notion of closing higher-order network motifs. The methods are fast and efficient for real-time ranking and link prediction-based applications such as web search, online advertising, and recommendation. In such applications, real-time performance is critical. The proposed methods do not require any explicit training data, nor do they derive an embedding from the graph data, or perform any explicit learning. Most existing methods with the above desired properties are all based on closing triangles (common neighbors, Jaccard similarity, and the ilk). In this work, we investigate higherorder network motifs and develop techniques based on the notion of closing higher-order motifs that move beyond closing simple triangles. All methods described in this work are fast with a runtime that is sublinear in the number of nodes. The experimental results indicate the importance of closing higher-order motifs for ranking and link prediction applications. Finally, the proposed notion of higher-order motif closure can serve as a basis for studying and developing better ranking and link prediction methods.
INTRODUCTION
Link prediction generally refers to predicting the existence of edges (node pairs) in G such that the predicted edges (node pairs) are not in the original edge set E of G. The goal of this task may be to predict future links at time t + 1 or to simply predict links that were not observed (e.g., to improve the quality of downstream tasks) [9] . Notice that nearly all link prediction methods first compute a weight W i j = f (i, j) between node i and j and then use W i j to decide whether to predict a link (i, j) or not. We denote the task of estimating a weight W i j = f (i, j) between node i and j as link weighting or link strength estimation. The weights are then used to derive a ranking of potential links. The potential links may refer to items j that a user i is likely to purchase, or songs that a user is likely to prefer, and so on. In this work, we focus on fast E (unshaded/white nodes) and any motif/induced subgraph H , the "edge" between i and j (dotted gray line) is said to close an instance F of H if the edge (i, j) were to actually exist in G.
and efficient methods for computing link weights based on closing higher-order network motifs. Such weights based on higher-order motif closures can then be used for ranking-based applications (such as recommender systems and the ilk).
Ranking is a key component of many real-world applications such as web search, online advertising, and recommendation [7] . In these applications, real-time performance is critical, e.g., in web search users expect an answer to their query in the order of a few hundred milliseconds [2, 4] . This makes it impossible to learn a complex ranking function. Instead, there are usually two components to such a system. In the first component, a fast online approach is used to identify the top-k most relevant results in real-time (where k is typically small), which are then displayed to the user. In the second component, a more accurate but computationally expensive model is trained to improve the initial ranking. The ranking learned from the model can be used directly or combined with simpler approaches to obtain a final re-ranking of the web pages (or items). In this work, we primarily focus on the first component.
Ranking and link prediction [4] are important fundamental problems with many applications including recommendation of items [4] , friends [6] , web pages [7] , among many others [7, 9] . Common neighbors and approaches based on common neighbors such as Jaccard similarity are known to be strong baselines that are hard to beat in practice [11] . These baselines are all fundamentally based on the notion of "closing triangles" [1, 9] . They are both simple and fast for ranking in an online real-time fashion. In this work, we investigate higher-order network motifs and develop ranking techniques based on the notion of closing higher-order motifs (Definition 1) that move beyond "closing" simple triangles. While most existing work focuses on learning a ranking function [3, 5, 12] , we instead focus on direct principled approaches that are efficient (sublinear in the number of nodes), can be directly computed in real-time, easily parallelizable, and naturally amenable for online real-time ranking in the streaming setting. This work introduces the general notion of closing higher-order motifs and based on this notion we develop direct ranking techniques that are efficient for real-time online ranking and prediction. Compared to similar techniques that can be used for this setting such as Common Neighbors and methods based on it (e.g., Jaccard similarity), the proposed techniques are fundamentally more powerful as they naturally generalize over these existing techniques that are all based on closing triangles (a lower-order motif). The proposed notion of higher-order motif closure can serve as a basis for studying and developing better ranking (and prediction) methods based on the higher-order motif closures.
CLOSING HIGHER-ORDER MOTIFS
We first introduce the notion of a higher-order network motif closure that lies at the heart of this work.
Definition 1 (Motif Closure).
A node pair (i, j) is said to close a network motif H iff adding an edge (i, j) to E closes an instance Figure 1 closes each motif. For instance, the edge between node i and j in the rightmost motif in Figure 1 closes a 4-clique. We now formally introduce the frequency of higher-order motif closures for a node pair (i, j) as follows:
be the set of unique instances of motif H in G ′ . Then the frequency of closing a higher-order motif H between node i and j is:
whereW i j is equal to the number of unique instances of H that contain nodes {i, j} ⊂ V (G ′ ) as an edge.
We provide a simple routine in Algorithm 1 for computing the weight W i j representing the frequency of closing motif H between node i and j. The approach has two simple steps. First, given an arbitrary node pair (i, j), a motif H of interest, and the current graph G = (V , E), we simply add the node pair (i, j) as an edge by setting E ′ ← E ∪ {(i, j)} and G ′ = (V , E ′ ) (Alg. 1 Line 1). 1 As an aside, this can be performed implicitly without any additional work. However, it is shown in Algorithm 1 since after adding (i, j) to the edge set, we can use the fastest known algorithm for counting the occurrences of motif (induced subgraph/graphlet) H between node i and j in G ′ . Nevertheless, we can always modify the best known algorithm [1] so that it implicitly treats the pair of nodes (i, j) given as input as being connected for the sake of determining the number of instances of H that would be closed if (i, j) were to really exist as an edge in G. Second, we compute the number of instances of motif H that contain nodes i and j in G ′ (Alg. 1 Line 2). Given a set Y = {y 1 , y 2 , . . . , y j , . . .} of nodes (items, ads, songs, friends) to be ranked, Algorithm 1 can be used to obtain W i j = f (x i , y j ), ∀j = 1, . . . , |Y|.
Algorithm 1 Higher-Order Motif Closures
Input: a graph G = (V , E), node pair (i, j), and network motif/graphlet H Output: the frequency W i j of motif closures of H for nodes i and j
2 Use fast algorithm [1, 10] to compute W i j = # of occurrences of motif H between node i and j in G ′ Extending Other Measures using Motif Closure. Given two nodes i and j, Common Neighbor-based methods are those that use the quantity |Γ i ∩ Γ j | where Γ i and Γ j are the set of neighbors for node i and j, respectively. Common neighbors is simply W i j = |Γ i ∩ Γ j | 1 Note that if edges are arriving continuously over time in a streaming fashion, then we may also encounter a node i (or j) such that i V . In this case, we also set
From Closing Triangles to Closing Higher-Order Motifs whereW i j represents the number of potential triangles that would be closed if there were an edge between i and j. The notion of "closing" triangles lies at the heart of many other existing methods that are based on |Γ i ∩ Γ j | such as Jaccard similarity, Adamic/Adar (AA), among others. All of these methods can be viewed as extensions of Common Neighbors with some form of normalization, e.g., Jaccard similarity is
Extending the proposed higherorder motif-based link ranking and prediction techniques is left for future work. This includes extending the notion of "closing" higher-order network motifs for other measures such as Jaccard similarity, Adamic/Adar, among any others where the notion of closing triangles can be replaced with the notion of closing a higherorder motif introduced in this work.
EXPERIMENTS
The experiments are designed to evaluate the effectiveness of the proposed methods that are based on the notion of "closing" higherorder network motifs. These methods go beyond closing simple triangles. To ensure the significance and generality of our findings (as much as possible), we evaluate the proposed methods using a wide variety of networks from different application domains. All data was obtained from NetworkRepository [8] .
We compare the proposed higher-order motif closure methods against CN-based methods (CN, Jaccard similarity, Adamic/Adar) since these are all based on closing triangles also have the same desired properties as the higher-order motif closure methods described in this paper. In this work, we only investigate the most basic and fundamental higher-order motif closures. Developing more sophisticated higher-order ranking measures based on these fundamental motif closures is left for future work. However, we did run a few experiments using an extended higher-order Jaccard similarity (one for each motif closure, giving 6 total for 4-node motifs) and higher-order Adamic/Adar ranking measures, again giving 6 new rankings total. Since each variant provides 6 additional rankings, the results were removed for brevity, but in some cases performed better than the most basic motif closures introduced in this paper. As such, the proposed notion of higher-order motif closures serve as fundamental building blocks for developing better higher-order ranking and prediction methods.
Unless otherwise mentioned, we hold-out 10% of the observed node pairs and randomly sample the same number of negative node pairs. We then use the methods to obtain a ranking of the node pairs in this set. 2 Recall the proposed techniques do not require learning a sophisticated model nor do they require training data. As such, the notion of motif closure proposed in this work can be used in a real-time streaming fashion and has many obvious advantages to more sophisticated model-based approaches. Mean Table 1 whereas coverage is provided in Table 2 .
Conclusion 1.
Ranking based on closing higher-order motifs outperforms other direct methods that are based on closing triangles.
In nearly all cases, the higher-order motif closures achieve better precision and coverage than techniques based on closing lowerorder triangles.
Conclusion 2.
The best performing motif closure is consistent across different evaluation measures. The motif closure that achieves the best precision (Table 1) is typically the same motif that achieves the best coverage (Table 2) .
Conclusion 3.
There is no single higher-order motif closure that performs best for all graphs. The best motif depends highly on the structural characteristics of the graph and its domain (biological vs. social network) as shown in Table 1 and Table 2 .
In Table 1 -2, biological and brain networks achieve best performance using the ranking given by 4-cycle and 4-star closures. This also holds true for the interaction (ia-reality) and road network investigated. The 4-star and 4-cycle motif closures are more sparse compared to the 4-chordal-cycle (paw motif) and 4-clique motif closure. In the web graph, economic, and social networks, both the 4-chordal-cycle (diamond motif closure) and 4-clique motif closure achieves significantly better performance than the other motif closures. Notice that both these motif closures are composed of two or more triangles and thus can be seen as a stronger triadic closure motif. The 4-path, 4-tailed-triangle, and triangle (CN) motif closures did not perform the best in any of the graphs investigated. That is, there were always a higher-order motif closure with better performance as shown in Table 1 and Table 2 . In Figure 2 , we also show the precision at k = 1, . . . , 40 for closing different higherorder network motifs. In nearly all cases, the rankings given by the 4-node motif closures are better than the lower-order CN approach that is based on closing triangles.
Robustness of Ranking from Higher-Order Motif Closures. In addition, we investigate the robustness of the higher-order motif closures to noise in the graph, i.e., random link additions. To understand the robustness of the motif closure methods for graphs with noisy and spurious links, we select pairs of nodes uniformly at random that are not linked in G and create a link between each pair. In this set of experiments, we sample |E|/2 node pairs (negative/unobserved edges) and add them to G. Results are shown in Table 3 . Due to space, we show only a subset of the networks used in Table 1 Runtime performance. We report the average runtime in milliseconds to compute all motif closures for each node pair in G. For most graphs, it takes less than a millisecond on average as shown in Figure 3 and therefore is fast for large-scale ranking problems.
Conclusion 5.
For any 4-node motif H , counting the number of motif closures W i j that would arise if (i, j) was added to G is fast taking less than a millisecond on average (across all graphs).
The runtime can be significantly improved for certain problem settings: Suppose we are interested in only the top-k most relevant node pairs (or items for a user i) given by a ranking from an arbitrary motif closure for motif H , then for possibly many such node pairs, we can avoid computing W i j (i.e., # of instances of motif H in G that would be closed if the node pair (i, j) actually existed/observed in G) altogether by first deriving an upper bound UB of W i j in o(1) constant time and only computing W i j if UB > δ where δ is the weight of the node pair in the top-k ranking with minimum weight (the node pair with rank k). Since otherwise we know W i j is not large enough to beat the node pair with the k-th largest weight.
CONCLUSION
This work proposed the notion of motif closure and described higherorder ranking and link prediction techniques based on the notion of closing higher-order network motifs. Such techniques were shown to be effective for online real-time ranking (and prediction) as they often outperformed a number of baselines that are based on closing triangles. Future work will investigate using the notion of closing higher-order motifs to extend other techniques such as a higherorder Jaccard similarity or higher-order Adamic/Adar measures based on closing higher-order network motifs such as 4-cliques, 4-cycles, among others.
