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Abstract
For a pair of vertices x and y in a graph G, we denote by dG(x, y) the distance between x and y in G. We call x a boundary vertex
of y if x and y belong to the same component and dG(y, v)dG(y, x) for each neighbor v of x in G. A boundary vertex of some
vertex is simply called a boundary vertex, and the set of boundary vertices in G is called the boundary of G, and is denoted by B(G).
In this paper, we investigate graphs with a small boundary. Since a pair of farthest vertices are boundary vertices, |B(G)|2 for
every connected graph G of order at least two. We characterize the graphs with boundary of order at most three. We cannot give a
characterization of graphs with exactly four boundary vertices, but we prove that such graphs have minimum degree at most six.
Finally, we give an upper bound to the minimum degree of a connected graph G in terms of |B(G)|.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
For a pair of vertices u, v in a graph G, we denote by dG(u, v) the distance between u and v in G. Let x and y be
vertices in the same component ofG. Then x is said to be a boundary vertex of y if dG(y, v)dG(y, x) for each neighbor
v of x in G. If a vertex is a boundary vertex of some vertex, we simply say that it is a boundary vertex. We denote the
set of boundary vertices in G by B(G), and call it the boundary of G. We deﬁne I (G) by I (G) = V (G) − B(G), and
call I (G) the interior of G.
The concept of the boundary was introduced by Chartrand et al. in [1,2]. They studied the relationship between
the boundary and other distance-related notions of graphs. A vertex x in a connected graph G is said to be a periph-
eral vertex if there exists a vertex y with dG(x, y) = diam(G), where diam(G) is the diameter of G. By deﬁnition,
every peripheral vertex is a boundary vertex. In particular, every connected graph of order at least two has at least
two boundary vertices. On the other hand, the existence of the interior is not always guaranteed. For example, by
the above observation, a vertex-transitive graph has no interior. Very roughly speaking, a graph tends to have a large
boundary and a small interior. In order to verify this tendency, in this paper, we prove that a graph with a bounded or-
der of boundarymust satisfy a certain condition. In particular, graphswith atmost three boundary vertices are so strongly
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restricted that they are completely characterized. Graphs with at most four boundary vertices form a broader class
and we cannot characterize them, but we prove that such graphs have a small minimum degree. Finally, extending
the above result, we give an upper bound to the minimum degree of graphs with a bounded number of boundary
vertices.
For standard graph-theoretic notation, we refer the reader to [3]. The set of peripheral vertices is denoted by Per(G).
For X ⊂ V (G), we denote by G[X] the subgraph of G induced by X. For a vertex x in a graph G, we denote by NG(x)
the neighborhood of x in G. For a natural number k, deﬁneNk(x) byNk(x)={v ∈ V (G): dG(x, v)=k}. By deﬁnition,
N0(x) = {x} and N1(x) = NG(x).
For a path P = x1x2 . . . xl , the subpath xixi+1 . . . xj−1xj is denoted by xi−→P xj . We often consider a path as a graph,
and a path of order n is denoted by Pn. We call a path joining vertices u and v a uv-path.
Given a connected graph G, let X = {B1, . . . , Bk} be the set of blocks of G and Y = {c1, . . . , cm} be the set of
cutvertices of G. Join ci and Bj if ci ∈ V (Bj ). The resulting bipartite graph on X ∪ Y is known to be a tree, and it is
called the block-cutvertex tree of G. A block which corresponds to an endvertex of a block-cutvertex tree is called an
endblock of G.
In the next section, we study basic properties of boundary vertices. In Sections 3 and 4, we characterize graphs with
at most three boundary vertices. Then in Sections 5 and 6, we give an upper bound to the minimum degree of a graph
in terms of the order of its boundary. Finally, we give concluding remarks in Section 7.
By deﬁnition, for a graph G with components G1, . . . ,Gm, B(G) = B(G1) ∪ · · · ∪ B(Gm). Therefore, when we
consider the boundary of a graph, we may often assume that a graph under consideration is connected.
2. Basic properties of boundary vertices
Before giving main results of this paper, we prove several lemmas which are used frequently in the subsequent
arguments. We assume that G is a connected graph throughout this section.
For u, v ∈ V (G), we deﬁne S(u, v) by
S(u, v) = {x ∈ V (G): there exists a shortest uv-path P in G with x ∈ V (P )}.
Note {u, v} ⊂ S(u, v).
By the deﬁnition of S(u, v), we can make the following simple observations.
Lemma 1.
(1) S(u, v) = {x ∈ V (G): dG(u, x) + dG(x, v) = dG(u, v)}
(2) Let x0, x1, . . . , xn be vertices in a connected graph G. If
∑n
i=1 dG(xi−1, xi) = dG(x0, xn), then for each k, l, m
with 0k lmn, xl ∈ S(xk, xm).
For x ∈ V (G), let
B(G, x) = {y ∈ V (G): dG(x, v)dG(x, y) for each v ∈ NG(y)}.
In other words, B(G, x) is the set of vertices that are boundary vertices of x. In particular, B(G) =⋃x∈V (G) B(G, x).
Lemma 2. For each x ∈ V (G), V (G) =⋃y∈B(G,x)S(x, y).
Proof. Assume V (G) = ⋃y∈B(G,x)S(x, y), and choose z ∈ V (G) −
⋃
y∈B(G,x) S(x, y) so that dG(x, z) is as large
as possible. Since z ∈ S(x, z), z /∈B(G, x). Then dG(x, v)> dG(x, z) for some v ∈ NG(z). This implies dG(x, v) =
dG(x, z) + 1 = dG(x, z) + dG(z, v). By the maximality of dG(x, z), v ∈ ⋃y∈B(G,x) S(x, y) and hence v ∈ S(x, y1)
for some y1 ∈ B(G, x). By Lemma 1(1), dG(x, y1) = dG(x, v) + dG(v, y1) = dG(x, z) + dG(z, v) + dG(v, y1). By
Lemma 1(2), z ∈ S(x, y1). This is a contradiction, and the lemma follows. 
For (u, v) ∈ V (G) × V (G), we deﬁne B(u, v) by B(u, v) = {x ∈ B(G): v ∈ S(u, x)}. Note that by Lemma 1(1),
x ∈ B(u, v) if and only if x ∈ B(G) and dG(u, v) + dG(v, x) = dG(u, x).
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Lemma 3.
(1) For each (u, v) ∈ V (G) × V (G), B(u, v) = ∅.
(2) If u = v, then B(u, v) ∩ B(v, u) = ∅.
Proof. Since B(G, u) ⊂ B(G), (1) immediately follows from Lemma 2.We prove (2).Assume B(u, v)∩B(v, u) = ∅
and let z ∈ B(u, v)∩B(v, u). Then dG(u, v)+ dG(v, z)= dG(u, z) and dG(v, u)+ dG(u, z)= dG(v, z). By summing
up these equalities, we have 2dG(u, v)+dG(v, z)+dG(u, z)=dG(u, z)+dG(v, z), which implies dG(u, v)=0. Since
u = v, this is a contradiction. 
When we characterize graphs with exactly three boundary vertices, we investigate the block structure of such graphs.
Thus, we study the relationship between the boundary of a graph and the boundary of its blocks.
The next lemma easily follows from the deﬁnition of a boundary vertex. It can also be found in [1].
Lemma 4 (Chartrand et al. [1]). Let G be a connected graph. Then
(1) no cutvertex of G is a boundary vertex, and
(2) for a block H of G and a vertex x in H which is not a cutvertex of G, x ∈ B(H) if and only if x ∈ B(G).
We make two more observations.
Lemma 5. Let G be a connected graph. Then each endblock H of G contains a boundary vertex of G. In particular,
the number of the endblocks of G is at most |B(G)|.
Proof. Let H be an endblock of G. If G itself is a block, then H = G has a boundary vertex. If G is not a block, then
|H |2 and hence H has at least two boundary vertices. Since H has only one cutvertex of G, it has a boundary vertex
v in H which is not a cutvertex of G. By Lemma 4(2), v is a boundary vertex of G. 
Let G be a connected graph, H be a block of G and x be a vertex in H. By Lemma 4(1), if x is a cutvertex of G,
then x /∈B(G). But possibly x ∈ B(H) since x is not a cutvertex of H. Therefore, we cannot deduce B(H) ⊂ B(G).
However, we can guarantee that the order of B(H) does not exceed the order of B(G).
Lemma 6. Let G be a connected graph and let H be a block of G. Then |B(H)| |B(G)|.
Proof. If G itself is a block, then H = G and the lemma trivially holds. Thus, we may assume G is not a block. Let
C(H)={u ∈ V (H): u is a cutvertex of G}. By Lemma 4(2), B(H)−C(H) ⊂ B(G). For each c ∈ C(H), there exists
an endblock Hc such that Hc and H − c are contained in different components of G − c. Moreover, if c, c′ ∈ C(H)
and c = c′, then Hc = Hc′ . By Lemma 5, each Hc contains a boundary vertex vc of G. Let B0 = {vc: c ∈ C(H)}. Then
|B0| = |C(H)| and B0 ∩ V (H) = ∅. Therefore,
|B(G)| |B0 ∪ (B(H) − C(H))| = |B0| + |B(H) − C(H)|
= |C(H)| + |B(H) − C(H)| |B(H)|. 
3. Graphs with exactly two boundary vertices
In this section and the next section, we characterize graphs with at most three boundary vertices. Chartrand et al. [1]
have remarked Per(G) ⊂ B(G) and hence 2 |Per(G)| |B(G)| for a connected graphG of order at least two. In other
words, K1 is the only graph with exactly one peripheral vertex, and it is also the only graph with exactly one boundary
vertex. On the other hand, the graphs with exactly two peripheral vertices form a large class. For example, let H be an
arbitrary connected graph. Prepare two disjoint paths P, Q of length diam(H). Let uP and vP be the endvertices of
P, uQ and vQ be the endvertices of Q, and let w be a vertex in H. Let G be the graph obtained from H, P and Q by
adding the edges uPw and uQw. Then diam(G)=2(diam(H)+1) and vP and vQ are the only peripheral vertices ofG.
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This example shows that for each connected graph H, there exists a connected graph G such that |Per(G)| = 2 and G
contains H as an induced subgraph.
On the other hand, graphs G with |B(G)| = 2 form a very small class, and admit a simple characterization.
Theorem 7. Let G be a connected graph. If |B(G)| = 2, then G is a path.
Proof. Let x and y be distinct vertices in Per(G). Then since |B(G)|=2, we have B(G)={x, y}. Since B(G, x)={y},
by Lemma 2, V (G) = S(x, y).
If xy ∈ E(G), then diam(G)=1 and hence G is a complete graph, which implies B(G)=V (G) and henceG 
 K2.
Therefore, we may assume xy /∈E(G). Let dG(x, y) = l.
We claim |Nk(x)| = 1 for each k with 0k l, and prove it by induction on k. Trivially, N0(x) = {x}. Assume
k > 0. By the induction hypothesis |Nk−1(x)| = 1. Let Nk−1(x) = {z}. Then Nk(x) ⊂ NG(z). Assume |Nk(x)|2,
and let u, v ∈ Nk(x), u = v. Since B(u, v) = ∅, B(v, u) = ∅ and B(u, v) ∩ B(v, u) = ∅ by Lemma 3, we may
assume x ∈ B(u, v) and y ∈ B(v, u). However, x ∈ B(u, v) means dG(u, v) + dG(v, x) = dG(u, x), and since
dG(u, x) = dG(v, x) = k, we have dG(u, v) = 0. This is a contradiction since u = v. Thus, the claim follows.
By the above claim, G is a path with endvertices x and y. 
4. Graphs with exactly three boundary vertices
In this section, we determine the graphs with exactly three boundary vertices. First, we consider the case in which
G consists of one block. Note that in the following theorem, we only assume (G)2.
Theorem 8. Let G be a connected graph of minimum degree at least two. If |B(G)| = 3, then G 
 K3.
Proof. LetB(G)={x, y, z}. First, consider x. Since S(x, x)={x},NG(x) ⊂ S(x, y)∪S(x, z) by Lemma 2.We divide
the proof into several claims.
Claim 1. |NG(x) ∩ S(x, y)| = |NG(x) ∩ S(x, z)| = 1 and NG(x) ∩ S(x, y) ∩ S(x, z) = ∅.
Proof. Assume |NG(x) ∩ S(x, y)|2. Let u, v ∈ NG(x) ∩ S(x, y), u = v. Then by Lemma 1(1), dG(x, y) = 1 +
dG(u, y) = 1 + dG(v, y), which implies dG(u, y) = dG(v, y). Since ux ∈ E(G), v /∈ S(u, x) and hence x /∈B(u, v).
If y ∈ B(u, v), then dG(u, v) + dG(v, y) = dG(u, y). However, since dG(u, y) = dG(v, y), this implies dG(u, v) = 0,
a contradiction. Thus, y /∈B(u, v). Since B(u, v) = ∅ by Lemma 3(1), we have B(u, v) = {z}. By applying the same
argument to (v, u), we also haveB(v, u)={z}. However, this contradicts Lemma 3(2). Therefore, |NG(x)∩S(x, y)|1.
By symmetry, we also have |NG(x)∩S(x, z)|1. Since degG x2 by the assumption andNG(x) ⊂ S(x, y)∪S(x, z),
we have |NG(x) ∩ S(x, y)| = |NG(x) ∩ S(x, z)| = 1 and NG(x) ∩ S(x, y) ∩ S(x, z) = ∅. 
Let NG(x) ∩ S(x, y) = {u} and NG(x) ∩ S(x, z) = {v}.
Claim 2. S(x, y) ∩ S(x, z) = {x}.
Proof. Assume S(x, y) ∩ S(x, z) − {x} = ∅, and let a ∈ S(x, y) ∩ S(x, z) − {x}. Since a ∈ S(x, y), there exists
a shortest xy-path P with a ∈ V (P ). Also, since a ∈ S(x, z), there exists a shortest xz-path Q with a ∈ V (Q). By
Claim 1, v /∈V (P ). Since x = a, we have |l(P )|1 and hence u ∈ V (P ). Since both P and Q are shortest paths,
l(x
−→
P a) = l(x−→Qa) = dG(x, a). Then x−→P a−→Qz is an xz-walk of length l(Q), and hence it is a shortest xz-path, which
contains u. But it again contradicts Claim 1, and hence the claim follows. 
Claim 3. Let a ∈ Nk(x) ∩ S(x, y). Then |NG(a) ∩ Nk+1(x)|1.
Proof. Assume |NG(a) ∩ Nk+1(x)|2, and let b1, b2 ∈ NG(a) ∩ Nk+1(x), b1 = b2. Then bi ∈ S(x, y) ∪ S(x, z)
(i = 1, 2) by Lemma 2.
Assume b1 ∈ S(x, z). Then dG(x, b1) + dG(b1, z) = dG(x, z). Since ab1 ∈ E(G), a ∈ Nk(x) and b1 ∈ Nk+1(x),
dG(x, a) + dG(a, b1) = k + 1 = dG(x, b1). Therefore, dG(x, a) + dG(a, b1) + dG(b1, z) = dG(x, z). Thus,
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a ∈ S(x, z) by Lemma 1(2). This contradicts Claim 2. Hence we have b1 ∈ S(x, y). Similarly, we have b2 ∈
S(x, y). Then since dG(x, y) = dG(x, b1) + dG(b1, y) = dG(x, b2) + dG(b2, y) and dG(x, b1) = dG(x, b2) = k + 1,
we have dG(b1, y) = dG(b2, y). If x ∈ B(b1, b2), then dG(b1, b2) + dG(b2, x) = dG(b1, x), and if y ∈ B(b1, b2),
then dG(b1, b2) + dG(b2, y) = dG(b1, y). However, since dG(b1, x) = dG(b2, x) and dG(b1, y) = dG(b2, y), we have
dG(b1, b2) = 0 in either case, which is a contradiction. Therefore, {x, y} ∩ B(b1, b2) = ∅ and hence B(b1, b2) = {z}.
By applying the same argument to (b2, b1), we also have B(b2, b1) = {z}. These contradict Lemma 3. Therefore, the
claim follows. 
By a similar argument, for b ∈ Nk(x) ∩ S(x, z), we have |NG(b) ∩ Nk+1(x)|1. Let P and Q be a shortest
xy-path and a shortest xz-path, respectively. By Lemma 2, Claims 2 and 3, we have S(x, y) = V (P ), S(x, z) = V (Q),
V (P ) ∩ V (Q) = {x} and V (G) = V (P ) ∪ V (Q). We also see that P is a unique shortest xy-path and Q is a unique
shortest xz-path.
Now we apply the same arguments to y instead of x. Then there exist a unique shortest yx-path P ′ and a unique
shortest yz-path Q′, and they satisfy V (G) = V (P ′) ∪ V (Q′) and V (P ′) ∩ V (Q′) = {y}. By the uniqueness of P and
P ′, we have P = P ′. This implies V (Q′) = (V (Q) − {x}) ∪ {y}. Since Q is a shortest path, v−→Qz is an induced path.
Therefore, we have Q′ = yv−→Qz. Then we have a path xvy. Since P is a unique shortest xy-path and it does not contain
v, we have P = xy and u = y. By a similar argument, we also have Q = xz.
At this stage, we start with x and obtain {y, z} ⊂ NG(x). If we repeat the same argument, starting with y, we have
yz ∈ E(G). Therefore, {x, y, z} induces K3. Since Per(G) ⊂ B(G), this implies diam(G) = 1, or G is a complete
graph. Then B(G) = V (G), and we have G = K3. 
We call a subdivision of K1,3 a claw-like tree. Let H be a complete graph of order three. Take a subset X of
V (H), and for each x ∈ X, prepare a path Px and join x and one of the endvertices of Px . The resulting graph is
called a tripod. The path Px is called its leg. By deﬁnition, a tripod has at most three legs, and a tripod with no leg
is K3.
Theorem 9. A connected graph G has exactly three boundary vertices if and only if G is either a claw-like tree or a
tripod.
Proof. It is easy to see that claw-like trees and tripods have exactly three boundary vertices.
In order to prove the converse, suppose G is a connected graph with |B(G)| = 3. If G consists of one block, then we
have (G)2, and G 
 K3 by Theorem 8. Therefore, we may assume G has a cutvertex. By Lemma 5, G has at most
three endblocks. By Lemma 6, each block of G has at most three boundary vertices, and hence it is either K2 or K3 by
Theorems 7 and 8. Let TG be the block-cutvertex tree of G. Since TG has at most three endvertices, it is either a path
or a claw-like tree. Therefore, if G itself is a tree, then G = TG and the theorem follows.
Suppose G is not a tree. Then G has a block H which is isomorphic to K3. Suppose H is an endblock of G. Then
since |B(H)| = 3 and H has only one cutvertex of G, |V (H) ∩ B(G)| = 2 by Lemma 4. Since |B(G)| = 3, G has
exactly two endblocks, or TG is a path, and the unique boundary vertex not in H lies in the other endblock H ′. Then
|B(H ′)| = 2 and hence it is isomorphic to K2. No other blocks contain a boundary vertex of G, and hence they only
consist of cutvertices of G by Lemma 4(2). Since TG is a path, they are all isomorphic to K2, which implies that G is a
tripod with one leg.
Suppose H is not an endblock. We may assume that all the endblocks are isomorphic to K2. If TG is a claw-like
tree, then all the boundary vertices of G lie in endblocks, and hence V (H) ∩ B(G) = ∅. Then all three vertices in H
are cutvertices of G by Lemma 4(2). Therefore, H corresponds to the unique vertex of degree three in TG. The other
non-endblocks consist only of cutvertices ofG, and hence they are isomorphic toK2. Therefore,G is a tripod with three
legs. If TG is a path, then not all vertices of H are cutvertices of G. Therefore, two boundary vertices lie in endblocks
of G and the remaining one boundary vertex of G belongs to H. Therefore, G is a tripod with two legs. 
5. Graphs with exactly four boundary vertices
Now we consider graphs with exactly four boundary vertices. Though we cannot give a characterization of such
graphs, we can prove that such a graph has minimum degree at most six.
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First, we prove a lemma.
Lemma 10. Let G be a connected graph, z be a vertex in G, and x and y be a pair of distinct boundary vertices in G.
Let X ⊂ NG(z). Suppose {x, y} ∩ B(u, v) = ∅ and {x, y} ∩ B(v, u) = ∅ for each pair of distinct vertices u, v in X.
Then |X|3. Moreover, if |X| = 3, then X can be expressed as X = {v1, v2, v3} so that v1v2v3 is an induced P3 in G,
v3 ∈ S(z, x) − S(z, y) and v1 ∈ S(z, y) − S(z, x).
Proof. Suppose |X|3, and let v1, v2 and v3 be three vertices in X. First, we claim that {v1, v2, v3} induces P3 in G.
Consider, v1 and v2. Since B(v1, v2) ∩ B(v2, v1) = ∅, we may assume x ∈ B(v1, v2) and y ∈ B(v2, v1), or
dG(v1, v2) + dG(v2, x) = dG(v1, x), (1)
dG(v2, v1) + dG(v1, y) = dG(v2, y). (2)
Applying the same argument to v1 and v3, we have either (A) x ∈ B(v1, v3) and y ∈ B(v3, v1) or (B) y ∈ B(v1, v3)
and x ∈ B(v3, v1). But if (B) occurs, we have dG(v3, v1) + dG(v1, x) = dG(v3, x), and this equality and (1) yield
dG(v3, v1) + dG(v1, v2) + dG(v2, x) = dG(v3, x). By Lemma 1(2), this implies v1 ∈ S(v3, v2), or dG(v3, v1) +
dG(v1, v2)= dG(v3, v2). Since {v2, v3} ⊂ NG(z), dG(v3, v2)2. Therefore, we have dG(v3, v1)= dG(v1, v2)= 1 and
dG(v3, v2) = 2. Then v3v1v2 is an induced P3 in G and the claim follows. Therefore, we may assume (A) occurs.
Next, we consider v2 and v3, and we have either (C) x ∈ B(v2, v3) and y ∈ B(v3, v2) or (D) y ∈ B(v2, v3)
and x ∈ B(v3, v2). But if (C) occurs, we have dG(v3, v2) + dG(v2, y) = dG(v3, y), and this equality and (2) yield
dG(v3, v2) + dG(v2, v1) + dG(v1, y) = dG(v3, y). Then v2 ∈ S(v3, v1) by Lemma 1(2), and v3v2v1 is an induced P3
in G. Therefore, we may assume (D) occurs.
Now (A) implies dG(v1, v3)+dG(v3, x)=dG(v1, x) and (D) implies dG(v3, v2)+dG(v2, x)=dG(v3, x), and these
two equalities imply
dG(v1, v3) + dG(v3, v2) + dG(v2, x) = dG(v1, x).
Then again by Lemma 1(2), we have dG(v1, v3) + dG(v3, v2) = dG(v1, v2). Since {v1, v2} ⊂ NG(z), this implies that
v1v3v2 is an induced P3 in G. Therefore, the claim follows.
By symmetry, we may assume G[{v1, v2, v3}] = v1v2v3. We may also assume x ∈ B(v1, v3) and y ∈ B(v3, v1).
Since x ∈ B(v1, v3), dG(v1, v3)+dG(v3, x)=dG(v1, x). Since v1v2v3 is an induced P3, dG(v1, v2)+dG(v2, v3)=
dG(v1, v3). Therefore, dG(v1, x)=dG(v1, v2)+dG(v2, v3)+dG(v3, x). By Lemma 1(2), this implies x ∈ B(v1, v2)∩
B(v2, v3). Then by Lemma 3, y ∈ B(v2, v1) ∩ B(v3, v2).
Observe that v1zv3 is an induced P3. Then by the same argument as above, dG(v1, z) + dG(z, v3) + dG(v3, x) =
dG(v1, x), v3 ∈ S(z, x) and x ∈ B(v1, z). Similarly, we have dG(v3, z) + dG(z, v1) + dG(v1, y) = dG(v3, y), v1 ∈
S(z, y) and y ∈ B(v3, z). If v3 ∈ S(z, y), then y ∈ B(z, v3). This implies y ∈ B(v3, z) ∩ B(z, v3), which contradicts
Lemma 3. Thus, v3 ∈ S(z, x) − S(z, y). Similarly, if v1 ∈ S(z, x), then x ∈ B(z, v1) ∩ B(v1, z), a contradiction, and
hence v1 ∈ S(z, y) − S(z, x).
Assume further that |X|4, and let v4 ∈ X−{v1, v2, v3}. We can apply the argument as in the previous paragraphs,
and deduce that X − {vi} induces a P3 for each i with 1 i4. This is possible only if X induces a C4. Since v1v2v3
is an induced P3, we have G[X] = v1v2v3v4v1. If y ∈ B(v2, v4), then again by applying the same argument as in the
previous paragraphs, we have y ∈ B(v2, v3). However, since we have already obtained y ∈ B(v3, v2), this contradicts
Lemma 3. Thus, y /∈B(v2, v4), and hence x ∈ B(v2, v4). This implies, x ∈ B(v3, v4).
Now we can apply the same argument again to v3v4v1 to obtain x ∈ B(v3, v1). However, since we have already
obtained x ∈ B(v1, v3), this contradicts Lemma 3. Therefore, we have |X|3. 
Theorem 11. LetG be a connected graphwith |B(G)|=4.Then degG x6 for each x ∈ B(G). In particular, (G)6.
Proof. Let B(G)={x1, x2, x3, x4}, and let Ai =NG(x1)∩S(x1, xi) (i = 2, 3, 4). Let u, v ∈ A2, u = v. Then we have
dG(u, x2)= dG(v, x2)= dG(x1, x2)− 1. If x1 ∈ B(u, v), then dG(u, v)+ dG(v, x1)= dG(u, x1), and if x2 ∈ B(u, v),
then dG(u, v) + dG(v, x2) = dG(u, x2). However, since dG(v, x1) = dG(u, x1) and dG(v, x2) = dG(u, x2), we have
dG(u, v) = 0, a contradiction in either case. Thus, B(u, v) ∩ {x1, x2} = ∅. Similarly, we have B(v, u) ∩ {x1, x2} = ∅.
Then B(u, v)∩ {x3, x4} = ∅ and B(v, u)∩ {x3, x4} = ∅. Now by Lemma 10, we have |A2|3. Moreover if |A2| = 3,
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A2 can be written as A2 = {v1, v2, v3} so that v1v2v3 is an induced P3 in G and v3 ∈ S(x1, x2)∩ S(x1, x3)− S(x1, x4)
and v1 ∈ S(x1, x2) ∩ S(x1, x4) − S(x1, x3). Thus, A2 ∩ A3 − A4 = ∅ and A2 ∩ A4 − A3 = ∅.
ByLemma 2,NG(x1)=A2∪A3∪A4. If |Ai |2 for each i, 2 i4, then degG x1=|NG(x1)| |A1|+|A2|+|A3|6.
Thus, we may assume |Ai | = 3 for some i, 2 i4. By symmetry, we may assume |A2| = 3. Then A2 ∩A3 −A4 = ∅
and A2 ∩ A4 − A3 = ∅. If either |A3|2 or |A4|2, then
degG x1 = |A2 ∪ A3 ∪ A4|
 |A2| + |A3| + |A4| − |A2 ∩ A3 − A4| − |A2 ∩ A4 − A3|8 − 1 − 1 = 6.
If |A3|= |A4|=3, then by applying the same argument as in the previous paragraph toA3, we haveA3 ∩A4 −A2 = ∅.
Thus,
degG x1 = |A2 ∪ A3 ∪ A4|
 |A2| + |A3| + |A4| − |A2 ∩ A3 − A4| − |A3 ∩ A4 − A2| − |A4 ∩ A2 − A3|
9 − 1 − 1 − 1 = 6.
Similarly, we have degG xi6 for each i, 2 i4. 
6. Boundary and minimum degree
In this section, we give an upper bound to the minimum degree of a graph in terms of the order of its boundary. Let
r(m ∗ k) be the Ramsey number of m complete graphs of order k. In other words, r(m ∗ k) is the minimum number n
such that any color assignment to the edges of Kn using m colors yields a monochromatic Kk .
Theorem 12. For a G with |B(G)| = b, (G)< r
((
b−1
2
)
∗ 4
)
.
Proof. Assume (G)r
((
b−1
2
)
∗ 4
)
. We may assume that G is connected. Let z ∈ B(G). For each pair of distinct
neighbors u and v of z, we see B(u, v) = ∅, B(v, u) = ∅ and B(u, v)∩B(v, u)=∅ by Lemma 3. Choose x ∈ B(u, v)
and y ∈ B(v, u). Prepare an auxiliary complete graph H on NG(z), and assign {x, y} ∈
(
B(G)−{z}
2
)
to each edge uv in
H. Since |H |r
((
b−1
2
)
∗ 4
)
, there exists a pair {x, y} ∈
(
B(G)−{z}
2
)
and a set of four vertices X ⊂ V (H) = NG(z)
such thatB(u, v)∩{x, y} = ∅ andB(v, u)∩{x, y} = ∅ for each pair of vertices u and v in X. However, this contradicts
Lemma 10, and the theorem follows. 
7. Concluding remarks
We have characterized graphs with at most three boundary vertices. For graphs with four boundary vertices, we have
proved that such graphs have minimum degree at most six. However, we have not succeeded in ﬁnding a graph G with
(G) = 6 and |B(G)| = 4, and actually we doubt that the bound is sharp. Moreover, a general upper bound we have
given in Section 6 uses a Ramsey number and it is quite large. We believe that it is far from best-possible.
One of the referees points out that a vertex in a connected graph G is a boundary vertex of x ∈ V (G) if and only if
it is an endvertex of a breadth-ﬁrst search tree of G with root x.
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