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Abstract
This thesis presents a series of ab initio studies on two major topics of interest in geo-
chemistry: a) water speciation in forsterite, and b) iron and silicon isotope fractionation
among bridgmanite and metallic phases.
The first topic relates to the deep water cycle in the Earth; we studied the stability of
two charge-balanced hydrous defects, (2H)XMg and (4H)
X
Si , in the forsterite. We system-
atically searched the possible configurations of these two defects and then included the
contribution of vibrational energy and configurational entropy in the calculation of the
formation energies of both defects. Our results reveal that the configurational entropy
plays a key role in stabilizing the (2H)XMg defects, and further, the water speciation in
forsterite is shown to be influenced by temperature and pressure. A Python program
called "qha" has been developed to calculate the thermodynamic properties of these
multi-configurational hydrous defects.
The second topic addresses the enigmatic and paradoxical Fe isotope composition
found in the terrestrial basalts and the Si isotope composition of the bulk silicate Earth
(BSE). The Fe and Si isotope fractionation factor between the mantle and core phases
have been calculated. The mineral phases studied here include Fe-bearing bridgmanite,
pure HCP Fe and an Fe-Si alloy. The different valence, structural site, spin states of Fe
in bridgmanite are taken into consideration in the calculation of Fe isotope fractionation
between silicate and metallic core. We show that the low spin Fe in the bridgmanite
has a strong preference to enrich heavy isotopes. The simple-mass-balance calculations
suggest that the core-mantle segregation can lead to the mantle being heavier in Fe
isotopes compared to chondrites. The calculated Si isotope fractionation factor between
silicate phase and the Fe-Si alloy suggests that the silicate phase enrich heavy Si isotopes.
However, the calculated fractionation factor is much smaller than previous experimental
estimation; one of the consequences is that it is difficult to match the silicon content in
the core. Thus, our study suggests that the Earth might be non-chondritic in Si isotope
or that calculations for the melt phases are really required for this case.
While these big questions have not been resolved, we shed light on a possible origin for
the anomalous Fe isotope compositions of basalts, and the possible Si isotope composition
iv
of the BE and BSE, and we have successfully explained some apparently controversial
facts concerning hydrous defects in forsterite and clearly established a path for addressing
more realistically the relative stability of hydrous defects.
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Chapter 1
Introduction
Knowledge of our solar system and the Earth was accumulated significantly over the
last several centuries. It is known that the Earth was formed by collisions and accretion
during its very early history and underwent extensive melting to form a magma ocean
because of the tremendous heat generated by planetesimal bombardments as well as
the decay of the short-lived radiogenic isotopes [1]. In the meantime, the metallic core
was segregated from the liquid silicate magma ocean due to the large density difference.
Then, upon cooling, the silicate magma ocean gradually crystallized into a solid mantle.
Based on compositions of mantle samples, and mantle-derived melts and other con-
straints from the cosmochemical measurements of chondrites [2], the upper mantle rock
is believed to be peridotitic in composition[3]. As most of these samples come from
depths less than 200 km, it is reasonable to assume that the upper mantle (at least
till 200 km) consists of peridotite, but whether a peridotitic composition can represent
the remaining parts of the mantle remains contentious. Also, the content of olivine in
peridotite obtained in different studies varies from 40–70% [4] to 66–74% [5]to ∼52%
[6]. Among all the possible candidates, the most frequently invoked model composition
is the standard “pyrolite” model which contains 60 % olivine [7]. The mineral combi-
nation derived from pyrolite model is described as follows: in the upper mantle, olivine
transforms into wadsleyite at about 410 km (13-14 GPa), and wadsleyite transforms into
ringwoodite at about 520 km (18 GPa). At about 660 km (23 GPa), ringwoodite breaks
down into bridgmanite and ferropericlase. These depths match well with the depth of
discontinuities shown in seismic reference models, such as PREM [8] and AK135 [9].
1
2The remaining components consist mainly of garnet, clinopyroxene, and orthopyroxene.
Both orthopyroxene and clinopyroxene dissolved into the garnet gradually and eventu-
ally form the majoritic garnet solid solution over a broad pressure range, which leads
to changes in the slope of seismic velocity versus depth curves rather than indicating
discrete discontinuities. At about 580 km depth, CaSiO3 perovskite begins to exsolve
from the garnet, and eventually, all garnet dissolves into bridgmanite between about 660
and 750 km depth.
1.1 Hydrous defects in forsterite
There are also other phases in the mantle, for example, melts and fluids can also exist.
In addition, there are a lot of trace elements dissolved in the structure of the minerals,
among them, hydrogen might be one of the most interesting components. There is solid
evidence showing that the hydrogen can stay in nominally anhydrous minerals (NAMs)
as hydrous defects [10, 11, 12, 13]. In the geological literature, hydrogen or hydroxyl
sometimes are simply named as ‘water’. Water in the mantle could be in different states,
such as fluid in subduction zones, as hydrous minerals within subducting slabs and as
hydroxyl point defects in NAMs [13]. Water in minerals, even at part per million (ppm)
level, could significantly influence the physical and chemical properties of their hosts,
such as the strength [14, 15], ionic diffusivity [16], seismic velocity [17], deformation
behavior [18, 19, 20, 21, 22], electrical conductivity [23], as well as the solidus [24] and
mantle viscosity [25].
It is vital to know the incorporation mechanism from a microscopic perspective to
understand the way hydrogen influences NAMs. The hydrous defects in forsterite, Mg
end member of olivine, are under extensive investigation for decades. It is generally
accepted that hydrogen would bind with oxygen near vacant Mg and vacant Si sites in
forsterite, denoted as (2H)XMg and (4H)
X
Si , respectively, as shown in figure 1.1. However,
previous studies give controversial results on whether the (2H)XMg or (4H)
X
Si dominates
the hydrogen incorporation [19, 26]. For example, the formation reaction of (4H)XSi is
lower than that of (2H)XMg in ab initio calculations [26] indicating that the (4H)
X
Si is the
dominant hydrous defect. But the relationship between the hydrogen content and water
fugacity indicates that (2H)XMg is the dominant hydrous defect [12]. Additional evidence
3from calculated Si and metal diffusivity suggest that (2H)XMg should be the dominant
hydrous defect in olivine [27].
Figure 1.1: Structure of forsterite with (4H)XSi and (2H)
X
Mg defects, shown in pink and
light green polyhedra, respectively. Yellow(large size), blue(middle size), and red(small
size) spheres represent Mg, Si and O atoms.
More hydrous Mg sites than Si sites are needed to hold the same amount of water.
Therefore the lattice configurational entropy of these defects differ, favoring the Mg
defect at high temperatures. In addition, there are multiple configurations for each
defect, and this can lead different internal configurational entropies. We studied the
effects of the number of configurations of each defect, lattice configurational entropy
and vibrational contribution on the stability of the two defects, see chapter 4 for more
details.
1.2 Fe and Si isotope fractionation among mantle and core
phases
In the past decades, Fe isotopic abundances have been used to study the histories of
accretion and differentiation of Earth [28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39].
Recent studies show that the iron in terrestrial basalts, for example, the mid-ocean ridge
basalts (MORBs), enrich the heavy Fe isotope (56Fe) by +0.1 ‰ relative to primitive
4chondrites [40]. However, the basalts from Mars and Vesta show chondritic Fe isotopic
composition within uncertainty.
There are at least three different interpretations of these observations:
• Some studies believe that the iron isotopic composition of Earth’s mantle is chon-
dritic, and the systematically isotopically heavier iron isotopic signature of terres-
trial basalts are caused by the magma evolution [41, 37, 42].
• Some other studies show Fe isotopes fractionate during the core-mantle separation
[32, 43] with lighter Fe isotope going into metallic core, leaving the rest of Earth
isotopically heavier.
• Another alternative interpretation is Earth may have evaporated some light Fe
isotope into space during accretion [31, 44]. A recent published Mg isotope study
[45]supports this evaporation mechanism.
The difficulties raised are mainly due to the inaccessibility of the deep Earth. Also, it
is not easy to simulate the core-mantle segregation process experimentally. One reason
is it occurred under the extremely high temperature and pressure conditions, and also
the exact composition of the Earth’s “core” or metal phase is unknown, even though we
know there must be some “light” elements alloyed with iron to match the density deficit.
In addition, it is contentious whether the iron isotope composition of peridotite samples
can represent the iron isotope composition of the whole mantle or even only the upper
mantle. Therefore, there are many aspects yet unclear on both the silicate and metallic
phases, which are both crucial to understand the origin of Fe isotope signature in the
Earth and the cause of the difference between the Fe isotopic composition among Earth,
Mars, and Vesta.
Fe isotope fractionation data can potentially be used as a new tool to study the
light element in the core. Shahar et al. (2016) studied Fe isotope fractionation among
Fe-bearing bridgmanite and various Fe alloy [34], they found that hydrogen or carbon in
the alloy can cause large Fe isotope fractionation between the silicate and metal phase,
while oxygen in the alloy has limited effect on the Fe isotope fractionation. In addition,
a recent study shows that Ni can be the key factor to cause iron isotope fractionation
in many planets [29], because Ni in the metal phase would cause the lighter isotope
5enrichment in the metal phase when coexisting with Fe-bearing silicate phases. Another
recent experimental study shows that light elements and Ni in the metal phase will not
affect the isotope fractionation properties [30]. These discrepancies suggest the effect of
light elements in the metallic phase on iron isotope composition on the mantle needs more
investigations. Moreover, the iron-bearing bridgmanite model in these recent studies is
oversimplified, for example, only Fe2+ in Mg site is considered, or use the basaltic glass
to represent the mantle phase, which might not be sufficient. For example, we know
the Fe can be Fe2+ and Fe3+, and Fe3+ can locate in Si and Metal site and Fe3+ in Si
site also can be transformed from high spin to low spin states between 40 and 70 GPa
[46, 47]. All of these aspects could affect the fractionation properties.
(Mg, Fe2+)SiO3 (Mg, Fe3+)(Si, Al)O3 (Mg, Fe3+)(Si, Fe3+)O3
Fe    Al    Mg    Si     O
Figure 1.2: Different Fe-bearing bridgmanite models considered in the current study.
In this study, we considered the Fe in different valence states, different site and
different spin states in the core-mantle segregation conditions, see figure 1.2. The results
and implications are summarized in chapter 5. In addition, we investigated the iron
isotope fractionation between pure metal iron and iron-silicon alloy, and the silicon
isotope fractionation between bridgmanite and the iron-silicon alloy in chapter 6.
This thesis is divided into the following chapters: in chapter 2, the methods used
6in the thesis, such as the density functional theory and equation of state, are intro-
duced; in chapter 3, we summarize the method to calculate the free energy of the multi-
configuration within the QHA; in chapter 4, the study of the stability of two important
hydrous defects,(2H)XMg and (4H)
X
Si , in forsterite are investigated. After considering
entropic and vibrational contributions, the results show that the stability of these two
defects is a function of pressure and temperature, more specifically, the (2H)XMg defects
dominate at mantle conditions; in chapter 5, the iron isotope fractionation between
various Fe-bearing bridgmanite and metal iron at the proposed core-mantle segregation
condition are studied. The effects of valence states, different sites, and spin states are all
considered in the study and the results show that core-mantle segregation could leave the
detectable imprint on the iron isotope composition of the bulk silicate earth; in chap-
ter 6, fractionation of silicon isotopes between Fe-Si alloy and bridgmanite at mantle
conditions are reported.
Chapter 2
Theoretical methods
This chapter briefly addresses some theoretical backgrounds of ab initio or first-principles
calculations. Starting from the fundamental quantum mechanics principles, followed
by some common approximations in the practical calculations, and then followed by
the density functional perturbation theory (DFPT) that has been used to calculate
the vibrational density of state (VDOS), which plays an important role to get accurate
thermodynamic properties. They are followed by the brief introduction of the equation of
state (EOS) and quasi-harmonic approximation (QHA). At last, the method to calculate
the equilibrium stable isotope fractionation factor is briefly introduced.
2.1 Basics of ab initio calculations
This section starts with the basic equation in quantum mechanics, namely, the
Schrödinger equation. There is no exact solution for almost any practical systems,
therefore, many approximations are adopted to make the calculation feasible and within
reasonable accuracy.
2.1.1 Schrödinger equation and wave functions
In classical mechanics, the particles of macroscopic system obey the Newtonian laws,
the exact position and momentum can be measured accurately or can be predicted if
the initial status, such as the position and velocity, of the particle are known. However,
the particles in the microscopic systems were observed disobey the Newtonian laws, but
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8according to the laws of some form of wave motions, nowadays, we know it follows the
Schrödinger equation.
2.1.2 The Born-Oppenheimer approximation
The Hamiltonian of a many-body system consisting of nuclei and electrons can be ex-
pressed explicitly as:
Hˆ = − ~
2
2me
∑
i
∇2i +
1
2
∑
i 6=j
e2
|ri − rj | +
∑
i,α
Zαe
2
|ri −Rα| −
~2
2Mα
∑
α
∇2α +
1
2
∑
α 6=β
ZαZβe
2
|Rα −Rβ|
(2.1)
where the index i, j run on electrons, α, β on nuclei; r and R denotes the positions of
electrons and nuclei, respectively. m and M denotes the masses of electron and nuclei.
Zα is the atomic number of nucleus α.
The first term of equation (2.1) is the kinetic energy of electrons (sometimes repre-
sented as Tˆr), the second term is the interactions among the electrons (Vˆee), the third
term is the Coulomb potential acting on the electrons (Vˆext), the fourth term represents
the kinetic energy of nuclei (TˆR), and the last term is the Coulomb interactions among
the ions (VˆII).
The solution of this system can be found by solving the eigenvalue problem by the
time-independent Schrödinger equation:
HˆΨ(r,R) = EΨ(r,R), (2.2)
where Ψ(r,R) is the total wave function of the system. In principle, all the physical
properties can be derived if this Schrödinger equation can be solved exactly. The exact
solution of equation (2.2) is not possible for most real systems. However, by using some
approximations, this equation can be solved at reasonable accuracy. For example, as the
electrons are much lighter than the nuclei (the mass of a proton is about 1836 times the
mass of an electron), the nuclei move much slower than the electrons. It is reasonable
to separate the movement of nuclei and electrons. To a good approximation, one can
consider the electrons in a molecule to be moving in the field of fixed nuclei. Then the
electronic and ionic degrees of freedom can be decoupled within the Born-Oppenheimer
approximation [48] or adiabatic approximation.
9Within the Born-Oppenheimer approximation, the fourth term in equation (2.1), the
kinetic energy of the nuclei, can be neglected; the last term, the repulsion between the
nuclei, can be considered as constant. Any constant added to an operator only adds to
the operator eigenvalues and does not affect the operator eigenfunctions. The remaining
terms in equation (2.1) describing the motion of electrons in the field of nuclei, and are
called the electronic Hamiltonian:
Hˆelec = − ~
2
2me
∑
i
∇2i +
1
2
∑
i 6=j
e2
|ri − rj | +
∑
i,α
Zαe
2
|ri −Rα| (2.3)
The solution of a Schrödinger equation involving the electronic Hamiltonian is the
electronic wave function:
HˆelecψR(r) = EelecψR(r) (2.4)
here the ψR(r) is the electronic wave function, which describes the motion of the electrons
and explicitly depends on the coordinates of electrons, and depends parametrically on
the coordinates of the nuclei.
The energy Eelec is the electronic energy; the total energy for fixed nuclei must also
include the nuclear repulsion part:
Etotal = Eelec +
∑
α 6=β
ZαZβe
2
|Rα −Rβ| . (2.5)
In addition, the total wave function can be expressed as
Ψ(r,R) = Φ(R)ψR(r), (2.6)
where the Φ(R) and ψR(r) are the ionic and electronic wave functions, respectively.
The significance of the Born-Oppenheimer approximation is to separate the move-
ment of electrons and nuclei, and simplify the Schrödinger equation, but equation (2.4)
is still too complicated to solve exactly due to the electron-electron interactions. In order
to study the real system, a more advanced framework, namely, density functional theory
(DFT) is adopted to perform practical calculations.
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2.2 Density functional theory (DFT)
DFT has been the most widely used methods in the ab initio calculations to study
the properties of interested condensed matter systems, such as crystalline, molecules,
proteins, two-dimensional materials. In the framework of DFT, the many-body system is
described using the density of the particle instead of using the many-body wave function.
The DFT is based on the Hohenberg-Kohn (HK) theorem[49], which claims that all
properties of a system can be considered to be functionals of its ground state density.
Together with the Born-Oppenheimer approximation[48] and Kohn-Sham ansatz[50], the
practical DFT calculations are available.
2.2.1 The Hohenberg-Kohn (H-K) theorem
DFT provides a practical way to describe the ground state properties of a system in
terms of the ground state electronic charge density. DFT was proven to be an exact
theory of many-body system by Hohenberg and Kohn [49] in 1964. The Hohenberg-
Kohn theorems relate to any system consisting of electrons moving under the influence
of an external potential The theory is based upon two theorems.
The first theorem states as the ground-state energy from Schrödinger equation is a
unique functional of the electron density. Another way to restate this theorem is that the
ground-state electron density uniquely determines all properties, including the energy
and wave function, of the ground state.
Although the first H-K theorem rigorously proves that a functional of the electron
density exists and can be used to solve the Schrödinger equation, the theorem can not
give what the functional is. In addition, the second theorem add more constraints on
the property of the functional by indicating that the electron density that minimizes
the energy of the overall functional is the true electron density corresponding to the full
solution of the Schrödinger equation.
The proof of the first theorem proceeded by reductio ad absurdum. Imagine there
exist two different potentials V (1)ext (r) and V
(2)
ext (r) giving rise to the same ground state
electron density, n(r). V (1)ext (r) and V
(2)
ext (r) belong to distinct Hamiltonians Hˆ(1)(r) and
Hˆ(2)(r), which give rise to distinct wave functions Ψ(1)(r) and Ψ(2)(r), respectively.
According to the variational principle, no wave function can give an energy that is
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less than the energy of Ψ(1)(r) for Hˆ(1)(r).
E(1) = 〈Ψ(1)|Hˆ(1)(r)|Ψ(1)〉 < 〈Ψ(2)|Hˆ(1)(r)|Ψ(2)〉 (2.7)
Assuming the ground state is non-degenerate, the inequality strictly holds. The right
side in the equation (2.7) can be rewritten as
〈Ψ(2)|Hˆ(1)(r)|Ψ(2)〉 = 〈Ψ(2)|Hˆ(2)(r)|Ψ(2)〉+ 〈Ψ(2)|Hˆ(1)(r)− Hˆ(2)(r)|Ψ(2)〉
= E(2) +
∫
dr[V (1)ext (r)− V (2)ext (r)]n0(r)
(2.8)
Interchanging the two labels in equation (2.8), we find that
〈Ψ(1)|Hˆ(2)(r)|Ψ(1)〉 = 〈Ψ(1)|Hˆ(1)(r)|Ψ(1)〉+ 〈Ψ(2)|Hˆ(1)(r)− Hˆ(2)(r)|Ψ(2)〉
= E(1) +
∫
dr[V (2)ext (r)− V (1)ext (r)]n0(r)
(2.9)
Adding equation (2.8) and equation (2.9) leads to the inconsistency
E(1) + E(2) < E(2) + E(1) (2.10)
Thus, the first H-K theorem has been proven.
For the second H-K theorem, there exists a universal functional F [n(r)] of the density,
independent of the external potential Vext(r), such that the global minimum value of the
energy functional E[n(r)] ≡ ∫ n(r)Vext(r)dr + F [n(r)] is the exact ground state energy
of the system and the exact ground state electron density n(r) minimizes this functional.
Thus the exact ground state energy and density are fully determined by the functional
E[n(r)].
The universal functional F [n(r)] can be written as
F [n(r)] ≡ T [n(r)] + Eint[n(r)], (2.11)
where the T [n(r)] is the kinetic energy and Eint[n(r)] is the interaction energy of the
system. The treatment of the kinetic and internal potential energies are the same for all
system.
12
According to variational principle, for any wave function Ψ′, the energy functional
E[Ψ′] can be represented as:
E[Ψ′] ≡ 〈Ψ′|Tˆ + Vˆint + Vˆext|Ψ′〉 (2.12)
The energy functional E[Ψ′] has its global minimum value only when Ψ′ is the ground
state wave function Ψ0, with the number of particles is kept constant.
N [n(r)] ≡
∫
n(r)dr = N (2.13)
where N is the number of particles in the system.
According to the first H-K theorem, Ψ′ must correspond to a ground state with
particle density n′(r) and external potential V ′ext(r), then E[Ψ′] is a functional of n′(r).
According to variational principle, if the density n′(r) is not the ground state, then
E[n′(r)] > E[n0(r)], as shown below :
E[Ψ′] = 〈Ψ′|Tˆ + Vˆint + Vˆext|Ψ′〉
= E[n′(r)]
=
∫
n′(r)V ′ext(r)dr + F [n
′(r)]
> E[Ψ0]
=
∫
n0(r)Vext(r)dr + F [n0(r)]
= E[n0(r)]
(2.14)
Thus the energy functional E[n(r)] evaluated for the correct ground state electron
density n0(r) is indeed lower than the value of this functional for any other density
n(r). Therefore by minimizing the total energy functional of the system with respect to
variations in the density n(r), the exact ground state electron density and energy are
known.
In spite of these conceptually appealing developments, the practical use fo the DFT
was still not possible due to the universal functional F [n(r)] is unknown. This difficulty
was overcome by Kohn and Sham[50] in 1965, who proposed the well known Kohn-Sham
ansatz.
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2.2.2 The Kohn-Sham equation
The Kohn-Sham ansatz replaces the many-body interacting system with an auxiliary
independent-particle system and assume the two systems have exactly ground state
electron density. This fictitious non-interacting system can be described with the single
particle Schrödinger equation in an effective local potential VKS(r)[50]. The Hamiltonian
of this auxiliary independent-particle system is
HˆKS = − ~
2
2me
∇2 + VKS(r) (2.15)
For a system with N independent electrons, the ground state is obtained by solving
N one-electron Schrödinger equations,
HˆKSψi(r) = εiψi(r) (2.16)
where the εi are the eigenvalues of the Kohn-Sham Hamiltonian. The wave functions ψi
are the eigenfunctions of the auxiliary fictitious non-interacting system, therefore, these
wave functions have no direct physical meaning.
Then the electron density of the auxiliary system is constructed from:
n(r) =
N∑
i=1
|ψi(r)|2 (2.17)
The universal functional F [n(r)] can be defined as
F [n(r)] = T [n(r)] + EH [n(r)] + EXC [n(r)] (2.18)
The first term of equation (2.18) is the kinetic energy of the non-interacting electrons,
which can be calculated from:
T [n(r)] = − ~
2
2me
N∑
i=1
〈ψi(r)|∇2i |ψi(r)〉 = −
~2
2me
N∑
i=1
∫
ψi(r)∗∇2iψi(r)dr (2.19)
The second term is the Hartree functional, which contains the classic electrostatic
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energy of the electron density interacting with itself:
EH [n(r)] =
e2
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ (2.20)
And the third term is the exchange-correlation energy, which accounts for all the
effects due to the interaction of electrons. The exchange-correlation energy is defined as
the difference of the energies between the real interacting many-body system and the
fictitious non-interacting system.
The ground state energy of a many-electron system can be obtained by minimizing
the energy functional E[n(r)] = F [n(r)] +
∫
n(r)Vext(r)dr with the constrain that the
number of the electrons unchanged.
δ
{
F [n(r)] +
∫
n(r)Vext(r)dr− µ
(∫
n(r)dr −N
)}
= 0 (2.21)
where µ is the Lagrange multiplier, the physical meaning here is the chemical potential.
From equation (2.21), we get the
µ =
δF [n(r)]
δn(r)
+ Vext(r)
=
δT [n(r)]
δn(r)
+
δEH [n(r)]
δn(r)
+
δEXC [n(r)]
δn(r)
+ Vext(r)
(2.22)
The last three terms in equation (2.22) is defined as the Kohn-Sham potential VKS
VKS =
δEH [n(r)]
δn(r)
+
δEXC [n(r)]
δn(r)
+ Vext(r)
= e2
∫
n(r′)
|r− r′|dr
′ +
δEXC [n(r)]
δn(r)
+ Vext(r)
(2.23)
The equation (2.16), equation (2.17) and equation (2.23) are known as Kohn-Sham
equations. Through the Kohn-Sham approach, the many-body interacting system can be
solved using a fictitious non-interacting system in an effective potential VKS , However,
these single particle Schrödinger -like equations are highly nonlinear because the effective
potential VKS depends on its own solutions. Due to these reasons, the Kohn-Sham
equations must be solved self-consistently.
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Up to this stage, the Kohn-Sham equations are still unsolvable due to the form of
the exchange-correlation energy functional EKSn(r) In the equation (2.23) is unknown.
Thus a further approximation onEKSn(r) has to be adopted to make the DFT a practical
tool for ab-initio or first-principles calculations.
Local density approximation (LDA) and generalized gradient approximation
(GGA)
In order to make the Kohn-Sham equation solvable, the exchange-correlation term can
be approximated as a local or nearly local functional of the electron density:
EXC [n(r)] =
∫
n(r)XC [n(r), r]dr, (2.24)
where the XC [n(r), r] is the exchange-correlation energy per electron at point r , and
this energy depends on the density n(r) in the vicinity the point r. According to Kohn
and Sham, the exchange-correlation energy per electron at a point r is close to the limit
of a homogeneous electrons gas, this is known as the local density approximation (LDA).
The total exchange-correlation functional ELDAXC [n(r)] can be represented as:
ELDAXC [n(r)] =
∫
n(r)homXC [n(r)]dr. (2.25)
where the homXC [n(r)] is the exchange energy density for the homogeneous electron gas,
and it is a function of the electron density alone.
The homXC [n(r)] can be further decomposed into exchange energy density 
hom
X [n(r)]
and correlation energy density homC [n(r)]. Thus the exchange-correlation energy func-
tional can be decomposed into exchange energy functional ELDAX [n(r)] and correlation
energy function ELDAC [n(r)], respectively. The 
hom
X [n(r)] can be expressed analytically
while the homC [n(r)] does not have an exact analytical form, but can be calculated based
on quantum Monte Carlo simulations [51]. Depending on the analytic forms used for
homC [n(r)], many different local density approximations were proposed, for example,
Perdew-Zunger [52] and Perdew-Wang [53].
LDA gives the correct sum rule to the exchange-correlation hole in spite of it is
very simple. The LDA has proven to be a good approximation to determine structural
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and vibrational properties of metals, semiconductors and insulators. However, LDA
makes large errors in predicting the band gaps for semiconductors and insulators. To
overcome these, further approximations of the exchange-correlation energy functional
beyond LDA by adding gradient corrections to the density, known as the generalized
gradient approximation[54], given by
EGGAXC =
∫
n(r)homXC [n(r), |∇n(r)|]dr. (2.26)
The GGA improves the estimation of the energy band gap in semiconductors, and
insulators, but it does not work very well for the structural and elastic properties of
the solids as the LDA does. For example, according to many static calculations, LDA
normally underestimate the volume and overestimate the elastic properties, while GGA
overestimates the volume and underestimate the elastic properties. Without considering
the contributions from vibrational effects, the error of both LDA and GGA are within
few percentages, However, the vibrational energy would increase the volume at high
temperature, for example, the calculated volume of the common minerals in the mantle
would increase about 2% [55]. Therefore, after considering the vibrational energy, the
LDA results of volume and elastic properties match well with the experimental data,
while GGA will further overestimate volume and underestimate the elastic properties.
Overall, LDA is better to study the minerals in the mantle condition.
Nevertheless, for the system has localized and strongly correlated electrons, such
as transition metal oxides, neither GGA and LDA perform well, this leads to other
approximations beyond LDA and GGA, such as LDA+U method to account for the
strong correlations of d electrons in transition elements and f electrons in lanthanide
and actinides.
Solving Kohn-Sham Equations
As mentioned in the previous context, the Kohn-Sham equations can only be solved self-
consistently due to the effective Kohn-Sham potential, VKS , are closely related with the
electron density n(r). The self-consistency loop of the calculation is shown in figure 2.1.
The calculation process starts with a trial electron density, which normally built
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from the superposition of the atomic electron density. Then the effective Kohn-Sham
potential can be created from the initial trial electron density. After solving the Kohn-
Sham equations, the new electron density can be generated from the newly solved wave
functions. Then the self-consistent conditions are checked. The conditions can be the
change of the electron density or total energy or total force less than the chosen thresh-
old, or the combination of some of these individual conditions. If the self-consistent
criteria are not fulfilled, a new iteration will start with a new electron density, which
is normally built from mixing the newly calculated electron density with the electron
density from previous iterations. This loop calculations continue till self-consistency is
reached, then various quantities can be calculated, such as the total energy, electron
density, the effective Kohn-Sham potential, forces, stress.
2.2.3 The Bloch theorem
Atoms form an infinite periodic structure in a perfect crystal, thus the external potential
is also periodic.
Vext(r) = Vext(r + R), (2.27)
where R is the translational vector, which consists of an integer linear combination of
three lattice vectors of the primitive unit cell of the crystal (R = n1a1 + n2a2 + n3a3,
ai are the lattice vectors and ni are any integers).
The solution of the periodic system must satisfy a fundamental property called
Bloch’s theorem, which sate that the solution can be expressed as a sum of terms with
the form
ψk = exp(ik · r)uk(r), (2.28)
where uk(r) is periodic in space with the same periodicity as the supercell and have the
relationship of uk(r) = uk(r+R), k is the (crystal) momentum, or electron wave vector
within the first Brillouin Zone.
As uk(r) is periodic in space, it can be expand in terms of a special set of plane
waves to simplify the calculation:
uk(r) =
∑
G
cG exp[iG · r] (2.29)
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where the summation is over all vectors defined by G = m1b1 +m2b2 +m3b3, mi are
integers, and bi are the so called reciprocal lattice vectors defined as
b1 = 2pi
a2 × a3
a1 · (a2 × a3)
b2 = 2pi
a3 × a1
a2 · (a3 × a1)
b3 = 2pi
a1 × a2
a3 · (a1 × a2)
(2.30)
Combing the equation (2.28) and equation (2.29) gives
ψk(r) =
∑
G
ck+G exp[i(k+G) · r]. (2.31)
This equation requires a summation over an infinite number of possible values of G,
which cannot be achieved for practical calculations. However, the functions apprearing
in equation (2.31) have a simple interpretation as solutions of the Schrödinger equation:
E =
~2
2me
|k+G|2 (2.32)
It is reasonable to expect that the solutions with lower energies are more physically
important than solutions with high energies. In practice, an energy cut-off, Ecut =
~2
2mG
2
cut, is set to truncate the infinite sum above to include only solutions with kinetic
energies less than this value.
ψk(r) =
∑
|k+G|<Gcut
ck+G exp[i(k+G) · r]. (2.33)
The energy cut-off value and the k-vector grid need to be set before performing cal-
culations, one can start with a series of testing calculations to determine the appropriate
k-vector grid and energy cutoff value.
2.2.4 Pseudopotential method
As the core electrons in atoms are associated with rapidly oscillating wave functions,
large energy cutoffs must be used to get accurate results in the calculations. But most
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of the properties we are interested in, such as chemical bonding and other physical
characteristics are dominated by the less tightly bound valence electrons. Thus, core
electrons are not important from this perspective and would consume significant com-
putational resources. To overcome this circumstance, pseudopotential method has been
adopted as it can reduce the computational cost substantially.
The valence electrons are considered moving in an effective potential produced by the
core and core electrons. The goal of using the pseudopotential method is to reproduce
all relevant properties outside the core region within a good accuracy compared with
the all-electron calculation results. What a pseudopotential do in the calculation is to
replace the electron density from a chosen set of core electrons with a smoothed density,
which selected to match various important physical properties of the true ion core. This
is the so-called frozen core approximation. And because of the smoothed density in the
pseudopotential method, A smaller energy cutoff is required in the calculation, which
also means less computational resources are needed.
There are several types of pseudopotentials are widely used in practice, such as
the norm-conserving pseudopotentials [56, 57] and ultrasoft pseudopotentials [58, 59].
projector augmented-wave method [60, 61, 62], most of the time, these methods produce
promising results. In this study, the norm-conserving and ultrasoft pseudopotentials
have been used in the calculations.
2.3 Phonon calculations
A common criticism about DFT calculations is the properties obtained are static, or
there is no temperature effect considered. There are a lot of situations we want to study
the properties of a material at the ambient condition or higher temperature, such as the
conditions in the mantle. One important fact is atoms in the material actually vibrate
near their equilibrium positions. The vibrations contribute to the material’s energy even
at 0 K via the so-called zero-point energy. Furthermore, the vibrations can be measured
experimentally using spectroscopy and be calculated theoretically. In this section, the
basic theory about calculating the frequencies of vibrations (also named as phonon) are
briefly introduced.
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The Born-Oppenheimer energy surface, E(R), can be expanded in a Taylor series,
E(R) = E(R)0 +
∑
I
∂E(R)
∂RI
RI +
1
2
∑
I,J
∂2E(R)
∂RI∂RJ
RIRJ + · · · (2.34)
where the RI denotes the coordinate of the Ith nucleus. Only the first three terms
matters in the harmonic approximation. The first derivative term is zero because it is
evaluated at the equilibrium state and in the energy minimum state, namely, ∂E(R)∂RI ≡ 0.
The second derivative in the third term is called the Hessian matrix, and it is the key
element to calculate the vibrational frequencies, which given by the following equation:
det
∣∣∣∣ 1√MIMJ ∂
2E(R)
∂RI∂RJ
− ω2
∣∣∣∣ = 0 (2.35)
where MI/J are the mass of the Ith/J th nucleus.
Thus the calculation of vibrational frequencies relies on the first and second deriva-
tives of the energy surface E(R), which can be accomplished using the Hellmann-
Feynman theorem[63].
The Hamiltonian in the Born-Oppenheimer approximation of the system with inter-
acting electrons moving in the field of fixed nuclei is given by:
HˆBO = − ~
2
2me
∑
i
∇2i +
1
2
∑
i 6=j
e2
|ri − rj | −
∑
i,I
ZIe
2
|ri −RI | +
1
2
∑
I 6=J
ZIZJe
2
|RI −RJ | (2.36)
According to the Hellmann-Feynman theorem, the first derivative of the eigenval-
ues of a Hamiltonian equals the expectation value of the derivative of the Hamil-
tonian. In equation form, for the eigenvalue equation: HλΨλ = EλΨλ, we have:
∂Eλ
∂λ = 〈Ψλ|∂Hλ∂λ |Ψλ〉. Therefore, the force acting on the Ith nucleus can be given by:
FI = −∂E(R)
∂RI
= −〈Ψ(R)|∂HˆBO(R)
∂RI
|Ψ(R)〉
= −
∫
nR(r)
∂Vext(r)
∂RI
dr − ∂EN (R)
∂RI
(2.37)
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where Vext(r) =
∑
i,I
ZIe
2
|ri−RI | , which denotes the electron-nucleus interaction, and
EN (R) = 12
∑
I 6=J
ZIZJe
2
|RI−RJ | , which denotes the electrostatic interaction between nuclei.
nR(r) is the ground-state electron charge density corresponding to the R, nuclear con-
figurations, we use n(r) in the context.
Thus the Hessian of E(R) can be estimated through Hellmann-Feynmann theorem
by:
∂2E(R)
∂RI∂RJ
≡ − ∂FI
∂RJ
=
∫
∂n(r)
∂RJ
∂Vext(r)
∂RI
dr +
∫
n(r)
∂2Vext(r)
∂RI∂RJ
dr +
∂2EN (R)
∂RI∂RJ
(2.38)
The calculation of the Hessian of E(R) in the equation (2.38) requires the electron
density, n(r), and its linear response to a distortion of the geometry, ∂n(r)∂RI , which can
be determined using the density functional perturbation theory (DFPT) [64, 65], or the
small displacement method[66].
2.4 Equation of state
2.4.1 Generalities of equation of state
The thermodynamic state of a system is usually defined by pressure P , temperature T ,
and specific volume V (or specific mass ρ), and linked by some mathematical relationship
called equation of state (EOS). For example, the well-known equation of state for ideal
gases would be expressed in PV = nRT , where n the amount of gas in molar and R is
the gas constant.
For solid, the simplest isothermal EOS can be derived from the definition of the bulk
modulus K,
K = − dP
d lnV
=
dP
d ln ρ
. (2.39)
If the bulk modulus K is not changing with some certain pressure range, for example,
K = K0, then the EOS can be derived by integrating the equation (2.39) with the
assumption K = K0:
V = V0 exp
(
− P
K0
)
. (2.40)
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However, this assumption only works in a limited pressure range since the solid is
more difficult to compress at high pressure, or bulk modulus is significantly large at high
pressure; thus the K is not constant. There are many different EOS can be adopted,
such as the Murnaghan’s, Birch–Murnaghan EOS, and the Vinet EOS to study the EOS
of minerals in the high pressure, such as at the mantle conditions. In this study, the
Birch–Murnaghan equation of state has been used.
2.4.2 Eulerian finite strain Birch–Murnaghan equation of state
As one of the most widely used equation of state , Eulerian finite strain Birch–Murnaghan
equation of state (or just called the Birch–Murnaghan equation of state ) The Birch–
Murnaghan equation of state can be obtained in the linear elastic regime, here the brief
derivation of Birch–Murnaghan equation of state is introduced.
Eulerian finite strain
In the Eulerian scheme, the coordinates xi of a point in the initial unstrained state
expressed as a function of its coordinates Xi in the strained state and the strain ui:
xi = Xi − ui. (2.41)
We determine the distance between two neighboring points P (coordinates: xi with
i = 1, 2, 3)) and Q (coordinates: xi + dxi) by:
ds2 =
∑
i
(dxi)
2, (2.42)
then, the distance changes after applying the strains by:
dS2 − ds2 =
∑
i
(dXi)
2 −
∑
i
(dxi)
2 = 2
∑
i
dXidui −
∑
i
(dui)
2. (2.43)
Assuming the strains u are continuous and differentiable in terms of xi, such as:
dui =
∑
k
dui
dXk
dXk, (2.44)
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then the Eulerian finite strain tensor εij is defined by:
dS2 − ds2 = 2
∑
ij
εijdXidXj , (2.45)
with:
εij =
1
2
(
∂ui
∂Xj
+
∂uj
∂Xi
)
− 1
2
∑
k
∂uk
∂Xi
∂uk
∂Xj
=
1
2
(
δij − 1
2
∑
k
∂uk
∂Xi
∂uk
∂Xj
)
(2.46)
For the isotropic compressional strain caused by the application of hydrostatic pres-
sure,
∂u1
∂X1
=
∂u2
∂X2
=
∂u3
∂X3
=
θ
3
, (2.47)
and
θ =
∑
i
∂ui
∂Xi
=
∆V
V0
. (2.48)
From the equation (2.46) and the equation (2.47) we have
εij = εδij , (2.49)
with
ε =
θ
3
− 1
2
(
θ
3
)2
. (2.50)
According to the definition of Eulerian finite strain, the volume of an elementary
cube is V = (dX1)3 in the strained state, and the volume of the unstrained state can be
written as
V0 =
[
dX1
(
1− ∂u1
∂X1
)]3
, (2.51)
and substitute equation (2.47) back to this equation, then
V0 =
[
dX1
(
1− θ
3
)]3
, (2.52)
thus the volume ratio of the unstrained and strained system can be expressed by:
V0
V
=
(
1− θ
3
)3
. (2.53)
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Substituting equation (2.50) into equation (2.53) to get the volume ratio unstrained
to strained systems:
V0
V
= (1− 2ε)3/2 . (2.54)
As the ε is negative for positive pressures, here the "compression" f = −ε [67] is
introduced, and equation (2.54) changes to
V0
V
= (1 + 2f)3/2. (2.55)
Relationship between the Helmholtz free energy and the f
The isothermal bulk modulus at P = 0 is:
K0,T = − lim
P→0
(
PV
∆V
)
T
. (2.56)
Since P = − (∂F∂V )T , and substitute equation (2.48) into equation (2.56), it changes to
K0,T = lim
P→0
(
1
θ
∂F
∂V
)
T
. (2.57)
To simplify equation (2.55) by expand the equation to the first order:
V
V0
= (1 + 2f)−3/2 ≈ 1− 3f, (2.58)
and thus:
dV ≈ −3V0df. (2.59)
Substituting equation (2.59), equation (2.50) back to equation (2.57), it turns to:
K0,T ≈ lim
P→0
(
1
3f
∂F
3V0∂f
)
T
(2.60)
or
9K0,TV0 ≈ lim
P→0
(
1
f
∂F
∂f
)
T
(2.61)
In the framework of the Birch–Murnaghan EOS, the Helmholtz free energy of the
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solid in terms of the "compression" f [67] is expressed as
F (T ) = a(T )f2 + b(T )f3 + c(T )f4 + · · · . (2.62)
The second order Birch–Murnaghan equation of state can be derived by expanding
the Helmholtz free energy is to the second order only, for example, F (T ) = a(T )f2, then
the a(T ) be derived by substituting this Helmholtz free energy to equation (2.61).
a(T ) =
9
2
K0,TV0, (2.63)
and the compression f in terms of the volume ratio is:
f =
1
2
[(
V0
V
)2/3
− 1
]
, (2.64)
then the pressure can be derived by:
P (T ) =
3K0,T
2
[(
V0
V
)7/3
−
(
V0
V
)5/3]
. (2.65)
Similarly, the third order Birch–Murnaghan equation of state can be derived by
expanding the Helmholtz free energy to the third order, namely, F (T ) = a(T )f2+b(T )f3.
After a similar derivation to that of the second order Birch–Murnaghan equation of state
is given by:
P =
3K0,T
2
[(
V0
V
)7/3
−
(
V0
V
)5/3]{
1 +
3
4
(K ′0,T − 4)
[(
V0
V
)2/3
− 1
]}
. (2.66)
where, K ′0,T is the derivative of the bulk modulus with respect to pressure.
In practice, the relationship of Helmholtz free energy and f can be fitted by equa-
tion (2.62), or by 2.66, and obtaining the Helmholtz free energy on a denser volume
grid, then all other thermodynamic properties can be derived numerically, a Python
program, qha, has been coded to perform these fittings and calculations automatically,
see chapter 3 for details.
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2.5 Thermodynamic properties within quasiharmonic ap-
proximation (QHA)
The QHA is a phonon-based model to calculate volume-dependent thermodynamic prop-
erties. It is developed from the harmonic approximation (HA). In HA, the vibrational
frequencies are independent of inter-atomic distance, which could lead to nonphysical
results, such as the thermal expansion is always zero. While in QHA, the vibrational
frequencies are assumed volume dependent. Thermodynamic properties of solids are
well described within the QHA conjugated with the LDA and pseudopotentials below
melting temperatures. The details of this topic have been addressed in chapter 3.
2.6 Equilibrium stable isotope fractionation
In general, the chemical behavior of an element is determined by the electronic structure,
and the nucleus plays an insignificant role in chemical interactions. However, from the
quantum mechanics perspective, the mass of an atom affects the vibrational energy and
therefore the strength of the chemical bonds. Moreover, because of the difference of
the isotopes of an element, the strength of chemical bonds varies a bit, and eventually
can lead to the different partition of isotopes among different phases, this process called
isotope fractionated among phases.
In this section, some definitions of isotope fractionation are briefly introduced, fol-
lowed by the theoretical backgrounds on how to calculate the equilibrium stable isotope
factor.
2.6.1 The fractionation factor α and δ notation
The fractionation factor is defined as the ratio of two isotopes in one phase A divided
by the corresponding ratio for another phase B:
αA−B =
RA
RB
(2.67)
where, RA or RB are the isotope ratio in phase A and B, respectively. For example, for
iron isotopes (54Fe and 56Fe), the fractionation factor between two phase are given by:
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(56Fe/54Fe)A/(56Fe/54Fe)B.
In practical, it is more often to use the δ notation to represent the isotope composition
of some phase, which is defined in below:
δsample =
(
Rsample
Rstandard
− 1
)
× 1000(h) (2.68)
where the Rstandard is the isotope ratio of the standard phase, for iron isotopes, the
standard phase is called IRMM-014, which is distributed by the Institute for Reference
Materials and Measurements [68].
For two phases A and B, the δ values and the fractionation factor α are related by:
δA − δB = ∆A−B ≈ 103 lnαA−B (2.69)
For the calculation purpose, a β factor is also introduced. If phase B is a fictitious
perfect gas of element X, the isotope fractionation factor is then defined as the reduced
partition function ratio, or beta factor β [69]. In this case, the fractionation factor
between two phases is given by:
αA−B = βA/βB, (2.70)
Then, 103 lnαA−B = 103 lnβA − 103 lnβB.
2.6.2 103 ln β calculations
According to the Urey model[70] or Bigeleisen-Mayer equation[71] on isotope fractiona-
tion, the reduced partition function ratio, or the β facor is given by:
β =
3N−3∏
i
µih
µil
exp(−12µih)
1− exp(−µih)
1− exp(−µil)
exp(−12µil)
(2.71)
where µil,h = ~ωih,l/kBT , h and l refer to the heavy and light isotope, respectively. T
is the temperature in Kevin, ~ is the Boltzmann’s constant, and ωi is the vibrational
frequency of the ith mode. This product runs over all 3N-3 phonon modes, N is the
number of atoms in the cell. Please refer to the references for a full derivation of this
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reduced partition function ratio [70, 71, 69, 72, 73, 74].
One interesting fact of the 103β is IT proportional to 1/T 2 at high-temperature
range. For the ith vibrational mode βi can be expressed as:
βi =
µh
µl
exp(−12µh)
1− exp(−µh)
1− exp(−µl)
exp(−12µl)
(2.72)
At high temperature range, the µ would be very small, and the exp(−µ) can be
expand in the Taylor series 1−µ+ µ22! − µ
3
3! + · · · , then equation (2.72) can be rewrite to
βi =
µh
µl
exp(−12µh)
exp(−12µl)
1− exp(−µl)
1− exp(−µh)
=
exp(−12µh)
exp(−12µl)
1− µi2 +
µ2i
6
1− µh2 +
µ2h
6
.
(2.73)
Then the 103 lnβi can be calculated approximately by:
lnβi =
1
2
(ui − uh) + ln(1− µi
2
+
µ2i
6
)− ln(1− µh
2
+
µ2h
6
)
≈ u
2
l − u2h
6
=
~2(ω2l − ω2h)
6k2BT
2
∝ 1
T 2
(2.74)
Thus, the calculated lnβ factor should be approximately proportional to 1/T 2 at a
high-temperature range, but this property does not hold at a low-temperature range.
Actually, at a low-temperature range, the lnβ factor is approximately proportional to
1/T . Therefore, if plot the 103 lnβ versus 1/T 2 for a large temperature range, the
relationship is not linear, but slightly curved.
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Trial n(r) and EXC [n(r)]
Update effective potential
VKS = e
2
∫ n(r′)
|r−r′|dr
′+ δEXC [n(r)]δn(r) +Vext(r)
Solve Kohn-Sham equations
[− h¯22me∇2 + VKS(r)]ψi(r) = εiψi(r)
Solutions: new {ψi(r)}
Calculate electron density
nnew(r) =
∑N
i=1 |ψi(r)|2
Self-consistent?
Mixing
n(r) and
nnew(r)
Output:
Etot, n(r), VKS , etc.,
Converged/No
Converged/Yes
Figure 2.1: Flow chart of the self-consistency loop for solving Kohn-Sham equations.
Chapter 3
qha: A Python package to calculate
thermodynamical properties for
multi-configuration systems
In this work, we present a Python package, qha, which can calculate the equation of state
and various thermodynamic properties of both single- and multi-configuration crystalline
materials within a user-specified pressure and temperature range in the framework of
the quasi-harmonic approximation (QHA). Two examples, one for single-configuration
calculation and the other for multi-configuration calculation, are also distributed along
with source code. Apart from its versatility, qha has been tested to be both accurate
and computationally efficient.
3.1 Introduction
Investigation of materials properties at extreme conditions of pressure (P ) and tem-
perature (T ) can be quite challenging to experiments, depending on the property and
conditions. In general, predictive computational studies of materials properties can com-
plement experimental approaches or provide information challenging to experiments.
Among the numerous statistical mechanics approaches used to investigate thermody-
namics properties computationally, the quasiharmonic approximation (QHA) proved to
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be exceedingly useful as long as T is not “too close” to the melting temperature, TM . The
combination of ab-initio vibrational spectra based on density functional theory (DFT)
with the QHA helped to clarify the power of such approach and approximately the
range of T in which it can be realistically applied. Mineral physics studies have played
an important role in this exploration of the QHA’s performance because there is a con-
siderable amount of detailed measurements to compare with computationally predicted
thermal equations of state and thermodynamic properties ([75]; [76]). In general, the
QHA works very well in conjunction with the local density approximation (LDA) and
pseudopotentials up to ∼ 0.7TM for strongly bonded materials such as oxides and sili-
cates ([76]; [77]). One can verify this pressure dependent range of validity of the QHA by
comparing predictions of the most sensitive property to anharmonic effects, the thermal
expansivity, with measurements. Careful use of the QHA is also helping us to assess
more precisely the performance of various exchange-correlation functionals ([78]; [79];
[80]; [81]).
The QHA approach evolved from the harmonic approximation (HA), where the de-
pendence of the energy on atomic displacements is treated quadratically. The small
vibrational amplitude compared to the interatomic distances at low T justifies this ap-
proximation. One limitation of the HA is that vibrational frequencies do not depend on
crystal volumes, which leads to unphysical conclusions such as no thermal expansion or
infinite thermal conductivity ([82]). The QHA overcomes this problem and most limita-
tions of the HA by allowing the interatomic force constants and vibrational frequencies
to be volume dependent ([82]; [83]; [84]). Today, research on the limits of validity of
the QHA, or the importance of anharmonic effects, and the performance of exchange-
correlation functionals for structural and vibrational properties are interweaved ([78];
[79]; [81]). Therefore, it is extremely important to perform such calculations with care
to assess the origin of discrepancies between predictions and measurements.
There are several published ([65]; [85]; [86]; [87]) and unpublished([75]; [88]; [89];
[90]; [91]) implementations of the QHA to calculate thermodynamics and thermoelastic
properties of materials. So far, all published codes address the free energy and the
thermodynamic properties of single configuration systems. Here we present a code to
compute these properties for phases consisting of multiple configurations, e.g., disordered
solid solutions, H-disordered phases such as ice-Ih, and multi-configuration defects. The
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formalism behind the code presented here has been successfully used to compute: 1) the
order-disorder phase boundary between ice-VIII and ice-VII, the high-density phases
of H2O-ice ([91]); 2) the relative stability of hydrous defects (4H)xSi and (2H)
x
Mg in
Mg2SiO4-forsterite at high P and T ([92]); 3) the effect of disorder and iron concentration
on the spin crossover diagram of Fe3+-bearing MgSiO3-bridgmanite ([93]). The multi-
configuration approach enables these types of problems to be addressed more realistically,
with the limitation being the number of configurations included.
Apart from their restrictions on one configuration, some of the existing published
implementations of the QHA are either hard-coded within another ab-initio software
([86]) or prepared for a particular operating system ([85]; [87]), which makes them not
easy to fit in other users’ code without a deep understanding of their implementation.
Therefore, we created this independent Python package to calculate the thermodynamic
properties of materials with either single or multiple configurations. The necessary
inputs are the volume dependent ab-initio static energies and phonon frequencies for
each configuration, as well as the user specified P - and T -range of the calculation.
Phonon frequencies can be calculated by density functional perturbation theory (e.g.,
[64]) or finite displacement methods (e.g., [66]; [87]) using several available ab-initio
software, such as Quantum ESPRESSO ([94], [95]), VASP ([96]), ABINIT ([97]), etc.
The paper outline is as follows. The next section presents detailed fundamental
equations on which the code is based. Section 3.3 shows the structure of this code.
In section 3.4, we show the structure of input files for the program, followed by the
description of output files. Our conclusions are presented in section 3.6.
3.2 Methods used in the program qha
3.2.1 Partition function and Helmholtz free energy of a one-
configuration system
The partition function of a system with only one configuration can be written as
ZQHA(T, V ) = exp
(
− E(V )
kBT
)
·
Nq ,Nm∏
q=1,m=1
exp
(
− ~ωq,m(V )2kBT
)
1− exp
(
− ~ωq,m(V )kBT
) , (3.1)
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where ZQHA(T, V ) is the partition function in the QHA of the system whose volume is
V , Nq and Nm are the number of q-points sampled in the Brillouin zone and the number
of modes per q-point, and ωq,m denotes the frequencies of the qth q-point and mth mode
of that point. ~ and kB are Planck constant and Boltzmann constant, respectively.
T is the temperature in Kelvin. Then the Helmholtz free energy can be derived from
ZQHA(T, V )
FQHA(T, V ) = −kBT lnZQHA(T, V )
= E(V ) +
Nq ,Nm∑
q=1,m=1
{
~ωq,m(V )
2
+ kBT ln
[
1− exp
(
− ~ωq,m(V )kBT
)]}
,
(3.2)
with E(V ) being the static energy, i.e., the energy for the lattice with clamped ions, and
the second term being the vibrational energy contributed by the phonons.
3.2.2 Partition function and Helmholtz free energy of a multi-
configuration system
Suppose a system consists of Nconf configurations, which are grouped into Nc
symmetrically-distinct configurations with the degeneracies {gn} (n is the index of each
symmetrically-distinct configuration), that is,
∑Nc
n=1 gn = Nconf. For such a multi-
configuration system, the partition function is
ZQHA(T, V ) =
Nc∑
n=1
gn
{
exp
(
− En(V )
kBT
)
·
Nq ,Nm∏
q=1,m=1
[
exp
(
− ~ω
n
q,m(V )
2kBT
)
1−exp
(
− ~ω
n
q,m(V )
kBT
)]wnq}, (3.3)
where En and wnq are the static energy of nth configuration and its qth q-point weight.
Then the Helmholtz free energy can be obtained accordingly as
FQHA(T, V ) = −kBT ·
ln
{ Nc∑
n=1
gn exp
(
− En(V )
kBT
)
·
Nq ,Nm∏
q=1,m=1
[
exp
(
− ~ω
n
q,m(V )
2kBT
)
1−exp
(
− ~ω
n
q,m(V )
kBT
)]wnq}. (3.4)
To calculate the vibrational spectra for all configurations are frequently computa-
tionally demanding. If the vibrational spectra of all configurations are expected to be
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very similar to each other, it might be possible to use a single spectrum of only one
representative configuration for all configurations, as the expense of accuracy, in order
to reduce computational cost.
In this case, F (T, V ) can be simplified as
FQHA(T, V ) = −kBT ln
[ Nc∑
n=1
gn exp
(
− En(V )
kBT
)]
+
Nq ,Nm∑
q=1,m=1
wq
{
~ωq,m(V )
2
+ kBT ln
(
1− exp (− ~ωq,m(V )kBT ))
}
, (3.5)
where the first term is the static contribution (Fstatic), and the second term is the
vibrational contribution (Fvibrational).
3.2.3 Alignment of volumes
According to equation (3.3)-equation (3.5), the phonon frequencies are required at the
same volume for all configurations. However, calculations not always guarantee this
result. Usually structural optimizations are performed at several target pressures ([98];
[99]) for all configurations. This procedure leads to slightly different volumes optimized
at each pressure for each configuration. Therefore we only can calculate phonon fre-
quencies at volumes which are not exactly equal to each other among the configurations.
To circumvent this issue, single-configuration calculations are first performed for each
configuration to obtain a series of free energies, Fn(T, V ), according to equation (3.2).
Then Fn(T, V )’s are fit by a finite strain equation of state (see next section) at each T
for all configurations on a regular and unique volume mesh, {Vi} (where i = 1, . . . , NV ,
with NV to be the number of volumes mesh points), to give Fn(T, Vi), from which the
partition functions for all configurations are
Zn(T, Vi) = exp
(
− Fn(T, Vi)
kBT
)
. (3.6)
Then, the multi-configuration partition function is:
Z(T, Vi) =
Nc∑
n=1
gnZn(T, Vi), (3.7)
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from which the total free energy is obtained in the single and regular volume mesh
F (T, Vi) = −kBT lnZ(T, Vi). (3.8)
3.2.4 The equation of state fitting
Considering the input volumes may be sparse for thermal properties derivation, a third
order finite strain Birch–Murnaghan equation of state fitting ([?]), whose order can
be controlled by users (third to fifth order of Eulerian strain), is adopted to obtain
free energies on the denser and regular volume mesh ({Vi} mentioned above). The
denser volume mesh is determined automatically based on the user-defined T - and P -
range. As the internal pressure for a fixed volume usually increases with increasing T ,
which could lead to the lack of data at the low-P -high-T regimes, the volume mesh is
expanded slightly to overcome this issue. After obtaining the Helmholtz free energy on
this finer volume mesh, all other thermodynamic properties can be calculated numerically
according to table 3.1.
Table 3.1: Equations used to calculate thermodynamic properties.
Property name Equation used
Pressure P P = −
(
∂F
∂V
)
T
Entropy S S = −
(
∂F
∂T
)
V
Internal energy U U = F + TS
Enthalpy H H = U + PV
Gibbs free energy G G = F + PV
Thermal expansion coefficient α α = 1V
(
∂V
∂T
)
P
Thermodynamic Grüneisen parameter γ γ = BTαVCV
Isothermal bulk modulus BT BT = −V
(
∂P
∂V
)
T
Adiabatic bulk modulus BS BS = BT (1 + γαT )
Volumetric heat capacity CV CV =
(
∂U
∂T
)
V
Isobaric heat capacity CP CP = CV (1 + γαT )
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3.3 The qha distribution
3.3.1 Flowchart/calculation procedure of the qha
qha is written in Python 3, and the main calculation routine is done in run.py, the
sequence of steps is adopted is shown in figure 3.1 and described briefly below:
read control and
data files
choose the calculation type
single-configuration calculation multi-configuration calculation with the same phonon DOS multi-configuration calculation with different phonon DOS
calculate F(V, T) on T grid
interpolate the free energy on a finer volume grid
compute thermal properties on the (P, T) and (V, T) grids
save data
end
compute F_{static} for all configurations
and F_{vibrational} for one configuration
compute F(V, T) with contributions from all configurations
compute F_{static+vibrational}(T, V) for each configuration
Figure 3.1: Flow chart of the calculation process in the qha main script.
1. Read the data and calculation settings files, check section 3.4 below for details of
the organization and preparation of these files.
2. Determine the calculation type based on the input.
(a) If it is a single-configuration calculation, the Helmholtz free energy is calcu-
lated based on equation (3.2).
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(b) If it is a multi-configuration calculation, the Helmholtz free energy is cal-
culated as in equation (3.4) or equation (3.8) depending on the choice of
vibrational spectrum.
3. Fit the free energy to a finite-strain equation of state on a dense and unique volume
mesh.
4. Calculate the thermodynamic properties on the dense (T, V ) and (T, P ) grids
numerically.
5. Save all the calculated properties to text files using user-specified temperatures
and pressures, and plot results if desired.
A description of the modules used by run.py is summarized in table 3.2.
3.3.2 Documentation and examples
The documentation is distributed with qha source code and generated by Sphinx (http:
//www.sphinx-doc.org). Two examples are given in the examples directory to display
the full features of the qha package. The ice VII and silicon examples demonstrate cal-
culations of thermodynamic properties for multi-configuration and single-configuration
systems, respectively, with input data, computational settings, and visualized results
provided.
3.3.3 Installation
We recommend using the Python pip (https://pypi.org/project/pip/) package man-
ager to install the package.
For installation from the source code, change the working directory to the qha top-
level directory and run command pip install /path/to/top/level/directory to in-
stall the package.
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3.4 Input and output files
3.4.1 Description of input files
The qha code has two types of input files: the data file and the calculation control file.
The data file, which will be referred to as input or inputN below, contains data for QHA
calculation extracted from the ab-initio calculation software output. The control file,
by default with name settings.yaml, specifies the computational settings. All allowed
settings are listed in table 3.3 in detail. We have three types of calculations: single-
configuration, multiple configurations but sharing the same phonon density of states,
and multiple configurations with different phonon density of states. The type can be
specified inside the settings file.
Table 3.3: Parameters in the settings.yaml file in YAML
syntax
Parameter name (Keys) Values (with a default value if apply)
calculation The type of calculation a user wants to per-
form. Allowed values are single, same phonon
dos and different phonon dos.
NT Number of temperatures on the grid
DT The interval between two nearest temperatures
on the grid
NTV Number of volumes (or equivalently, pressures)
on the gird
DELTA_P The interval between two pressures on the grid,
the default value is 0.1 GPa
DELTA_P_SAMPLE Pressure-sampling interval, used for output, the
default value is 1 GPa
T_MIN Desired minimum temperature to calculate, in
Kelvin, the default value is 0 K.
P_MIN Desired minimum pressure to calculate, in GPa
Continued on next page
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Table 3.3: continued from previous page
Parameter name (Keys) Values (with a default value if apply)
input
Name(s) of the input file(s).
• In a single-configuration calculation, only the
path of the file is needed,
• In a multi-configuration calculation, the names
of the inputs files and the corresponding con-
figurational degeneracies are given in a YAML
dictionary.
static_only Whether to include only the static energy in the
calculation. Allowed values are True (do not in-
clude) or False (include, default).
order Order of Birch–Murnaghan equation-of-state fit-
ting, 3 (default), 4 or 5
energy_unit Energy unit in the output file, either ry (default)
or ev
thermodynamic_properties
Determines which thermodynamic properties
will be calculated. Allowed values are:
• F, the Helmholtz free energy F
• G, the Gibbs free energy G
• U, the internal energy U
• H, the enthalpy H
• V, the volume V
• Cp, the isobaric heat capacity CP
• Cv, the volumetric heat capacity CV
• Bt, the isothermal bulk modulus BT
• Btp, the derivative of the isothermal bulk mod-
ulus with respect to pressure B′T
• Bs, the adiabatic bulk modulus Bs
• alpha, the thermal expansion coefficient α
Continued on next page
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Table 3.3: continued from previous page
Parameter name (Keys) Values (with a default value if apply)
• gamma, the thermal Grüneisen parameters γ
target The default value is parallel. This is a Numba
package option. Allowed options are cpu (used
on single-threaded CPU), parallel (used on
multi-core CPU), cuda (used on CUDA GPU).
results_folder The path to store all calculated values, the de-
fault value is ./results, which is a directory
named results in the same folder as the input
file.
T4FV Temperature for F (Ti, V ) plotting. By default
is [’0’, ’300’].
high_verbosity Two verbosity levels are implemented, True or
False (default).
The structure of the input file for a single-configuration system is shown in table 3.4
(see the input file of silicon in the examples directory for a reference). For a system with
multiple configurations, the input file for each configuration is organized in the same way
as that of the single configuration. The degeneracy of each configuration is specified after
the name of the corresponding input file in the settings file (settings.yaml).
Table 3.4: Structure of the input file and brief descriptions
Structure of the input data Notes
# Comment line First 3 lines are comments, plus the
description of the calculation, but
can also be empty.
# Additional comment line
Continued on next page
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Table 3.4: continued from previous page
Structure of the input data Notes
# Number of volumes, q-vectors,
normal mode, formula units
nv nq np nm number of calculated volumes, q-
vectors, normal mode, formula units
An empty line, not required.
P= P1 V= V1 E= E1 P1, V1, and E1 are pressure (in ar-
bitrary unit), volume (in a03) and
energy (in Rydberg) of the first vol-
ume calculation
q1(x) q1(y) q1(z) first q-point from first volume
ω1,1 Vibrational frequencies (in cm−1)
obtained from ab-initio calculation,
the total number of vibrational
modes is three times the number of
atoms in the system.
ω1,2
...
ω1,3N
q2(x) q2(y) q2(z) All the data from the rest q-points
are organized as the same way as
showed for the first q-point.
ω2,1
ω2,2
...
ω2,3N
...
qNq(x) qNq(y) qNq(z)
ωNq ,1
Continued on next page
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Table 3.4: continued from previous page
Structure of the input data Notes
ωNq ,2
...
ωNq ,3N
An empty line, but not required.
P= P2 V= V2 E= E2 All data from other volumes are
structured in the same way as the
first volume shown above
...
An empty line, not required.
weights The weights of different q-points be-
low; this line must contain keyword
weight or weights.
q1(x) q1(y) q1(z) wq1 q-point’s coordinates followed by its
weight in the Brillouin zone, there
are nq lines in total for this part.
...
qNq(x) qNq(y) qNq(z) wNq
For a system with multiple configurations where all configurations have the same
vibrational spectrum, the input files are prepared in the same way mentioned above, and
the calculation can be done using equation (3.4) as shown in the ice VII example. The
calculation can also be performed as indicated in equation (3.5) with all configurations
having the same vibrational spectrum for computational efficiency. In this case, the
keyword same_phonon_dos should be set to true in the settings file (check table 3.3
for details). All parameters of the computational settings are listed in the control file
(settings.yaml) using YAML syntax (see the syntax of YAML on website http://
yaml.org/). Users can also refer to the latest documentation hosted on GitHub (https:
//mineralscloud.github.io/qha/tutorials/run.html#how-to-make-settings).
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For calculations performed with the Quantum ESPRESSO, we implemented a
small helper script to generate the input file for the qha code from its output. Please
refer to the examples/silicon/make_input directory as an example.
3.4.2 Output files and analysis
The Helmholtz free energy (F ), enthalpy (H), internal energy (U), Gibbs free energy
(G), thermal expansion coefficient (α), Grüneisen parameter (γ), and specific heat (Cp
and Cv) can be calculated and saved to the corresponding text files as functions of T and
P or V (see table 3.5 for the most important list of output files). See code documentation
for more details.
For each physical property, the output file name follows a specific format as
abbreviation_tp/tv_unit. The abreviation corresponds to the settings of the
thermodynamic_properties key in table 3.3; tp/tv indicates the data is organized
as a function of T and P or V ; unit means the unit of the properties, which can be
ry (Rydberg) , ev (electron-volt) , ang3 ( Å3), and bohr3 (a03). Users can specify the
pressure intervals being saved in the results file by setting the DELTA_P_SAMPLE value,
which is 1 GPa by default. Please see table 3.3 for details.
3.5 Test case
The method implemented in this code has been successfully used to study of the ice-VIII
to –VII, an ordered-disordered phase boundary ([91]). The main remaining discrepancy
between the measured and computed phase boundary seemed to be related to the su-
percell size. In that study, 16 molecule supercells consisting of 2 interpenetrating ice-Ic
lattices are built for both phases. The ice VII supercell has 8100 configurations in total,
but can be reduced to 52 symmetrically distinct configurations.
The calculation used Perdew—Burke—Ernzerhof functional for the exchange-
correlation ([54]) and norm-conserving pseudopotentials ([100]). A plane-wave basis
set with a cutoff energy of 100 Ry and a 2 × 2 × 2 k-point mesh were adopted for all
supercells. Each of the 52 supercell structures are optimized at several pressures ([98];
[99]) before performing phonon calculations for the zone-center phonon mode. The post-
processed outputs of the Quantum ESPRESSO are given as input for qha, and two of
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Figure 3.2: (A) CP as a function of temperature at 10 GPa for a 16-molecule super-
cell, the solid line denotes the full CP in QHA, while the dashed line includes only
static contribution; (B) volume as a function of pressure in both full-QHA and static
calculations.
the calculated thermodynamic properties are shown in figure 3.2. In figure 3.2 (a), the
molar heat capacity at constant pressure of ice for static and full-QHA cases are plotted.
They are different from each other at finite temperature due to temperature-dependent
vibrational entropy. The transition temperatures Tc are pinpointed by the peak of the
specific heat CP (P, T ). In figure 3.2 (b), two compression curves (the third-order Birch–
Murnaghan equations of state) are shown for static and full-QHA cases. Below 40 GPa,
the full-QHA volume is larger than the static one. This is a normal effect of the QHA;
the zero-point motion and the increase of temperature lead to volume expansion in usual
materials. Above 50 GPa, however, the full-QHA volume becomes smaller than the static
one. This behavior is specific to the hydrogen-bond systems in which the O–H stretching
phonon-mode frequencies decrease rapidly ([101]). In figure 3.3 we plot the probabilities
of the 52 configurations dependent on temperatures and pressures. On the left panel,
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Figure 3.3: Probabilities of the 52 symmetrically inequivalent configurations generated
by the 16-molecule supercell at: (a) 10 GPa and (b) 300 K.
at very low T , the probability of the first configuration, i.e., VIII phase is almost 1.
With increasing temperature, the first configuration starts to be less dominant while the
other configurations starting emerging. Such molecular reorientation will continue until
the transition to phase VII is completed. Such growth and decay of configurations also
happen with increasing/decreasing P at constant T (see the right panel of figure 3.3).
Thus, the contributions from the second to the last configurations are not negligible and
must be all taken into account. These results produced by the qha package coincide well
with published results.
The settings files for both QHA and static calculation are listed in the table 3.3.
To execute the program, just enter the examples/ice VII/ directory and run com-
mand qha run settings.yaml.
The execution time is about 20 s on a standard desktop. Run qha plot
settings.yaml in the same directory for plotting the results if a quick check is desired.
All calculated thermodynamic properties are stored as text files in the examples/ice
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VII/results directory.
3.6 Conclusions
The qha package can calculate the equation of state and the thermodynamic properties
for both single- and multi-configuration system within the framework of QHA. Also as
the qha package is very extensible, it can easily be integrated with other Python packages
such as abipy ([102]).
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Table 3.2: A description of the core modules
Module name Description
settings.py Provide some default computational settings,
which can be overridden by user settings.
calculator.py Provide three classes that deal with single- and
multi-configuration calculations. For the latter,
one class for same phonon DOS and the other
for different phonon DOS are given.
statmech.py Calculate the vibrational contribution to
Helmholtz free energy.
single_configuration.py If there is only one configuration, its free energy
on the coarser (V, T ) grid is calculated.
same_phonon_dos.py Calculate the free energy for a multi-
configuration system, with only one phonon
DOS provided. The vibrational contribution to
its Helmholtz free energy is calculated the same
way as in a single-configuration calculation, but
with the static part using equation (3.5).
different_phonon_dos.py Calculate the free energy for a multi-
configuration system using the equation (3.8).
fitting.py Provide Birch–Murnaghan equation-of-state fit-
ting functions.
grid_interpolation.py Perform Birch–Murnaghan equation-of-state fit-
ting on the automatically generated volume grid.
thermodynamics.py Given the Helmholtz free energy and equation of
state as intermediate input, all thermodynamic
properties are calculated.
v2p.py Convert thermodynamic properties from (T, V )
grid to (T, P ) grid
unit_conversion.py Contain functions of unit-conversions
out.py Write all calculated thermodynamic properties
into text files
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Table 3.5: A list of the important output properties as functions of temperature and
pressure
Property name Output
Helmholtz free energy f_tp_ry.txt or f_tp_ev.txt
Gibbs free energy g_tp_ry.txt or g_tp_ev.txt
Internal energy u_tp_ry.txt or u_tp_ev.txt
Enthalpy h_tp_ry.txt or h_tp_ev.txt
Volume v_tp_bohr3.txt or v_tp_ang3.txt
Isobaric heat capacity cp_tp_jmolk.txt
Volumetric heat capacity cv_tp_jmolk.txt
Isothermal bulk modulus bt_tp_gpa.txt
Derivative of the isothermal bulk modulus
with respect to pressure
btp_tp.txt
Adiabatic bulk modulus bs_tp_gpa.txt
Thermal expansion coefficient alpha_tp.txt
Thermal Grüneisen parameters gamma_tp.txt
Chapter 4
Ab initio study of water speciation
in forsterite
In this ab initio study, we expand previous investigations of charge-balanced hydrous
Mg ((2H)XMg ) and Si ((4H)
X
Si ) defects in forsterite, the Mg end-member of olivine, to
address the relative stability of these two defects. First, we systematically search for
(2H)XMg configurations to find possible defect states; second, we include the contribution
of vibrational energy and defect configurational entropy in the calculation of formation
energies of both defects; third, we address the effect of pressure and temperature si-
multaneously on their relative stability. Based on these considerations, we demonstrate
that hydrous Mg defects ((2H)XMg ) can be stabilized with respect to hydrous Si defects
((4H)XSi ) at relevant mantle conditions and that configurational entropy and vibrational
free energy play key roles in this stabilization. Our results reveal that water speciation
in olivine is influenced by temperature and pressure. As mantle physical and chemical
properties may be affected by the speciation of water in olivine, application of experi-
mental results to the mantle should account for the temperature- and pressure-dependent
changes in water speciation.
4.1 Introduction
A feature unique to our planet is that over 70% of its surface is covered by liquid water,
which is an essential factor of its habitability. Over the decades, it has become evident
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that water is not only present at Earth’s surface, but is also stored in large quantities in
its interior [103, 10, 104, 11, 13]. Recently, a ringwoodite inclusion in diamond revealed
that the mantle transition zone is at least locally “wet” with near 1 wt% H2O [105].
Plate tectonics is responsible for the deep-Earth water cycle, carrying hydrous minerals
and water-bearing sediments into the mantle via subduction. Water then returns to the
surface by magmatic degassing beneath mid-ocean ridges and oceanic islands [106, 107].
Most of the water in Earth’s surface today might come from the degassing of the Earth’s
mantle through volcanism shortly after the Earth formed [108].
Water is transported into the mantle during subduction chiefly as hydroxyl groups in
hydrous silicate minerals [106, 107, 109, 110]. As most hydrous minerals are not stable
along the normal mantle geotherm, water delivered to the convecting mantle is believed
to be stored chiefly as hydrous defects (hydroxyl point defects) in minerals that do not
contain hydrogen in their stoichiometric formulas. These so-called nominally anhydrous
minerals (NAMs) include olivine, pyroxene, and garnet [10]. Though present in modest
concentrations, these defects dramatically influence the physical and chemical properties
of their hosts, including the electrical conductivity [23, 111, 112] and viscosity [113, 114,
18, 21, 22], the latter having a strong effect on mantle processes such as convection.
Water also decreases the solidus temperature of mantle rocks and, consequently, the
extent and composition of partial melting [115, 116].
To understand the influence of water on mantle properties, the mechanisms of water
incorporation in olivine, the most voluminous mineral in the upper mantle, must be clar-
ified. In the past few decades, this problem has been addressed by various methods, for
example, IR spectroscopy [117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129],
Raman spectroscopy [130], NMR spectroscopy [131, 132], and theoretical calcula-
tions [133, 134, 135, 136, 137, 138, 139, 26]. Several water incorporation mecha-
nisms in olivine have been proposed. Among them, the most likely ones are the
formation of hydroxyl groups (OH−) associated with vacant Mg and Si vacancies
[133, 135, 140, 137, 138, 139, 26, 128], represented, respectively, as (2H)XMg and (4H)
X
Si
with Kröger-Vink notation [141]. These defects in forsterite, the Mg end-member of
olivine, have been investigated extensively. Nevertheless, a long-standing debate remains
concerning the relative thermodynamic stability of these defects [12]. Measurements of
cation diffusion and hydrogen solubility in olivine suggest that hydrous defects are chiefly
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associated with metal (Mg and Fe) vacancies (octahedral vacancies) [27, 142]. In con-
trast, IR spectroscopy [119, 143, 120, 124, 126, 127, 128] and NMR [132] indicate that
hydrous defects associated with the Si vacancy dominate in olivine. Also, ab initio cal-
culations have consistently indicated that the Si hydrous defect, (4H)XSi , is energetically
favored over the Mg defect, (2H)XMg [140, 139, 26, 144].
In this ab initio study, we expand previous investigations of the charge-balanced hy-
drous Mg and Si defects, (2H)XMg and (4H)
X
Si , in forsterite (Mg2SiO4) to address their
relative stability. First, we explore systematically the configurations for the (2H)XMg de-
fect. Multiple possible configurations of both (2H)XMg and (4H)
X
Si are considered in this
study. Second, we include the contribution of vibrational free energy and defect con-
figurational entropy in the calculation of formation energies of these defects. Third, we
address the effect of pressure and temperature simultaneously on their relative stabil-
ity. Based on these results, we demonstrate that the Mg defect may be stabilized with
respect to Si defect at relevant mantle conditions. We conclude that vibrational free
energy, configurational entropy, and proper identification of the configurations of these
defects are essential to determining the relative stability field of hydrous defects.
4.2 Methods
4.2.1 Chemical reactions to create these hydrous defects
To investigate the relative stability of (2H)XMg and (4H)
X
Si defects, the formation energies
are calculated from the following two reactions between forsterite and water:
H2O + 16 Mg2SiO4 = H2Mg31Si16O64 + MgO
(periclase) (4.1)
2 H2O + 16 Mg2SiO4 = H4Mg32Si15O64 + SiO2
(quartz/stishovite). (4.2)
Here, H2O is an isolated water molecule, and Mg2SiO4 is forsterite; the products
H2Mg31Si16O64 and H4Mg32Si15O64 are hydrogen-bearing olivine with two protons as-
sociated with a Mg vacancy and four protons associated with a Si vacancy, respectively.
At upper mantle conditions, MgO and SiO2 in these equations further react with re-
act with pyroxene (MgSiO3) and forsterite (Mg2SiO4) to form forsteriteand pyroxene,
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respectively, which in turn become
H2O + MgSiO3 + 15 Mg2SiO4 = H2Si31Si16O64 (4.3)
2 H2O + 17 Mg2SiO4 = H4Mg32Si15O64 + 2 MgSiO3. (4.4)
Therefore, the formation energies of one (2H)XMg (G
(2H)XMg
r ) and one (4H)XSi (G
(4H)XSi
r )
defect, without considering the lattice configurational entropy are given by
G
(2H)XMg
r = GH2Mg31Si16O64 − (GH2O +GMgSiO3 + 15GMg2SiO4) (4.5)
G
(4H)XSi
r = GH4Mg32Si15O64 + 2GMgSiO3 − (2GH2O + 17GMg2SiO4) . (4.6)
Since we are interested in the relative stability of these defects, the quantity ∆Gf is
calculated as equation (4.6) – 2 × equation (4.5), which results in the same reaction
considered by Walker et al. [139] in their equation 3. Here, Gibbs free energies of all
phases are obtained by ab initio computations. The hydrous defects H2Mg31Si16O64 and
H4Mg32Si15O64 are investigated using a 2 × 1 × 2 supercell of forsterite with 2 and 4
protons substituting for one Mg or Si cation, respectively. Seven previously identified
configurations for the (4H)XSi defect and nine configurations of the (2H)
X
Mg defect are
considered in our calculations and illustrated in figure 4.1.
4.2.2 Gibbs free energy
The Gibbs free energy of these multi-configurational system are calculated using the
method described in chapter 3. As calculating the vibrational density of state (VDOS)
of hydrogen-bearing olivine for every symmetrically inequivalent configuration is com-
putational resource demanding, we use a single VDOS for all (2H)XMg defects and an-
other for all (4H)XSi defects. These VDOSs were obtained using the lowest energy
configurations. As shown in figure 4.2, the VDOS for pure olivine and olivine with
(2H)XMg and (4H)
X
Si are similar, except for peaks associated with OH
– modes. Thus
the equation (3.4) is used to calculate the Helmholtz free energy. Then the pressure
are given by P (V, T ) = −
(
∂F (V,T )
∂V
)
T
, and the Gibbs free energy are calculated with
G(P, T ) = F (V, T ) + P (V, T )V , including the internal configurational entropy, but ex-
clusive of the lattice configurational entropy.
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4.2.3 Lattice configuration entropy
A key ingredient in this study is the (lattice) configurational entropy. Since one (4H)XSi
contains four protons and one (2H)XMg contains two, twice the number of (2H)
X
Mg defects
as (4H)XSi defects are required to account for a given amount of hydrogen. Therefore,
the lattice configurational (“mixing”) entropies are different, which changes the relative
formation energies of (2H)XMg and (4H)
X
Si defects as well as their relative stabilities. At
low defect concentrations, defect-defect interactions are expected to be negligible and
the configurational entropy is
Svconf = −R [(1− xv) ln(1− xv) + xv ln xv] , (4.7)
where xv is the number of vacancies per formula unit, that is, the number of (2H)XMg
and (4H)XSi per formula unit.
The assumption that all hydrous vacancies are locally charge balanced, that is, all
of the protons are located in the vacant Mg or Si sites[133, 140, 137, 138, 139, 26, 145]
is made in this calculation. After considering the lattice configurational entropies, the
difference in formation energy between (2H)XMg and (4H)
X
Si defects in one mole of forsterite
is given by
∆Gr(P, T ) =
[
x(2H)XMg
NAG
(2H)XMg
r − TS(2H)
X
Mg
conf
]
−
[
x(4H)XSi
NAG
(4H)XSi
r − TS(4H)
X
Si
conf
]
. (4.8)
Here, x(2H)XMg and x(4H)XSi are the concentration of the two hydrous defects, and NA is
Avogadro’s number. The equation above clearly indicates that the relative stability of
these defects depends on defect concentration (water content), temperature, and pres-
sure.
4.2.4 DFT calculations
At the low defect concentrations relevant for the mantle, the probability of interactions
between the hydrous defects considered in this paper is small. Therefore, we use a
supercell composed of 112 atoms in defect-free forsterite with a single defect as previously
used by Umemoto et al. [26]. For the hydrous Mg vacancies reported in previous studies,
the lowest-energy configuration consists of two protons bonded to two oxygen ions lying
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nearly along the O2-O1 edges of a Mg1 vacancy. As there are six oxygen ions per
Mg-O polyhedron, there are 15 (6C2) possible configurations, not all equivalent, if all
the protons are located inside of the Mg1 vacancy, and as one or two protons can
point outward of the Mg1 vacancy, there are actually more possibilities. Therefore, a
series of different structures were systematically created and optimized to search for
possible configurations. Static calculations for all structures were performed with Local
Density Approximation (LDA) [52] and Generalized Gradient Approximation (GGA)
[54] exchange-correlation functionals using the Quantum-ESPRESSO software [95]; the
planewave cutoff was chosen to be 544 eV. The pseudopotentials for Si, O, and H were
generated by Vanderbilt’s method [58], and the pseudopotential for Mg was generated by
von Barth-Car’s method [146]. The details of GGA pseudopotentials of Si, O, Mg, and H
are the same as those used in Umemoto et al. [26], and the LDA pseudopotentials of Si,
O, and Mg are the same as those used in Umemoto et al. [147]. Brillouin Zone sampling
was performed on a displaced 2 × 2 × 2 grid for all supercells. The vibrational density
of states (VDOS) for defect free structures were obtained using the GGA functional
using density functional perturbation theory [64]. For strongly bonded materials such
as oxides and silicate, VDOS, and thermodynamics properties obtained from LDA and
GGA calculations often are similar, but for structures with hydrous defects, the GGA
functional is more appropriate [148]. The dynamical matrices were computed on a 2 ×
2 × 2 q-point grid. Obtained force constant matrices were then interpolated on a 6 × 6
× 6 q-point gird. The VDOS of the pyroxene and pure olivine are originally from Yu et
al.[149, 150].
4.3 Results
4.3.1 Defect structures
All investigated hydrous defects are presented in figure 4.1 and table 4.1, listed in or-
der of increasing static energy obtained in GGA level. Nine configurations of (2H)XMg
were found based on a systematic search starting from essentially random structures.
Configurations 3 and 5–8 of (2H)XMg are twofold degenerate owing to the mirror sym-
metry plane perpendicular to the c axis in defect-free forsterite. The others are non-
degenerate. Configurations 1–7 of the (4H)XSi defect were all previously identified
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[140, 139, 151, 26, 132]. Configurations 1, 2, 4, and 6 of (4H)XSi are from our previ-
ous study[26], while Configurations 3, 5, and 7 of (4H)XSi correspond to Configurations
3–5 in Xue et al. [132]. Configurations 2, 3, and 4 of (4H)XSi are twofold degenerate
owing to the mirror symmetry plane perpendicular to the c axis in defect-free forsterite,
while the others are non-degenerate. In Configurations 4 and 6, four protons stay close
to the surface of the (4H)SiO4 tetrahedron In Configurations 1 and 2, one proton points
away from the ((4H)SiO4 tetrahedron; in Configurations 3 and 5, two protons point
away from the (4H)SiO4 tetrahedron and in Configuration 7 three protons point away
from the (4H)SiO4 tetrahedron ([132]). Among all configurations of the (4H)XSi defect,
the most stable ones are Configurations 1, 2, and 3, consistent with previous studies
[152, 26, 132]. The energy differences between other configurations and Configura-
tion 1 agree with those in Xue et al. [132] (see table 4.1). Information about the
energies, probabilities, and structures of these defects are shown in the table 4.1 and
the supplementary file (Deposit item AM-18-56262, supplemental table and CIF. http:
//www.minsocam.org/MSA/AmMin/TOC/2018/May2018_data/May2018_data.html). The
probabilities of finding configurations in thermodynamic equilibrium at a given temper-
ature are given by
pi =
wi exp
(
Ei
kBT
)
∑
j wj exp
(
Ej
kBT
) (4.9)
where wi and Ei are the configurational degeneracy and static energy for the i-th con-
figuration [134, 138, 26].
Previous studies indicate that the formation energy of the Mg1 vacancy is 0.54 eV
lower than that of the Mg2 vacancy [140, 26]. Similarly, the formation energy of the
hydrous Mg1 defect is lower than that of the hydrous Mg2 defect [140, 151, 26]; thus,
we focus here on hydrous Mg1 defects only. Some of the configurations of (2H)XMg were
proposed by Walker et al.[138], including all the configurations with protons connected to
two oxygen ions inside or along the edges of the oxygen octahedron. The structure of the
lowest-energy configuration of (2H)XMg has two protons bonded to O2 ions, sitting close to
the O2-O1 edge of the Mg1 octahedral vacancy. However, the energy difference between
this and other structures are somewhat different from those calculated by Walker et al.
[138]. This difference is likely caused by the use of different methods, Mott-Littleton
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Table 4.1: Degeneracies, relative energies, and probabilities of various defects (static
calculation)
(4H)XSi Degeneracy EConf.x − EConf.1 (eV) Prob.(300 K) Prob.(1500 K)
Conf. 1 1 0.00 (0.00) 0.497 (0.186) 0.225 (0.199)
Conf. 2 2 0.02 (–0.02) 0.458 (0.806) 0.386 (0.465)
Conf. 3 2 0.08 (0.10) 0.045 (0.008) 0.243 (0.184)
Conf. 4 2 0.23 (0.21) 0.000 (0.000) 0.076 (0.078)
Conf. 5 1 0.23 (0.27) 0.000 (0.000) 0.038 (0.025)
Conf. 6 1 0.33 (0.20) 0.000 (0.000) 0.018 (0.042)
Conf. 7 1 0.36 (0.45) 0.000 (0.000) 0.014 (0.006)
(2H)XMg
Conf. 1 1 0.00 (0.00) 0.996 (0.500) 0.603 (0.417)
Conf. 2 1 0.14 (0.24) 0.004 (0.000) 0.204 (0.065)
Conf. 3 2 0.29 (0.33) 0.000 (0.000) 0.128 (0.065)
Conf. 4 1 0.48 (0.00) 0.000 (0.500) 0.015 (0.417)
Conf. 5 2 0.52 (0.58) 0.000 (0.000) 0.022 (0.009)
Conf. 6 2 0.54 (0.55) 0.000 (0.000) 0.018 (0.012)
Conf. 7 2 0.63 (0.73) 0.000 (0.000) 0.009 (0.003)
Conf. 8 2 0.89 (0.55) 0.000 (0.000) 0.001 (0.012)
Conf. 9 1 0.93 (1.01) 0.000 (0.000) 0.000 (0.000)
Numbers outside (inside) parentheses correspond to PBE-GGA(LDA) results.
method in Walker et al. [138] and density functional theory in our study. The formation
energies of configurations having two protons sitting along the edges or pointing to the
interior of the oxygen octahedron are normally lower than configurations containing
one or two protons pointing out of the oxygen octahedron. The latter ones have high
formation energies and are less probable (see table 4.1)
The energy differences obtained with LDA are listed in parentheses in table 4.1. They
differ slightly from those obtained with GGA. For example, with LDA, Configuration
2 of (4H)XSi becomes more stable than Configuration 1, but Configurations 1–3 are still
the most stable ones. For the ((2H)XMg defect, Configuration 4 turns into Configuration
1 after lattice relaxation with LDA, while with GGA this structure change occurs after
8 GPa. Configuration 5 of (2H)XMg turns into Configuration 6 at 10 GPa and 12 GPa
with LDA and GGA calculations, respectively. Configurations 6 and 2 turn out to be
the same after optimization in LDA calculations, while they remain distinct in GGA
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calculations. These pattern of defect relaxation indicates strong anharmonic effects,
with possibly shallow local energy minima in configuration space, and confirms that
anharmonic effects can be very sensitive to the choice of exchange-correlation functional
when relatively weak bonds are involved [78].
Substitution of Mg or Si by H atoms increases the average distance between oxygen
ions in the substitutional site and the polyhedron volume. The volumes of regular SiO4
and Mg1O6 polyhedra are 2.32 and 12.10 Å3 at 0 GPa and 2.25 and 11.20 Å3 at 12 GPa,
respectively, demonstrating that the volume of SiO4 and Mg1O6 polyhedra decrease by
3.0 and 7.4%, respectively, as pressure increases to 12 GPa. For all defect configurations,
the (4H)SiO4 tetrahedron at 0 GPa is much larger ( 40%) and more compressible than
the regular SiO4 tetrahedron. On the one hand, the volume of the defect in Configuration
1 changes from 3.27 Å3 at 0 GPa to 2.85 Å3 at 12 GPa (volume compressed by 12.8%).
On the other hand, the (2H)MgO6 octahedron is only slightly larger ( 4% larger) than
that of Mg1O6, with its volume changing from 12.58 Å3 at 0 GPa to 11.01 Å3 at 12 GPa
(volume compressed by 12.5%). Generally, the OH bond length in(2H)XMg is larger than
that in (4H)XSi , and most of these bond lengths increase with increasing pressure, a sign of
hydrogen bond formation with another oxygen across the interstitial site [153, 154, 155].
4.3.2 Stability of dominant defects
After computing vibrational free energies and configurational entropies of the two types
of hydrous vacancies considered in this study, the difference in formation energies vs.
water content, temperature, and pressure (see equation (4.8)) can be computed. This free
energy difference, ∆LDAr (P, T ) and ∆GGAr (P, T ) at 0 and 12 GPa are shown in figure 4.3.
It is clear that the formation energy difference and, therefore, the predominance of one
defect population over the other, depend on both pressure and temperature. Both LDA
and GGA calculations predict that (2H)XMg defects dominate at high temperatures, while
(4H)XSi defects dominate at ambient temperature. For instance, at a typical upper mantle
pressure and temperature (12 GPa and 1700 K), the hydrous Mg defect is more stable.
The key to this high-temperature stabilization is the configurational entropy.
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4.4 Discussion
To investigate the origin of the relative stability of these two defects at different pres-
sures and temperatures, we recalculated the free energy difference (equation (4.8)) by
examining the effect of various terms contributing to the free energy difference at GGA
level. First, figure 4.3 clearly indicates that by increasing pressure the stability field of
the hydrous Si defect is extended to higher temperatures. This pressure effect is best
investigated at 0 K. In Figure 4, the enthalpy difference ∆GGGAr (P, 0) = ∆Hr(P, 0) and
the contribution of P∆V r(P ) to ∆Hr are plotted as a function of pressure. The stability
of the (4H)XSi defect increases with increasing pressure primarily because this defect is
more compressive than the hydrous Mg defect, as noted above. Therefore, it is clearly
very important to obtain the correct pressure dependences for these defect structures.
The stabilization of the (2H)XMg defect with increasing temperature is easier to un-
derstand. This defect is stabilized by entropy; but, as indicated above, there are several
contributions to the configurational entropy, including the lattice configurational en-
tropy and the entropy caused by different internal configurations of certain hydrous
defect. The latter can be investigated by considering different numbers of (2H)XMg and
(4H)XSi defects separately.
Effects of internal configuration entropy of (2H)XMg and (4H)
X
Si defects are illustrated
in figure 4.5a and figure 4.5b, respectively, as plots of temperature vs. water content.
Below (above) the line the free energy difference favors (4H)XSi defects (2H)
X
Mg defects. In
figure 4.5a, the relative stability of ((2H)XMg defect increases by increasing the number of
(2H)XMg configurations considered, but changes little when the number of configurations
exceeds seven. This result can be explained by the probabilities of these configurations
(table 4.1). The probabilities of Configurations 8–9 are negligible even at high temper-
ature due to their high formation energies. A similar trend is also observed for (4H)XSi
defect configurations. The stability of this type of defect changes little when these low
probability configurations are included. The most influential configurations are those
with low energy and high probability. Therefore, taking more configurations with larger
formation energies of (2H)XMg and (4H)
X
Si defects will not change further their relative
stability. Figure 4.5 indicates that nine configurations of (2H)XMg and seven configu-
rations of (4H)XSi defects are sufficient to investigate the relative stability of these two
59
defect types. This result clearly points to the importance of proper identification and
sampling of possible defect configurations in these calculations.
The impact of various entropy sources on the formation energy difference of these two
hydrous defects is illustrated in figure 4.6 as function of temperature and water content.
Figures 4.6a and 4.6b include contributions from the internal configurational entropy for
variable numbers of defect configurations in each site and exclude contributions from
vibrational (entropic or enthalpic) free energy, Gvib, as well as “mixing” free energy,
Gmix = ˘TSconf, where Sconf is given by equation (4.7). These figures indicate how the
relative stability of these defects varies with the number of configurations identified.
In particular, the (4H)XSi defect stability can be overestimated if an insufficient number
of (2H)XMg defect configurations is included. Figures 4.6c and 4.6d demonstrate that
inclusion of vibrational effects further stabilize the (2H)XMg relative to the (4H)
X
Si defect.
This effect is due to the lower frequency of O-H vibrational modes in the (2H)XMg (see
figure 4.2). Figures 4.6e and 4.6f indicate that the (2H)XMg defect stability increases to a
greater extent when the contribution of lattice configuration entropy (Gmix) is include.
For nearly the same water content, the number of (4H)XSi defects is half the number of
(2H)XMg defects, and, therefore, the (4H)
X
Si defects contribute less entropy resulting in
the destabilization of (4H)XSi at higher temperatures. This effect is clearly dependent of
water content in the range of water concentration expected in natural olivine samples,
that is, less than 1000 ppmw [13]. A comparison between the diagrams presented in
figures 4.5a - 4.5b and 4.6a - 4.6f provides a clear indication of the necessity to include
all internal defect configurations, Gmix, and Gvibsimultaneously in these calculations.
This conclusion is general and applies to all hydrous defects in nominally anhydrous
minerals. The results discussed above clearly point out the increase stability of the
(2H)XMg defect with increasing temperature.
Our results correspond to situations where thermodynamic equilibrium can be
achieved in the presence of enstatite. As pointed out earlier [139], the relative stability
of these defects depends on the nature of coexisting phases. However, the increased sta-
bility of the (2H)XMg defect with increasing temperature is independent of the coexisting
phase. This situation is primarily due to the lattice configuration entropy effect. Here
we emphasize that the internal configuration entropy of these defects also affects their
relative stability. It is not a trivial exercise to identify all of them and calculations need
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to be approximate. Besides, as pointed out above, ab initio calculations have systematic
errors that are not easily accessible and anharmonic effects might be important as well.
Also, one can easily imagine other defect states not addressed here, for example, similar
Mg2 defects, interstitial protons, etc. For instance,
{
(3H)/Si + H
·
i
}x
, i.e., three protons
in the Si vacancy and one proton in the interstitial site, or similarly
{
(H)/Mg + H
·
i
}x
,
have much larger entropy owing to the large number of configurations available for in-
terstitial protons. The free energy of these defects should also be carefully investigated
for obtaining a full picture of their relative stability. Therefore, direct comparison of
these results with experimental observations can be subtle and difficult.
4.5 Implications
Our results have some interesting implications, despite their uncertainties. The desta-
bilization of (4H)XSi with respect to the (2H)
X
Mg defect with increasing temperature, as
shown in figure 4.3, should produce changes in experimental IR spectra, if equilibrium
conditions are achieved. Similarly, the populations of different (4H)XSi or (2H)
X
Mg defects
also depend on temperature (see table 4.1) and could equally well produce changes in
IR spectra. The precise temperature at which such spectral changes should manifest
is difficult to predict accurately given the factors mentioned above. Nevertheless, our
results might explain a change in the IR spectrum of hydrous olivine, that is, a reversible
change in intensity of the 3612 cm−1 peak, upon heating and cooling [156]. This promi-
nent low-temperature band is thought to belong to the (4H)XSi group, confirming our
observation that equilibrium between different types of hydrous defects are temperature
dependent. This band involves the coupled stretching of the four OH– groups of one
particular (4H)XSi configuration and suggests that a change in the defect geometry with
temperature might explain the change of IR band without requiring proton migration
or a change in the nature of the hydrous defect [144]. Indeed, even within the quasi har-
monic approximation (QHA), results presented in table 4.1 suggest that the probability
of different (4H)XSi defect configurations can vary considerably within the temperature
range of Yang and Keppler’s experiment [156]. For example, while the most stable con-
figuration of (4H)XSi defect is marginally more likely at 300 K, the second most stable
configuration is more likely at 1500 K. While probabilities shown in table 4.1 might carry
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significant uncertainties, this type of result is consistent with the proposal of Balan et al.
[144]. This possibility should be addressed in the future with anharmonic calculations
of the IR spectra of these different defect configurations. Our calculations indicate that
water speciation in olivine is influenced by temperature and pressure, in addition to the
well-known influence of the surroundings. As mantle properties may be affected by the
speciation of water in olivine, application of experimental results to the mantle should
account for these water-speciation dependencies.
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Figure 4.1: Configurations of (4H)XSi and (2H)
X
Mg defects. Red and white spheres repre-
sent oxygen ions and protons, respectively. Pink and green polyhedra represent vacant
Si and Mg sites. Configurations 1, 2, 4, and 6 of (4H)XSi and configuration 1 of (2H)
X
Mg are
from Umemoto et al., [26]. Configurations 3, 5, and 7 of (4H)XSi are from Xue et al., [132]
with the fourth hydrogen in configuration 7 existing just beneath O1. Configurations
1–6 and 8 of (2H)XMg were described in the Walker et al [138].
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Figure 4.2: Vibrational density of states (VDOS) at GGA level for a 2 × 1 × 2 supercell
of forsterite at 0 GPa (see text for q point sampling). Black, red, and blue correspond
to defect-free, one (2H)XMg and one (4H)
X
Si defect configurations, respectively.
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Figure 4.3: Gibbs free energy difference between the two hydrous defects considered in
this study, ∆LDA,GGAr (P, T ) given by equation (4.8), in temperature–water concentration
space at (a) LDA result at 0 GPa and (b) GGA result at 0 GPa; (c) LDA result at 12
GPa and (d) GGA result at 12 GPa. (2H)XMg is more (less) stable than (4H)
X
Si defects in
the red (blue) regions. The total number of distinct (2H)XMg and (4H)
X
Si configurations
considered in this study are 9 and 7, respectively. The solid line denotes the boundary
between the red and blue regions, that is, ∆Gr(P, T ) = 0.
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Figure 4.5: ∆GGGAr (P, T ) = 0 (see equation (4.8)) at 12 GPa including different internal
configuration energy contributions plotted parametrically in temperature–water content
space. In (a) various numbers of distinct (2H)XMg configurations and seven distinct (4H)
X
Si
configurations are considered, while in (b) nine (2H)XMg and various numbers of (4H)
X
Si
distinct configurations are considered. The ratio of the number of distinct configurations,
#(2H)XMg :#(4H)
X
Si , are shown in the legend.
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Figure 4.6: Plots of ∆GGGAr (P, T ) = 0 (see equation (4.8)) at 12 GPa including different
internal configuration energy contributions plotted parametrically in temperature–water
content space. (a and b) exclude Gvib and Gmix, (c and d) include Gvib and exclude
Gmix, (e and f) exclude Gvib and include Gmix. The ratio of the number of distinct
configurations, #(2H)XMg :#(4H)
X
Si , are shown in the legend.
Chapter 5
Fe isotope fractionation in
Fe-bearing bridgmanite
Ab initio investigation of the Fe isotope fractionation between Fe-bearing bridgmanite
and metallic hexagonal close-packed (HCP) Fe at core-mantle segregation condition (40–
60GPa, 3000–4000K) revealed that the low-spin Fe in bridgmanite can enrich more
heavy Fe isotopes. Consequently, this might cause the bulk silicate Earth (BSE) Fe
isotopically heavier than chondrites by ∼ 0.04 h (in δ56Fe). In contrast to the scenario
on the Earth, the core of smaller planets like Mars and Vesta formed at a shallower
depth and the Fe in the silicate phases is in the high spin state, therefore, no significant
Fe isotope fractionation can be caused by the core formation process. Consequently,
the core-mantle segregation process can explain the inconsistent observations of the Fe
isotopic signature on Earth and on other smaller planets or chondrite.
5.1 Introduction
In the past decades, Fe isotopic abundances have been used to study the accretion and
differentiation of Earth or to constrain the light elements in the core [28, 29, 30, 31,
44, 32, 33, 157, 34, 37, 38, 158, 43, 39]. Recent studies reveal that the Fe in terrestrial
basalts are isotopically heavier than that of chondrites. For example, the mid-ocean ridge
basalts (MORBs) enrich the heavy Fe isotope (56Fe) by +0.1 h relative to chondrites
[40], while the basalts from Mars and Vesta have chondritic Fe isotopic composition
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within uncertainty [44, 37].
There are different interpretations of these observations. Fe isotopes fractionate
during the core-mantle segregation with more light Fe isotope going into the metallic
core, leaving the remaining part of Earth isotopically heavier [32, 43]. However, some
studies show that the Fe isotope will not fractionate between silicate and metal phase
[159, 160]. In addition, the primordial Earth may evaporate more light Fe isotope during
or after accretion [45, 31, 44]. Other studies proposed that the mantle has chondritic Fe
isotopic composition [41, 37, 42], and the systematic elevated Fe isotopic composition of
basalts actually originated in magmatic differentiation [161, 40].
Accurate Fe isotope fractionation factors among silicate phases and metal phases at
core formation condition are required to determine whether the core formation process
could fractionate the iron isotope in the Earth. Due to the inaccessibility of the core-
mantle segregation event both physically and temporally, this can only be investigated
experimentally and theoretically at the proposed conditions, or through meteorites sam-
ples. For example, a few studies measured the iron isotopic composition of separated
olivine and metal phases from the pallasite [37, 162], or silicate phases and metallic
phases (iron or iron alloy) at high pressures [159, 30, 160, 34, 39]. According to the
basic idea of isotope fractionation within the harmonic model, any factor that can affect
the chemical bond strength can alter the isotope ratio and cause the isotope fractiona-
tion. Normally, the isotope fractionation will be proportional to 1/T 2 in the harmonic
model, but if the temperature is too high, for example, near the melting point, then an-
harmonicity would be nonnegligible, and the isotope fractionation properties might be
totally different. As the structure of the silicate phase might change with pressure, the
isotope fractionation data derived from low pressure might be only suitable for studying
small planets or asteroids but cannot be extrapolated to the core formation conditions
of early Earth. In addition, Fe in bridgmanite (ABO3 type silicate perovskite), the most
voluminous mineral in the lower mantle, can be positioned in the A and B sites of bridg-
manite and in different valence states, with Fe3+ in the B site undergoing spin crossover
at lower mantle pressures [163, 46, 47]. Therefore, the effects of pressure, iron valence,
spin states, and crystallographic site on iron isotope fractionation need to be clarified to
investigate the isotopic fractionation between bridgmanite and metallic iron.
Recent studies revealed that Fe3+ could also be abundant Frost:2004. Therefore, the
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(Mg, Fe3+)(Si, Fe3+)O3 model is also included in this study. In addition, as the Fe3+ and
Al can substitute for Mg and Si in the lower mantle [164, 165, 166], (Mg, Fe3+)(Si, Al)O3
is also investigated. Together with the (Mg, Fe2+)SiO3, the influence of the valence state,
the crystallographic site, and spin state on the Fe isotope fractionation (and the average
force constant 〈F 〉) of Fe-bearing bridgmanite can be studied. Pure HCP iron is used
to represent the metal phase during the core-mantle segregation process. Then the
equilibrium Fe isotope fractionation factors among these phases are used to deduce the
isotopic signature of the bulk silicate Earth.
5.2 Method and Calculation Details
5.2.1 Fe isotope nomenclature and the reduced partition function ratio
(β factor)
Fe isotope fractionation in the literature has been reported either in the form of 56Fe/54Fe
or 57Fe/54Fe relative to the standard metallic iron reference IRMM-14 in the notation
δ56 Fe or δ57 Fe, which is defined as
δ56Fe =
[ (
56Fe/54Fe
)
sample(
56Fe/54Fe
)
IRMM−014
− 1
]
× 103. (5.1)
The δ57Fe is also defined in a similar method and normally, δ57Fe ≈ 1.475 × δ56Fe
as only mass-dependent fractionation is expected. n this study, we report the Fe isotope
fractionation in terms of the 56Fe/54Fe ratio. The equilibrium Fe isotope fractionation
factor between phase A and phase B is given as the α notation.
103 lnαA−B ≈ ∆56FeA−B = δ56 FeA − δ56 FeB (5.2)
If phase B is a perfect gas of element X, then the isotope fractionation factor is defined
as the reduced partition function ratio or the β factor [69]. Therefore, αA–B can be
calculated as αA−B = βA/βB, and δ56FeA − δ56FeB ≈ 103 (lnβA − lnβB). Here the β
factor can be calculated by equation (2.71) described in chapter 2.
The reduced partition function ratios or the β factor also can be derived from the
mean force constant of the iron bonds, 〈F 〉, using NRIXS spectroscopy by 103 lnβ =
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2904 〈F 〉
T 2
[167]. In this study, we report our isotope data in both 103 lnβ and 〈F 〉 format
in order to compare with previous studies.
5.2.2 DFT calculations
All calculations were performed using the local density approximation (LDA) augmented
by the self- and structurally consistent Hubbard Usc (LDA+Usc method)[168, 169, 170]
since standard DFT functionals do no capture strong correlation effects of 3d electrons
properly. The pseudopotentials used here are the same as in the [171]. The plane-
wave kinetic energy and charge density cut-off are 40 and 160 Ry, respectively. All
calculations of Fe-bearing bridgmanite were performed in the 40-atoms supercells. One
of the eight Mg2+ ions in A site is substituted by one Fe2+ ion to get (Mg, Fe2+)SiO3;
substituting a nearest-neighbor Mg2+–Si4+ pair by a Fe3+–Fe3+ or a Fe3+–Al pair
to get (Mg, Fe3+)(Si, Fe3+)O3 or (Mg, Fe3+)(Si, Al)O3 [172, 171]. Electronic states were
sampled on a shifted 2 × 2 × 2 and 12 × 12 × 10 k-point grid [173] for all modeled
Fe-bearing bridgmanite and HCP iron, respectively.
The structures at a series of pressure were optimized using the variable cell-shape
damped molecular dynamics [98, 99] prior to conducting any further calculations. Con-
vergence threshold of the total energy and atomic force for ionic minimization were less
than 10-6 Ry and 10-4 Ry/a.u, respectively. Phonons have been calculated for all the
system using density functional perturbation theory (DFPT) [64] within the LDA+U
functional [174]. Calculated force constants [175, 172, 171] and dynamical matrices sam-
pled a regular q-point grid (2 × 2 × 2 for bridgmanite and 4 × 4 × 3 for HCP iron) in
the Brillouin Zone, then they were interpolated in a denser q-point grid (8 × 8 × 8 for
bridgmanite and 20 × 20 × 20 for HCP Fe) to obtain the vibrational density of states,
the key element to obtain the reduced partition function ratio.
5.3 Results and Discussion
The calculated 103 lnβ56/54Fe of Fe isotope for all models at 60 GPa are plotted in
figure 5.1. This is the suggested pressure of the core formation proceeded in the early
Earth history [30, 34, 176, 177].
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Figure 5.1: 103 lnβ56/54Feof different configurations of Fe in bridgmanite and pure HCP
Fe at 60 GPa, the typical pressure expected for core formation in early Earth. Spin
states are denoted by HS (high spin) and LS (low spin). Low and high quadrupole
splitting (QS) states are marked with low and high QS, respectively. The selected site
considered for Fe isotope fractionation is represented by bold fonts. Comparison with
bridgmanite [34] and basaltic glass [30] are also shown here.
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The isotope fractionation properties of Fe in A and B sites are investigated sep-
arately, the investigated Fe site is marked in bold font in the chemical formula. For
example, (Mg,HSFe2+)SiO3 (the superscripts HS or LS on the left side of Fe cation
means the high or low spin state) indicates the Fe in the A site is addressed, while
(Mg,HSFe3+)(Si,HSFe3+)O3 and (Mg,HSFe3+)(Si, LSFe3+)O3 indicates that the Fe in
A and B sites are addressed separately. However, the measurement of Fe isotope cannot
distinguish the substitutional Fe in the A or B site, thus the Fe isotope fractionation
in A and B sites should be considered simultaneously if they both exist, which is corre-
sponding to the isotope fractionation of (Mg,HSFe3+)(Si,HS/LSFe3+)O3 . Or the Fe
isotope fractionation properties can be estimated by using the weighted average among
(Mg,HSFe3+)(Si,HS/LSFe3+)O3 and (Mg,HSFe3+)(Si,HS/LSFe3+)O3 if the percentages
of Fe in A site and B site and the spin state are known. The 56Fe-enrichment order in
bridgmanite follows the sequence: Fe2+ in A site < Fe3+ in A site < high spin Fe3+ in
B site < low spin Fe3+ in B site.
The 103 lnβ56/54Feof pure HCP iron is also shown in figure 5.1, which shows negligible
Fe isotope fractionation from (Mg,HSFe2+)SiO3 . The relationship between the bond
lengths and 103 lnβ56/54Feare shown in figure 5.2. Also, the pressure-depended force con-
stants for Fe-bearing bridgmanite and HCP iron are shown in figure 5.3. The calculated
force constant of metal iron agrees with the experimental results from Liu et al. [30]
within the uncertainties of the measurement validate the accuracy of the calculations.
The force constant is monotonically increased with pressure for all phases, and the rela-
tionship between 〈F 〉 and P were fitted quadratically and listed in table 5.1, from which
the force constant and the beta factor for all phases can be calculated.
5.4 Discussion
5.4.1 Effect of valence state of Fe in bridgmanite
The 103 lnβ56/54Feof (Mg,
HSFe2+)SiO3 in either high or low quadrupole splitting (QS)
and (Mg,HSFe3+)(Si, Al)O3 show that Fe3+ tends to host more heavier isotopes than
Fe2+ in the A site. This is consistent with previous studies for other multi-valence
cations, for example, V5+ enrich heavier vanadium isotopes than the V3+ in the solution
condition[178]. This is expected based on the understanding that sites having smaller
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Figure 5.2: (a) The Fe-O bond lengths and the average bond length of each Fe
in the Fe-bearing bridgmanite, the selected site considered for Fe-O bond length
is represented by bold fonts, for example, the (Mg,HSFe3+)(Si,HS/LSFe3+)O3 and
(Mg,HSFe3+)(Si,HS/LSFe3+)O3 represent the average Fe-O bond lengths in A site and
B site, respectively. The solid circle denotes the average bond length of each system.
(b) The beta factor versus average bond length of all modeled Fe-bearing bridgmanite
at 60 GPa and 3000 K.
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Figure 5.3: The averaged force constant 〈F 〉 of the Fe-bearing bridgmanite and HCP Fe
versus pressure, and the comparison with the recent measured result from Liu et al. [30]
and Yang et al. [39] and the calculated result from Rustad and Yin[33].
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Table 5.1: Pressure dependence of the force constant 〈F 〉 values of Fe-bearing bridgman-
ite and HCP Fe. The relationship between the force constant 〈F 〉 (unit in N/m) and
pressure P (unit in GPa) were described as 〈F 〉 = a×P 2 + b×P + c, the valid pressure
range is between 20 – 40 GPa.
Phase a b c
(Mg,HSFe2+)SiO3 high QS -0.002842 3.070993 140.518891
(Mg,HSFe2+)SiO3 low QS -0.002335 2.652545 142.482044
(Mg,HSFe3+)(Si, Al)O3 -0.004168 3.335824 179.505546
(Mg,HSFe3+)(Si,HSFe3+)O3 -0.006397 3.888531 213.951361
(Mg,HSFe3+)(Si,HSFe3+)O3 -0.002108 2.914729 185.397171
(Mg,HSFe3+)(Si,HSFe3+)O3 -0.010685 4.862300 242.507287
(Mg,HSFe3+)(Si, LSFe3+)O3 -0.008089 4.886690 290.271265
(Mg,HSFe3+)(Si, LSFe3+)O3 -0.003291 3.001019 185.103635
(Mg,HSFe3+)(Si, LSFe3+)O3 -0.012888 6.772426 395.438021
HCP Fe -0.003119 2.662175 175.181727
average nearest neighbor distances (n.n.d.) produce larger isotope ratios [179, 180, 178,
181]. This also can be explained as “smaller sites” are less favored by isotopic lighter
ions with larger vibrational amplitudes. As shown in figure 5.2(a), the average Fe3+ –O
distance (2.05 Å for the Fe in A site, 1.84 Å for the HS Fe in the B site and 1.79 Å
for the LS Fe in the B site at 60 GPa) is shorter than the Fe2+ –O distance (2.07 Å
for the high QS (Mg,HSFe2+)SiO3 and 2.12 Å for the low QS (Mg,HSFe2+)SiO3 at
60GPa). The Fe3+-bearing bridgmanite enriches more heavy isotopes than the Fe2+-
bearing bridgmanite, which shown in figure 5.2(b).
5.4.2 Effect of the crystallographic site in bridgmanite
The 103 lnβ56/54Feof (Mg,
HSFe3+)(Si,HSFe3+)O3 and (Mg,HSFe3+)(Si,HSFe3+)O3 in
figure 5.1 and figure 5.2(b) show that the Fe3+ in the B site enriches heavy Fe isotopes
compared to the Fe3+ in the A site. The 103 lnβ56/54Feof (Mg,
HSFe3+)(Si,HSFe3+)O3
and (Mg,HSFe3+)(Si, LSFe3+)O3 are undistinguishable, and both of them are very close
to that of (Mg,HSFe3+)(Si, Al)O3 showing that cations in the B site have limited influ-
ence on the fractionation properties of Fe in the A site. In addition, the average Fe3+ –O
bond length in the A site is very similar in all of the Fe-bearing bridgmanite models,
but all are significantly larger than these in B site as shown in figure 5.2.
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5.4.3 Effect of the spin state of Fe in bridgmanite
In Fe-bearing bridgmanite, Fe in the A site remains in the high spin (HS) state through
the whole mantle pressure range, while Fe3+ in the B site undergoes spin crossover to
the low spin (LS) state between 40-70 GPa [163, 46, 47, 171, 182, 183]. And the B site
shrinks while this spin transition occurs. The β factors of (Mg,HSFe3+)(Si,HSFe3+)O3
and (Mg,HSFe3+)(Si, LSFe3+)O3 show that the spin state does affect the Fe isotope
fractionation. Low spin Fe is richer in 56Fe than high spin Fe. The rational for such
influence is similar to that of valence and site. Low spin Fe3+ has shorter average Fe–O
distances than high spin Fe3+ (see figure 5.2). This happens because low spin Fe has all
five 3d electrons in the t2g orbitals pointing away from oxygen ions, while high spin Fe
has two of the 3d electrons in the eg orbitals pointing toward the nearest oxygen ions,
which increases the Fe-O distances .
In reality, Fe in the B site transforms from the high spin to the low spin state
between 40 and 70 GPa[163, 46, 47, 183, 171, 182], so the β factor could shift from
(Mg,HSFe2+/3+)(Si, Al, HSFe3+)O3 values to (Mg,HSFe3+)(Si, LSFe3+)O3 values pro-
portionally to the fraction of iron in the B sites and spin state.
The β factors of (Mg,HSFe2+)SiO3 and (Mg,HSFe3+)(Si, Al)O3 are similar to the
recent experimental data on basaltic glass at 60 GPa [30], which might demonstrate
that Fe in basaltic glass in that experiment was in the high spin state and in the A-like
(large) site. The calculated β factor of Fe-bearing bridgmanite at 60 GPa in Shahar et
al.,[34] is slightly larger than that of (Mg,HSFe2+)SiO3 in our study for some unclear
reason.
5.4.4 Effect of iron position in the A site of bridgmanite
Mössbauer quadrupole splitting (QS) experiments on Fe-bearing bridgmanite identified a
transition from a low QS (LQS) to a high QS (HQS) [184, 185], suggesting the possibility
of an intermediate spin state with S=1 [186, 187]. However, ab initio calculations showed
that two HS states with different QS are possible in bridgmanite [188]. These states have
HS Fe2+ in slightly different sites with different d-orbital occupancies, which produces
different Mössbauer QS, one low and one high, as observed experimentally. Thus, the
LQS-HQS transition corresponds to a change in atomic position of Fe, as shown in the
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Figure 5.4: Energy as a function of y coordinate of iron in (Mg,HSFe2+)SiO3 perovskite.
The two minima at P = 0 and 60 GPa correspond to two stable positions, both with
Fe2+ (with 3d6 configuration) in the HS state (S=2). Insets show the electronic charge
density of the “spin down” electron in each stable position. These states have distinct
iron Mössbauer quadrupole splitting. At 90 GPa only one of the positions is stable,
corresponding to the HQS state. Purple spheres indicate oxygen atoms with the longest
bond length.
figure 5.4. The minimum around 0.51 corresponds to the LQS, while the one around 0.54
corresponds to the HQS state, [188]. The effect of different QS states is also investigated
here. The calculated Fe isotope fractionation signature of low QS and high QS states in
(Mg,HSFe2+)SiO3 are similar, particularly in the high-temperature range, as shown in
figure 5.1.
The difference between the force constant obtained in recent measurements of Fe-
bearing bridgmanite and those computed here are shown in figure 5.3. As shown in Yang
et al., [39], the averaged force constant of bridgmanite increased with pressure up to 45
GPa, then it dropped and remains constant within the accuracy above 60 GPa. The
reason behind this behavior remains unclear, but this might be caused by the highly
anharmonic nature of this double well structure. The consequence of this effect is the
average force constant of Fe is smaller than either the pure low QS or high QS state.
To sum up, the Fe isotope fractionation properties in Fe-bearing bridgmanite are
influenced by valence, site, and spin state, which are related to the Fe incorporation
mechanism in bridgmanite, as well as pressure.
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5.4.5 The implication of Fe isotope fractionation during core forma-
tion in planets
The iron isotope fractionation between core and mantle during core formation has been
extensively studied to understand the iron isotopic composition of the Earth. The enig-
matic condition of core formation is constrained to be 50 GPa (not greater than 60GPa)
[176]. The Fe isotopic composition of Earth’s mantle can be calculated using the isotope
mass balance relationship [29]:
δ56FeBE = δ
56FeMantle × fFeMantle + δ56FeCore × fFecore
= δ56FeMantle × fFeMantle + (δ56FeBSE −∆56FeMantle−Core)× (1− fFeMantle)
(5.3)
where δ56FeBE is the Fe isotopic composition of bulk Earth, generally assumed to have
the chondritic value (0‰). The fFe is the mass fraction of Fe in mantle or core, and the
fFeMantle is set to 0.161 according to McDonough[189]. As the Fe isotope fractionation
between different Fe phases and the Fe alloy with light elements are typically very small
[30, 34], pure HCP iron is used to represent the metal phase during the core-mantle
segregation in the Earth. ∆56FeMantle−Core is the isotope fractionation factor among
different Fe-bearing bridgmanite models and the HCP iron.
The simulated Fe isotopic compositions of Bulk Silicate Earth (BSE) with different
types of bridgmanite are shown in figure 5.5. The 60 GPa results are shown in solid/dash
lines, and the 40 GPa (lower boundary) and 60 GPa (upper boundary) results are also
shown in shade area as references. Figure 5.5 shows clearly that the occupation site
and spin states of Fe in bridgmanite affect the isotopic composition of the mantle in
our model. The overlap of the estimated Fe isotopic composition of BSE [41, 36] and
model prediction in figure 5.5 show the evaluated Fe isotopic composition of Earth’s
upper mantle can be caused by core segregation at ∼40-60 GPa, 3000-4000 K, which is
the proposed core-mantle segregation condition. To be more specific, Fe in the B site of
bridgmanite, ((Mg,HSFe3+)(Si,HSFe3+)O3 ), or mixture of Fe in low spin in the B site
and Fe in the A site ((Mg,HSFe3+)(Si, LSFe3+)O3 ) can cause the elevated BSE value.
To further constrain the Fe isotope composition of the BSE, the proportions of the
Fe in each site and spin state are required. Recent theoretical results indicated that
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Figure 5.5: The range in Fe isotopic compositions of bulk mantle predicted from core
segregation with different bridgmanite models at 60 GPa. The shaded area below the
line shows the range of the simulated Fe isotopic composition for each model, which
corresponding to the conditions at 40GPa (lower boundary), and 60 GPa (upper bound-
ary) respectively. The light green or purple field is the estimated range for Bulk Silicate
Earth based on Sossi et al.,[36] and Craddock et al.,[41], respectively.
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about 1/4 Fe would be in low spin state at the proposed core formation condition [171].
Then the estimated Fe isotope composition of BSE will be 0.043h if all Fe3+ are in
the B site, and 0.026h if the Fe3+ is equally split into A and B site. As Fe should
also go into ferropericlase, according to recently published experimental force constant,
ferropericlase also enriches heavy Fe isotopes compared to metal phase [39]. Therefore,
the Fe isotope composition of the BSE can be even higher. In addition, as stated by
Fujino et al. [164, 165], Fe3+ could replace Al in the B site and become low spin
between 50-70 GPa. Then, the iron isotope would fractionate even further between the
mantle and core phase. According to these assumptions, the core-mantle segregation
on the Earth would elevate the Fe isotope signature of BSE to a distinguishable value
compared with the average Fe isotope composition of chondrites.
For planets whose core formation occurs at a shallow depth, for example, Mars and
Vesta, Fe in the silicate phases are in the high spin states, and the absence of Fe3+ in
their samples implies that the majority of Fe in Mars and Vesta mantle must be in Fe2+
state [35, 36, 190] and high spin states during the core forming. The discussion above
show that Fe isotope fractionation between high spin Fe-bearing silicate minerals/rocks
and metal iron are very small and cannot cause large Fe isotope fractionation between
silicate part during the core-mantle segregation process. Therefore, the core formation
process in the Earth can cause the elevated Fe isotopic composition of the mantle but
not in Mars or Vesta.
Chapter 6
The Si isotope evidence show Earth
might be non-chondritic
Ab initio investigation of the isotope fractionation between bridgmanite and Fe-Si alloy
at the mantle pressure range (20-140 GPa) reveals that the silicon isotope fractionates
between the silicon and the metallic phases. The consequence of core-mantle segregation
has also been studied by deriving the isotope composition of the bulk Earth (BE) or bulk
silicate Earth (BSE) from the calculated silicon fractionation factor and the natural
observations from recent literature. It turns that the Earth might be non-chondritic for
silicon isotope.
6.1 Introduction
Iron and silicon are two of the major elements on the Earth, and they exist from the
silicate surface to the metallic core in many different forms. For decades, the iron and
silicon isotopes have been used to study the early histories of accretion and differentiation
in the Earth and other planets in the solar system [28, 30, 31, 32, 33, 34, 37, 42, 39],
and the elemental and isotopic composition of the Earth, such as constrain the possible
light elements in the core[191, 34].
Recent studies reveal that the iron [40] and silicon [192] in terrestrial basalts
(δ56 Febasalts ––+0.1h and δ30 Sibasalts –– - 0.29h ) are isotopically heavier than that of
chondrites (CI chondrites, δ56 Fechondrite ––0.0h and δ30 Sichondrite –– - 0.44h ). This
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could reflect the equilibrium isotope fractionation among silicate and metal phases during
core-mantle segregation [32, 43], our recent study on iron isotope fractionation between
Fe-bearing bridgmanite and HCP iron suggests that core formation can cause the mantle
heavier in iron isotope (chapter 5), other interpretations include evaporation of light el-
ements into space during the accretion [31, 44] or partial melting extract heavy isotopes
out of the mantle [41, 37, 42], a more recent study indicates that silicon isotope can
fractionate during the nebular processes [45].
Isotope fractionation occurs among phases with different chemical bonding environ-
ments [74, 180, 181] and the bond strength affects the isotope fractionation. Normally,
the phase with stronger bond enriches more heavy isotopes. Therefore, isotopes fraction-
ate among phases with cations in different bond environments, such as different valence,
spin states, and the coordination number (CN) of cations. Since pressure affects spin
states for iron and structural environments for silicon, the iron and silicon isotope frac-
tionation data obtained at low pressure among silicate and metallic phases might not be
extrapolated to the high-pressure range.
Silicon has a single valence state (Si4+) on the Earth’s mantle, but the structural
environment of silicon changes drastically from the upper mantle (CN=4) to the lower
mantle (CN=6), recent study has already showed that the silicon isotope can fractionate
between the upper and lower mantle mainly due to this structure change [191]. Thus, the
silicon isotopic composition of the upper mantle might not be used to represent the whole
mantle. In addition, silicon in the core is alloyed with iron, and its valence is different
compared with the silicon in the silicate phases. According to the fundamental ideas of
isotope fractionation, all these would affect the silicon isotope fractionation. Recent mea-
surements of the silicon isotope fractionation factor at low pressure (∼ 1 GPa) between
silicate and metal might not be used to study the event occurred in the high-pressure
range, such as core-mantle segregation; besides, the derived isotope fractionation factors
are inconsistent. For example, the prefactor, A, in the ∆30 Si(silicate–metal) ––A× 10 6/T2
ranges from 8.04 to 4.42 [193, 194, 195, 196]. Therefore, the silicon isotope fractiona-
tion behavior among silicate and metallic phases at high-pressure range needs further
investigation to study the isotopic composition or the differentiation history of the Earth.
In this study, we investigated the silicon isotope fractionation between bridgmanite
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and the Fe-Si alloy at a range of pressures and focus on core-mantle segregation con-
dition specifically. We checked the effect of core-mantle segregation on the iron and
silicon isotope fractionation simultaneously. Furthermore, a layered model is adopted to
constrain the silicon isotopic composition of the lower mantle as well as that of the bulk
silicate Earth (BSE) with the silicon content in the core.
6.2 Method and Calculation Details
6.2.1 Reduced partition function ratio, β factor
The silicon isotope fractionation is normally reported in the 30Si/28Si ratio with the
standard NBS-28 in the notation δ30 Si. See definition below:
δ30Si =
[
(30Si/28Si)sample
(30Si/28Si)standard
− 1
]
× 103 (6.1)
The equilibrium Fe isotope fractionation between phase A and phase B is given in
the α notation
103 lnαA−B ≈ ∆30SiA−B = δ30 SiA − δ30 SiB (6.2)
αA–B (defined as the ratio of isotope ratios in phase A and B:αA–B = RA/RB) is
called the isotope fractionation factor between phase A and phase B. If phase B is the X
element, the isotope fractionation factor is defined as the reduced partition function ratio
β [69]. Therefore, αA–B can be represented as αA–B –– βA/βB, and δ30SiA − δ30SiB ≈
103 (lnβA − lnβB). Here the β factor can be calculated by equation (2.71) described in
chapter 2.
6.2.2 DFT calculations
All calculations were performed using the local density approximation (LDA) augmented
by the self- and structurally consistent Hubbard Usc (LDA+Usc method) [168, 169, 170]
since standard DFT functionals do no capture strong correlation effects of 3d electrons
properly. The pseudopotentials used here are the same as in [171]. The plane-wave
kinetic energy and charge density cut-off are 80 Ry and 800 Ry, respectively. The Fe-Si
alloy is modeled in a 16-atom supercell with the Si/Fe = 1/15. Electronic states were all
84
sampled on a shifted 4×4×4 k-point grid [173]. The structure at arbitrary pressure was
optimized using variable cell-shape damped molecular dynamics [98, 99] for pressure
relaxation before conducting any further calculations. Total energy, residual atomic
forces were less than 10 –6 Ry, 10 –5 Ry/a.u, respectively. Phonons have been calculated
for all the system using density functional perturbation theory (DFTP) [64] within the
LDA+U functional [174]. Calculated force constants and dynamical matrices sampled
a regular 2 × 2 × 2 q-point grid in the Brillouin Zone. Then they were interpolated
in a denser q-point grid to obtain the vibrational density of states (12 × 12 × 12 for
Fe-Si alloy), the key element to obtain the reduced partition function ratio, β, as in the
equation (2.71). All the calculations are performed in the Quantum Espresso package
[95, 94]
6.3 Results
The β factor of silicon of all phases studied at 60 GPa are shown in figure 6.1. The
silicon isotope beta factor sometimes is reported with the prefactor A in the equation
10 3 lnβSi = A× 10 6 /T2. Here, the dependence of A for the silicon isotope fractionation
with pressure is plotted, and the comparison with experimental results is shown in
figure 6.2, respectively. The relationship between A and pressure is fitted for silicon
isotopes and is shown in table 6.1.
Table 6.1: Fitted parameters for A = a × P 2 + b × P + c . The valid pressure range is
between 20 – 140 GPa.
Phase a b c
(Mg, HSFe2+)SiO3 High QS -0.000073 0.048605 4.227072
(Mg, HSFe2+)SiO3 Low QS -0.000074 0.048731 4.226928
(Mg, HSFe3+)(Si, Al)O3 -0.000073 0.048139 4.239752
(Mg, HSFe3+)(Si,HSFe3+)O3 -0.000080 0.048186 4.100707
(Mg, HSFe3+)(Si, LSFe3+)O3 -0.000073 0.047843 4.140838
Fe15Si -0.000022 0.021434 2.022159
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Figure 6.1: The dependence of calculated Si isotope β factor versus temperature. All
the Fe-bearing bridgmanite have similar Fe isotope compositions, but all contain more
heavy Fe isotope than the FeSi alloy.
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6.4 Discussion and implication
6.4.1 Si isotope fractionation between bridgmanite and Fe-Si alloy
Different models of bridgmanite show limited fractionation on the silicon isotope in the
high-temperature range, but all significantly enrich heavy silicon isotope compared to the
FeSi alloy as shown in figure 6.1. The recently determined silicon isotope fractionation
factor between silicate and metallic phases at low pressure are significantly larger than
the calculated isotope fractionation factor between bridgmanite and FeSi alloy at 60
GPa (see figure 6.2), where the core and mantle are believed to segregate [176]. For
example, the isotope fractionation factor derived by Shahar et al.[194] is much higher
than the calculated isotope fractionation factor between bridgmanite and the metallic
phase. Even the silicon isotope fractionation factor derived from Hin et al. [193] is much
smaller than values in Shahar et al. [194], even though it is still quite large compared
with our calculated values.
The reason behind this might be related with the silicate phases used in different
studies, for example, in both Shahar et al. [194] and Hin et al. [193], the equilibrium
pressure was set at 1 GPa, the silicate phase could not be bridgmanite, but might
be olivine instead. Thus, using the isotopic fractionation data from the low-pressure
experimental range will overestimate the silicon isotope fractionation factor between
silicate and metallic phase during the core-mantle segregation. Therefore, to better
study the effect of core formation on silicon isotopic composition of the bulk silicate
Earth (BSE) and bulk Earth (BE), or constrain the silicon content in the metallic core,
an accurate silicon isotope fractionation factor at core-mantle segregation condition is
required.
6.4.2 Implications for Si isotopic composition of BSE/BE and Si con-
tent in the core
With the knowledge of the silicon isotopic fractionation factor between bridgmanite and
the metallic core, the silicon content in the Earth’s core can be estimated by the mass
balance principle if the silicon isotopic composition of BE and BSE is known. However,
as summarized in Hin et al. [193], the choice for a silicon isotopic composition of the BE
is relatively arbitrary. In addition, according to Huang et al. [191], as the structure of
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Si-O polyhedron of upper and lower mantle minerals changes from CN=4 to CN=6, thus
the silicon might fractionate among upper and lower mantle minerals. More specifically,
the upper mantle might be isotopically heavier than the lower mantle in silicon isotope.
Therefore, the isotopic composition of the upper mantle cannot be used to represent the
lower mantle or the BSE.
To investigate the isotopic composition of the BSE, the amount of silicon in the metal-
lic core, and whether BE is chondritic in silicon isotopes, two models are adopted here to
check the silicon isotopic composition of BE and BSE. In the first model, the silicon iso-
topic composition of BSE is assumed known, for example, δ30 SiBSE –– – 0.34 ∼ – 0.37h
[191], according to the mass balance principle, the relationship between δ30 SiBE and the
silicon content in the core can be expressed by:
(fcore[Si]core + fBSE[Si]BSE)δ
30SiBE−fcore[Si]core δ30Sicore + fBSE[Si]BSE δ30SiBSE (6.3)
where fBSE/core are the mass fractions of the BSE and the core; [Si]BSE/core are the silicon
content in these layers. According to McDonough [197] the fBSE ––0.68, and fcore ––1-fBSE;
and the content of silicon in the mantle is [Si]BSE=21.4%. The relationship between
δ30 SiBE and silicon content in the core ([Si]core) are shown in figure 6.3(a), if the Earth
is chondritic in silicon isotope, which equals approximately –0.48h , then the silicon
in the core required to be about 40 wt%. This value is much higher than the current
best estimation, for example, 6 wt% [197]. Therefore, the Earth cannot be chondritic,
or silicon isotopic composition of BSE estimated is inappropriate.
In the second model, BE is assumed to have chondritic silicon isotope composition,
but the mantle is not homogeneous in silicon isotope, which means the silicon isotope
can fractionate among upper mantle, lower mantle, and core. And we assume the sili-
con fractionated before the core-mantle segregation. Thus, the mass balance equation
changes to:
(fcore[Si]core + fLM[Si]LM + fUM[Si]UM)δ
30SiBE =fcore[Si]core δ
30Sicore
+ fLM[Si]LM δ
30SiLM
+ fUM[Si]UM δ
30SiUM
(6.4)
where fUM/LM/core are the mass fractions of the upper mantle, lower mantle, and the core;
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Figure 6.3: The relationship between the silicon isotope composition of different spheres
of Earth and the Si content in the core (wt %) based on two models. (a) imagine the
silicon isotopic composition of BSE is –0.34h to –0.37h based on the study from
Huang et al. 2014, and derive the possible silicon isotopic composition of BE according
to the calculated silicon isotope factor between silicate and metallic phases. (b) imagine
the composition of BE is CI chondritic, mantle is not homogeneous, and there is silicon
isotope fractionation between upper and lower mantle, and the isotope fractionation
between lower mantle and metallic core are based on our calculation. Then the isotopic
composition of lower mantle and BSE can be derived as a function of silicon content in
the core based on the mass balance equation.
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[Si]UM/LM/core are the silicon content in these layers. fUM ––0.23, and fLM ––0.45 according
to McDonough [197]. The silicon isotope composition of BE, which has chondritic com-
position, and upper mantle are set to –0.48h [198] and –0.29h , respectively. The
relationship among silicon isotope composition of the lower mantle, BSE, and silicon
content in the core ([Si]core) are shown in figure 6.3(b). If we assume there is around 6
wt% silicon in the core, the δ30 SiBSE should between –0.41 ∼ –0.45h , which is much
lower than the estimation from previous studies [191, 194, 192].
From two different models described above, it seems that either the Earth is not
chondritic in the silicon isotope or the current estimation of silicon isotopic composition
of BSE is not accurate. Other possible explanations include fractionation might have
occur during the early accretion, when light silicon isotopes evaporated into space, or
during the big impact that occurred in the early history of Earth that could have added
materials with heavy isotopes.
6.5 Conclusions
The silicon isotope fractionation factor between bridgmanite and the metallic phase has
been determined from ab initio calculations, which is significantly smaller than the low-
pressure experimental results. To study the isotope fractionation during the core-mantle
segregation process, the silicate phase should be stable when the segregation process oc-
curred. Using a lower pressure phase, for example olivine, might overestimate the silicon
isotope fractionation factor between silicate and metallic phases. Our calculated results
suggest that the Earth might not be chondritic in silicon isotopes, or the previously
estimated silicon isotopic composition of BE and BSE are not accurate.
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Appendix A
Acronyms
Care has been taken in this thesis to minimize the use of jargon and acronyms, but
this cannot always be achieved. This appendix defines jargon terms in a glossary, and
contains a table of acronyms and their meaning.
A.1 Acronyms
Table A.1: Acronyms
Acronym Meaning
DFT density functional theory
DFPT density functional perturbation theory
HA harmonic approximation
QHA quasi harmonic approximation
EOS equation of state
VDOS vibrational density of state
NAMs nominally anhydrous minerals
HCP hexagonal close-packed
BE bulk Earth
BSE bulk silicate Earth
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