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Abstract
Plastic deformation in polycrystals is governed by the interplay between intra-granular slip and grain boundary-
mediated plasticity. However, while the role played by bulk dislocations is relatively well-understood, the contribution
of grain boundaries (GBs) has only recently begun to be studied. GB plasticity is known to play a key role along
with bulk plasticity under a wide range of conditions, such as dynamic recovery, superplasticity, severe plastic defor-
mation, etc., and developing models capable of simultaneously capturing GB and bulk plasticity has become a topic
of high relevance. In this paper we develop a thermodynamically-consistent polycrystal plasticity model capable of
simulating a variety of grain boundary-mediated plastic processes in conjunction with bulk dislocation slip. The model
starts from the description of a single crystal and creates lattice strain-free polycrystalline configurations by using a
specially-designed multiplicative decomposition developed by the authors. This leads to the introduction of a particular
class of geometrically necessary dislocations (GND) that define fundamental GB features such as misorientation and
inclination. The evolution of the system is based on an energy functional that uses a non-standard function of the GND
tensor to account for the grain boundary energy, as well as for the standard elastic energy. Our implementation builds
on smooth descriptions of GBs inspired on diffuse-interface models of grain evolution for numerical convenience.
We demonstrate the generality and potential of the methodology by simulating a wide variety of phenomena such as
shear-induced GB sliding, coupled GB motion, curvature-induced grain rotation and shrinkage, and polygonization via
dislocation sub-grain formation.
Keywords: A. grain boundary plasticity, microstructures, B. crystal plasticity, constitutive behavior, polycrystalline
materials
1. Introduction
Engineering materials, particularly metallic alloys, almost always involve polycrystals, characterized by a con-
glomerate of grains with different crystal orientations1 separated by grain boundaries (GBs). Deformation models of
polycrystalline materials must then necessarily account for grain boundary plasticity, such as that produced by shear-
induced grain boundary motion, grain rotation and shrinkage, in addition to bulk or intra-grain plasticity. In fact, both
classes of mechanisms often co-occur, such that it is typically quite difficult to distinguish between these in the general
context of deformation. Never is this more true than in the well-known cases of recovery, grain growth, and recrys-
tallization [1, 2], which are commonplace processes taking place during high-stress deformation of metallic alloys
–particularly at elevated temperature–, and where grain boundaries undergo microstructural transformations contem-
poraneously with bulk dislocations [3, 4]. Traditionally, however, both types of transformations have been modeled
separately, as independent processes that are then linked via some phenomenological coupling (some of these will be
discussed below). This has proven unsatisfactory to capture the full complexity observed during microstructural evo-
lution at high stress and/or temperature. It thus urges to take a fresh look at the current theories to explore new avenues
to model polycrystal plasticity with co-occurring grain boundary evolution.
The advent of highly-accurate and efficient atomistic methods has enabled the direct simulation of the mechanisms
behind grain boundary evolution. Recent applications of molecular dynamics (MD) simulations has opened a new
∗Corresponding author
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1With respect to a global laboratory frame of reference.
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window into the rich physics and complexities associated with grain boundary phenomena [5, 6, 7, 8, 9]. In addition,
other methods such as the phase field crystal (PFC) model [10, 11], a continuum model which operates at atomic length
and diffusive time scales, has been successfully used to simulate various mechanisms observed in grain boundary
plasticity [12]. As well, discrete disclinations, a method pioneered by Taupin et al. [13], has been used successfully to
obtain the energetics of grain boundaries, although the kinetics is still an open problem.
Evidently, the spatio-temporal limitations of atomistic, PFC, and disclination-based models preclude us from study-
ing recovery and recrystallization on relevant timescales. Yet, new models can and should benefit from the understand-
ing gained over the last few years from atomic-level simulations of grain boundaries structure and properties. Another
outstanding limitation of most mesoscale continuum models is that they either cover the evolution of microstructure
or deformation, but not both, lacking the generality to model annealing and recovery phenomena. For example, phase
field models such as the Kobayashi–Warren–Carter (KWC) model [14, 15], or the multiphase field model [16, 17], and
cellular automata [18] have been specifically devised to study the kinetics of grain growth, but do not capture defor-
mation. On the other end of the spectrum are various crystal plasticity (CP) models for polycrystals which have been
successfully applied to fundamental problems in materials deformation with a high rate of accuracy [19, 20, 21]. These
models are geared towards modeling bulk plasticity, with fixed grain boundaries playing a surrogate role of describing
the variations in slip planes and elastic moduli, and at times providing the necessary back stress to resist the build
up of bulk dislocations [22, 23], or to incorporate grain boundary sliding [24, 25]. A notable exception to the above
observation is a class of sharp-interface models developed by Cahn et al. [5], Basak and Gupta [26], Frolov and Mishin
[27], wherein grain boundaries move and result in macroscopic deformation. Nevertheless, since these models are not
rooted in crystal plasticity they are less equipped to deal with the interaction of bulk dislocations and grain boundaries,
which plays a key role during the stages of recovery and recrystallization.
Very interesting advances have been proposed recently by coupling phase field/level set/cellular automata models
to standard crystal plasticity [28, 29, 30, 31, 32, 33] to include microstructure evolution along with deformation. In
these coupled models, the plastic strain or the stress are updated using CP and the resulting dislocation density is
passed to the grain boundary evolution model, which uses it in a penalty function to steer grain boundary evolution to
areas of high accumulated plastic strain. Therefore, within this framework, deformation is a result of only bulk crystal
plasticity, and grain boundary motion does not contribute to macroscopic deformation. This implies phenomena such
as shear-induced grain boundary motion, grain sliding and subgrain nucleation are beyond the reach of such models.
While the power of these coupled formulations to simulate grain boundary kinetics along with deformation at
different levels of accuracy must be recognized, in this paper we propose a model that can simulate bulk and grain
boundary plasticity in unison. The model stems from a unifying framework developed recently by the authors [34].
Unlike in bulk polycrystal plasticity, where the reference configuration (represented by the vector X) is a strain-free
polycrystal (resulting in piecewise-constant slip systems and elastic moduli) with initial state described as F L =
FP = I (where F L and FP are the elastic and plastic part of the deformation gradient F , and I is the identity
tensor), in this framework we begin with a strain-free single crystal as the reference configuration, and grain boundaries
emerge naturally as arrangements of geometrically necessary dislocations (GNDs) that preserve the compatibility of
the deformation. This is done using a special decomposition of F (X, 0) ≡ I by having FP(X, 0) as a smoothened
piecewise-constant rotation field and F L = F pT. The above construction results in a lattice strain-free diffuse-
interface polycrystal as the initial state, with grain misorientations arising due to the presence of GNDs. The unique
feature of this framework is that grain boundaries are not viewed as a new class of defects, but an integral part of the
microstructure, thus making the interaction of bulk dislocation with grain boundaries a tractable problem.
This notion of grain boundary GNDs is subsequently used to construct a system free energy expressed as a non-
standard function of the GND density along with the classical elastic energy. This free energy is then used in a
dissipative thermodynamic framework that leads to evolution equations that can be integrated under a variety of con-
ditions representative of elementary grain boundary processes. We demonstrate the potential of this unified framework
and the constitutive law by simulating coupled grain boundary motion, grain sliding, rotation and subgrain nucleation
during dynamic recovery.
The paper is organized as follows: after this Introduction section we discuss the phase field approach by Kobayashi
et al. [15, 14] in Section 2, which we use a starting point to elaborate our theory. We then introduce the kinematic
framework to include grain boundary kinetics in Section 3, followed by the derivation of balance laws in Sections 4
and 5. In Section 6, we develop a thermodynamically-consistent constitutive law, followed by results in Section 7,
where we discuss the numerical aspects of the model and show how the model handles the various grain boundary
processes mentioned above, including polygonization. We finalize with a discussion and the conclusions. We use
2
standard notation throughout the paper unless noted otherwise. 2
2. The Kobayashi-Warren-Carter model for crystal grain evolution
The Kobayashi-Warren-Carter (KWC) model, proposed by Kobayashi et al. [15, 14] is a phase-field model to study
grain evolution in polycrystalline materials. The model for a two-dimensional polycrystal Ω0 ∈ R2, consists of two
scalar order parameters φ and θ, representing, respectively, phase state and crystal orientation. φ ranges between 0
(disordered phase) and 1 (crystalline state), while θ represents the orientation3 of a crystal. The KWC free energy
functionalWKWC is given by
WKWC[φ, θ] =
∫
Ω0
ψKWC dV. (1)
with
ψKWC(φ,∇φ,∇θ) = α
2
2
|∇φ|2 + f(φ) + g(φ)s|∇θ|+ 
2
2
|∇θ|2, (2)
and
f(φ) = e(φ− 1)2,
g(φ) = φ2.
The constants e, α,  and s are material constants. The Euler–Lagrange equations resulting from taking independent
variations of ψKWC with respect to φ and θ are given by
bφφ˙ = α24φ− fφ − gφs|∇θ|, (3a)
bθ θ˙ = Div
[
2∇θ + gs ∇θ|∇θ|
]
, (3b)
where bφ and bθ are the inverse mobilities of the phase fields φ(X) and θ(X), respectively. Lobkovsky and Warren
[35] have shown that the sharp-interface limit of equations (3a) and (3b) gives rise to grain rotation and grain boundary
motion by curvature.
The term ∇θ/|∇θ| makes (3b) a singular diffusive equation4. This is a consequence of having the non-standard
weighted total variation term g(φ)s|∇θ| in (2). This term tends to localize the grain boundary, while 2|∇θ|2/2 tends
to diffuse it. The opposing nature of the two terms can be easily examined by studying the steady state solution of a
bicrystal (see Kobayashi and Giga [36]). If  = 0 and s 6= 0, then the steady-state solution for θ(X) is a step function,
resulting in a sharp-interface bicrystal. Conversely, for s = 0 and  6= 0, θ is a linear function in steady state. The
two terms in |∇θ| therefore act together giving rise to grain boundaries with finite width. In addition to grain boundary
regularization,  plays an important role in the mobility of the grain boundary, as will be shown below.
For the sake of numerical convenience, Kobayashi and Giga [36] proposed to replace the singular term in (3b),
|∇θ|, with the non-singular approximation:
p(|∇θ|) := ln(cosh(γ|∇θ|))
γ
(4)
where γ is an adjustable parameter. This term converges to |∇θ| in the limit γ → ∞. The resulting Euler-Lagrange
equations are now given by
bφφ˙ = α24φ− f,φ−g,φ sp, (5a)
bθ θ˙ = Div
[
2∇θ + gsp,|∇θ|
]
. (5b)
2All scalar, tensor and vector fields in this paper are assumed to be infinitely smooth unless otherwise stated. Bold letters are used to represent
vectors and tensors. The derivative of a field f(•) with respect to its argument • is denoted by f,•. ∇ denotes the gradient operator, and its
action on vector and scalar fields in indicial notation is defined as [∇v]ij := vi,j and [∇a]i := a,i respectively. The divergence operator is
denoted by Div, and its action on vector and tensor fields in indicial notation (with Einstein summation convention) is defined as Div v := vi,i and
[DivT ]i := Tij,j respectively. The volume and surface elements in the reference configuration are denoted by dV and dA respectively.
3Since the system is two-dimensional, a scalar is sufficient to represent the orientation of a crystal.
4See [36] for an excellent introduction to singular diffusive equations
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Figure 1: Comparison of the steady state numerical solution to the steady state analytical solution given in Appendix A.
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Figure 2: Evolution of the θ field during rotation and shrinkage of a circular grain according to the KWC model.
For a nominal parameter set, the above model results in the steady state profiles given in Fig. 1a for φ and θ. As
the figures show, within each grain φ = 1, which symbolizes perfect crystalline order. φ drops in value at the grain
boundary. For its part, θ behaves as a regularized step function, with the step height representing the misorientation. An
important aspect of the KWC model is that the evolution of both phase field variables is linked due to the cross-term in
(3a), which attaches the grain boundary to the evolution of both variables. The numerical details behind these profiles
as well as details about the solution procedure can be found in Appendix A.
One of the most attractive features of the KWC model is that its free energy functional allows for processes such as
grain rotation and shrinkage. The two modes can be explored independently by appropriately choosing the mobilities
in eqs. 3a and 3b. For example, for a circular grain of radius 20 nm with a misorientation of 60◦ embedded inside a
square domain, the two processes are simulated in Fig. 2, with rotation manifesting itself as changes in misorientation
–without grain boundary displacement–, and shrinkage as a constant misorientation with inward motion of the grain
boundaries.
Despite this great flexibility, the KWC free energy functional is subjected to two fundamental limitations. The first
is that it is completely phenomenological, without any connection to the underlying plastic mechanisms. In second
place, because the driving force for grain boundary motion modeled using the KWC functional arises only due to its
curvature, it is insensitive to external stress. Therefore, the KWC functional cannot model phenomena such as shear-
induced grain boundary motion. The main aim of this paper is to devise a polycrystal plasticity model that can address
these shortcomings to study the general response of polycrystalline systems to deformation.
3. Kinematics of polycrystal plasticity
The aim of this section is to present the kinematics behind a continuum polycrystal plasticity model capable of
simultaneously modeling bulk deformation and grain boundary evolution. First, in Section 3.1, we define the kine-
matic variables of bulk polycrystal plasticity with fixed grain boundaries and identify the challenges involved in their
generalization to include grain boundary evolution. In Section 3.2, we discuss the central idea of the paper in order to
address the challenges of bulk polycrystal plasticity by introducing an abstract kinematic framework of constructing
grain boundaries using geometrically necessary dislocations. Using the kinematic framework introduced in Section 3.2,
4
a thermodynamically-consistent polycrystal plasticity model with grain boundary energy is developed in Sections 4, 5
and 6.
3.1. Kinematics of bulk polycrystal plasticity
As is customary in continuum mechanics, a body is represented as an open subset B of the three-dimensional
Euclidean space R3. The deformation of the body is described relative to a reference configuration B0 ∈ R3. A point
in B0 is referred to as a material point, and it is denoted by X . A time-dependent deformation of the body is given
using a one-to-one deformation map y(X, t) such that detF 6= 0, where
F (X, t) := ∇y, (6)
where ∇ is the gradient with respect to the material coordinate. A central idea in the theory of crystal plasticity is the
multiplicative decomposition of the material deformation gradient into lattice and plastic components [37, 38, 39], i.e.
F = F LFP, (7)
where F L denotes the lattice distortion, and FP denotes the lattice-invariant plastic distortion. In this paper, FP
represents a lattice-invariant plastic shear associated to the mechanism of dislocation slip. Note that unlike F , F L and
FP are not necessarily gradients of vector fields. FP maps the infinitesimally small material element dX to FPdX .
The collection of distorted material elements FPdX is denoted by lattice configuration. Therefore, FP maps the
reference configuration to lattice configuration, and F L maps the lattice configuration to the deformed configuration.
Since FP represents plastic distortion due to dislocation slip, its evolution is given using the available families of
dislocation slip planes sα and their normal mα,5 along with the slip rates vα. FP is evolved using the flow rule and
the initial condition
F˙P = LPFP, (8a)
FP(X, 0) = I, X ∈ B0 (8b)
respectively, where LP is commonly referred to as the plastic velocity gradient. In single crystal plasticity, LP is
defined as the linear combination of slip contributions on all available slip systems, denoted by superindex α, where
each slip system is defined by a unique set of sα andmα:
LP :=
A∑
α=1
vαsα ⊗mα. (9)
The Schmid tensor sα⊗mα projects the amount of slip on each system w.r.t. the laboratory frame of reference. For bulk
polycrystal plasticity with fixed grain boundaries, sα and mα in (9) are replaced by R0sα and R0mα respectively,
whereR0 is a fixed piecewise constant rotation tensor describing the relative orientation of each grain.6
In single crystal plasticity, the elastic free energy density, denoted by ψ, is assumed to be a function of the lattice
Lagrangian strain
EL := ((F L)TF L − I)/2, (10)
while in polycrystal plasticity, ψ(EL) is replaced by ψ(R0ELR0T), reflecting the piecewise constant elastic response
of each grain. Therefore, bulk polycrystal plasticity is equivalent to single crystal plasticity with save for the difference
that the slip directions, slip plane normals, and the elastic moduli are piecewise constant in the former.
The primary aim of this paper is to generalize the above described bulk polycrystal plasticity model to include
grain boundary evolution. We first note that an evolving grain boundary may not only affect bulk deformation but
it also results in plastic distortion. For example, consider a circular grain embedded in a larger ambient grain, with
a misorientation of ∆θ which results in a nonzero grain boundary energy. One possible mechanism to decrease the
internal energy is for the circular grain to shrink thus decreasing the grain boundary surface area. As the grain boundary
5The vectors sα andmα exist in the lattice configuration.
6In other words, the slip direction and the slip plane normals are piecewise constant in bulk polycrystal plasticity.
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Figure 3: In two-dimensions, the above construction results in exactly two non-zero components (G31 andG32) ofG. In particular, for a symmetric
tilt boundary oriented as shown above, G32 ≡ 0 when θ is a step function.
sweeps through the material, the lattice in the swept region rotates by an angle of ∆θ, while the rest of the lattice
remains unchanged. If FP is equal to identity during this process, then this results in an incompatible F . This is a
conclusive evidence that FP 6≡ I in the swept area. In other words, grain boundary motion always results in plastic
distortion. Next, we present our approach for modeling grain boundary evolution within the framework of polycrystal
plasticity.
3.2. An abstract kinematic framework to include grain boundary plasticity
The central idea behind our approach is to define grain boundaries as dislocation arrangements with their own
unique properties and densities that suffice to specify the key properties of each boundary. One of the most important
advantages of this idea is that plastic distortion due to grain boundary motion emerges naturally from the original
flow rule given in (8a), without the need to specify extra mechanisms to account for their contributions to plastic
deformation. In Section 7 we show that this approach can indeed model phenomena such as shear-induced grain
boundary motion, grain boundary sliding and grain rotation.
We begin by noting that a polycrystalline material such as that discussed in Section 3.1 is modeled as a sharp-
interface system with R0(X) ∈ SO(3), a step function in the space of special orthogonal tensor fields, representing
the lattice rotation field in the polycrystal, with piecewise-constant values in each grain. In addition, recall that in
Section 3.1 the reference configuration is a lattice strain-free polycrystal with the initial state:
F (X, 0) = F L(X, 0) = FP(X, 0) ≡ I. (11)
In the current framework, we start instead with a single crystal as the reference configuration, and an initial state given
by:
F L(X, 0) = R0(X), FP(X, 0) = R0(X)T, (12)
resulting in
F (X, 0) ≡ I. (13)
Fig. 3 shows the decomposition given in eqs. (12) and (13) for a single grain boundary in a bicrystal. Recall that FP
deforms the material leaving the lattice fixed, while F L deforms the lattice resulting in a total deformation gradient F
that is compatible. Comparing the reference and the final configurations in Fig. 3, this assertion seems contradictory,
since the material is shown to be deformed even though F ≡ I . We have resolved this apparent contradiction resorting
to the notion of weak-convergence discussed in our recent work [34], by which interpreting FP(X, 0) = R0T(X) and
F ≡ I for a discrete lattice in an average sense, as a sequence of lattice-invariant deformations, proves the correctness
of eqs. (12) and (13).
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The piecewise-constant field R0(X) results in a sharp-interface polycrystal with surfaces at which R0(X) jumps
signaling the existence of a grain boundaries. Alternatively, these jumps can be replaced with a smoothened version
R˜0(X) ∈ SO(3) ofR0, resulting in a diffuse-interface grain boundary.7 The smoothening results in a more convenient
numerical implementation (see Admal et al. [34]) of the kinematic variables, as they can be discretized using continuous
finite elements. In addition to numerical simplicity, we will show in Section 6 that a diffuse-grain boundary description
enables us to construct a grain boundary energy inspired from the KWC energy functional.
An important consequence of the decomposition given in eq. (12) is that the resulting sharp/diffuse-interface poly-
crystal is lattice strain-free since the Lagrangian strain, defined in (10), is equal to zero. Therefore, eq. (12) describes
a polycrystalline state which is obtained from a reference single crystal by the right amount of slip in each grain such
that grains undergo relative rotation but the underlying lattice in the polycrystal remains strain-free.
The main advantage of the initial kinematic state constructed using (12) is that we have immediate access to the
grain boundary dislocation density content in the form of the geometrically necessary dislocation density G tensor
defined as
G = FP CurlFP, (14)
where Curl denotes the curl8 of a tensor field with respect to the material/reference coordinate. See Acharya [40]
for a discussion on the physical significance of the above definition, and other alternatives. For a given normal n in
the lattice configuration, the vector GTn measures the net Burgers vector of dislocation lines per unit area passing
through a plane of normal n, in the lattice configuration. From the definition of G in (14), it is clear that for a sharp-
interface polycrystal, G is not a function but a distribution whose support is the collection of grain boundary surfaces.
For instance, the bicrystal constructed in Fig. 3 results in G31 = θ0δ(X), while all other components are identically
equal to zero. On the other hand, G32 is not equal to zero for a flat diffuse grain boundary. This can be seen using a
smoothened step function θ˜(X1) describing the orientation of the two-dimensional bicrystal, and FP = R0T(θ˜(X1)).
The GND tensor evaluated using (14) results in
G31 = − cos(θ˜(X1))θ˜′(X1), G32 = − sin(θ˜(X1))θ˜′(X1), (15)
and rest of the components ofG identically equal to zero. Constructing grain boundaries using GNDs has the advantage
that the evolution ofG not only tracks bulk dislocations but also sharp/diffuse grain boundaries.
In Section 7.2, we show that constructing grain boundaries using GNDs enables us to simulate shear-induced grain
boundary motion since dislocations move under applied shear stress. In addition, we show in Section 7.3 that grain
boundary motion by curvature is also possible within this framework by including grain boundary energy in the free
energy through a non-standard dependence on G and a phase field variable φ which has the same significance in this
model as in the KWC model. The exact functional dependence on G and φ will be made clear in Section 6 when we
make the connection with the KWC energy functional.
Summarising the kinematics of the polycrystal plasticity model, we have the displacement u := y − X , slip
rates vα (α = 1, . . . , A), and φ as the independent kinematic variables. Corresponding to these kinematic variables,
we introduce conjugate forces, power and a virtual power formulation in the next section, and derive the necessary
momentum balance laws.
4. Virtual power formulation of the standard and microscopic force balance
In this section, we develop a virtual power formulation for the kinematic variables introduced in Section 3 based
on the framework developed by Gurtin [20]. Let P0 ⊂ B0 denote an arbitrary part of the body. The formulation of
the principle of virtual work is based on the balance between external powerW(P0) expended on P0, and the internal
power I(P0) expended within P0. We assume that the internal power is expended by a stress P conjugate of F , a
7Note that the components of a R˜0 ∈ SO(3) are not obtained by regularizing the components of its piecewise-constant counterpart R0(X).
Instead, it has to be constructed by appropriately regularizing the axis and angle descriptors ofR0(X).
8 The curl of a tensor field T is defined as
(CurlT )n := Curl(TTn),
where n is an arbitrary constant vector, and the curl on the right-hand-side of the above equation is the curl of a vector field defined as (Curl v)i =
ijkvj,k , for any vector field v. In indicial notation, it is given by (CurlT )ij = ipqTjq,p.
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stress vector p conjugate to ∇φ, a scalar internal microscopic force pi power-conjugate to φ˙, and for each slip system
α, a scalar internal microscopic force Πα power-conjugate to the slip vα, and a vector microscopic stress ξα power
conjugate to ∇vα. In other words, the internal power expended within P0 is given by
I(P0) =
∫
P0
(P · F˙ + p · ∇φ˙+ piφ˙) dV +
∑
α
∫
P0
(Παvα + ξα · ∇vα) dV. (16)
The external power on P0 is assumed to be a result of body forces, and various traction forces acting on ∂P0. The
structure of the work done by external traction forces is obtained by examining the surface integrals resulting from the
expression for internal power given in (16), i.e.
I(P0) =
∫
∂P0
[
PN · y˙ + p ·N φ˙+
∑
α
(ξα ·N)vα
]
dA+∫
P0
[
φ˙(pi −Divp)− y˙ ·DivP
]
dV +
∑
α
∫
P0
(Πα −Div ξα)vα dV. (17)
Note that the surface integrals in (17) consist of a macroscopic surface traction that is conjugate to y˙, and two classes
of microscopic tractions that are conjugate to φ˙ and slip rates respectively. This suggests the following form for the
external power:
W(P0) =
∫
∂P0
[
t(N) · y˙ + s(N)φ˙+ Ξα(N)vα
]
dA (18)
where t is the macroscopic traction conjugate to y˙, and s and Ξα are microscopic tractions conjugate to φ˙ and vα
respectively.
Taking independent variations in y˙, φ˙ and vα (α = 1, . . . , A), we arrive at the necessary macroscopic and micro-
scopic force balance equations.
Macroscopic force balance
DivP = 0 in B0, (19a)
t = PN on ∂B0. (19b)
Microscopic force balance for each slip system α = 1, . . . , A
Div ξα −Πα = 0 in B0, (20a)
Ξα = ξα ·N on ∂B0. (20b)
Microscopic force balance for φ
Divp− pi = 0 in B0, (21a)
s = p ·N on ∂B0. (21b)
5. Energy Balance
In this section, we introduce the law of the balance of energy, and the second law of thermodynamics expressed in
the form of the Clausius–Duhem inequality. Table 1 list the notation for the various physical quantities introduced in
this section. All densities defined in Table 1 are with respect to the reference volume.
Energy balance for an arbitrary subpart P0 of the body is given by
˙∫
P0
 dV = −
∫
∂P0
q · n dA+
∫
P0
r dV +W(P0), (22)
where q denotes the heat flux vector, and r denotes the external heat source. By the principle of virtual work, we have
W(P0) = I(P0). Therefore, substituting (16) into the above equation, we obtain the following in a differential form:
˙ = −Div q + r + (P · F˙ + p · ∇φ˙) +
∑
α
(Παvα + ξα · ∇vα) + piφ˙. (23)
8
 energy density,
q heat flux vector,
r external heat source,
η entropy density,
T absolute temperature,
ψ = − Tη free energy density
Table 1: Notation introduced in Section 5
It is convenient to express the term P · F˙ , which is the power expended due to deformation, in terms of the lattice
Lagrangian strain EL as
P · F˙ = S · E˙L +
A∑
α=1
(ψ,EL m
α ·CLsα)vα,
= S · E˙L +
A∑
α=1
ταvα, (24)
where
S := F L−1PF pT, τα := ψ,EL m
α ·CLsα (25)
are the lattice stress tensor and the resolved shear stress on the α slip plane respectively. The second law is written in
the form of the Clausius–Duhem inequality for an arbitrary subpart P0 as
˙∫
P0
η dV ≥ −
∫
∂P0
q · n
T
dA+
∫
P0
r
T
dV, (26)
where η(X, t) and T (X, t) denote the entropy density and temperature fields respectively. This implies
η˙ ≥ −Div
( q
T
)
+
r
T
. (27)
Multiplying the above equation by T results in
T η˙ ≥ −Div q + q · ∇T
T
+ r
= ˙− (S · E˙L + p · ∇φ˙)−
∑
α
(Παvα + ταvα + ξα · ∇vα)− piφ˙+ q · ∇T
T
, (28)
where to arrive at the last equality, we replaced Div q using the relation given in (23). Introducing the free energy
density ψ = − Tη into the above equation, we obtain the following dissipation inequality:
ψ˙ + T˙ η − (S · E˙L + p · ∇φ˙)−
∑
α
(Παvα + ταvα + ξα · ∇vα)− piφ˙+ q · ∇T
T
≤ 0. (29)
6. Constitutive equations and the Coleman–Noll procedure
In this section, we arrive at thermodynamically-consistent constitutive laws that connect the forces introduced
in Section 4 to the kinematic variables introduced in Section 3.1 using the Coleman–Noll procedure. The guiding
principle here is to include grain boundary energy in addition to the bulk elastic energy into the free energy density ψ
through its dependence on s = (T,∇T,EL,G, φ, φ˙,∇φ), v = (v1, . . . , vα) and ∇v = (∇v1, . . . ,∇vα). We begin
with the following constitutive assumptions:
ψ = ψ̂(s,v,∇v), (30)
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and the fields η, q, ξα, pi, Πα and S are assumed to be functions of s, v, ∇v and FP. The dependence of the free
energy on EL andG instead of F L, FP or∇FP is a result of the frame-invariance of ψ [41].
Using the Coleman–Noll procedure, demonstrated in Appendix B, we arrive at the following restrictions on the
above functional forms that make them thermodynamically-consistent. First, ψ does not depend on ∇T , φ˙, v or ∇v,
and
η = −ψ,T , (31a)
S = ψ,EL , (31b)
p = ψ,∇φ . (31c)
Second, the microscopic stress ξα consists of an energy part ξαen, and a dissipative part ξ
α
d , i.e.
ξα = ξαen + ξ
α
d . (32)
ξαen can be interpreted as the distributed Peach–Koehler force due to the pile up of dislocations, and it is given by
ξαen = J
P(FP)−1(mα ∧ ψ,G sα), (33)
where JP := detFP. The term ξαd is the dissipative microstress conjugate to the gradient in slip rate, and given by
ξαd = B
α∇vα, (34)
where Bα is a positive-valued inverse mobility associated to ∇v. Finally, the scalar internal microforces Πα and piα,
and the heat flux vector q are given by
Πα = ψ,G : (SαG+GSαT)− τα + bα(s,v,∇v)vα, (35a)
q = −K(s,v,∇v)∇T, (35b)
pi = ψ,φ +b
φ(s,v,∇v)φ˙, (35c)
where the functions bα and bφ are positive-valued inverse mobilities associated to the slip rate vα and φ˙ respectively,
and K is the thermal conductivity tensor. Summarising, we have now expressed all forces appearing in the governing
equations 19, 20, 21 and 23 in terms of the kinematic variables, temperature and its gradient.
6.1. Bulk and grain boundary energies
In this section, we construct an explicit free energy density ψ(T,EL,G, φ,∇φ) such that it includes temperature-
dependent bulk elastic and grain boundary energies. We assume that ψ is additively decomposed into bulk elastic and
grain boundary energy densities, given by
ψ = ψb(T,EL) + ψgb(T, φ,∇φ,G), (36)
where we assume that ψb is the classical elastic energy that depends only on T and EL, while ψgb is independent of EL.
For ψgb, we use the following polyconvex energy density for isotropic materials proposed by Ciarlet and Geymonat
[42],
ψb =a(3 + 2 Tr(EL)) + b(3 + 4 Tr(EL) + 2 Tr2(EL)− 2 Tr((EL)2))+
cdet(2EL + I)− 1
2
d log det(2EL + I)− (3a+ 3b+ c), (37)
where the constants a, b, c and d are expressed in terms of the isotropic materials’ Lame´ constants λ and µ as.
a = µ+
1
2
(
−µ− λ
4
)
, b = −µ
2
− 1
2
(
−µ− λ
4
)
, (38a)
c =
λ
8
, d = µ+
λ
2
. (38b)
The construction ofψgb is the most non-trivial part of the constitutive law. Under the kinematic framework developed in
Section 3.1, since the initial distribution of GNDs describe grain boundaries, it is natural to develop a grain boundary
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energy density that is a function of G. Moreover, we expect that a steady state solution yields a grain boundary of
finite width, a feature central to the KWC model. Therefore, the construction of ψgb is inspired by the KWC energy
functional given in (2). Recall that the order parameter θ in the KWC energy functional describes the orientation of
the lattice. Therefore, we intend to construct ψgb by replacing ∇θ in (2) with the gradient of the lattice orientation. It
is well-known that the GND tensor G describes the gradient of lattice rotations under the assumption of small strain
gradients [43]. To the best of our knowledge, the only relation that connects the gradient of lattice rotation to the GND
tensor and the lattice strain exists under geometric linearity, attributed to Kro¨ner et al. [44]. In Appendix C, we show
under a geometrically nonlinear setting, that the gradient of lattice rotation can be expressed in terms of the GND
tensor, the lattice stretch tensor, and its gradient as
RLT(curlRLT) = (JL)−1
(
ULGULT +UL curlUL
)
, (39)
where curl and curl denote the curl operators with respect to the lattice and deformed configurations respectively.
The term RLT(curlRLT) in (39), which describes the gradient of lattice rotation, qualifies to replace ∇θ in the
KWC energy density due to its frame-indifference.9 The resulting ψgb is a function of G, UL and its gradient,
yielding a lattice strain gradient model.10 In this paper, we do not pursue such a model in the interest of computational
simplicity.11 Instead, we construct ψgb by replacing∇θ in (2) withG, i.e.
ψgb(T, φ,∇φ,G) = α
2
2
|∇φ|2 + f(φ) + g(φ)s|G|+ 
2
2
|G|2, (40)
where α and  are functions of T . In Section 7.3, we show that although (40) is not an exact analog of the KWC energy
density, it results in the intended grain boundary motion by curvature. Moreover, the dependence of ψgb on the norm
of G results in a free energy density that depends only on the misorientation, and not on the inclination of a grain
boundary. We defer to future work any generalization to include the dependence of free energy on inclination.
Recall that the kinematics described in Section 3.1 enables us to construct lattice strain-free sharp- or diffuse-
interface grain boundaries. It is clear from (40) that ψgb for a sharp-interface grain boundary is infinite. Therefore,
similar to the KWC model, we expect that the steady state solution to the governing equations result in a finite grain
boundary thickness which depends on the parameters  and α.
7. Results
The goal of this section is to demonstrate that the polycrystal plasticity model presented in this paper can simulate
the four elementary grain boundary processes: (i) grain boundary sliding and coupled motions, (ii) grain rotation,
(iii) grain shrinkage, and (iv) interactions between bulk dislocations and grain boundaries. Although the framework
developed in this paper is applicable to an arbitrary polycrystal in any dimension, we limit our numerical study to
bicrystals in one and two dimensions since our primary focus at this stage is to demonstrate the validity of the model
rather than apply to study problems in crystal plasticity. In addition, we do not solve the energy balance equation in
this numerical study as all simulations are performed at a constant temperature.
The Lame´ constants entering the bulk elastic energy density (see (37) and (38)) are taken as λ = 9.515× 10−2 fJ nm−3
and µ = 4.477× 10−2 fJ nm−3. The presence of the linear term g(φ)s|G| in (40), results in a singular diffusive term
in the microscopic balance equation (20). Therefore, similar to the KWC model, a numerical implementation of the
model warrants approximating |G| in g(φ)s|G| with p(G), where the function p is defined in (4). The material pa-
rameters corresponding to the grain boundary energy density are identical to those used to simulate the KWC model
(see Table A.5), unless otherwise stated. The parameter Bα associated with the dissipative microstress ξαd (see (34))
is equal to 1 fJ s m−1 for all the simulations. We assume that plastic distortion evolves due to the presence of four slip
9Note that the termRLT(curlRLT) maps the lattice configuration to itself, and since the vectors and tensors defined in the lattice configuration
are frame-indifferent, the resulting ψgb is frame-invariant.
10Note the distinction between a lattice strain gradient theory and the more commonly used theory of “strain gradient plasticity”, where gradient
in the latter refers to the gradient in FP.
11A lattice strain gradient theory of grain boundaries would involve modifying the principle of virtual work, stated in Section 4, to include power
expended due to the kinematic variable∇F and its corresponding hyperstress.
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DivP = 0 in B0
with Dirichlet boundary condition on u
Div ξα −Πα = 0 in B0
vα(∂B0, t) ≡ 0
}
α = 1, . . . , A
Divp− pi = 0 in B0
φ(B0, 0) ≡ 1
φ(∂B0, t) ≡ 1
F˙P = LPFP in B0
FP(·, 0) = R0T in B0
Table 2: The governing equations for the Dirichlet BVP for the unknown kinematic variables u, vα (α = 1, . . . , A), φ and FP. The forces P ,
p, ξα, Π and pi are expressed in terms of the kinematic variables through the relations given in (31)–(35), with F L = FF p−1. The short-hand
argument (∂B0, t) is used to described a function on ∂B0 at time t.
systems, i.e. A = 4 in all the simulations. The slip directions are taken as
s1 = (1, 0), (41a)
s2 = (0, 1), (41b)
s3 =
1√
2
(1, 1), (41c)
s4 =
1√
2
(−1, 1), (41d)
with the corresponding normals perpendicular to the slip direction and the out-of-plane dislocation line direction. In
simulations where we want only a subset of the above-mentioned slip systems, we deactivate the remaining slip systems
by decreasing the corresponding mobilities.
The initial bicrystal is constructed using a step function θ(X) representing the orientation of the crystal lattice. As
described in Section 3.1, a diffuse-interface polycrystal is generated by regularizing θ(X) into a smooth function θ˜(X),
and starting with the initial condition FP(X, 0) = R˜0T(X), where R˜0 is the smooth field in SO(3) corresponding to
θ˜(X). The governing equations with Dirichlet boundary conditions, listed in Table 2, are numerically solved for the
unknowns u, vα (α = 1, . . . , A), φ and FP using the finite element method.
The three displacement variables u1, u2 and u3, the four slips vi (i = 1, . . . , 4), and the order parameter φ are
interpolated using the Lagrange quadratic finite elements. Since FP is a smooth rotation field at t = 0, it satisfies
the orthogonality condition F pTFP ≡ I . However, because a Lagrange finite element interpolation of FP does not
satisfy such condition, we express FP using its polar decomposition FP = RPUP, where RP ∈ SO(3), and UP is
the positive-definite symmetric stretch tensor. Moreover, since we are limiting ourselves to at most two dimensions,RP
is a function of a single variable θP. Using the above representation, FP is interpolated using the Lagrange quadratic
finite element interpolation of θP, UP11, U
P
12 and U
P
22. This guarantees the interpolant of F
P(X, 0) to be in SO(3).
The system of equations listed in Table 2 is evolved in a segregated manner using the MUMPS direct solver, and
BDF (Backward Differential Formula) time stepping algorithm implemented in COMSOL 5.2.
7.1. Steady state solution of a flat grain boundary
In this section, we present a simulation of a symmetric tilt grain boundary in a bicrystal modeled as a one-
dimensional domain Ω = [0, L]. The aim of this simulation is to study the steady state solution corresponding to
a flat grain boundary, and the corresponding energy as a function of the misorientation angle.
The unknowns here are the two displacements u1 and u2, the four slip rates, the order parameter φ, and the four
components FP11, F
P
12, F
P
21, and F
P
22 of F
P. The system is initialized as:
u(X1, 0) = 0, φ(X1, 0) = 1, F
P(X1, 0) = R
0T(θ˜(X1)), (42)
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Figure 4: Plots of the 1-d simulation modeling a flat grain boundary under steady state with g(φ) = φ2, and material parameters as listed in Table
A.5.
2 3.1999× 10−4 fJ nm−1
α2 7.95× 10−3 fJ nm−1
s 0.0085 fJ nm−2
e 0.000 35 fJ nm−3
L 20 nm
Table 3: Parameters used in the implementation of the current model with g(φ) = −2(log(φ− 1)− φ).
where
θ˜(X1) = −θ0
2
+
θ0
(1 + exp(−2.5(X1 − 10))) , (43)
and R0(θ˜) is the rotation corresponding to θ˜. Equation (43) describes a diffuse-interface grain boundary at t = 0 with
the lattice orientation changing smoothly from −θ0/2 to θ0/2 across the grain boundary. The boundary conditions are
given by
φ(0, t) = φ(L, t) = 1, v(0, t) = v(L, t) = 0, (44)
which indicate perfect crystalline order, and no slip at the boundaries. The inverse mobilities bα (α = 1, . . . , A) and
bφ, corresponding to the slip rates and φ respectively, are assumed to be constant, and equal to 1 (fJ ns)/nm3. The
system is evolved for 10−5 ns, long enough to reach a steady state.
Fig. 4 shows the plots obtained at the end of the simulation. We make the following observations on the steady
state solution:
1. Fig. 4a shows the plots of the four components of FP, with dotted lines corresponding to the initial condition.
From the plots we observe that the gradient FP is not identically equal to zero in the interior of the grains. This is
a result of approximating |G| in the term g(φ)s|G| of (40) with p(|G|), an approximation used in the numerical
implementation of the KWC model, as noted in Section 2.
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Figure 5: Plot of the grain boundary energy versus misorientation for different choices of g.
2. Fig. 4b shows the plots of the non-zero components G31 and G32 of G. As noted in eq. (15), a non-zero G32 in
a symmetric tilt grain boundary signifies the diffuse nature of the grain boundary.
3. The plots of the three components of EL in Fig. 4c, show the presence of a maximum strain of 0.4% at steady
state.12 On the other hand, in real materials with no defects (other than grain boundaries) under no external
loads, the lattice Lagrangian strain is oscillatory about zero in the vicinity of the grain boundary. In the current
model, with grain boundaries represented by a continuum dislocation distribution –as opposed to a discrete array
of dislocations–, no Lagrangian strain is expected near the grain boundaries. The presence of a nonzero EL can
be attributed to the construction ψgb (see (40)), which uses G as opposed to the exact lattice gradient tensor
RLT curlRLT discussed at the end of Section 6.
4. Fig. 4d shows the plots of the three parts of the total energy density. It is clear that the major contribution is due
to the GND density, followed by the elastic contribution and then the contribution due to the order parameter φ.
5. In the KWC model, the approximation in eq. (4) is used for numerical convenience, to tackle the singular diffu-
sive term. However, the approximate functional –in particular the length constant γ– has an interesting physical
interpretation in the current model. As γ increases the gradient of the plastic distortion tends to zero in the bulk,
resulting in negligible dislocation density in the bulk. Therefore, γ can be interpreted as the propensity of bulk
dislocations to agglomerate and form grain boundaries. This effect will be discussed in more depth in Section 7.4
Next, we study the variation of grain boundary energy with respect to misorientation. Kobayashi and Giga [36] have
noted that g(φ) = φ2 results in a linear dependence of the grain boundary energy on misorientation, while g(φ) =
−2(log(φ− 1)− φ) results in non-convex grain boundary energy as predicted by Read and Shockley [45]. Our model
confirms this observation as well, as shown in Fig. 5, from simulations performed with the material parameters given
in Table 3. In fact, the figure shows an excellent agreement between the energy predicted by the KWC model and the
current polycrystal plasticity model for the different choices of g. In addition, it also reveals the following limitation:
although the current model is kinematically nonlinear, i.e. a grain boundary with an arbitrary misorientation can be
constructed, the energy functional cannot detect the equivalence of zero and 90◦ misorientations. Therefore, the energy
monotonically increases as the magnitude of the misorientation increases. This limitation appears to arise due to the
diffuse-interface nature of grain boundaries.
7.2. Shear-induced grain boundary motion
The goal of this section is to model the motion of a flat grain boundary in a bicrystal subjected to shear stress. The
absence of curvature in this simulation results in stress being the only driving force for plastic distortion.
Various experimental and molecular dynamics simulations have identified two different mechanisms by which
a bicrystal plastically deforms when subjected to a shear stress. In the first mechanism, commonly referred to as
12Recall that at t = 0, the lattice Lagrangian strain is zero since F L(X, 0) ∈ SO(3).
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Flat Circular
Coupled Sliding Shrink
G31 −2 sin
(
θ0
2
)
δ(X1=t) −2 sin
(
θ0
2
)
δ(X1=0) − 2X1d(X) sin
(
θ0
2
)
δ(d(X)=r0−t)
G32 0 0
2X2
d(X) sin
(
θ0
2
)
δ(d(X)=r0−t)
LP
[
0 2 tan
(
θ0
2
)
0 0
]
δ(X1=t). cos
2
(
θ0
2
)[
0 0
δ(X1=0) 0
] [
0 − sin(θ0)
sin(θ0) 0
]
δ(d(X)=r0−t)
Slips (sα)
(1, 0)
(1/
√
2, 1/
√
2)
(1/
√
2,−1/
√
2)
(0, 1)
(1/
√
2, 1/
√
2)
(1/
√
2,−1/
√
2)
(1, 0)
(0, 1)
Table 4: A catalog of time-dependent GND tensor and LP fields for the motion of a flat and circular sharp-interface grain boundaries. The three
columns correspond to the evolution of coupled and sliding flat grain boundaries, and a shrinking circular grain boundary. The last row lists the slip
systems used to simulate the three cases.
“coupled”, the flat grain boundary translates perpendicular to its normal, plastically distorting (i.e. FP 6≡ I) and
macroscopically deforming (i.e. F 6≡ I) the material in the swept volume. In addition, F and FP are uniquely
determined by the misorientation of the bicrystal. On the other hand, in the second mechanism commonly called
“sliding”, the grain boundary remains stationary while the two grains slide with respect to each other tangential to the
grain boundary, resulting in a plastic distortion concentrated on the grain boundary. We now give a precise definition of
a coupled motion of a symmetric-tilt grain boundary, followed by grain boundary sliding. We use the notation 1A(x, t)
where x ∈ Rd (d = 1, 2) and A ⊂ Rd+1, to denote the indicator function defined as
1A(x, t) =
{
1 if (x, t) ∈ A,
0 otherwise,
(45)
and δx to denote a Dirac delta distribution with support at x. We also use the notation () to denote a set whose
elements satisfy the inequality/equality .
Consider a bicrystal defined on a one-dimensional domain B = [−L,L], with:
F L = 1(X<0)R
(
θ0
2
)
+ 1(X≥0)R
(
−θ0
2
)
and
FP = (F L)−1.
In other words, B is a lattice strain-free bicrystal, with the symmetric-tilt grain boundary at X = 0.
Definition 1 (Coupled grain boundary motion). A time-dependent coupled grain boundary motion in the bicrystal B
is given by the following plastic and elastic distortion fields:
F L(X1, t) = 1(X1<t)R
(
θ0
2
)
+ 1(X1≥t)R
(
−θ0
2
)
, (46)
FP(X1, t) = 1(X1<0)R
(
−θ0
2
)
+ 1(X1≥t)R
(
θ0
2
)
+ 1(0≤X1<t)SR
(
θ0
2
)
, (47)
where
S =
[
1 2 tan
(
θ0
2
)
0 1
]
. (48)
Moreover, the resulting deformation gradient F = F LFP is the gradient of the continuous deformation field given by
u1 ≡ 0, u2(X1, t) = 2 tan
(
θ0
2
)(
1(0≤X1<t)X1 + 1(X1≥t)t
)
. (49)
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By construction, Definition 1 applies to a sharp-interface grain boundary. Equations (46), (47) and (49) can be
appropriately mollified to yield an analogous definition for a diffuse-interface grain boundary. The time-dependent
non-zero components of the GND tensor for a coupled grain boundary motion corresponding to the plastic distortion
field in (47) is given in Table 4. The expression for G31 clearly shows that a coupled sharp-interface grain boundary
motion involves the translation of a single family of necessary edge dislocations. Note that there was no mention of
slip systems of the crystal until this point. The translation of GNDs is made possible by the availability of the crystal
slip systems. This is seen by evaluating13 LP = F˙PF p−1 (see (8a)), and shown in Table 4. The expressions forG and
LP shown in Table 4 suggest that the single slip system
s = (1, 0) (50)
is sufficient to translate the GNDs in a sharp-interface grain boundary. Conversely, we know from (15) that for a diffuse-
interface grain boundary G32 6≡ 0. Therefore, in order for the grain boundary to translate, the GNDs corresponding
to G32 should undertake a mechanism resulting in an “apparent” dislocation climb, made possible by the availability
of two additional slip systems shown in Table 4. The translation of GND corresponding to G32 along with the grain
boundary can be interpreted as dissociating into dislocations in the second and third slip systems, translating, and
recombining. Such a mechanism has been proposed by Cahn et al. [46].
Definition 2 (Grain boundary sliding). A time-dependent grain boundary sliding in B is given by the following plastic
and elastic distortion fields:
F L(X1, t) = 1(X1<0)R
(
θ0
2
)
+ 1(X1≥0)R
(
−θ0
2
)
, (51)
FP(X1, t) =
(
1(X1<0)R
(
−θ0
2
)
+ 1(X1≥0)R
(
θ0
2
))
S, (52)
where
S =
[
1 0
tδ(X1=0) 1
]
, (53)
and δ(X1=0) is the Dirac delta distribution with support at the origin. The resulting deformation gradient given by
F = F LFP =
[
1 0
tδ(X1=0) 1
]
(54)
is the gradient of the following discontinuous deformation map
u1 ≡ 0, u2(X1, t) = t1[0,L]. (55)
Similar to Definition 1, the above described grain boundary sliding applies to a sharp-interface grain boundary.
Equations 51, 52 and 55 can be appropriately mollified to yield an analogous definition for a diffuse-interface grain
boundary. It is interesting to note that the non-zero component G31 of the GND tensor for grain boundary sliding,
shown in Table 4, is independent of time which means the grain boundary remains stationary. The expression for LP,
given in Table 4, clearly shows that the 2− 1 component is the only non-zero component. Note that this is applicable
only for a sharp-interface symmetric tilt grain boundary. For a diffuse grain boundary, all components of LP are
nonzero, although the 2− 1 component is the dominant one. Therefore, the slip system
s = (0, 1) (56)
is responsible for sharp-interface symmetric tilt grain boundary sliding, and two additional slip systems, shown in
Table 4, are necessary in the diffuse case. In general, in the presence of all four slips systems (see equations in 41), the
motion of the grain boundary involves a combination of coupling and sliding motions.
13In order to compute ˙FP, we note that 1˙(X1≥t) = −δ(X1=t). Moreover, to compute ˙FPF p−1, we define the product of a Dirac delta
distribution δ(X=0) and a function f(X) with discontinuity at X = 0 as
1
2
δ(X=0)(f(0
+) + f(0−)).
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(u1, u2) = (0, ct1[0,t0) + ct01[t0,∞))
φ = 1
vα = 0
u = 0
φ = 1
vα = 0
Figure 6: A schematic of a bicrystal used to study grain boundary sliding and coupled motion. The grain boundary is shown as a dotted line. Dirichlet
boundary conditions are shown in blue, while periodic boundary conditions are shown in red. The right surface X1 = L is translated upwards with
a velocity c for a time t0, and subsequently held fixed in that position.
(a) t = 0 s (b) t = 1× 10−4 s
Figure 7: Coupled grain boundary motion: Color plots of the norm of the GND density in undeformed and the deformed configurations in units of
m−1.
We now simulate grain boundary coupling and sliding in a rectangular bicrystal of size L = 20 nm and H =
20/3 nm, with a 30◦ symmetric tilt grain boundary. The bicrystal, and the boundary conditions used in the simulation
are depicted in Fig. 6. A shear stress is imposed on the bicrystal by translating the right surface X1 = L upwards at a
constant velocity c = 1× 10−4 m s−1 for a time t0 = 2× 10−5 s, and then holding it in this position for the rest of the
simulation. The initial conditions are taken to be
u(X, 0) = 0, φ(X, 0) = 1, FP(X, 0) = R0T(θ˜(X1)), (57)
where
θ˜(X1) = −θ0
2
+
θ0
(1 + exp(−4(X1 − 10)) , (58)
θ0 = 30
◦, and R0(θ˜) is the rotation corresponding to θ˜. We begin with the simulation of grain boundary coupled
motion by having the three slip systems shown in Table 4. The mobility for all slip systems is chosen as
(bα)−1 = mαmin + (1− φ3(10− 15φ+ 6φ2))(mαmax −mαmin), (59)
where mαmin = 1× 10−9 nm3 fJ−1 ns−1 and mαmax = 1 nm3 fJ−1 ns−1 are the minimum and maximum mobilities
attained when φ = 1 and φ = 0 respectively. In other words, (59) is constructed such that the material shows greater
resistance to slip in the bulk compared to the grain boundary which is in agreement with experimental observations.14
The mobility corresponding to the order parameter φ is chosen as (bφ)−1 = 1 nm3/(fJ ns).
14The construction of mobilities in (59) also ensures that the dislocations are more likely to nucleate in the grain boundary compared to the bulk.
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Figure 8: Coupled grain boundary motion: (a) Plots of GND density componentsG31 andG32, and (b) plots of the lattice orientation corresponding
to the rotationRL obtained from the polar decomposition of F L, along the horizontal central line X2 = 20/6 nm.
(a) t = 0 s (b) t = 1× 105 s
Figure 9: Coupled grain boundary motion: Streamlines tangential to the vector fields F Le1 and F Le2 depicting the variations in the lattice, plotted
in the reference configuration. The color density corresponds to the 1− 2 component of the plastic stain (F pTFP − I)/2.
The results of the simulation are shown in Figs. 7–9. The color plots of the initial and final GND density G31
shown in Fig. 7 clearly demonstrate coupled motion. Fig. 8a shows the plots of G31 and G32 along the horizontal line
y = 20/6 nm passing through the center of the domain. Compared to the plots at t = 0, the dislocation density is more
diffused at t = 1× 105 ns which can be attributed to the stressed state of the material. The translation of the grain
boundary during the coupled motion is more explicit in Fig. 8b which shows the plots of the lattice orientation for the
initial and final configurations. The lattice orientation is the angle corresponding to the unique rotation tensor RL that
is obtained through the polar decomposition of F L, i.e. F L = RLUL. In order to visualize the changes in the lattice,
we plot the streamlines of the vector fields F Le1 and F Le2, where e1 = (1, 0) and e2 = (0, 1) in Fig. 9. In addition,
the color density of the 1− 2 component of plastic shear (F pTFP − I)/2, shown in Fig. 9, clearly demonstrates that
the grain boundary plastically distorts the material as it sweeps through the material. The extent of coupling in a grain
boundary motion is quantified using the coupling factor β which is defined as the ratio of the distance covered by the
grain boundary in the normal direction to that in the tangential direction. From (46), (49), (51) and (55), it is clear
that for a coupled motion of a sharp-interface grain boundary, the coupling factor is equal to 2 tan (θ0/2), while it is
zero for grain boundary sliding. In the simulation of coupled grain boundary motion, β−1 is measured as the ratio
of vertical displacement of the boundary X1 = L and the distance traversed by the grain boundary measured using
Fig. 8b. The plot of the inverse coupling factor versus time is shown in Fig. 10. Since the measurement of β−1 is not
a local measurement, it takes times to converge. From Fig. 10, it is clear that the converged value of β−1 is below
the theoretical value of 1.866. This can be attributed to the diffuse nature of the grain boundary which results in some
sliding during the predominantly coupled grain boundary motion shown in Figs. 7–10.
Next, we simulate grain boundary sliding by replacing one of the slip system (1, 0) in the earlier simulation with
(0, 1). The color plot of GND density G31 in Fig. 11 shows a stationary grain boundary, clearly demonstrating grain
boundary sliding. Fig. 11b show the plots of G31 and G32 along the horizontal line y = 20/6 nm in the center of the
domain for grain boundary sliding. From Fig. 11b, we note a small offset in the final position of the grain boundary
relative to its initial position. This can be attributed to a small degree of coupling due to the diffuse nature of the grain
boundary.
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Figure 10: Coupled grain boundary motion: Plot showing the convergence of the inverse coupling factor β−1 with respect to time. The value 1.866
is the theoretical β−1 corresponding to the misorientation of 30◦.
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Figure 11: GB Sliding: a) Color plot of the norm of the GND density in the deformed configuration, and b) Plots of G31 and G32 as functions of
the material coordinate X1.
Summarizing the results of the analysis and simulations presented in this section, we note that grain boundary
coupling and sliding are two independent mechanisms which can be activated depending on the choice of corresponding
slip systems. Interestingly, the above discussion sheds light on an alternate kinematic mechanism for the translation of
a flat grain boundary wherein FP remains a piecewise-constant rotation field, with the discontinuity translating with
time, and F L = (FP)T, which implies F (X, t) = I for all time. In this mechanism, the grain boundary translates
along its normal with no macroscopic deformation. Clearly, there is no driving force to activate this mechanism for a
stressed/unstressed elastically isotropic bicrystal with a flat grain boundary. On the other hand, we postulate that for
a stressed elastically anisotropic bicrystal with a flat grain boundary, a driving force exists which could activate this
mechanism. In the next section, we show that the above mentioned mechanism is responsible for the shrinking of a
circular grain, where the driving force originates from the nonzero curvature.
7.3. Curvature-induced grain boundary motion and grain rotation
In this section, with study grain boundary motion with curvature as the only driving force. Prior studies on the
evolution of a circular grain have identified primarily three different kinds of grain evolution: 1) Grain rotation with
no shrinkage, 2) grain shrinkage with no rotation, and 3) simultaneous grain rotation and shrinkage. In the latter, the
interior grain can rotate either to increase or decrease the misorientation depending on whether the dislocations are
conserved or not respectively. Recall from Section 7.2 that grain boundary coupling and sliding are defined for a flat
grain boundary. Applying these definitions locally for a circular grain boundary, it can be easily shown that a coupled
grain boundary motion involves the conservation of the dislocation content resulting in grain shrinkage and an increase
in the misorientation. On the other hand, grain rotation with no shrinkage and a decreasing misorientation results in
maximum rate at which dislocations are annihilated, and this corresponds to grain boundary sliding. Therefore, the
rate of dislocation annihilation during grain shrinkage with no rotation lies in between that observed in coupling and
sliding motions.
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(a) (b) (c)
Figure 12: Mechanism for grain shrinkage with no rotation shown in the reference configuration, with the grid describing the slip planes. The circle
drawn in solid line describes the position of the grain boundary. The GNDs on the grain boundary corresponding to the two slip systems are shown
in red and black with the color intensity describing the magnitude of the dislocation density. Grain shrinkage occurs as the GNDs glide on their
respect slip planes towards the interior of the grain. The four dislocations on the original grain boundary, as shown in (b), form pairs (marked by
arrows) and move tangential to the grain boundary to annihilate, resulting in grain boundary shrinkage as shown in (c).
In this numerical study we perform two simulations to demonstrate (i) grain shrinkage with no rotation, and (ii)
simultaneous grain shrinkage and rotation to decrease the misorientation angle. For simplicity, we consider a circular
grain of initial radius r0, with lattice orientation θ0/2 embedded inside a medium with lattice orientation −θ0/2. We
begin by postulating that the mechanism involved in grain shrinkage is given by the following time-dependent plastic
and elastic distortion fields:
F L(X1, t) = 1(d(X)<r0−t)R
(
θ0
2
)
+ 1(d(X)≥r0−t)R
(
−θ0
2
)
, (60a)
FP(X1, t) = 1(d(X)<r0−t)R
(
−θ0
2
)
+ 1(d(X)≥r0−t)R
(
θ0
2
)
, (60b)
where d(X) :=
√
X21 +X
2
2 . The equations in (60) result in F = I , which implies there is no macroscopic defor-
mation. Additionally, the time-dependent GND tensor shown in Table 4 suggests the net dislocation content is directly
proportional to the radius of the grain. As noted in Section 7.2, the evolution of GNDs is made possible by the avail-
ability of the slip planes. The expression for LP for the mechanism described in eq. (60) is shown in Table 4. Since the
1− 2 and 2− 1 components are the only non-zero components, the two slip systems given in Table 4 are sufficient for
the evolution of GNDs. Moreover, it can also be shown that the same two slip systems also suffice for a diffuse grain
boundary. Based on the mechanism given in (60), Fig. 12 depicts the motion of GNDs in a shrinking circular grain
boundary, and shows how dislocations are transported and annihilated along the grain boundary.
We now simulate grain boundary shrinkage with no grain rotation in a square domain of size 40 nm with an
embedded circular grain of radius r0 = 20 nm centered at the origin with radius r0 = 20 nm. Based on the discussion
following (60), we enable two slip systems with slip directions
(1, 0), (0, 1).
The initial conditions for the simulation are
u(X, 0) = 0, φ(X, 0) = 1, FP(X, 0) = R0T(θ˜(X1)), (61)
where
θ˜(X1) = −θ0
2
+
θ0
(1 + exp(−2.5(d(X)− 20)) , (62)
θ0 = 60
◦, and R0(θ˜) is the rotation corresponding to θ˜. Dirichlet boundary conditions are enforced on the boundary
of the square domain:
u(∂B, t) = 0, φ(∂B, t) = 1, vα(∂B, t) = 0. (63)
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Figure 13: Grain shrinkage with no rotation: (a) Plots of the lattice orientation corresponding to the rotationRL obtained from the polar decomposi-
tion of F L, along the horizontal central line X2 = 0; (b), (c) Streamlines tangential to the vector fields F Le1 and F Le2 plotted in in the reference
configuration depicting grain shrinkage with no rotation. The color density corresponds to the norm of GND density in units of m−1. The variations
in the distances between parallel streamlines is an artefact of the algorithm used to plot them, and should not be interpreted as lattice stretches.
The functional form of mobilities bα (α = 1, 2), and bφ chosen in Section 7.2 are left unchanged. The results of the
simulations are shown in Fig. 13. Fig. 13a shows a plot of the lattice orientation θL(X, t) along the X2 = 0, clearly
demonstrating grain boundary shrinkage with negligible rotation. Figures 13b and 13c display the structure of the grain
at two different instants of time, 0 and 3× 10−3 s. The color density in these figures corresponds to the norm of GND
density in units of m−1.
Next, we simulate simultaneous grain shrinkage and rotation by activating all the four slip systems given in (41).
The results of the simulation are shown in Fig. 14, where the plots clearly demonstrate simultaneous GB shrinkage and
rotation. The two simulations described above highlight the relationship between slip systems and the mechanisms of
grain boundary translation and rotation. Finally, Fig. 15 compares the norm of the plastic strain, i.e. |(F pTFP− I)/2|
for the two simulations described above. Fig. 15a shows negligible plastic strain for the case of grain shrinkage with
no rotation, which is close to the zero plastic strain predicted by the mechanism given in (60). In addition, Fig. 15b
confirms grain rotates without any plastic activity in its interior.
7.4. Dynamic recovery
In this section, we simulate the phenomenon of subgrain formation commonly referred to as dynamic recovery.
During plastic deformation, the dislocation density in a material increases rapidly in stage II resulting in hardening.
Following hardening, the existing dislocations consolidate forming dislocation cell walls. The cells are interpreted
as “nucleated subgrains” because the dislocation density within each cell is smaller than in its boundary. Recovery
precedes the stage of recrystallization which involves spontaneous growth of a cell at the expense of others into a
dislocation free grain. Recovery during loading conditions is referred to as dynamic recovery.
Accordingly, the simulations are designed to deform a body and hold it in its deformed configuration enabling
the buildup of dislocation content due to plastic distortion. The aim here is to study the long time evolution of the
dislocation network to eventually nucleate new subgrains. The simulated domain is a rectangular single crystal of
length 40 nm with an aspect ratio of 6 : 1 as shown in Fig. 16. The top surface is deformed gradually in the X2
direction using a sinusoidal function with the maximum amplitude of 1 nm attained at t = 0.2 s. The top surface is
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Figure 14: Grain shrinkage and rotation: (a) Plots of the lattice orientation corresponding to the rotationRL obtained from the polar decomposition
of F L, along the horizontal central line X2 = 0; (b), (c) Streamlines tangential to the vector fields F Le1 and F Le2, plotted in the reference
configuration, depicting grain shrinkage and rotation. The color density corresponds to the norm of GND density in units of m−1. The spacings
between parallel streamlines is an artifact of the algorithm used to plot them, and should not be interpreted as lattice stretches.
then held in this position for the rest of the simulation. The remaining boundary conditions are all of the zero-flux
kind. Unlike in previous simulations, by allowing zero-flux slip rate on the boundaries we have allowed for the buildup
of a net non-zero dislocation content within the body.15 See Fig. 16 for the setup used in the simulation. The initial
conditions are:
u(X, 0) = 0, φ(X, 0) = 1, FP(X, 0) = I, vα(X, 0) = 0. (64)
In this case, the system is equipped with three slip systems with slip directions
(1, 0), (1, 1), (−1, 1),
and inverse mobility b1 is given by (59), while b2 = b3 = 106 × b1. In other words, dislocation activity in the first slip
system is allowed while it is hindered in the second and third slip systems, which are included due to the diffuse nature
of the model. The remaining material parameters for this simulation remain unchanged except for γ which is set to
2000 nm. This change is made to increase the tendency of bulk dislocations to form grain boundaries.16 The results
of the simulation are shown in Figs. 17–18. Fig. 17 shows the color density plots of |G| for different times, plotted
in the deformed configuration. The figure clearly demonstrates the buildup of bulk dislocations in the beginning of
the simulation, which later agglomerate to form two grain boundaries. Fig. 18 shows plots of the lattice rotation and
plastic rotation which are obtained from the polar decomposition of F L and FP respectively. As seen in Fig. 18a,
the formation of grain boundaries leads to a discontinuity in lattice rotation, resulting in a decrease in the gradient of
lattice rotation in the interior of the newly-formed grain. Fig. 18b demonstrates the convergence of θP to a step function
conveying the formation of grain boundaries.
15On the other hand, if vα = 0 on the boundary, then the net dislocation content in the body does not change, and it remains zero since we start
with a perfect crystal.
16See Section 7.1 for the physical interpretation of γ in the current model.
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(a) (b)
Figure 15: Comparison of color density plots of plastic strain |(F pTFP − I)/2| for (a) grain shrinkage with no rotation, and (b) grain shrinkage
with rotation, showing negligible plastic strain for pure shrinkage. Both plots confirm no dislocation activity in the grain interiors.
X2
X1
H
L
u1(X, t) = 0
u2(X, t) = sin
(
2piX1
L
)(
t
t0
1[0,t0] + 1(t0,∞)
)
Figure 16: A schematic of a rectangular slab with L = 40 nm used to study dynamic recovery. The boundaries are subjected to zero-flux boundary
condition in variables u, vα and φ, except for a time-dependent Dirichlet boundary condition in the displacement variable on the top surface, with
t0 = 0.2 s.
8. Discussion
One of the most important issues in materials design is to understand the link between microstructure and properties
[47, 48, 49, 50]. This link often connects several orders of magnitude in space and time, which makes the formulation
of physical models capable of spanning the relevant spatio-temporal gap an extremely challenging problem. While this
topic has been attracting significant attention over the last two or so decades, our knowledge of the mechanisms that
govern materials evolution under a number of important scenarios still presents many voids.
In terms of mechanical behavior, the study of polycrystal plasticity is one of the essential pillars supporting the
development of new structural materials. Theory, modeling, and simulation has been consistently contributing to our
understanding of the connection between microstructure and strength, fracture, or ductility. While tremendous progress
has been made in the realm of ‘static’ properties, e.g. single dislocation properties [51], defect energetics and structure
[52], grain boundary energies [53, 54], strengthening mechanisms [55, 56], etc., our understanding of the dynamic
behavior of materials under stress at finite temperatures has been relatively lagging. This includes processes such as
recovery, annealing, recrystallization, grain growth, etc., which are absolutely essential processes in materials synthesis
and fabrication [57]. Under this same general category can be included processes such as superplasticity or Coble creep.
This is the context within which we develop the present model: a thermodynamically-consistent approach that can
simulate the dynamic evolution of polycrystals under the combined effects of temperature and mechanical deformation.
The key points of our development are several. First, we utilize a special decomposition of the deformation gradient
that allows us to define grain boundaries as a geometric link between a single crystal and a polycrystal. That is,
rather than being ad-hoc structures introduced externally, grain boundaries appear naturally within our formulation,
as a necessity to preserve the compatibility of the lattice in a multiple-grain configuration. Second, deformation and
temperature-driven processes can be considered in unison in our model. This means that we can study mechanically-
driven processes, as well as thermal processes, in conjunction. This is of course one of the essential premises to model
dynamic recovery and recrystallization during high-temperature deformation. Third, this dislocation-based definition
of GBs allows for a seamless consideration of (dislocation-induced) bulk slip and grain boundary-mediated plasticity.
This is guaranteed by the very definition of GBs within our formulation, which is done precisely in terms of a special
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Figure 17: Color density plots of |G| at different times, plotted in the deformed configuration, and in units of m−1.
class of dislocations. Lastly, the free energy expression employed here follows –at its core– a standard form commonly
used in crystal plasticity, which is why our model is so easily integrable into existing crystal plasticity formulations.
These elements provide our model with a generality that we believe is quite unique. As discussed in Section 1,
the state of the art at present in the modeling of coupled bulk and GB-mediated plasticity involves evolving the GB
microstructure and the dislocation network separately, and linking them externally via some penalty function. Since
our model originates from a single free energy density, it truly permits simulating the co-evolution within the same
framework of both sub-structures, enabling the consideration of dynamic processes under deformation. Specifically, we
have looked at stress-driven processes and curvature-driven processes. From among the stress-driven transformations,
we have studied the two mechanisms: shear-induced grain boundary motion and GB sliding. Their range of operation
is thought to be clearly differentiated by temperature with coupled motion occurring primarily at low temperatures,
and sliding at higher temperatures. Our model can yield the so-called coupling factor β, relating GB motion and grain
translation, which makes it amenable to comparison to molecular dynamics simulations [46, 58, 59, 60, 61]. In fact,
for a coupled GB motion, β is know to be a geometric factor that depends only on the misorientation, and not on the
inclination of the grain boundary. While various atomistic simulations have demonstrated coupled boundary motion in
symmetric tilt GBs, the same is hard to reproduce for asymmetric tilt GBs [62]. However, it can be shown in a similar
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Figure 18: Plots of lattice rotation, and plastic rotation plotted as functions of the material coordinate X1, along the line X2 = 20/12 nm. θL and
θP are angles corresponding toRL andRP in SO(3) obtained from the polar decomposition of F L and FP respectively.
fashion as in Section 7.2 that normal stresses are needed to induce the necessary plastic distortion in asymmetric tilt
boundaries. We conjecture that imposing the necessary stress boundary conditions predicted by the current framework
in an MD simulation of an asymmetric tilt GB, would result in a coupled grain boundary motion. Sliding, for its
part, occurs primarily at higher temperatures and low strain rates, and contributes for instance to creep, superplasticity,
failure of ceramic materials at high temperature, etc [63, 64, 65].
Regarding curvature-driven processes, they appear to decrease the excess energy of a polycrystalline body17. From
a fundamental point of view, grains can shrink to reduce the GB area while keeping the misorientation constant (grain
shrinkage), or maintain their size while changing their misorientation to lower GB energy values (grain rotation) [66].
Evidently, both phenomena are most commonly found simultaneously during materials deformation, and both involve
interactions between grain boundary dislocations, as we have shown here. All the processes mentioned above have been
profusely investigated computationally in recent years [67, 6, 15, 14], and our approach draws in fact on knowledge
acquired from these works.
A different issue is the phenomenon of dislocation subgrain formation, commonly found at the end of dynamic
recovery at elevated stress and/or temperature. Such process is defined by the self-assembly of stored dislocations
above a critical density into lower-energy dislocation wall configurations. These walls demarcate so-called subgrains,
which have been theorized to be the precursors to kinetic hardening and recrystallization [68, 69, 70]. The driving
force behind this fragmentation of the polycrystal into a collection of subgrains has long been unclear, although it is
thought to be related to slip and hardening inhomogeneities across different crystal orientations in the grains. These
inhomogeneities must preserve the compatibility of the deformation nonetheless, resulting in different grains suffering
different lattice rotations, thus constituting subgrains. It is then that the dislocations stored at the boundaries of the
regions change their character to GNDs, forming subgrain boundaries without long-range stresses. A recent study by
Xia and El-Azab [71] has demonstrated the formation of subgrains using a mean field continuum dislocation dynamics
model, with cross slip playing a pivotal role. However, it is important to note that the model presented by Xia and El-
Azab [71] is a geometrically linear model, and the only driving force on dislocations is due to the resolved shear stress.
On the other hand, our current geometrically non-linear kinematic framework clearly shows that one can construct a
smooth dislocation density field (using arbitrary rotation fields) that results in zero stress. In such a scenario, in the
presence of no resolved shear stress, there are no driving forces on the dislocations to form subgrains. This clearly
highlights the importance of additional driving forces arising from higher-order stresses (ξα) that are responsible for
subgrain formation. As shown in Section 7.4, we have induced the formation of dislocation walls by bending stresses,
which has been suggested as the intrinsic cause behind the formation of dislocation cells and subgrains [70]. Our
simulations show a very clean assemblage of dislocations into walls and the formation of misoriented grain boundaries.
While we do not allege to solve but a small aspect of a complex and rich process, we believe that our model is capable
of simulating the relevant mechanisms of polygonization, and we continue to further study this process.
The elementary GB phenomena discussed here have been simulated for model demonstration purposes. Ultimately,
the goal is to combine all these processes under a single simulation scenario, to study phenomena such as dynamic
recovery, dynamic recrystallization, polygonization, etc., and provide an avenue for validation and benchmarking. In
addition, we intend to parameterize the approach using atomistic calculations, following recent trends in the community
worldwide. This is the subject of ongoing studies by the authors for which significant efforts in numerical efficiency
17W.r.t. a single crystal, i.e., the product of the grain boundary area and the grain boundary energy
25
and optimization of the implementation will be required. However, we are confident that our model will open up new
opportunities to investigate the complex phenomena associated with polycrystal plasticity.
9. Final summary
As a final summary, the main features of the present work are listed below.
1. The framework used to construct the initial lattice strain-free polycrystal begins with a single crystal as the
reference configuration. Using the decomposition F L = R0(X) and FP = (F L)T of F (X, 0) ≡ I , where
R0 is a smoothened piecewise constant rotation field, we obtain a lattice strain-free diffuse-interface polycrystal.
The misorientation between adjacent grains is a consequence of the presence of GNDs, described by the tensor
G = FP CurlFP, concentrated at the grain boundaries. The framework described above is kinematically
nonlinear and holds for arbitrary misorientations. Geometric nonlinearity plays a key role in obtaining lattice
strain-free polycrystal because, in a linear theory, a non-zero dislocation density always results in a non-zero
lattice strain.
2. The model includes grain boundary and bulk elastic energies. The bulk energy is the usual classical elastic
energy which is a function of the lattice Lagrangian strain. The construction of grain boundaries using GNDs
enables us to formulate the grain boundary energy as a function ofG. The exact form of this function is the most
non-trivial part of this paper. Inspired by the non-standard energy functional of the KWC model, which results
in a singular diffusive equation for its order parameter θ that represents grain orientations, we construct the grain
boundary energy by replacing∇θ appearing in the KWC energy density, with the GND density tensorG.
3. The model has been applied to the following fundamental grain boundary processes (discussed in Section 7):
planar grain boundary sliding and coupled motion, curvature-driven grain shrinkage, and curvature-driven grain
rotation. As well, we have shown that our approach is capable of simulating the essential elements of the well-
known process of polygonization, i.e. the self-assembly of dislocations into cell walls that gives rise to the
formation of subgrains. A length scale parameter γ in the free energy functional describes the propensity of
the dislocations to agglomerate to form grain boundaries. From a numerical viewpoint, increasing γ increases
the stiffness of the governing equations. Although the unified framework presented in this paper is dimension-
independent, all our simulations are implemented in 2-d. A three-dimensional implementation would differ only
in the representation of the plastic rotation, used to solve the flow rule. In our recent work [34], where we
introduced the abstract kinematic framework discussed in section 3, we have implemented a 3-d simulation of a
polycrystal using an angle-axis representation of the plastic rotation. A similar strategy can be adopted for a 3-d
simulation of the current model.
4. The approximation in the equivalence of G with ∇θ results in residual lattice strains in the vicinity of the grain
boundary of an unstressed bicrystal in steady state. While this artifact does not limit the model’s capacity to
simulate the various grain boundary-mediated plastic phenomena, we prove an interesting identity which states
that the exact gradient of the lattice rotation can be additively decomposed into G and a term that depends only
on lattice stretch and its gradients. This lays the groundwork for a generalization of the current model, where∇θ
of the KWC energy density is replaced by the exact lattice rotation gradient, thus resulting in a more accurate
steady state solution with zero lattice strain in an unstressed bicrystal. Evidently, due to the presence of gradients
in the lattice stretch, such a generalization results in a lattice strain gradient model which we will pursue in the
near future.
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Appendix A. Results on the 1-d KWC problem on Ω0 = [−L,L]
In this section, for the sake of completeness, we present a collection of results [35] for the solution to the 1-D KWC
boundary value problem with boundary conditions
φ(±L) = 1, θ(±L) = ±θ0. (A.1)
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As an ansatz, it is assumed that there exists a region in Ω0 given by ΩGB0 = (−l, l) where ∇θ 6= 0, while ∇θ ≡ 0 in
the region (Ω0\ΩGB0 ), and φ and θ are symmetric and anti-symmetric respectively about the origin. Therefore, in the
region Ω0\ΩGB0 , φ satisfies the equation
α2φ,XX − f,φ = 0. (A.2)
Multiplying (A.2) by φ,X and integrating, we obtain
α2
2
φ2,X − f(φ) = c, (X ∈ Ω0\ΩGB0 ) (A.3)
where c is an integration constant. Integrating (A.3), we obtain the solution for φ outside ΩGB0 in its inversed form as
L−X =
∫ 1
φ
α√
2(f(φ˜) + c)
dφ˜. (X ∈ Ω0\ΩGB0 ) (A.4)
In the region ΩGB0 , since θ,X 6= 0, we have θ,X/|θ,X | ≡ 1. Therefore, φ and θ satisfy the equations
α2φ,XX − f,φ − sg,φ|θ,X | = 0,(
2θ,X + sg(φ)
)
,X
= 0.
}
(X ∈ ΩGB0 ) (A.5)
Therefore, the term (2θ,X + sg(φ)) is constant in ΩGB0 . Since θX(X) = 0 at X = ±l, it follows that
θ,X =
s(g(φ2)− g(φ))
2
, (X ∈ ΩGB0 ) (A.6)
where φ2 := φ(±l). Substituting (A.6) into (A.5), and multiplying (A.5) by φ,X results in(
α2
2
φ,X −f(φ) + s
2
22
(g(φ2)− g(φ))2
)
,X = 0. (X ∈ ΩGB0 ) (A.7)
Integrating (A.7), and noting from (A.3) that
α2
2
φ2,X(±l)− f(φ2) = c, (A.8)
it follows that
α2
2
φ,X −f(φ) + s
2
22
(g(φ2)− g(φ))2 = c. (X ∈ ΩGB0 ) (A.9)
Further integrating (A.9) results in
X(φ) =
∫ φ
φ1
α√
2(f(φ˜) + c− ( s )2 (g(φ2)− g(φ˜))2 dφ˜, (φ < φ2, X ∈ Ω
GB
0 ) (A.10)
where φ1 := φ(0). The solution for θ in ΩGB0 is obtained by integrating (A.6) resulting in
θ(φ) =
1
2
∫ φ
φ1
s(g(φ2)− g(φ˜))
φ,X
dφ˜, (φ < φ2)
=
αs
2
∫ φ
φ1
g(φ2)− g(φ˜)√
2(f(φ˜) + c)− ( s )2 (g(φ2)− g(φ˜))2 dφ˜ (φ < φ2) (A.11)
where in the last equality we have used the expression for φ,X given in (A.9). Summarising the solution, (A.4) and
(A.10) describe φ in the regions Ω0\ΩGB0 and ΩGB0 respectively, while (A.11) describes θ in the region ΩGB0 . The
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2 2.1333× 10−4 fJ nm−1
α2 5.3× 10−3 fJ nm−1
s 0.0017 fJ nm−2
e 0.0021 fJ nm−3
γ 500 nm
θ0 30
◦
L 10 nm
Table A.5: Parameters used in the implementation of the KWC model
solution is expressed in terms of constants c, φ1 and φ2 which are obtained implicitly from the relations
θ0 =
αs
2
∫ φ2
φ1
g(φ2)− g(φ˜)√
2(f(φ˜) + c)− ( s )2 (g(φ2)− g(φ˜))2 dφ˜,
c = −f(φ1) + s
2
22
(g(φ2)− g(φ1))2,
L =
∫ φ2
φ1
α√
2(f(φ˜+ c− ( s )2 (g(φ2)− g(φ˜))2 dφ˜+
∫ 1
φ2
α√
2(f(φ˜) + c)
dφ˜. (A.12)
Finally, the grain boundary energy is defined as the minimum of the KWC free energy functional. It is instructive to
observe the role of  in the KWC energy functional. In the limit → 0, it is easy to see that φ2 → φ1, and θ converges
to a step function with discontinuity at X = 0. Therefore, the quadratic term in ∇θ in the KWC energy functional
serves as a regularization parameter.
Motion by mean curvature and mobilities
Lobkovsky and Warren [35] have shown that the sharp interface limit of equations (3a) and (3b) gives rise the grain
rotation and grain boundary motion by curvature. In particular, the sharp interface limit was obtained by studying the
scaled KWC Euler–Lagrange equations
εbφφ˙ = εα24φ− 1
ε
f ′(φ)− sg,φ |∇θ|,
εbθ θ˙ = Div
[
ε2∇θ + sg ∇θ|∇θ|
]
, (A.13)
in the limit ε→ 0 using the method of matched asymptotics. The resulting sharp interface model is given by
v = −γκM, (A.14)
where v, κ andM are the normal velocity, mean curvature, and mobility of the interface describing the grain boundary,
and γ is the grain boundary energy. The constants M and γ are given in terms of the solution to (3) described above
for L =∞ as
M−1 =
∫ ∞
0
(bφφ,2X +b
θθ,2X ) dX, (A.15)
and γ is the corresponding evaluation of the KWC energy functional. Note that in the limit  → 0, the mobility tends
to zero. This implies, in addition to being a regularization parameter,  plays an important role in rendering positive
mobility to the phase field model.
Numerical implementation of the KWC model in 1-d
We now present details of the numerical implementation of the KWC model in 1-d. The simulation plots are
presented in Section 2. The governing equations given in (5) are numerically solved on the domain [−L,L], with
L = 20 nm, using the finite element method. The initial and boundary conditions used for the simulation are
φ(X, 0) = 1, θ(X, 0) = −θ0
2
+
θ0
(1 + exp(−2.5X)) ,
φ(L, t) = φ(−L, t) = 1, θ(L, t) = −θ(−L, t) = θ0/2, (A.16)
28
where θ0 denotes the jump in the lattice orientation across the grain boundary. The KWC parameters used for the
simulation are listed in Table A.5. In addition, the inverse mobilities bφ and bθ are assumed to be constant, and equal
to 1 (fJ ns)/nm3. The variables θ and φ are interpolated using the Lagrange quadratic finite elements. Equations in
(5) are solved using the MUMPS direct solver, and BDF (Backward Differential Formula) time stepping algorithm
implemented in COMSOL 5.2. The system is evolved until a steady state is reached. Fig. 1a shows a comparison
of the steady state solution obtained analytically and numerically. It is clear that ∇θ in the numerical solution is not
identically equal to zero. This is a result of simulating the approximate model governed by (5) as opposed to (3). It can
the easily observed, although not shown here, that as γ increases the two solutions converge.18
Next, we demonstrate grain shrinking and rotation of a circular grain of radius 20 nm with a misorientation of 60◦
embedded inside a square domain of size 80 nm. The initial and boundary conditions are given by
θ(Ω, 0) = −θ0
2
+
θ0
1 + exp(−2.5(
√
X21 +X
2
2 − 20))
, φ(Ω, 0) = 1,
θ(∂Ω, t) = θ(∂Ω, 0), φ(∂Ω, t) = 1 (A.17)
respectively. The system lower its free energy by a combination of grain shrinking and rotation. The two modes can
be explored independently by appropriately choosing the mobilities. Grain rotation is a result of choosing constant
mobilities, equal to 1 (fJ ns)/nm3, while
(bφ)−1 = 1 nm3/(fJ ns),
(bθ)−1 = mθmin + (1− φ3(10− 15φ+ 6φ2))(mθmax −mθmin),
where mθmax = 1 nm
3/(fJ ns) and mθmin = 1× 10−9 nm3/(fJ ns) results in pure shrink. The two modes are shown in
Fig. 2.
Appendix B. The Coleman–Noll procedure
In this section, we use the Coleman–Noll procedure to arrive at a thermodynamically-consistent constitutive law for
our model. As mentioned in Section 6, the free energy is assumed to be a function of s = (T,∇T,EL,G, φ, φ˙,∇φ),
v = (v1, . . . , vα) and ∇v = (∇v1, . . . ,∇vα), and the fields η, q, ξα, pi, Πα and S are assumed to be functions of s,
v,∇v and FP. Substituting these functional forms into the inequality in (29), we obtain
(ψ,T + η)T˙ + ψ,∇T ·∇T˙ + (ψ,EL −S) · E˙L + (ψ,φ−pi)φ˙+
(ψ,∇φ−p) · ∇φ˙−
A∑
α=1
(Παvα + ταvα + ξα · ∇vα) + ψ,G G˙+
ψ,v ·v˙ + +ψ,∇v ·∇v˙ + +ψ,φ˙ φ¨+
q · ∇T
T
≤ 0. (B.1)
The above inequality must hold for all material points X ∈ B0. Since ∇T˙ occurs in exactly one term in (B.1), and its
coefficient is independent of ∇T˙ , the inequality in (B.1) can be violated unless ψ,∇T˙ ≡ 0. By a similar argument, we
have ψ,φ˙≡ 0, ψ,v ≡ 0, and ψ,∇v ≡ 0. Therefore, ψ does not depend on∇T , φ˙, v and∇v, resulting in a simplification
of the inequality in (B.1) to
(ψ,T +η)T˙ + (ψ,EL −S) · E˙L + (ψ,φ−pi)φ˙+ (ψ,∇φ−p) · ∇φ˙−
A∑
α=1
(Παvα + ξα · ∇vα + ταvα) + ψ,G G˙+ q · ∇T
T
≤ 0. (B.2)
Using an argument similar to the one following (B.1), we conclude that η, S and p are independent of∇T , FP, v,∇v
and φ˙, and
η(T,EL,G, φ,∇φ) = −ψ,T , (B.3a)
S(T,EL,G, φ,∇φ) = ψ,EL , (B.3b)
p(T,EL,G, φ,∇φ) = ψ,∇φ . (B.3c)
18Of course, we cannot increase γ indefinitely as this increases the stiffness of the resulting equations, thus resulting in higher computational cost.
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The term G˙ appearing in (B.2) can be expressed in terms of the slip rates using the evolution equation (see Section
11.3 in Cermelli and Gurtin [72])
G˙ = LPG+G(LP)T + JP
A∑
α=1
((FP)−T∇vα ∧mα)⊗ sα,
which implies
ψ,G ·G˙ =
A∑
α=1
[
ψG · (SαG+G(Sα)T)vα + JP(FP)−1(mα ∧ ψ,G sα) · ∇vα
]
. (B.4)
Substituting (B.3) and (B.4) into the dissipation inequality (B.1), we obtain
(ψ,φ−pi)φ˙+
A∑
α=1
[(
ψ,G : (SαG+G(Sα)T)−Πα − τα
)
vα+
(
JP(FP)−1(mα ∧ ψ,G sα)− ξα
) · ∇vα]+ q · ∇T
T
≤ 0. (B.5)
We now assume that the microscopic stress ξα is additively decomposed into an energetic part, which is independent
of ∇v, and a dissipative part that depends on∇v:
ξα = ξαen + ξ
α
d . (B.6)
Substituting (B.6) into (B.5), and using the Coleman–Noll procedure, results in
ξαen = J
P(FP)−1(mα ∧ ψ,G sα), (B.7)
which implies ξαen is the distributed Peach–Koehler force due to the pile up of dislocations, and ξ
α
d is the dissipative
microstress conjugate to the gradient in slip rate. Substituting (B.6) and (B.7) into (B.5), the dissipation inequality
reduces to
(ψ,φ−pi)φ˙+
A∑
α=1
[(
ψ,G : (SαG+G(Sα)T)−Πα − τα
)
vα − ξαd · ∇vα
]
+
q · ∇T
T
≤ 0. (B.8)
A solution to (B.8) is given by
Πα = ψ,G : (SαG+GSαT)− τα + bα(s,v,∇v)vα, (B.9a)
q = −K(s,v,∇v)∇T, (B.9b)
pi = ψ,φ +b
φ(s,v,∇v)φ˙, (B.9c)
ξαd = B
α(s,v,∇v)∇vα, (B.9d)
where K is the positive-definite thermal conductivity tensor, and the functions bα, Bα and bφ are positive-valued
inverse mobility functions associated with vα,∇v and φ˙ respectively.
Appendix C. Gradient of lattice rotation
In this section, we derive the following relation (see (39)) which expresses the gradient of lattice rotation in terms
of the GND tensor, the stretch tensor UL obtained from the polar decomposition F L = RLUL, and the gradient of
UL:
RLT(curlRLT) = (JL)−1(ULGULT +UL curlUL), (C.1)
where curl and curl denote the curl operators with respect to the deformed and lattice configurations respectively.
We begin with an alternate representation ofG in terms of F L, given by
G = JLF L−1 curlF L−1. (C.2)
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Substituting the polar decomposition of F L into (C.2), and simplifying the resulting expression using indicial notation,
we obtain
Gi¯j¯ = J
LFL−1
i¯k
[
curl(F L−1)
]
kj¯
= JLUL−1
i¯k¯
RL−1
k¯k
krsF
L−1
j¯s,r
= JLUL−1
i¯k¯
RL−1
k¯k
krs
[
UL−1
j¯l¯,r
RL−1
l¯s
+ UL−1
j¯l¯
RL−1
l¯s,r
]
, (C.3)
where letters in subscript appearing with a bar indicate components corresponding to the lattice configuration, while
those in upper and lower case indicate components corresponding to the reference and deformed configurations respec-
tively. Since UL−1
j¯l¯
UL
l¯t¯
= δj¯l¯, its gradient with respect to the spatial coordinate is identically equal to zero. In other
words,
UL−1
j¯l¯,r
ULl¯t¯ + U
L−1
j¯l¯
ULl¯t¯,r = 0. (C.4)
This implies
UL−1
j¯l¯,r
= −UL−1
j¯p¯
UL−1
t¯l¯
ULp¯t¯,r
= −UL−1
j¯p¯
UL−1
t¯l¯
ULp¯t¯,r¯F
L−1
r¯,r
= −UL−1
j¯p¯
UL−1
t¯l¯
ULp¯t¯,r¯U
L−1
r¯,s¯ R
L−1
s¯r , (C.5)
where in the second equality we have expressed the gradient of the stretch tensor with respect to the coordinate in the
lattice configuration. Substituting (C.5) into (C.3), we obtain
[G]¯ij¯ = J
L
− krsRLkk¯RLrs¯RLsl¯︸ ︷︷ ︸
k¯s¯l¯(detR
L)
UL−1
i¯k¯
UL−1
j¯p¯
UL−1
t¯l¯
UL−1r¯s¯ U
L
p¯t¯,r¯ + U
L−1
i¯k¯
RLkk¯krsR
L−1
l¯s,r
UL−1
j¯l¯

= −JL k¯s¯l¯UL−1i¯k¯ UL−1r¯s¯ UL−1t¯l¯︸ ︷︷ ︸
i¯r¯t¯(detU
L−T)
UL−1
j¯p¯
ULp¯t¯,r¯ + J
L[UL−1RLT(curlRLT)UL−T ]¯ij¯
= −i¯r¯t¯ULp¯t¯,r¯UL−1j¯p¯ + JL[UL−1RLT(curlRLT)UL−T ]¯ij¯
= [−(curlUL)UL−T + JLF L−1(curlRLT)UL−T ]¯ij¯ . (C.6)
Expressing (C.6) in direct notation, we have
G = −(curlUL)UL−T + JLF L−1(curlRLT)UL−T, (C.7)
which implies (C.1).
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