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INFINITE DIMENSIONAL SYSTEMS OF PARTICLES WITH
INTERACTIONS GIVEN BY DUNKL OPERATORS
ANDREI VELICU
Abstract. Firstly we consider a finite dimensional Markov semigroup generated by
Dunkl laplacian with drift terms. Using gradient bounds we show that for small coef-
ficients this semigroup has an invariant measure. We then extend this analysis to an
infinite dimensional semigroup on pRN qZ
d
which we construct using gradient bounds,
and finally we study the existence of invariant measures and ergodicity properties.
1. Introduction
In this paper we study infinite dimensional models of interacting particle systems gener-
ated by Dunkl operators. More precisely, we study the Markov semigroup on the infinite
dimensional space pRN qZd generated by
L :“
ÿ
lPZd
pLplq ` Lplq1 q.
The operators Lplq and L
plq
1 are defined by
Lplq “ ∆plqk ` bplq ¨∇plqk ,
and
L
plq
1 “ eplq ¨∇plqk ,
where ∆
plq
k and ∇
plq
k are the usual Dunkl laplacian and gradient on R
N which act only on
the l component of ω “ pωlqlPZd P pRN qZ
d
. The functions bplq : pRN qZd Ñ RN depend
only on the ωl component, while e
plq : pRN qZd Ñ RN depend on the components ωj with
|j ´ l| ă R for a finite R called the range of interactions. In other words, the operators Lplq
are operators that only depend on the ωl component and so they define finite dimensional
models. In the absence of the interaction terms eplq, these evolve independently of each
other.
Dunkl operators are differential-difference operators defined in terms of a root system.
They were introduced in [4] to study special functions associated to root systems, but have
since been studied extensively and have found applications outside harmonic analysis. One
typical application is in mathematical physics where they were used to study quantum many
body problems associated to Calogero-Moser-Sutherland models; see [12] for more details.
In probability theory, Dunkl operators have been used to define Markov processes with
remarkable properties; for an overview of probabilistic aspects of Dunkl theory see [5].
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To tackle the problem introduced above, we first study the finite dimensional case of a
single operator Lplq acting on RN , for which a priori the existence of an invariant measure
is unknown. To begin with, we prove gradient bounds for the resulting semigroup. An
essential trick here is to consider a symmetrised gradient which takes into account the
reflections associated to the root system defining Dunkl operators. This allows us to deal
with the resulting reflection terms and to obtain appropriate bounds. Using these bounds
we then prove the existence of an invariant measure for the semigroup in the case of small
coefficients kα.
This analysis is then extended to an infinite dimensional setting, by introducing inter-
action terms. In this case, corresponding to the description above, the construction of the
semigroup is not obvious and it requires an approximation procedure. This requires gradient
bounds similar to the finite dimensional case, but which are technically more involved. The
bounds obtained allow us to prove that the semigroup has an invariant measure and study
its ergodicity properties.
Dissipative dynamics for infinite systems of interacting particles has been studied a long
time; see the classic references [9] and [6] for more details. For a study of Markov semigroups
in infinite dimensional settings see [15] in the case of elliptic operators, [3] for subelliptic
operators, [13, 14] for Levy-type operators and [8] for operators of hypocoercive type.
Similar analysis for Dunkl-type operators in the infinite dimensional setting but in a
simplified context corresponding to the very particular case of a root system A1, was studied
in [16]. In this paper we extend these results to the case of general root systems in all
dimensions.
The structure of the paper is as follows. In section 2 we introduce Dunkl operators
and basic results that will be used later in the paper. In section 3 we deal with the finite
dimensional case, and in section 3.2 we present the infinite dimensional case.
2. Preliminaries
In this section we present a very quick introduction to Dunkl theory. For more details
see the survey papers [10] and [1].
We define a root system to be a finite set R Ă RNzt0u such that RX αR “ t´α, αu and
σαpRq “ R for all α P R. Here σα is the reflection in the hyperplane orthogonal to the root
α, i.e.,
σαx “ x´ 2 xα, xyxα, αyα.
The group generated by all the reflections σα for α P R is a finite group, and we denote it
by G.
An invariant function is a map k : RÑ r0,8q, denoted α ÞÑ kα, such that kpαq “ kpgαq
for all g P G and all α P R. It is possible to write the root system R as a disjoint union
R “ R` Y p´R`q such that R` and ´R` lie on different sides of a hyperplane through
the origin; in this case, we call R` a positive subsystem. This decomposition is not unique,
but the particular choice of positive subsystem does not make a difference in the definitions
below because of the G-invariance of the coefficients k.
From now on we fix a root system in RN with positive subsystem R`, and a multiplicity
function k. We also assume without loss of generality that |α|2 “ 2 for all α P R. For
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i “ 1, . . . , N we define the Dunkl operator on C1pRN q by
Tifpxq “ Bifpxq `
ÿ
αPR`
kααi
fpxq ´ fpσαxq
xα, xy .
An important result, due to Dunkl [4], is that Dunkl operators commute, i.e.,
TiTj “ TjTi @1 ď i, j ď N.
We will denote by ∇k “ pT1, . . . , TNq the Dunkl gradient, and ∆k “
Nÿ
i“1
T 2i will denote
the Dunkl laplacian. Note that for k “ 0 Dunkl operators reduce to partial derivatives, and
∇0 “ ∇ and ∆0 “ ∆ are the usual gradient and laplacian. The Dunkl laplacian can be
expressed in terms of the usual gradient and laplacian using the following formula:
(2.1) ∆kfpxq “ ∆fpxq ` 2
ÿ
αPR`
kα
„ x∇fpxq, αy
xα, xy ´
fpxq ´ fpσαxq
xα, xy2

.
The following representation formula
(2.2)
fpxq ´ fpσαxq
xα, xy “
ż 1
0
α ¨∇fpx´ txα, xyαqdt,
which holds for all roots α P R, shows that Dunkl operators leave invariant classical spaces
of functions, for example SpRN q, the space of Schwarz functions, or C8c pRN q, the space of
smooth compactly supported functions.
The natural spaces to study Dunkl operators are the weighted Lppµkq, where dµk “
wkpxqdx and the weight function is defined as
wkpxq “
ź
αPR`
|xα, xy|2kα .
This is a homogeneous function of degree
γ :“
ÿ
αPR`
kα.
We will simply write ‖¨‖p for the norm in Lppµkq. With respect to this weighted measure
we have the integration by parts formulaż
RN
Tipfqg dµk “ ´
ż
RN
fTipgqdµk.
One of the main differences between Dunkl operators and classical partial derivatives is
that the Leibniz rule does not hold in general. Instead, we have the following.
Lemma 2.1. If one of the functions f, g is G-invariant, then we have the Leibniz rule
Tipfgq “ fTig ` gTif.
In general, we have
Tipfgqpxq “ Tifpxqgpxq ` fpxqTigpxq ´
ÿ
αPR`
kααi
pfpxq ´ fpσαxqqpgpxq ´ gpσαxqq
xα, xy .
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The theory of Dunkl operators is further enriched by the existence of an intertwining
operator, which connects Dunkl operators to partial derivatives, and by the construction of
the Dunkl kernel, which acts as a generalisation of the classical exponential function. Using
these toolds, it is then possible to define a Dunkl transform, which generalises the classical
Fourier transform, with which it shares many important properties. The methods in this
paper do not make any use of these notions, so we will not go into further details here; a
more complete account can be found in the review papers recommended at the beginning
of this section.
3. The finite dimensional case
We consider the operator
(3.1) L :“
Nÿ
i“1
pT 2i ` biTiq “ ∆k ` b ¨∇k,
where each bi P C1pRN q for i “ 1, . . . , N . We will assume throughout this section that L
generates a Markov semigroup on CbpRN q, the space of bounded continuous functions on
R
N . Let Pt :“ etL be the semigroup generated by L and denote for brevity ft “ Ptf . The
carre´-du-champ operator associated with the operator L is given by
ΓLpfq :“ 1
2
`
Lpf2q ´ 2fLf˘ .
This should not be confused with the carre´-du-champ operator associated with the Dunkl
laplacian
Γpfq :“ 1
2
p∆kpf2q ´ 2f∆kfq,
which can be computed using the following lemma.
Lemma 3.1. We have
Γpfq “ |∇f |2 `
ÿ
αPR`
kα
ˆ
fpxq ´ fpσαxq
xα, xy
˙2
.
Proof. Using (2.1), we have
∆kpf2q “ ∆pf2q ` 2
ÿ
αPR`
kα
ˆx∇pf2q, αy
xα, xy ´
f2pxq ´ f2pσαxq
xα, xy2
˙
“ 2f∆f ` 2|∇f |2 ` 4fpxq
ÿ
αPR`
kα
ˆx∇f, αy
xα, xy ´
fpxq ´ fpσαxq
xα, xy2
˙
` 2
ÿ
αPR`
kα
ˆ
fpxq ´ fpσαxq
xα, xy
˙2
“ 2f∆kf ` 2|∇f |2 ` 2
ÿ
αPR`
kα
ˆ
fpxq ´ fpσαxq
xα, xy
˙2
.
The expression for Γpfq then follows immediately from this and the definition. 
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In order to avoid long expressions, in this paper we use the (non-standard) notation
Aαfpxq :“ fpxq ´ fpσαxqxα, xy
for the α-dependent difference part in the definition of the Dunkl operators.
Example 3.2. The main example throughout this section is the linear case corresponding
to bpxq “ ´cx for some c ą 0. This case is related to the generalised Ornstein-Uhlenbeck
semigroup studied in [11], where it was shown that the operator
LOU :“ ∆k ´ cx ¨∇f
generates a Markov semigroup on CbpRN q.
We note that our operator is related to LOU via
Lf “ LOUf ´ c
ÿ
αPR`
kαpf ´ f ˝ σαq.
Since the linear operator f ÞÑ ´c
ÿ
αPR`
kαpf ´ f ˝ σαq is clearly bounded on CbpRN q, stan-
dard results from general semigroup theory imply that L generates a contraction semigroup
pPtqtě0 (the perturbation of a contraction semigroup generator by a bounded operator gen-
erates a contraction semigroup, see for example [2, Theorem 3.1]).
It is easy to see that the assumption (3.2) that we impose below on the drifts b will assure
the positive maximum principle holds and thus pPtqtě0 is indeed positivity-preserving, so a
Markov semigroup (see [7, Theorem 19.11]).
Moreover, adding suitably small perturbations to the linear drifts bpxq “ ´cx should
produce further Markov semigroups with generators of the desired form (3.1).
Remark. We expect that the class of functions b for which the operator L generates a
Markov semigroup is much larger but this is the subject of a different investigation.
3.1. Gradient bounds. The main result of this section is a bound on the symmetrised
gradient form
Γ˜pfqpxq :“
ÿ
gPG
|∇kfpgxq|2.
This form of the gradient has the advantage that it is G-invariant, so we do not have to deal
with the reflected terms that will appear in the computations below.
Theorem 3.3. Let bi P C1pRN q such that ∇pbiq is bounded for all i “ 1, . . . , N and which
satisfy the assumptions
(3.2)
2
xα, xy2 ´ xbpxq, αy
1
xα, xy ě 0 @x P R
N , @α P R`
and
(3.3) bpgxq “ gbpxq @g P G, @x P RN .
Consider the operator
L “ ∆k ` bpxq ¨∇k
which is assumed to generate a Markov semigroup pPtqtě0 on CbpRN q.
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We then have the bound
(3.4) Γ˜pPtfq ď e2ηtPtpΓ˜pfqq @t ą 0,
where
η :“ max
i
sup
xPRN
Bipbiqpxq ` pN ´ 1qmax
i‰j
‖Bjpbiq‖8 `
?
2γ max
αPR`
‖Aαpbq‖8 .
Proof. Firstly, let g P G and we compute
d
ds
Pt´sp|∇kfs|2 ˝ gq “
Nÿ
j“1
d
ds
Pt´sppTjfsq2 ˝ gq
“
Nÿ
j“1
Pt´sp´LppTjfsq ˝ gq2q ` 2pTjfsq ˝ g ¨ pTjLfsq ˝ gq
“ Pt´s
˜
´2
Nÿ
j“1
ΓLppTjfsq ˝ gq ` Ipfsq ˝ g ` 2
Nÿ
j“1
pTjfsq ˝ g ¨ JgpTjfsq
¸
,
where
Iphq :“ 2∇kh ¨ r∇k, Lsh “ 2
Nÿ
i“1
∇kh ¨ r∇k, biTish
and
Jgphq :“ pLhq ˝ g ´ Lph ˝ gq.
Here and everywhere in the below the notation rA,Bs stands for the commutator of the
operators A and B, i.e., rA,Bs :“ AB ´BA.
Step 1: compute ΓLphq. We have
ΓLphq “ 1
2
˜
∆kph2q ´ 2h∆kh`
Nÿ
i“1
bi
“
Tiph2q ´ 2hTih
‰¸
“ Γphq ` 1
2
Nÿ
i“1
bi
“
Tiph2q ´ 2hTih
‰
.
Using Lemmas 3.1 and 2.1, we have
ΓLphqpxq
“ |∇hpxq|2 `
ÿ
αPR`
kα
ˆ
hpxq ´ hpσαxq
xα, xy
˙2
´ 1
2
Nÿ
i“1
ÿ
αPR`
kααibipxq phpxq ´ hpσαxqq
2
xα, xy
“ |∇hpxq|2 ` 1
2
ÿ
αPR`
kαphpxq ´ hpσαxqq2
ˆ
2
xα, xy2 ´ xα, bpxqy
1
xα, xy
˙
.
Thus, assumption (3.2) assures that ΓLphq ě 0.
Step 2: compute Jgphq. It will be useful here to see g P G as a matrix, and recall that
ggT “ gT g “ I. A simple computation shows that
(3.5) ∇ph ˝ gq “ gT p∇hq ˝ g.
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Also, note that
gσαg
T pxq “ x´ xα, gTxygα “ σgαpxq,
so
Aαph ˝ gqpxq “ hpgxq ´ hpgσαxqxα, xy “
hpgxq ´ hpσgαpgxqq
xgα, gxy “ Agαphqpgxq.
Thus, since by G-invariance we have kα “ kgα, we obtain
(3.6)
ÿ
αPR`
kααAαph ˝ gq “ gT
ÿ
αPR`
kgαgαAgαphq ˝ g “ gT
ÿ
αPR`
kααAαphq ˝ g,
where in the last step we simply used a change of variables. Finally, from (3.5) and (3.6),
we obtain
(3.7) ∇kph ˝ gq “ gT∇kphq ˝ g.
Using (3.7), we can now compute
∆kph ˝ gq “ ∆kphq ˝ g,
and also
Jgphqpxq “ bpgxq ¨ p∇khq ˝ g ´ bpxq ¨ gT p∇khq ˝ g “ pbpgxq ´ gbpxqq ¨ p∇khq ˝ g “ 0,
by our assumption (3.3).
Step 3: estimate Iphq. We first note that, using the commutativity of Dunkl operators,
rTj, biTis “ rTj, bisTi ` birTj , Tis “ rTj, bisTi,
and
rTj, bisTihpxq “ TjpbiTihqpxq ´ bipxqTjTihpxq
“ TjpbiqpxqTihpxq ´
ÿ
αPR`
kααj
pbipxq ´ bipσαxqqpTihpxq ´ Tihpσαxqq
xα, xy .
Thus we have
Iphq “ 2
Nÿ
i,j“1
TjhrTj, bisTih
“ 2
Nÿ
i,j“1
¨
˝TjpbiqTjhTih´ ÿ
αPR`
kααjAαpbiqTjhpTih´ pTihq ˝ σαq
˛
‚
“ 2
Nÿ
i,j“1
¨
˝BjpbiqTjhTih` ÿ
αPR`
kααjAαpbiqTjhpTihq ˝ σα
˛
‚
“ 2
Nÿ
i“1
Bipbiq|Tih|2 ` 2
ÿ
i‰j
BjpbiqTihTjh` 2
Nÿ
i,j“1
ÿ
αPR`
kααjAαpbiqTjhpTihq ˝ σα.
Here, in the last step, we simply isolated the terms containing second powers |Tih|2, which
will be necessary in obtaining gradient bounds. To obtain similar second powers from the
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mixed terms, we use the basic inequality 2xy ď x2 ` y2. This gives, for the second sum,
2
ÿ
i‰j
BjpbiqTihTjh ď
ÿ
i‰j
‖Bjpbiq‖8
“pTihq2 ` pTjhq2‰
ď 2pN ´ 1qmax
i‰j
‖Bjpbiq‖8 |∇kh|2,
and for the second sum, recalling that |α|2 “ 2, we obtain
2
Nÿ
i,j“1
ÿ
αPR`
kααjAαpbiqTjhpTihq ˝ σα “ 2
ÿ
αPR`
kαxα,∇khyxAαpbq, p∇khq ˝ σαy
ď
?
2 max
αPR`
‖Aαpbq‖8
ÿ
αPR`
kα
“|∇kh|2 ` |p∇khq ˝ σα|2‰
Step 4: gradient bounds. From the previous three steps, summing up the computations
over all g P G, we obtain
d
ds
Pt´spΓ˜pfsqq ď
ÿ
gPG
Pt´spIpfsq ˝ gq
ď 2
ˆ
max
i
sup
xPRN
Bipbiqpxq ` pN ´ 1qmax
i‰j
‖Bjpbiq‖8 `
?
2γ max
αPR`
‖Aαpbq‖8
˙
Pt´spΓ˜pfsqq.
So we have proved that
d
ds
Pt´spΓ˜pfsqq ď 2ηPt´spΓ˜pfsqq,
where
η :“ max
i
sup
xPRN
Bipbiqpxq ` pN ´ 1qmax
i‰j
‖Bjpbiq‖8 `
?
2γ max
αPR`
‖Aαpbq‖8 .
Integrating this inequality, we obtain
Γ˜pPtfq ď e2ηtPtpΓ˜pfqq,
as required. 
Example 3.4. If bpxq “ ´cx, for a constant c ą 0, then it is clear that it satisfies the
assumption (3.2) of the Theorem. Moreover, Bipbjq “ ´cδij and
Aαpbiqpxq “ c´xi ` px ´ xα, xyαqixα, xy “ ´cαi,
so
η “ ´c` 0`
?
2γmax
α
|cα| “ ´c` 2cγ.
Thus, if γ ă 1
2
, the inequality (3.4) proved above is in fact a coercive bound.
Remark. It is possible to extend the previous example of linear drifts by adding small
perturbations and such that the conditions of the previous Theorem still hold.
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3.2. Invariant measures. The strategy for proving existence of invariant measure is to
use general results from probability theory such as the Prokhorov and Krylov-Bogoliubov
theorems. A useful tool in proving the tightness conditions in these theorems is that of a
Lyapunov function.
Definition 3.5. We say that a smooth function ρ : RN Ñ r0,8s is a Lyapunov function
for L if it satisfies the conditions:
(i) ρ´1pr0,8qq ‰ H;
(ii) for any M ą 0, the level set tx P RN : ρpxq ďMu is compact;
(iii) there exist positive constants C1, C2, with C2 ‰ 0, such that
(3.8) Lρpxq ď C1 ´ C2ρpxq
holds for all x P RN for which ρpxq ‰ 8.
We then have the following easy consequence.
Lemma 3.6. Let ρ be a Lyapunov function. Then, for any x P RN for which ρpxq ‰ 8,
Ptρpxq is bounded in t, i.e., there exists a constant C ą 0 such that
Ptρpxq ď C for all t ą 0.
Here, Ptρpxq should be understood as the limit
Ptρpxq “ lim
aÑ8
Ptpρaqpxq,
where ρapxq “ mintρpxq, au.
Proof. Note that by (3.8) we have
Lρapyq ď C1 ´ C2ρapyq
holds for all y P RN if a ą C1
C2
. Since ρa P CbpRN q, then Ptpρaq is well defined and, moreover,
we have
d
dt
Ptpρaq “ PtpLρaq ď C1 ´ C2Ptpρaq.
Integrating this inequality, we obtain
Ptpρaqpxq ď e´C2tρapxq ` C1
C2
p1´ e´C2tq ď ρapxq ` C1
C2
.
Taking aÑ8 we have
Ptpρq ď ρpxq ` C1
C2
.
Thus, the conclusion follows by taking C “ ρpxq ` C1
C2
(recall that x is fixed). 
Let us now construct a Lyapunov function as a cutoff of the euclidean distance. To this
end, let χ : R` Ñ R` be a smooth function such that
χptq “
#
0 if t ď 1
1 if t ě 2.
Consider then the function
(3.9) ρpxq “ |x|χp|x|q.
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Then clearly ρ satisfies the conditions (i) and (ii) of Definition 3.5. In order to satisfy
assumption (3.8) as well, we need to find suitable bounds on ρ. We first compute, using
(2.1),
∆kρpxq “ ∆ρpxq ` 2
ÿ
αPR`
kα
x∇ρpxq, αy
xα, xy
“
Nÿ
i“1
Bi
ˆ
xi
|x|χp|x|q ` xiχ
1p|x|q
˙
` 2γ
ˆ
1
|x|χp|x|q ` χ
1p|x|q
˙
“
Nÿ
i“1
ˆ
1
|x|χp|x|q ´
x2i
|x|3χp|x|q `
x2i
|x|2χ
1p|x|q ` χ1p|x|q ` x
2
i
|x|χ
2p|x|q
˙
` 2γ
ˆ
1
|x|χp|x|q ` χ
1p|x|q
˙
“ pN ` 2γ ´ 1q 1|x|χp|x|q ` pN ` 2γ ` 1qχ
1p|x|q ` |x|χ2p|x|q,
and we notice that, from the choice of χ, there exists a constant C1 ě 0 such that
∆kρ ď C1.
Thus, we have
Lρpxq ď C1 `
Nÿ
i“1
bipxqBiρpxq
“ C1 ` xx, bpxqy
ˆ
1
|x|χp|x|q ` χ
1p|x|q
˙
ď C2 ` xx, bpxqy|x|2 ρpxq,
for a constant C2 ě 0. To summarise, we have proved the following Lemma.
Lemma 3.7. Assume that there exists a constant C ą 0 such that
xx, bpxqy
|x|2 ď ´C for all x P R
N .
Then, the function ρ defined by (3.9) is a Lyapunov function.
Example 3.8. In the case of linear drifts bpxq “ ´cx with c ą 0, we have
xx, bpxqy
|x|2 “ ´c,
so the function ρ does satisfy the assumption of the Lemma, so it is a Lyapunov function.
We are now ready to prove the main result of this section.
Theorem 3.9. Let γ ă 1
2
. Assume that there exists η ă 0 such that the following inequality
holds
Γ˜pPtfq ď e2ηtPtpΓ˜pfqq.
Moreover, assume that there exists a Lyapunov function ρ.
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Then, there exists a sequence pPtlqlě0 and a probability measure ν such that for all f
bounded and continuous, and for all x P RN such that ρpxq ‰ 8, we have
Ptlfpxq Ñ
ż
f dν as lÑ8.
Additionally, the measure ν is invariant for the Markov semigroup Pt.
Proof. Fix x P ρ´1pr0,8qq and define the probability measures
pxt pAq :“ Ptp1Aqpxq.
Step 1: ppxt qtą0 is a tight family. By Markov’s inequality we have, for any M ą 0,
pxt ptρ ěMuq ď
1
M
ż
ρ dpxt “
1
M
Ptρpxq ď C
M
,
where in the last step we used Lemma 3.6. This implies that
(3.10) pxt ptρ ďMuq ě 1´
C
M
.
Since the set tρ ď Mu is compact, and M ą 0 is arbitrary, this shows that the family
ppxt qtą0 is tight. By Prokhorov’s theorem, there exists a sequence ptlqlě0 such that ppxtlqlě0
converges weakly to a probability measure, say ν.
Step 2: pyt ñ ν for all y P ρ´1pr0,8qq.
Let γx,ypsq “ x` spy ´ xq. We first compute
|Ptlfpyq ´ Ptlfpxq| “
ˇˇˇ
ˇ
ż 1
0
∇pPtlfqpγx,ypsqq ¨ py ´ xqds
ˇˇˇ
ˇ
ď |x´ y|
ż 1
0
|∇pPtlfqpγx,ypsqq| ds
“ |x´ y|
ż 1
0
ˇˇˇ
ˇˇˇ∇kpPtlfqpγx,ypsqq ´ ÿ
αPR`
kαα
Ptlfpγx,ypsqq ´ Ptlfpσαpγx,ypsqqq
xα, γx,ypsqy
ˇˇˇ
ˇˇˇ ds
ď |x´ y|
ż 1
0
|∇kpPtlfqpγx,ypsqq| ds
`
?
2|x´ y|
ÿ
αPR`
kα
ż 1
0
ˇˇˇ
ˇPtlfpγx,ypsqq ´ Ptlfpσαpγx,ypsqqqxα, γx,ypsqy
ˇˇˇ
ˇ ds.
From our assumption, we have
(3.11) |∇kpPtfq| ď
b
Γ˜pPtfq ď eηt
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
,
so the above becomes
(3.12)
|Ptlfpyq ´ Ptlfpxq| ď |x´ y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
`
?
2|x´ y|
ÿ
αPR`
kα
ż 1
0
ˇˇˇ
ˇPtlfpγx,ypsqq ´ Ptlfpσαpγx,ypsqqqxα, γx,ypsqy
ˇˇˇ
ˇ ds.
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Without loss of generality we can assume that x “ 0 and we will use an iteration argument
applying (3.12) repeatedly. We first have
(3.13)
|Ptlfpyq ´ Ptlfp0q| ď |y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
`
?
2|y|
ÿ
αPR`
kα
|xα, yy|
ż 1
0
1
s
|Ptlfpsyq ´ Ptlfpσαpsyqq| ds.
Applying (3.12) again, noting that |sy ´ σαpsyq| “ s
?
2|xα, yy|, we have
|Ptlfpyq ´ Ptlfp0q| ď |y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
¨
˝1` 2 ÿ
αPR`
kα
˛
‚
` 23{2|y|
ÿ
αPR`
ÿ
βPR`
kαkβ
ż 1
0
ż 1
0
ˇˇˇ
ˇPtlfpγσαpsyq,sypuqq ´ Ptlfpσβpγσαpsyq,sypuqqqxβ, γσαpsyq,sypuqy
ˇˇˇ
ˇ du ds.
The next step is already too difficult to write down, but we can see that we obtain
|Ptlfpyq ´ Ptlfp0q| ď |y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
8ÿ
i“0
»
–2i ÿ
α1PR`
ÿ
α2PR`
. . .
ÿ
αiPR`
kα1kα2 ¨ ¨ ¨ kαi
fi
fl
“ |y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
8ÿ
i“0
p2γqi.
Therefore, if γ ă 1
2
, the infinite sum converges and we have
(3.14) |Ptlfpyq ´ Ptlfp0q| ď C|y|eηtl
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
.
Since η ă 0, this shows that pytl ñ ν, as required.
Step 3: ν is an invariant measure for Pt. We will now apply the Krylov-Bogoliubov
theorem. We have, using (3.10),
µxT ptρ ďMuq “
1
T
ż T
0
pxt ptρ ďMuqdt ě 1´
C
M
,
so the family pµxT qTą0 is tight. By the Krylov-Bogoliubov theorem, there exists an invariant
measure for Pt, say µ.
Fix a bounded and continuous function f and let ǫ ą 0. Then, since pxtl ñ ν, there exists
l1 ą 0 such that
|pxtlpfq ´ νpfq| ă
ǫ
2
for all l ě l1.
On the other hand, since µ is an invariant measure, we have
|pxtlpfq ´ µpfq| ď
ż
|Ptlfpxq ´ Ptlfpyq|dµpyq ď C
∥
∥
∥Γ˜pfq
∥
∥
∥
1{2
8
eηtl
ż
|x´ y| dµpyq,
where, in the second step, we used (3.14). Since η ă 0, there exists k2 ą 0 such that
|pxtlpfq ´ µpfq| ă
ǫ
2
for all l ą l2.
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Thus, for all l ą maxtl1, l2u, we have
|µpfq ´ νpfq| ď |pxtlpfq ´ µpfq| ` |pxtlpfq ´ νpfq| ă ǫ,
which shows that µ “ ν. This finishes the proof. 
Remark. We note that we needed to impose conditions for the coefficients kα to be small
both in order to obtain η ă 0, as well as in the proof of existence of invariant measure. It
would be interesting to find out whether this is just a shortfall of our chosen method, or
whether this is a deeper characteristic of Dunkl operators.
Example 3.10. If bpxq “ ´cx, for some c ą 0, then an invariant measure for the resulting
semigroup is given by dνpxq “ e´c|x|2{2 dµkpxq. Indeed, we haveż
RN
Lf dν “
ż
RN
p∆kf ´ cx ¨∇kfq e´c|x|2{2 dµk
“ ´
ż
RN
p∇
ˆ
´c|x|
2
2
˙
´ cxq ¨∇kf dν “ 0.
4. The infinite dimensional case
In this section we work over the infinite dimensional space Ω “ pRN qZd . An element of
this set will be denoted by ω “ pωlqlPZd , where each ωl P RN . On the lattice Zd we define
the distance |l ´ j| “ dpl, jq :“
dÿ
i“1
|li ´ ji|. A cylinder function on Ω is a smooth function
f : Ω Ñ R that only depends the components ωl for l P Λ and Λ Ă Zd is a finite set. The
smallest such subset Λ Ă Zd will be denoted Λpfq. It is known that the set of cylinder
functions on Ω is dense in CpΩq, see for example [6].
4.1. Construction of the semigroup. We want to define an infinite dimensional semi-
group on pRN qZd with generator
L “
ÿ
lPZd
Lplq `
ÿ
lPZd
eplq ¨∇plqk ,
where
Lplq “ ∆plqk ` bplq ¨∇plqk
is a copy of the operator studied in the previous section, acting only on the l component of
ω P pRN qZd . Here bplq : Ω Ñ RN is a function that only depends on the ωl component. In
addition, eplq : ΩÑ RN is a C1 function which depends only on ωj for |j ´ l| ă R for some
fixed R ą 0 (we say that eplq has finite range of interaction), and such that eplq and all its
first degree derivatives are uniformly bounded. As in the previous section, we assume firstly
that for any l P Zd we have
(4.1)
2
xα, ωly2 ´ xα, b
plqpωqy 1xα, ωly ě 0 @ω P Ω, @α P R`
and
(4.2)
2
xα, ωly2 ´ xα, b
plqpωq ` eplqpωqy 1xα, ωly ě 0 @ω P Ω, @α P R`.
14 ANDREI VELICU
Secondly, we also assume that for all l P Zd we have
(4.3) bplq ˝ gplq “ gplqbplq and eplq ˝ gplq “ gplqeplq,
and
(4.4) eplq ˝ gplq “ eplq @ l ‰ l.
These two sets of assumptions mirror the conditions (3.2) and (3.3), respectively, of the
finite dimensional case.
The operators Lplq are commutative and, as in the previous section, each generates a finite
dimensional semigroup. Thus, their sum
ř
lPZd L
plq also generates a semigroup. In this case,
the dynamics is given by infinitely many copies of the same model acting independently of
each other. Introducing the terms corresponding to the functions eplq makes the dynamics
more interesting as it allows for interactions between the individual diffusions.
In order to define this semigroup formally, we first consider the truncated operator for
some finite Λ Ă Zd,
LΛ :“
ÿ
lPZd
Lplq `
ÿ
lPΛ
eplq ¨∇plqk .
This operator is well defined on the space of cylinder functions on Ω and we assume that
it generates a Markov semigroup pPΛt qtě0. Since Λ is finite and by the finite range of
interactions assumption, then in fact only the diffusions corresponding to the points of
ΛR :“ tl P Zd : dpl,Λq ă Ru interact with each other. Thus, we can split LΛ into two
components
LΛ “
ÿ
lPZdzΛR
Lplq `
˜ ÿ
lPΛR
Lplq `
ÿ
lPΛ
eplq ¨∇plqk
¸
.
As discussed above, the operators Lplq are commutative, so the first part generates a semi-
group of diffusions that do not interact with each other, while the second part is essentially
finite dimensional and it can be dealt with as in the previous section.
Define the carre´-du-champ operator
ΓΛpfq :“ 1
2
`
LΛpf2q ´ 2fLΛf
˘
.
Using computations similar to the finite dimensional case, we have
ΓΛpfqpωq “
ÿ
lPZd
|∇plqfpωq|2 ` 1
2
ÿ
lPZdzΛ
kαA
plq
α pfq2pωq
”
2´ xα, bplqpωqyxα, ωy
ı
` 1
2
ÿ
lPΛ
kαA
plq
α pfq2pωq
”
2´ xα, bplqpωq ` eplqpωqyxα, ωy
ı
.
Here, in keeping with the notation above, ∇plq is the usual gradient acting only on the ωl
component of ω P Ω, and Aplqα is the operator Aα acting on the same component ωl. From
the assumptions (4.1) and (4.2) we have
ΓΛpfq ě 0.
We want to define the infinite semigroup for any cylindrical function f as the limit in the
uniform norm
Ptf “ lim
ΛÑZd
PΛt f.
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In order to prove that this limit exists, it is enough to show that for each increasing sequence
pΛnqnPN of finite subsets of Zd, the sequence pPΛnt fqnPN is Cauchy. In other words, fixing a
cylindrical function f , for finite Λ Ă Λ1 Ă Zd, we want to estimate the norm
∥
∥
∥P
Λ1
t f ´ PΛt f
∥
∥
∥
8
.
We assume also that Λ is large enough so that Λpfq Ă Λ. We construct a sequence
Λ0, . . . ,Λn, where n “ |Λ1| ´ |Λ|, such that Λ0 “ Λ, Λn “ Λ1 and for each j “ 0, . . . n´ 1,
Λj`1zΛj “ thju. Then, we have
∥
∥
∥P
Λ1
t f ´ PΛt f
∥
∥
∥
8
ď
n´1ÿ
j“0
∥
∥
∥P
Λj`1
t f ´ PΛjt f
∥
∥
∥
8
.(4.5)
But we can compute
P
Λj`1
t f ´ PΛjt f “
ż t
0
d
ds
”
P
Λj
t´spPΛj`1s fq
ı
ds “
ż t
0
P
Λj
t´spLΛj`1 ´ LΛj qPΛj`1s f ds,
and since P
Λj
t is a Markov semigroup we can estimate
|PΛj`1t f ´ PΛjt f | ď
∥
∥
∥ephjq
∥
∥
∥
8
ż t
0
P
Λj
t´s
´ˇˇˇ
∇
phjq
k pPΛj`1s fq
ˇˇˇ¯
ds
Similarly to the previous section, we now introduce the symmetrised gradient form
(4.6) Γ˜plqphqpωq “
ÿ
gPG
|∇plqk hpgplqωq|2,
defined for all l P Zd, and where gplq is the element g of the reflection group G acting on the
ωl P RN coordinate of ω P Ω. Using this definition, we haveˇˇˇ
∇
phjq
k pPΛj`1s fq
ˇˇˇ2
ď Γ˜phjqpPΛj`1s fq,
and hence, from the above we deduce
(4.7)
∥
∥
∥P
Λj`1
t f ´ PΛjt f
∥
∥
∥
8
ď
∥
∥
∥ephjq
∥
∥
∥
8
ż t
0
∥
∥
∥Γ˜phjqpPΛj`1s fq
∥
∥
∥
1{2
8
ds.
Thus, we need to obtain bounds on the quantity
∥
∥
∥Γ˜phjqpPΛj`1s fq
∥
∥
∥
8
. This is done in the
following Theorem.
Theorem 4.1. Let Λ be a finite subset of Zd and consider the Markov semigroup pPΛt qtě0
generated by the operator
LΛ :“
ÿ
lPZd
Lplq `
ÿ
lPΛ
eplq ¨∇plqk
and denote ft :“ PΛt f . Assume that
ηl :“ max
i
sup
ωPΩ
Bplqi pbplqi qpωq ` pN ´ 1qmax
m‰i
∥
∥
∥Bplqm pbiq
∥
∥
∥
8
`
?
2γ max
αPR`
∥
∥
∥A
plq
α pbplqq
∥
∥
∥
8
ă 0
and
ζ :“
ÿ
lPZd
∥
∥
∥e
plq
∥
∥
∥
8
ă 8.
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Let f be a cylinder function such that Λpfq Ă Λ and let l R Λpfq. Let also
Nl “
„
dpl,Λpfqq
R

` 1,
where the square brackets indicate integer part. Then, for any σ ą 0 there exists τ ě 1 large
enough such that if Nl ě τs, and we have the bound
(4.8)
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď e´2Nlσ´2sσ
ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
.
Proof. Fix some i “ 1, . . . , N . We first look at
(4.9)
BuPΛs´up|T plqi fu|2q “ PΛs´up´LΛp|T plqi fu|2q ` 2T plqi fu ¨ T plqi LΛfuq
“ PΛs´up´2ΓΛpT plqi fuq ` 2T plqi fu ¨ rT plqi ,LΛsfuq
ď PΛs´up2T plqi fu ¨ rT plqi ,LΛsfuq,
where we used the positivity of ΓΛ.
We can check directly that for distinct l, l1 P Zd, the operators T plqi and T pl
1q
j commute
for any i, j “ 1, . . . , N . The same holds for l “ l1, but here we need to use the fact that
Dunkl operators commute. As a consequence (recall also that bpjq depends only on the ωj
component), we have rT plqi , Lpjqs “ 0 for all j ‰ l. Thus, we can simplify the commutator
rT plqi ,LΛs “ rT plqi , Lplqs `
ÿ
jPΛ
rT plqi , epjq ¨∇pjqk s
“ rT plqi , Lplqs `
ÿ
jPΛ
rT plqi , epjqs ¨∇pjqk ,
where in the last step we used again the commutativity of T
plq
i with T
pjq
u . So we next need
to compute rT plqi , epjqs. We have
rT plqi , epjqsh “ Bplqi phepjqq `
ÿ
αPR`
kααiA
plq
α phepjqq ´ epjqBplqi h´
ÿ
αPR`
kααiA
plq
α phqepjq
“ hBplqi pepjqq ´
ÿ
αPR`
kααirAplqα phqepjq ´Aplqα phepjqqs.
But
Aplqα phqepjq ´Aplqα phepjqq
“ 1xα, ωly
”
epjqpωqphpωq ´ hpσplqα ωqq ´ phpωqepjqpωq ´ hpσplqα ωqepjqpσplqα ωqq
ı
“ ´hpσplqα ωqAplqα pepjqq.
Thus, we have
rT plqi , epjqsh “ hBplqi pepjqq `
ÿ
αPR`
kααihpσplqα ωqAplqα pepjqq.
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Therefore, we have obtained
rT plqi ,LΛsh “ rT plqi , Lplqs `
ÿ
jPΛ
»
–Bplqi pepjqq ¨∇pjqk h` ÿ
αPR`
kααiA
plq
α pepjqq ¨∇pjqk hpσplqα ωq
fi
fl .
(4.10)
Recall the definition of the symmetrised gradient form given in (4.6). As in the finite case,
and due to the assumptions (4.3) and (4.4), the computations in (4.9) and (4.10) can be
extended to more difficult terms, involving compositions with reflections gplq. For simplicity,
we do not include all the details here, but the method is the same as before. Thus, we obtain
d
du
PΛs´upΓ˜plqpfuqq
ď
ÿ
gPG
Nÿ
i“1
PΛs´u
´
2T
plq
i fupgplqωqrT plqi , Lplqsfupgplqωq
¯
(4.11)
`
ÿ
gPG
Nÿ
i“1
Nÿ
m“1
ÿ
jPΛ
2PΛs´u
”´
Bplqi pepjqm qT pjqm fuT plqi fu
¯
˝ gplq
ı
(4.12)
`
ÿ
gPG
Nÿ
i“1
Nÿ
m“1
ÿ
jPΛ
ÿ
αPR`
2kααiP
Λ
s´u
”´
Aplqα pepjqm qpT pjqm fuq ˝ σplqα T plqi fu
¯
˝ gplq
ı
.(4.13)
The term in (4.11) is essentially the finite dimensional case discussed in Theorem 3.3 since
all operators involved only act on the l component. We thus have
ÿ
gPG
Nÿ
i“1
PΛs´u
´
2T
plq
i fupgplqωqrT plqi , Lplqsfupgplqωq
¯
ď 2ηlPΛs´upΓ˜plqpfuqq,
where
ηl :“ max
i
sup
ωPΩ
Bplqi pbplqi qpωq ` pN ´ 1qmax
m‰i
∥
∥
∥Bplqm pbiq
∥
∥
∥
8
`
?
2γ max
αPR`
∥
∥
∥Aplqα pbplqq
∥
∥
∥
8
.
In order to estimate the next two terms, let
El,j :“ max
"
max
i,m
∥
∥
∥Bplqi pepjqm q
∥
∥
∥
8
,max
i,m,α
∥
∥
∥A
plq
α pepjqm q
∥
∥
∥
8
*
ď
?
2max
i,m
∥
∥
∥Bplqi pepjqm q
∥
∥
∥
8
,
where the second inequality follows from (2.2). Clearly El,j ě 0 for all l, j P Zd, but note also
that El,j “ 0 if dpl, jq ě R since eplq only depends on the components ωj with dpi, jq ă R.
The strategy in estimating the remaining terms (4.12) and (4.13) is to use the inequality
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2xy ď ǫx2 ` 1
ǫ
y2 to separate the products into sums of squares. We first estimate
ÿ
gPG
Nÿ
i“1
Nÿ
m“1
ÿ
jPΛ
2PΛs´u
”´
Bplqi pepjqm qT pjqm fuT plqi fu
¯
˝ gplq
ı
ď N
ÿ
gPG
ÿ
jPΛ
El,jP
Λ
s´u
„
ǫ|∇plqk fu|2 ˝ gplq `
1
ǫ
|∇pjqk fu|2 ˝ gplq

“ ǫN
˜ÿ
jPΛ
El,j
¸
PΛs´upΓ˜plqpfuqq `
1
ǫ
N
ÿ
gPG
ÿ
jPΛ
El,jP
Λ
s´u
”
|∇pjqk fu|2 ˝ gplq
ı
ď ǫN
˜ÿ
jPΛ
El,j
¸
PΛs´upΓ˜plqpfuqq `
1
ǫ
N
ÿ
gPG
ÿ
jPΛ
El,jP
Λ
s´u
”
pΓ˜pjqfuq ˝ gplq
ı
,
and similarly
ÿ
gPG
Nÿ
i“1
Nÿ
m“1
ÿ
jPΛ
ÿ
αPR`
2kααiP
Λ
s´u
”´
Aplqα pepjqm qpT pjqm fuq ˝ σplqα T plqi fu
¯
˝ gplq
ı
ď
ÿ
gPG
ÿ
jPΛ
ÿ
αPR`
?
2NkαEl,jP
Λ
s´u
„
ǫ|∇plqk fu|2 ˝ gplq `
1
ǫ
|∇pjqk fu|2 ˝ pσplqα ˝ gplqq

“
?
2Nγǫ
˜ÿ
jPΛ
El,j
¸
PΛs´upΓ˜plqpfuqq `
?
2Nγ
1
ǫ
ÿ
gPG
ÿ
jPΛ
El,jP
Λ
s´u
”
|∇pjqk fu|2 ˝ gplq
ı
ď
?
2Nγǫ
˜ÿ
jPΛ
El,j
¸
PΛs´upΓ˜plqpfuqq `
?
2Nγ
1
ǫ
ÿ
gPG
ÿ
jPΛ
El,jP
Λ
s´u
”
Γ˜pjqpfuq ˝ gplq
ı
.
Combining all these results, we have obtained that
d
du
PΛs´upΓ˜plqpfuqq ď 2η˜lPΛs´upΓ˜plqpfuqq `
ÿ
gPG
ÿ
jPΛ
E˜l,jP
Λ
s´u
”
Γ˜pjqpfuq ˝ gplq
ı
,(4.14)
where
(4.15) η˜l :“ ηl ` ǫN
2
p1`
?
2γq
˜ÿ
jPΛ
El,j
¸
,
and
E˜l,j :“ 1
ǫ
Np1`
?
2γqEl,j .
We choose ǫ ą 0 such that η˜l ă 0; this is possible because by our assumption ηl ă 0.
Multiplying inequality (4.14) by e´2η˜lu, and integrating with respect to u from 0 to s, we
obtain
Γ˜plqpfsq ď e2η˜lsPΛs pΓ˜plqfq `
ÿ
gPG
ÿ
jPΛ
E˜l,j
ż s
0
e2η˜lps´uqPΛs´u
”
Γ˜pjqpfuq ˝ gplq
ı
du.
Taking supremum norm over this inequality, and since η˜l ă 0, we have
(4.16)
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď
∥
∥
∥Γ˜plqf
∥
∥
∥
8
` |G|
ÿ
jPΛ
E˜l,j
ż s
0
∥
∥
∥Γ˜pjqpfuq
∥
∥
∥
8
du.
INFINITE DIMENSIONAL ANALYSIS FOR DUNKL OPERATORS 19
Up until this point we have not used the assumption that l R Λpfq so this inequality holds
for general l P Zd. Since l R Λpfq, then f does not depend on the ωl coordinate and so the
first term on the right hand side of inequality (4.16) vanishes.
We can improve inequality (4.16) by applying itself iteratively to the term under the
integral. At the first step we obtain
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď |G|
ÿ
jPΛ
E˜l,j
ż s
0
«
∥
∥
∥Γ˜pjqf
∥
∥
∥
8
` |G|
ÿ
j1PΛ
E˜j,j1
ż u
0
∥
∥
∥Γ˜pj
1qpfvq
∥
∥
∥
8
dv
ff
du
ď s|G|
ÿ
jPΛ
E˜l,j
∥
∥
∥Γ˜pjqf
∥
∥
∥
8
` |G|2
ÿ
jPΛ
ÿ
j1PΛ
E˜l,jE˜j,j1
ż s
0
ż u
0
∥
∥
∥Γ˜pj
1qpfuq
∥
∥
∥
8
dv du.
Note that if dpl,Λpfqq ě R and dpj, lq ă R, then j R Λpfq, so the first sum vanishes again.
In fact, we need to apply this method iteratively Nl “
”
dpl,Λpfq
R
ı
` 1 times in order to get a
non-trivial contribution. After infinitely many iterations, we obtain
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď
ˆ psClqNl
Nl!
` psClq
Nl`1
pNl ` 1q! ` . . .
˙ ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
ď psClq
Nl
pNlq! e
sCl
ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
,
where
(4.17) Cl “ |G|
ÿ
jPΛ
E˜l,j .
Note that the factorials appearing in the denominators above are a result of computing
nested integrals.
Let us estimate the constant appearing in this inequality. Using the fact that for any
natural number n we have n! ą `n
e
˘n
(which follows from the expansion of en), we obtain
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď esCl`Nlplog sCl´logNl`1q
ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
.
Now fix σ ą 0. There exists τ ě 0 large enough such that
(4.18) log
Cl
τ
` Cl
τ
` 1 ď ´4σ.
If, in addition, Nl ě τs, then
sCl `Nlplog sCl ´ logNl ` 1q ď Nl
ˆ
Cl
τ
` log Cl
τ
` 1
˙
ď ´4σNl ď ´2Nlσ ´ 2sσ.
Finally, this gives
(4.19)
∥
∥
∥Γ˜plqpfsq
∥
∥
∥
8
ď e´2Nlσ´2sσ
ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
,
as required. 
Now that we have proved the required bounds on the symmetrised gradient, we can
go back to the definition of the infinite dimensional semigroup. Fix σ ą 0 and let N˜ “
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dpZdzΛ,Λpfqq
R
ı
` 1. By definition, we have Nhj ě N˜ for all j “ 0, . . . , n´ 1. From (4.5) and
(4.7), with the help of Theorem 4.1, we obtain
(4.20)
∥
∥
∥PΛ
1
t f ´ PΛt f
∥
∥
∥
8
ď
˜ÿ
lPZd
∥
∥
∥Γ˜plqpfq
∥
∥
∥
8
¸1{2 n´1ÿ
j“0
∥
∥
∥ephjq
∥
∥
∥
8
ż t
0
e
´σNhj´σs ds
ď ζe´σN˜ 1´ e
σt
σ
˜ÿ
lPZd
∥
∥
∥Γ˜plqpfq
∥
∥
∥
8
¸1{2
,
which holds for all N˜ ě τt, where τ ě 1 is fixed. Recall that ζ “ řlPZd ∥∥eplq∥∥8 was assumed
to be finite.
This concludes the proof that for each increasing sequence pΛnqně1 of finite subsets of
Z
d, and for each cylindrical function f , the sequence pPΛnt fqn is Cauchy. Therefore, we
have proved the following Theorem.
Theorem 4.2. Consider the operator
L :“
ÿ
lPZd
p∆plqk ` bplq ¨∇plqk q `
ÿ
lPZd
eplq ¨∇plqk .
Assume that the coefficients bplq and eplq are uniformly bounded such that
ηl :“ max
i
sup
ωPΩ
Bplqi pbplqi qpωq ` pN ´ 1qmax
m‰i
∥
∥
∥Bplqm pbiq
∥
∥
∥
8
`
?
2γ max
αPR`
∥
∥
∥Aplqα pbplqq
∥
∥
∥
8
ă 0
and
ζ :“
ÿ
lPZd
∥
∥
∥eplq
∥
∥
∥
8
ă 8.
Then, for any cylinder function f , the following limit exists in the uniform norm
Ptf :“ lim
ΛÑZd
PΛt f,
and it defines a Markov semigroup pPtqtě0 on CbpΩq, with infinitesimal generator given by
L.
4.2. Invariant measure. In this section we discuss the existence of an invariant measure
for the infinite dimensional semigroup that we have just defined. The strategy is the same
as in section 3.2, and we start by defining a Lyapunov function ρ that is suitable to our new
setting.
Let palqlPZd Ă p0,8q be an absolutely convergent series, i.e.,ÿ
lPZd
al ă 8.
We assume that for each l P Zd there exists a function ρl : ΩÑ p0,8q, which depends only
on the ωl coordinate, and such that ωl ÞÑ ρlpωq is a Lyapunov function for the operator Lplq
on RN . Moreover, assume that there exist constants C1 ě 0 and C2 ą 0 such that
(4.21) Lplqρl ` eplq ¨∇plqk ρl ď C1 ´ C2ρl @l P Zd.
For each 0 ă r ď 8, define the set
Ωr :“
#
ω P Ω :
ÿ
lPZd
alρlpωq ă r
+
,
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and consider the function ρ : Ω8 Ñ p0,8q given by
ρpωq :“
ÿ
lPZd
alρlpωq.
Using condition (4.21) and the fact that ρl only depends on the ωl coordinate, we have
(4.22) Lρ “
ÿ
lPZd
alpLplqρl ` eplq ¨∇plqk ρlq ď
ÿ
lPZd
alpC1 ´ C2ρlq “ C1
ÿ
lPZd
al ´ C2ρ.
Then ρ is a Lyapunov function for L.
Remark. We could take, as in section 3.2, ρlpωq “ |ωl|χp|ωl|q for a cut-off function χ. If
bplq satisfies
xωl, bplqpωqy
|ωl|2 ď ´C @ωl P R
N ,
and if the interaction coefficients eplq are sufficiently small, then more generally ρl satisfies
the assumption (4.21).
Remark. We can relax assumption (4.21) to
Lplqρl ď C1 ´ C2ρl,
and
eplq ¨∇plql ρl ď C3 ´
ÿ
jPZd
ǫl,jρj ,
for suitably small positive numbers ǫl,j . With a little more effort, the proof below can be
changed to accommodate this case.
We are ready to prove the main result of this section.
Theorem 4.3. Let ρ be defined as above, and let pPtqtě0 be the Markov semigroup with
generator L defined in Theorem 4.2. Then, for any ω P Ω8 there exists a subsequence
pPtj qjě0, and a probability measure νω such that for all f P CpΩq bounded cylinder functions,
we have
Ptjfpωq Ñ
ż
f dνω as j Ñ8.
Furthermore, νωpΩ8q “ 1.
Proof. Fix ω P Ω8 and define
pωt pAq :“ Ptp1Aqpωq.
Using the same approach as in Lemma 3.6, from (4.22) we can show that there exists a
C ą 0 such that
(4.23) Ptρpωq ď C for all t ą 0.
As in the proof of Theorem 3.9, using (4.23) and Prokhorov’s theorem, we deduce that there
exists a subsequence ppωtj qjě0 which converges weakly to some probability measure νω.
Moreover, using Markov’s inequality we have for any r ą 0 that
0 ď 1´ νωpΩrq ď 1
r
ż
ρ dνω “ 1
r
sup
lPN
Ptlρpωq ď
C
r
,
where in the last step we used (4.23). Taking r Ñ8, we obtain νωpΩ8q “ 1. 
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For any ǫ ą 0 for which we have řlPZdp1` |l|q´ǫ ă 8, define also the set
Ω˜ǫ :“
#
ω P Ω :
ÿ
lPZd
|ωl|
p1 ` |l|qǫ ă 8
+
.
Note that for ρl defined as in the previous remark, and with al “ p1` |l|q´ǫ, then Ω˜ǫ “ Ω8.
Remark. From the proof below it will be clear that instead of the weights p1 ` |l|q´ǫ we
could take more general weights in the definition of Ω˜ǫ, even of exponential decay.
Theorem 4.4. Assume that γ ă 1
2
. Let pPtqtě0 be the Markov semigroup defined in Theo-
rem 4.2 and assume in addition that
η˜ :“ sup
lPZd
η˜l ă 0,
and
C˜ :“ sup
lPZd
Cl ď ´2η˜,
where the constants η˜l and Cl were defined in (4.15) and (4.17), respectively.
For any bounded cylinder function f and any ω, ω1 P Ω˜ǫ, there exists t0 ą 0 and a constant
Cpf, ω, ω1q ă 8, such that
|Ptfpωq ´ Ptfpω1q| ď Cpf, ω, ω1qe´ct,
where c ą 0 is independent of f, t, ω, ω1.
Proof. Fix a cylinder function f and ω, ω1 P Ω˜ǫ. Fix Λ Ă Zd finite and such that Λpfq Ă Λ.
We then have
(4.24)
|Ptfpωq ´ Ptjfpω1q|
ď |Ptfpωq ´ PΛt fpωq| ` |PΛt fpωq ´ PΛt fpω1q| ` |PΛt fpω1q ´ Ptfpω1q|.
Using the computations in (4.20), there exists r ą 0 such that if Λ “ Brtp0q “ tl P Zd :
|l| ă rtu, and letting Λ1 Ñ8, then we have
(4.25)
∥
∥Ptf ´ PΛt f
∥
∥
8
ď C1pfqe´c1t,
which holds for all t ě t0, where t0 is chosen such that Λpfq Ă Λ. This deals with the first
and the third terms on the right hand side of the inequality (4.24) above. We are thus only
left to study the middle term.
If ω and ω1 differ by just one coordinate, say ωj “ ω1j for all j ‰ l, then let γωl,ω1lpsq “
ωl ` spω1l ´ ωlq. We can then compute
|PΛt fpωq ´ PΛt fpω1q| “
ˇˇˇ
ˇ
ż 1
0
∇plqpPΛt fqpγωl,ω1lpsqq ¨ pω1l ´ ωlqds
ˇˇˇ
ˇ
ď |ω1l ´ ωl|
ż 1
0
|∇plqpPΛt fqpγωl,ω1lpsqq| ds
ď |ω1l ´ ωl|
∥
∥
∥Γ˜plqpPΛt fq
∥
∥
∥
1{2
8
`
?
2|ω1l ´ ωl|
ÿ
αPR`
kα
ż 1
0
ˇˇˇ
ˇˇPΛt fpγωl,ω1lpsqq ´ PΛt fpσαpγωl,ω1lpsqqqxα, γωl,ω1lpsqqy
ˇˇˇ
ˇˇ .
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Using the same method as in Step 2 in the proof of Theorem 3.9, since γ ă 1
2
, then we
obtain
|PΛt fpωq ´ PΛt fpω1q| ď C2|ωl ´ ω1l|
∥
∥
∥Γ˜plqpPΛt fq
∥
∥
∥
1{2
8
.(4.26)
Going back to the proof of (4.16), note that we have in fact
∥
∥
∥Γ˜plqpftq
∥
∥
∥
8
ď e2η˜t
∥
∥
∥Γ˜plqf
∥
∥
∥
8
` |G|
ÿ
jPΛ
E˜l,j
ż t
0
∥
∥
∥Γ˜pjqpfuq
∥
∥
∥
8
du.
Using the same iteration procedure as above, this implies that
(4.27)
∥
∥
∥Γ˜plqpftq
∥
∥
∥
8
ď e2η˜t`tCl
ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
.
By our assumption 2η˜ ` Cl ď 2η˜ ` C˜ ă 0, so this inequality provides the sufficient decay
required in (4.26).
We now turn to the case of general ω, ω1 P Ω˜ǫ. First, we note that if Λpfq Ă Λ, then by
(4.16) we have ΛpPΛt fq Ă ΛR :“ tl P Zd : dpl,Λq ă Ru, where R is the range of interaction.
But ΛR is a finite set, say |ΛR| “ n, and let l1, . . . , ln be its distinct elements. We construct
the sequence ω0 “ ω, ωi`1j “ ωij for all j ‰ li, and ωi`1li “ ω1li . In other words, each
two consecutive terms of the sequence differ in just one coordinate, li, and ω
n
j “ ω1j for all
j P ΛR. Thus, by the observation above, PΛt pωnq “ PΛt pω1q, and so we have
|PΛt fpωq ´ PΛt fpω1q| ď
n´1ÿ
i“0
|PΛt fpωi`1q ´ PΛt fpωiq|.
We estimate each term in this sum using the same method as above. More precisely, using
(4.26) and (4.27), we have
n´1ÿ
i“0
|PΛt fpωi`1q ´ PΛt fpωiq| ď C2
n´1ÿ
i“0
|ωli ´ ω1li |epη˜`C˜{2qt
¨
˝ÿ
jPZd
∥
∥
∥Γ˜pjqpfq
∥
∥
∥
8
˛
‚
1{2
ď C3pfqepη˜`C˜{2qt
ÿ
lPBrt`Rp0q
|ωl| ` |ω1l|
p1` |l|qǫ p1 ` |l|q
ǫ
ď C3pfqpCω ` Cω1qepη˜`C˜{2qtp1` |R ` rt|qǫ(4.28)
where Cω “
ř
lPZd
|ωl|
p1`|l|qǫ and Cω1 “
ř
lPZd
|ω1l|
p1`|l|qǫ which are both finite since ω, ω
1 P Ω˜ǫ.
From (4.25) and (4.28) we obtain the decay we require. 
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