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Abstract
Deep brain stimulation is a surgical treatment of Parkinson Disease. Its fundamental purpose is to deliver
electrical stimulation in a target brain structure using implanted electrodes, through which voltage or current
square pulses are applied to stimulate the surrounding neural tissue. Static models based on the quasi-static
approximation are the most common approach used for deep brain stimulation modeling. While this simpli-
fication has been validated for bioelectric sources, its application to rapid stimulation pulses, which contain
more high-frequency power, may not be appropriate, as therapeutic results of deep brain stimulation are quite
dependent on stimulus parameters such as frequency and pulse width, which are related to time variations
of the electric field. In this project we propose an alternative hybrid approach based on probabilistic models
and partial differential equations, by using Gaussian processes and the wave equation. Our model avoids
the quasi-static approximation, moreover, it is able to describe dynamic behavior inherent to deep brain
stimulation. Therefore, the proposed model may be used to obtain a more realistic phenomena description.
This is quite important because errors induced by the quasi-static assumption may be significant in deep
brain simulation context, where 1mm changes in spread of activation can have dramatic consequences on
therapeutic effects induced by the stimulation.
iv
1. Introduction
Parkinson’s disease (PD) is a degenerative disorder of the central nervous system. Its effects are defective
motor skills and speech. PD is the second most common neurodegenerative disorder after Alzheimer’s
disease, most frequently affecting elderly population. The treatment for PD includes medication, physical
therapy and surgical procedures such as deep brain stimulation (DBS) [1]. DBS is the preferred surgical
treatment for symptoms of advanced Parkinson’s disease when they are no longer readily controllable with
just drug therapy [2,3]. The fundamental purpose of DBS is to deliver continuous electrical stimulation in a
specific neural brain structure, using implanted electrodes connected to an internalized stimulator, through
which a train of constant voltage or current square pulses are applied to stimulate the surrounding neural
tissue [4, 5]. With this aim, in a stereotactic surgery, a stimulation electrode is implanted in a group of
nuclei which are responsible for pathological effects of PD. The common nuclei used for treatment are the
subthalamic nucleus (STN) and globus pallidus pars interna (GPi), which are situated at the base of the
forebrain [6].
Despite clinical success of DBS, it remains a difficult task to measure or even predict the effects of stim-
ulation at neuronal level [7]. This is because the lack of understanding of how underlying mechanisms of
action between the stimulus and the surrounding neuronal activity induce the observed clinical improve-
ment [2, 5, 8]. Besides, depending on the precise location of electrodes [3], and stimulation parameters
settings (amplitude, pulse width, frequency, polarity) [9], the electric stimulation of the STN is also re-
lated to side effects such as tetanic muscle contraction, speech disturbance and ocular deviation, created
by spread of stimulation to surrounding structures [10, 11]. To find a clear and deeper interpretation of
DBS phenomenon, numerous researchers have worked to develop a wide range of computational models to
predict the electric field and the volume of tissue activated (VTA) by DBS [5, 12–15]. A possible clinical
application of these computational models is to aid in planning and performance of stereotactic surgery.
Medical software could be an additional tool for physicians by illustrating the potential neural response
to an applied stimulation signal and thus a spatial representation of the volume of tissue activated during
surgery [12]. This additional information could help to adjust the DBS electrode location as well as the
stimulation parameters to improve therapeutic response and avoid side effects [6].
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2. Problem Statement
Electric fields generated by DBS are dynamic, since the electric stimulation is time-varying with a funda-
mental frequency range from 130 Hz up to 185 Hz [14, 16–18] . Nevertheless, electric potential induced
close to the stimulating electrode is commonly modeled using Laplace’s [6, 19, 20], or Poisson’s [7, 9, 14]
equation, assuming a quasi-static or static field. The quasi-static approximation neglects wave propagation
effects and time derivatives in Maxwell’s equations, simplifying the models by avoiding time variations [21].
Furthermore, it is noteworthy that quasi-static approximation is only valid when the analyzed electrody-
namic system is a low frequency time-varying field [22–25]. Additionally, a realistic geometry of the head
is needed for a rigorous representation of the phenomenon, which generates a huge amount of degrees of
freedom. A common alternative is to use numerical techniques as the finite element method (FEM) or
the finite difference method (FDM) to compute the electric potential generated by DBS. However, in these
models, the source is represented as static and its dynamic behavior is discarded. Generally, in a real DBS
system, the stimulus waveform corresponds to an square wave train, that is, the stimulus wave changes as a
function of time, which is out of the scope of the abode methods. There remains a need for new models that
allow a more realistic description of the phenonema, by including source and field time variations.
DBS modeling requires the study of a dynamical problem, i.e. an approach that takes into account the
time-varying behavior of the input stimulus [7,21]. To account the electric propagation dynamics, a Fourier
Finite Element Method (Fourier FEM) was proposed in [7]. Despite the fact that the approach implemented
in [7] takes into account the time, Fourier FEM gives steady state solutions and does not model transients,
that is, effects of the wave propagation are neglected. Furthermore, in [21] the authors compared potentials
calculated using the quasi-static approximation (Poisson’s equation) with those calculated from the inho-
mogeneous Helmholtz wave equation in an infinite, homogeneous, and isotropic volume conductor using
a point current source stimulus. Although the approach presented in [21] considers the time variable, its
analysis was done for an infinite domain.
In this project the aim is to design and implement a novel latent force model based on the wave equation,
that describes time variations of both, the source as well as the produced electric propagation occurred
during deep brain stimulation. A latent force model (LFM) is a strongly mechanistic non-parametric prob-
abilistic model, that combines Gaussian processes (GPs) with differential equations in a machine learning
approach [26]. The main goal is to solve a partial differential equation (PDE) subject to some boundary
constraints (geometry) by using Gaussian processes [27]. In this case, the GPs represent random variables
that correspond first to excitation source values at any time and location within the solution domain, and
second to values of the electric potential at any place of the tissue medium at any time [28]. In particular, we
are solving the second order nonhomogeneous wave equation with three space variables in the rectangular
Cartesian system of coordinates, in a rectangular parallelepiped domain [29]. Our proposal is a general for-
mulation of the electric propagation problem. In fact, by restricting our model it would be possible to obtain
the Poisson’s formulation. The main advantage of the proposed model is that offers an alternative approach
that can deal with the calculation of the electric potential, taking into account propagation effects and time-
varying sources of excitation as well as potentials, in a three-dimensional finite domain. Furthermore, there
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is more flexibility about the form of the source function, and it is not limited to be a point source as in [21].
Additionally, our approach might allow a forward solution to the inverse electric propagation problem [30],
that is, defining the potential distribution it is possible to compute the corresponding input stimulus and its
parameters, which is a valuable clinical application allowing appropriate tuning of the DBS device by the
expert physician.
3
3. Justification
Static models based on the quasi-static approximation are the most common approach used for deep brain
stimulation modeling [6,7,9,14,19,20]. While this simplification has been validated for bioelectric sources,
its application to high-frequency stimulation pulses may not be appropriate. This is because the therapeutic
results of DBS are deeply dependent on stimulus parameters such as frequency and pulse width, which are
related to time variations of the electric field [21, 31]. The development of an alternative approach that
avoids the quasi-static approximation, and enables a dynamic description of DBS phenonema, i.e. a more
realistic representation of electric propagation, is quite important, since errors induced by the quasi-static
approximation may be significant in the context of deep brain simulation, where 1 mm changes in the spread
of activation can have dramatic consequences on the therapeutic effects induced by the stimulation [7].
The development of this project provides results for a first exploration with known techniques. In other
words, we will make use of available theory related to latent force models and Green’s functions, with the
purpose of formulating a novel hybrid model based on probabilistic models and partial differential equations.
The use of Gaussian processes for introducing uncertainty over the source of excitation, together with the
adoption of the wave equation general solution through Green’s functions, makes the proposed model highly
flexible. This is because the source it could be (in theory) any function, and the Green’s approach yields the
solution of the studied partial differential equation for any excitation. The model introduced in this project
may also result in a generalization of other quite used models based on Laplace’s or Poisson’s equation,
because adding some restrictions to our model would result in the formulation of these approaches.
4
4. Objectives
4.1. General Objective
To develop a latent force model using Gaussian processes based on the wave equation for describing the
electric potential in deep brain stimulation.
4.2. Specific Objectives
• To establish the mathematical formulation of a linear latent force model based on Gaussian processes,
that allows the prediction of the solution, in a rectangular parallelepiped domain, for the second order
nonhomogeneous wave equation with three space variables in the rectangular Cartesian system of
coordinates.
• To implement Bayesian inference for calculating the posterior probability distribution over the solu-
tion function of the wave equation.
• To validate, by comparison with the Finite Element Method (FEM), the outcomes of the model applied
for describing de electric potential produced during deep brain stimulation.
5
5. Background
This section describes the fundamentals of deep brain stimulation modeling as well as the mathematical
framework for the proposed model. The first section provides a detailed explanation about how to derive
the models commonly found in the literature, this explanation involves the use of the generalized Maxwell’s
equations and some physical assumptions. After that, we present the theory of probability that supports the
use of latent force models, as well as the solution to the wave equation using Green’s functions. Finally we
formulate the model we pretend to solve in this project.
5.1. Deep Brain Stimulation Modeling
In models of electrical stimulation of the nervous system, the electric potential is typically calculated using
the quasi-static approximation. The quasi-static approximation allows Maxwell’s equations to be simpli-
fied by ignoring capacitive, inductive and wave propagation contributions to the potential. However, its
application to rapid stimulation pulses, which contain more high-frequency behavior, may not be appropri-
ate [21, 31]. Despite this, the quasi-static approximation is the general approach found in the literature, that
is the reason for introducing the theory related to this kind of approach.
The large variety of electromagnetic phenomena can be entirely described by an unique system of field
equations known as Maxwell’s equations [32], which are also the basis for deep brain stimulation modelling.
The more general form of these equations are those for time-varying fields
∇×E = −∂B
∂t
, (5.1)
∇×H = J+ ∂D
∂t
, (5.2)
∇ ·D = ρ, (5.3)
∇ ·B = 0, (5.4)
where the sources of the electric (E) and magnetic (H) field intensities are the charge ρ and current J
densities, whereas D and B are the electric and magnetic flux densities, respectively [25,33,34]. In addition,
the principle of conservation of charge must be satisfied at all times. The mathematical expression of charge
conservation is derived from (5.2) by applying divergence in both sides of the equation and then replacing
(5.3),
∇ · J = −∂ρ
∂t
. (5.5)
The equation of continuity (5.5) essentially states that time rate of decrease of charge within a given brain
tissue volume must be equal to the net outward current flow through the closed surface of the volume, i.e.
there is not charge accumulation at any tissue point [34, 35].
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5.1.1. Low frequency range, time-varying fields
The generalized Maxwell’s equations (5.1) to (5.4) are usually simplified when slow electromagnetic fields
are analyzed, i.e. fields in the so called low frequency range (up to 30 kHz) [36], under the assumption that
wave propagation does not play a fundamental role [22, 32]. Generally, electromagnetic fields propagate
with a finite velocity c [32], defined as
c =
1√
εµ
[m/s],
where ε denotes permittivity and µ represents permeability of the brain tissue [22, 35]. In addition to this,
τem, represents the time required for fields to propagate at a distance l, from one region to another in a
volume brain tissue [25],
τem =
l
c
[s]. (5.6)
Moreover, the wave propagation equations for the electrodynamic scalar potential V and the electrodynamic
vector potential A are defined as
∇2V − 1
c2
∂2V
∂t2
= −ρ
ε
, (5.7)
∇2A− 1
c2
∂2A
∂t2
= −µJ. (5.8)
With these definitions and from the wave propagation equations (5.7) and (5.8), it can be seen the conse-
quences of using the quasi-static approximation. Considering the field problem with a characteristic spacial
dimension l and a characteristic time constant τ , spatial and temporal differentiations are approximated by
(1/l) and (1/τ ), respectively. In this case, l is related to the considered volume of brain tissue, i.e. the
subthalamic nucleus and its surroundings, whereas τ is considered as the time interval for which significant
changes of the field quantities arise. For time-varying electric stimulation, τ would be the reciprocal of the
excitation’s angular frequency, τ = ω−1 [22,32]. Applying these rules, the electrodynamic scalar and vector
potentials (5.7) and (5.8) are approximated by
∇2V − 1
c2
∂2V
∂t2
≈ V
l2
(
1−
(τem
τ
)2)
,
∇2A− 1
c2
∂2A
∂t2
≈ A
l2
(
1−
(τem
τ
)2)
.
For slowly time-varying fields, the characteristic time constant τ is supposed to be much greater than the
transit time τem, i.e. (τem
τ
)2 ≪ 1. (5.9)
Under the assumption that (5.9) holds, propagation effects are neglected [25], i.e.
∂2V
∂t2
≈ 0, ∂
2
A
∂t2
≃ 0,
5.1.2. Static and quasi-static models
The static models are special cases of the full Maxwell’s equations, whereas the quasi-static models are
approximations that are not always valid [22, 23]. The quasi-static models are obtained from Maxwell’s
equations by neglecting either the magnetic induction in (5.1), or the electric displacement current in (5.2),
as well as the electromagnetic waves that result from their coupling [25].
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Electro-quasistatic model
The electro-quasistatic assumption is characterized by setting
∇×E = −∂B
∂t
≃ 0,
in (5.1). This requires E to be irrotational [22]. Then, if the charge density ρ is given in (5.3), both the curl
and divergence of E are specified [34], thus
∇×E = 0. (5.10)
∇ ·D = ∇ · (εE) = ρ, (5.11)
In general, the field of gradient V (for any scalar V) is purely irrotational since ∇ × (∇V ) = 0, thus the
irrotational field E can always be expressed in terms of a scalar field V, that is
E = −∇V. (5.12)
Here the negative sign shows that the direction of E is opposite to the direction in which V increases.
Because there is no time derivative in (5.10) and (5.11), the electric fieldE looks like an electrostatic field at
any tissue point in time. Changes in the electric stimulation will take effect immediately in the whole brain
tissue volume under consideration [25].
Magneto-quasistationary model
Analogously, magneto-quasistationary fields are characterized by setting
∇×H = J+ ∂D
∂t
≃ J (5.13)
in (5.2). Equation (5.13) requires H to be solenoidal. Thus, if the current density is given in (5.13), and
using (5.4), both the curl and divergence of H are known [25]
∇×H = J. (5.14)
∇ ·B = ∇ · (µH) = 0. (5.15)
In general, the field of curl H (for any H) is purely solenoidal because ∇ · (∇ ×H) = 0. Thus applying
divergence on both sides of equation (5.14)
∇ · J = 0.
This means that time derivative of the space charge distribution ρ is always regarded as zero in this ap-
proximation, i.e. ∂ρ/∂t = 0. Again, there is no time derivative in (5.14) and (5.15). The current density
J determines completely the magnetic field H. Changes in stimulation take effect immediately as in the
electro-quasistatic approximation [22].
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Laplace’s equation
If the electro-quasistatic and the magneto-quasistationary approximations are simultaneously applied (5.10),
(5.11), (5.14), and (5.15), i.e. all variations in time are neglected, then theMaxwell’s equations are simplified
to
∇×E = 0, (5.16)
∇×H = J, (5.17)
∇ · εE = ρ,
∇ · µH = 0. (5.18)
In (5.16)-(5.18) there are no time derivatives, which does not mean that the sources, and hence the fields, are
not functions of time. But given the sources at a certain instant, the fields at that same instant are determined
regardless of sources of fields values were an instant earlier [25]. Equations (5.16)-(5.18) are the same used
for static electromagnetic fields [34]. The Laplace’s equation used to modeling the electric potential in deep
brain stimulation can be derived from these equations and the Ohm’s law. The current density J is related to
the electric field E by Ohm’s law as follows [37]
J = σE, (5.19)
where σ is the tissue conductivity, its unit is Siemens per meter (S/m). Replacing (5.17) on (5.19) and
applying divergence on both sides
∇ · σE = 0. (5.20)
Due to E is an irrotational field, then replacing (5.12) on (5.20)
∇ · σ(∇V ) = 0. (5.21)
Equation (5.21) corresponds to Laplace’s equation for an inhomogeneous tissue. For an homogeneous tissue
(5.21) becomes
∇2V = 0. (5.22)
To obtain (5.22) the conductivity σ is assumed constant throughout the tissue region in which V is defined
[34]. The Laplacian operator ∇2V is defined in Cartesian coordinates as
∇2V = ∂
2V
∂x2
+
∂2V
∂y2
+
∂2V
∂z2
.
As an example, Fig. 5.1 presents the solution to equation (5.21), it shows the electric potential distribu-
tion produced by an fixed voltage defined through boundary conditions at the electrode contact location.
Additionally, Fig. 5.2 shows the corresponding electric field calculated using expression E = ∇V (see
(5.20) and (5.21)).
Poisson’s equation
On the other hand, if only electro-quasistatic approximation is applied (5.10), (5.11) and using Ohm’s law
(5.19), then taking the divergence in both sides of (5.2) and replacing the density current J according to
(5.19) we have
∇ · J = −∂ρ
∂t
∇ · σ(∇V ) = −∂ρ
∂t
. (5.23)
Equation (5.23) corresponds to Poisson’s equation [34].
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Fig. 5.1.: Electric potential obtained solving Laplace’s equation.
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Z
Fig. 5.2.: Example of an electric field (E) obtained from a voltage source located at the electrode contact.
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5.1.3. Related work
Although DBS simulation is typically done under the quasi-static approximation [6, 10, 13, 15, 20], some
studies have included the time variable as part of the electric model [7, 21]. To account the electric propa-
gation dynamics, a Fourier Finite Element Method (Fourier FEM) was proposed in [7]. The method solves
Poisson’s equation at different frequency components, and calculates the potential distribution as a function
of time and space simultaneously. In [7] the domain of solution used was two-dimensional, homogeneous,
isotropic, and the geometry was a rectangle with size (10cm × 5cm). Fourier FEM provides a technique
to calculate time and space-dependent voltages. This is done in four steps for each solution. First, the
stimulus waveform (in this case only square waves) is constructed in the time domain. Next, the wave-
form is converted from the time domain to the frequency domain using a discrete Fourier transform (DFT).
Third, Poisson’s equation is solved at each frequency component of the DFT. The result at each component
frequency is scaled and phase shifted according to the results of DFT. Finally, the resulting waveform is
converted back to the time domain with an inverse Fourier transform using Matlab [7]. Despite the fact that
the approach implemented in [7] takes into account the time, Fourier FEM gives steady state solutions and
does not model transients, that is, effects of wave propagation are neglected.
In [21] the authors compared the potentials calculated using the quasi-static approximation (Poisson’s equa-
tion) with those calculated from the exact solution to the inhomogeneous Helmholtz equation. Specifically,
an analytical expression for the electric potential in an infinite, homogeneous, and isotropic volume conduc-
tor using a point current source stimulus was calculated from the inhomogeneous Helmholtz wave equation.
The study presented in [21] concludes that the quasi-static approximation is valid, however their analysis
was done for an infinite domain.
5.2. Gaussian Processes
Formally, a Gaussian process (GP) is a collection of random variables, any finite number of which have a
joint Gaussian distribution. A Gaussian process is completely specified by its mean function and covariance
function. The mean function m(x) and the covariance function k(x, x) of a real process f(x) is defined as
m(x) = E[f(x)],
k(x, x′) = E[(f(x)−m(x))(f(x′)−m(x′))],
The Gaussian process is written as
f(x) ∼ GP(m(x, ), k(x, x′)). (5.24)
In general, the random variables represent the values of the function f(x) at location x. A Gaussian process
is defined as a collection of random variables. Thus, the definition automatically implies a consistency
requirement, which is also sometimes known as the marginalization property. This property means that if
the Gaussian process specifies (y1, y2) ∼ N (µ,Σ), then it must also specify (y1) ∼ N (µ1,Σ11) where Σ11
is a submatrix of Σ. In other words, examination of a larger set of variables does not change the distribution
of the smaller set [28].
5.3. Latent Force Models
The general framework of latent force models (LFM) is to combine a mechanistic model with a probabilistic
prior over some latent function [27]. Here, the mechanistic model corresponds to the wave equation (5.7),
11
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and the latent function represents the source of excitation. We use Gaussian processes for defining a proba-
bilistic prior over the latent function. We assume that the latent function follows a Gaussian process prior,
with zero mean and covariance function ku(x,x′; t, t′), ( x ∈ R3, in rectangular Cartesian coordinates) i.e.
u(x, t) ∼ GP(0, ku(x,x′; t, t′)). (5.25)
Assuming linearity in the mechanistic model used, its solution f(x, t) also corresponds to a Gaussian pro-
cess prior with zero mean and covariance function kf (x,x; t, t′), this is
f(x, t) ∼ GP(0, kf (x,x′; t, t′)). (5.26)
Furthermore, a covariance function kf,u(x, t,x′, t′) between f and u can also be computed. Here, the
Gaussian processes represents the value of the excitation u(x, t) as well as the value of the electric potential
f(x, t), at location x. We assume that the excitation u(x, t) together with the solution f(x, t) have a joint
multivariate Gaussian distribution [
u
f
]
∼ N
([
0
0
]
,
[
Ku K
⊤
fu
Kfu Kf
])
, (5.27)
where the covariance matrices Ku andKf are obtained with the respective covariance functions mentioned
previously in (5.25) and (5.26) respectively. The covariance matrix Kfu is obtained using the cross covari-
ance kernel kf,u(x,x′; t, t′) between the solution to the wave equation f(x, t) and the excitation u(x, t).
We are interested in getting the posterior distribution over the solution function f(x, t), given an specific
source of excitation u(x, t). An useful property of the multivariate Gaussian distribution is that if two sets of
variables are jointly Gaussian, then the conditional distribution of one set conditioned on the other is again
Gaussian [38]. Using this property we can get the posterior distribution over f(x, t) given a prescribed
source of excitation u(x, t) [28]
f |u ∼ N
(
KfuK
−1
u u , Kf −KfuK−1u K⊤fu
)
, (5.28)
where Kf , Kfu, and Ku are covariance matrices computed from functions kf (·, ·), kf,u(·, ·), and ku(·, ·),
at particular space points and time instants. The conditional Gaussian distribution property also allows to
face the inverse problem, i.e. to get the posterior distribution over the latent force u(x, t), given an specific
solution f(x, t),
u|f ∼ N
(
K⊤fuK
−1
f f , Ku −K⊤fuK−1f Kfu
)
. (5.29)
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6. Methods and Materials
This chapter presents all the materials used in the development of the project, as well as the formulation
of the proposed wave latent force model. First, we introduce theory related to the second order non-
homogeneous wave equation and its solution using Green’s functions. After that, we present the mathe-
matical formulation of all covariance functions of the proposed LFM. Finally we introduce the theory of the
Finite Element Method (FEM), and then we specified the Toolbox and methodology needed for building the
dataset used in the project.
6.1. A Latent Force Model for the Wave Equation
Instead of using the quasi-static approximation, we use the general expression for the second order nonho-
mogeneous wave equation with three space variables in the rectangular Cartesian system of coordinates.
6.1.1. The wave equation
The second order nonhomogeneous wave equation with three space variables in the rectangular Cartesian
system of coordinates has the form
∂2f(x, t)
∂t2
= a2
[
∂2f(x, t)
∂x2
+
∂2f(x, t)
∂y2
+
∂2f(x, t)
∂z2
]
+ Su(x, t), (6.1)
where x = [x, y, z], f(x, t) is the unknown function, a is a constant coefficient, u(x, t) is a source defined
as a latent force, and S quantifies the influence of the latent force u(x, t) over the output f(x, t).
6.1.2. Solving the wave equation
The exact solution of (6.1) is subject to the domain of solution, as well as particular initial and boundary
conditions. For a boundary value problem with a rectangular parallelepiped as domain 0 ≤ x ≤ l1, 0 ≤ y ≤
l2, 0 ≤ z ≤ l3 and initial and boundary conditions given by
f = f0(x, y, z) at t = 0 (initial condition)
∂tf = f1(x, y, z) at t = 0 (initial condition)
f = g1(y, z, t) at x = 0 (boundary condition)
f = g2(y, z, t) at x = l1 (boundary condition)
f = g3(x, z, t) at y = 0 (boundary condition)
f = g4(x, z, t) at y = l2 (boundary condition)
f = g5(x, y, t) at z = 0 (boundary condition)
f = g6(x, y, t) at z = l3 (boundary condition)
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the solution to eq. (6.1) is given by [29]:
f(x, t) =
∂
∂t
∫ l3
0
∫ l2
0
∫ l1
0
f0(ξ, η, ζ)G(x, ξ, η, ζ, t)dξ dη dζ (6.2)
+
∫ l3
0
∫ l2
0
∫ l1
0
f1(ξ, η, ζ)G(x, ξ, η, ζ, t)dξ dη dζ
+ a2
∫ t
0
∫ l3
0
∫ l2
0
g1(η, ζ, τ)
[
∂
∂ξ
G(x, ξ, η, ζ, t − τ)
]
ξ=0
dη dζ dτ
− a2
∫ t
0
∫ l3
0
∫ l2
0
g2(η, ζ, τ)
[
∂
∂ξ
G(x, ξ, η, ζ, t − τ)
]
ξ=l1
dη dζ dτ
+ a2
∫ t
0
∫ l3
0
∫ l1
0
g3(ξ, ζ, τ)
[
∂
∂η
G(x, ξ, η, ζ, t − τ)
]
η=0
dξ dζ dτ
− a2
∫ t
0
∫ l3
0
∫ l1
0
g4(ξ, ζ, τ)
[
∂
∂η
G(x, ξ, η, ζ, t − τ)
]
η=l2
dξ dζ dτ
+ a2
∫ t
0
∫ l2
0
∫ l1
0
g5(ξ, η, τ)
[
∂
∂ζ
G(x, ξ, η, ζ, t − τ)
]
ζ=0
dξ dη dτ
− a2
∫ t
0
∫ l2
0
∫ l1
0
g6(ξ, η, τ)
[
∂
∂ζ
G(x, ξ, η, ζ, t − τ)
]
ζ=l3
dξ dη dτ
+
∫ t
0
∫ l3
0
∫ l2
0
∫ l1
0
Su(ξ, η, ζ, τ)G(x, ξ, η, ζ, t− τ)dξ dη dζ dτ,
where G(x, ξ, η, ζ, t) is the Green function defined as
G(x, ξ, η, ζ, t) = (6.3)
8
al1l2l3
∞∑
n=1
∞∑
m=1
∞∑
k=1
1
λnmk
sin(αnx) sin(βmy) sin(γkz) sin(αnξ) sin(βmη) sin(γkζ) sin(aλnmkt),
where
αn =
npi
l1
, βm =
mpi
l2
, γk =
kpi
l3
, λnmk =
√
α2n + β
2
m + γ
2
k .
Assuming homogeneous boundary conditions, i.e. gs ≡ 0 (s = 1, 2, 3, 4, 5, 6), f0 = 0 and f1 = 0,
expression (6.2) is equal to
f(x, t) =
∫ t
0
∫ l3
0
∫ l2
0
∫ l1
0
u(ξ, η, ζ, τ)G(x, ξ, η, ζ, t − τ)dξ dη dζ dτ, (6.4)
where G(x, ξ, η, ζ, t) is given by (6.3), and the term S in (6.2) was included inside u.
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6.1.3. Covariance kernel for the solution of the wave equation
We assume that the source or latent function u(x, t) in (6.1) follows a Gaussian process prior with zero mean
and covariance function ku(x, x′; t, t′) introduced previously in chapter 5.3 equation (5.25), that is
u(x, t) ∼ GP(0, ku(x, x′; t, t′)), (6.5)
where ku(x, x′; t, t′) is defined as
ku(x, x
′; t, t′) = cov[u(x, t), u(x′, t′)] = E[u(x, t)u(x′, t′)] = k(x, x′)k(y, y′)k(z, z′)k(t, t′). (6.6)
The kernel k(·, ·) in (6.6) is prescribed to follow a squared exponential form:
k(a, a′) = exp
(
−(a− a
′)2
σ2a
)
, (6.7)
where σ2a is known as the length-scale [28]. Since the wave equation (6.1) is linear, its solution also follows
a Gaussian process. We assume that the solution to the wave equation or output f(x, t) follows a Gaus-
sian process prior with zero mean and covariance function kf (x, x′; t, t′), which was defined in chapter 5.3
equation (5.26), that is
f(x, t) ∼ GP(0, kf (x, x′; t, t′)), (6.8)
where the covariance function kf (x, x′; t, t′) is defined as
kf (x, x
′; t, t′) = cov[f(x, t), f(x′, t′)] = E[f(x, t)f(x′, t′)], (6.9)
replacing f(x, t) using (6.4) in the last expression, then kf (x, x′; t, t′) can be expressed as
t∫
0
t′∫
0
∫
ρ
∫
ρ′
S2G(x,ρ, t− τ)G(x′,ρ′, t′ − τ ′) E[u(ρ, τ)u(ρ′, τ ′)]dρ dρ′ dτ ′ dτ,
where ρ = [ξ, η, ζ] and ρ′ = [ξ′, η′, ζ ′]. Using (6.6) for the expected value in the last expression we have
t∫
0
t′∫
0
∫
ρ
∫
ρ′
S2G(x,ρ, t− τ)G(x′,ρ′, t′ − τ ′)k(ξ, ξ′)k(η, η′)k(ζ, ζ ′)k(τ, τ ′)dρ dρ′ dτ ′dτ.
Using the expression (6.3) for G(x,ρ, t − τ) and (6.7) for the functions k(·, ·), the covariance function
kf (x, x
′; t, t′) of the output can be expressed as follows:
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kf (x, x
′; t, t′) =
(
8
l1l2l3
)2∑
∀n
∑
∀m
∑
∀k
∑
∀n′
∑
∀m′
∑
∀k′
Kt(t, t
′)Kx(x, x′)Ky(y, y′)Kz(z, z′), (6.10)
where
Kt(t, t
′) =
S2
aλnmkaλn′m′k′
kt(t, t
′),
kt(t, t
′) =
t∫
0
t′∫
0
sin[aλnmk(t− τ)] sin[aλn′m′k′(t′ − τ ′)] exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ. (6.11)
Kx(x, x
′), Ky(y, y′), and Kz(z, z′) have the general form
Kl(l, l
′) = C(n,m)kl(l, l′), (6.12)
kl(l, l
′) = sin(αnl) sin(αml′),
C(n,m) =
l∫
0
l∫
0
sin(wnξ) sin(wmξ
′) exp
[
−(ξ − ξ
′)2
σ2
]
dξ′ dξ, (6.13)
where wn and wm are constants that depend on the index n and m. σ2 corresponds to the hyperpa-
rameter associated to each spatial kernel in (6.6).
A detailed explanation about the calculation of expression (6.10) can be found in appendix A. The solution
to the double integral in (6.13) is defined as
for n 6= m,
C(n,m) =
(
σl√
pi(m2 − n2)
){
ne(
γmσ
2 )
2
Im [H(γm, l)]− me(
γnσ
2 )
2
Im [H(γn, l)]
}
, (6.14)
if n andm are both even or both odd, otherwise
C(n,m) = 0. (6.15)
If n = m, the following expression must be used instead
C(n) =
σ
√
pi l
2
e(
γnσ
2 )
2
{
Re [H(γn, l)]− Im [H(γn, l)]
[
σ2npi
2l2
+
1
npi
]}
+
σ2x
2
[
e−(
l
σ
)2 cos(npi)− 1
]
,
where,
H(ζ, υ, ϕ) = erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
(6.16)
When υ = ϕ, we write H(ζ, υ) instead of H(ζ, υ, υ) to keep a neat notation. For a formal definition of
(6.16) please see [39]. Here, σ also corresponds to the hyperparameter associated to each spatial kernel in
(6.6).
Solving kt(t, t
′)
In this section we present the solution of the expression (6.11). The solution of kt(t, t′) depends on whether
λnmk and λn′m′k′ are equal or not. The solution of the time kernel kt(t, t′) for the wave equation is given
by:
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kt(t, t
′) =

c · Re
[
ĥ(γ′, γ˜, t, t′) + ĥ(γ, γ˜′, t′, t)− ĥ(γ′, γ, t, t′)− ĥ(γ, γ′, t′, t)
]
if λnmk 6= λn′m′k′
c · Re
[
Ĥ2(γ,−γ, t′, t)− ĥ(γ, γ, t, t′)− ĥ(γ, γ, t′, t)
]
if λnmk = λn′m′k′
where,
c =
σ
√
pi
4
,
ĥ(ζ, ρ, υ, ϕ) =
1
ζ + ρ
[
Υ(ζ, υ, ϕ)− e−ρυΥ(ζ, 0, ϕ)] ,
Ĥ2(ζ,−ζ, u, v) =
(
v +
σ2ζ
2
)
Υ(ζ, v, u) + uΥ(−ζ, u, v)− σ
2ζ
2
eζvΥ(ζ, 0, u) + · · ·
σeζ(v−u)√
pi
[
Gˆ(ζ, v, u) − Gˆ(ζ, 0, u)
]
,
Υ(ζ, υ, ϕ) =e(υ−ϕ)ζe(
ζσ
2 )
2
H(ζ, υ, ϕ),
Gˆ(ζ, υ, ϕ) = exp
{
−
[(υ
σ
)2
+ υζ
]}
− exp
{
−
[(
υ − ϕ
σ
)2
+ (υ − ϕ)ζ
]}
,
H(ζ, υ, ϕ) = erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
.
For a detailed explanation about how to solve (6.11) see appendix B.
6.1.4. Cross covariance kernel between the latent function and the solution of the
wave equation
The cross covariance function kfu(x, x′; t, t′) between the output f(x, t) and the latent function u(x′, t′),
needed for the computation of the matrix Kfu in (5.27), is given by
t∫
0
∫
ρ
G(x,ρ, t− τ) E [u(ρ, τ)u(x′, t′)] dρ dτ,
where ρ = [ξ, η, ζ]. Using the factorized form for the covariance of the latent function (6.6), the last
expression can be written as
t∫
0
∫
ρ
G(x,ρ, t− τ)k(ξ, x′)k(η, y′)k(ζ, z′)k(τ, t′)dρ dτ.
With the expression (6.3) for G(x,ρ, t− τ) and squared exponential kernels (6.7) for the covariance of the
latent function, the cross covariance function kfu(x, x′; t, t′) between the latent function and the solution of
the wave equation can be expressed as follows:
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kfu(x, x
′; t, t′) =
8
l1l2l3
∑
∀n
∑
∀m
∑
∀k
K
(x)
fu (x, x
′, n)K(y)fu (y, y
′,m)K(z)fu (z, z
′, k)K(t)fu (t, t
′, n,m, k),
(6.17)
where
K
(t)
f,u(t, t
′, n,m, k) =
S
aλnmk
∫ t
0
sin[aλnmk(t− τ)] exp
[
−(τ − t
′)2
σ2t
]
dτ, (6.18)
and K(x)f,u(x, x
′, n),K(y)f,u(y, y
′,m), K(z)f,u(z, z
′, k) have the general form
K
(x)
f,u(x, x
′, n) = sin(αnx)
∫ l1
0
sin (αnξ) exp
[
−(ξ − x
′)2
σ2x
]
dξ (6.19)
For a description for this calculation read appendix C.
Solving K
(t)
f,u(t, t
′, n,m, k) and K(x)f,u,n(x, x
′)
The integrals in expressions (6.18) and (6.19) have the general form
u∫
0
sin(az + b) exp
[
−(z − φ)
2
σ2
]
dz, (6.20)
we can express the solution to (6.20) as
σ
√
pi
2
exp
(ασ
2
)2
Im[exp(αφ+ β)H(α, φ, u)], (6.21)
whereH(α, φ, u) is given by (6.16). Therefore, using (6.21) expressions (6.18) and (6.19) can be written as
K
(t)
f,u(t, t
′, n,m, k) =
S
aλnmk
σt
√
pi
2
e(
γσt
2 )
2
Im[exp[γ(t− t′)]H(−γ, t′, t)], (6.22)
K
(x)
f,u(x, x
′, n) = sin(αnx)
σx
√
pi
2
e(
γ̂nσx
2 )
2
Im[exp(γ̂nx
′)H(γ̂n, x′, l1)], (6.23)
K
(y)
f,u(y, y
′,m) = sin(βmy)
σy
√
pi
2
e
(
γ̂mσy
2
)2
Im[exp γ̂my
′)H(γ̂m, y′, l2)], (6.24)
K
(z)
f,u(z, z
′, k) = sin(γkz)
σz
√
pi
2
e
(
γ̂kσz
2
)2
Im[exp(γ̂kz
′)H(γ̂k, z′, l3)], (6.25)
where γ = jaλnmk , γ̂n = jαn, γ̂m = jβm, and γ̂k = jγk.
For an explanation about this calculation see appendix C.
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6.2. The Finite Element Method
The finite element method (FEM) is the most popular general purpose technique for computing accurate
solutions to partial differential equations. Since PDEs form the basis for many mathematical models in the
physical sciences and, increasingly, in other fields as well, it would be difficult to overstate the importance
of the finite element method [40]. The general methodology for solving PDEs using FEM consists on first,
identify the partial differential equation, the solution domain, and the boundary conditions. Second, the
PDE problem is reformulated as a variational problem. Finally, to solve the partial differential equation
numerically, the continuous variational problem need to be transformed to a discrete variational problem
[41].
6.2.1. Solving the Poisson’s equation with FEM
The data set used in this project was obtained by solving the Poisson’s equation through FEM. To do so, we
used the Python library FEniCS, a user-friendly tool for solving partial differential equations (PDEs) [41].
In this section we introduce the general theory of the finite element method, while we explain each step in
the methodology for solving the Poisson’s equation using FEM.
The Poisson’s equation
The boundary value problem for a solution domain Ω ⊂ R3, with boundary ∂Ω, for the Poisson’s equation
reads as follows:
∆f = u in Ω,
f = f0 on ∂Ω,
where Ω = [0, 0.1]× [0, 0.1]× [0, 0.1] (a cube). Here, f is the unknown function, u is a prescribed function,
∆ is the Laplace operator, Ω is the spatial domain, ∂Ω is the boundary of Ω, and f0 is the prescribed value
of the solution f in the boundary. A stationary PDE like this, together with a complete set of boundary
conditions, constitute a boundary-value problem, which must be precisely stated before it makes sense to
start solving it with FEniCS [41]. In three space dimensions with coordinates x, y and z, we can write out
Poisson’s equation as
∂2f(x)
∂x2
+
∂2f(x)
∂y2
+
∂2f(x)
∂z2
= u(x),
where x = [x, y, z]. In this case the source of excitation u(x) has the form of a piecewise function, defined
as u(x) = c 6= 0 at the center of the domain, and u(x) = 0 elsewhere, that is
u(x) =

c At the center of the domain,
0 Elsewhere,
where c ∈ R, and c 6= 0.
Variational formulation
FEniCS makes it easy to solve PDEs if finite elements are used for discretization in space and the problem is
expressed as a variational problem. The core of the recipe for turning a PDE into a variational problem is to
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multiply the PDE by a function v, integrate the resulting equation over Ω, and perform integration by parts
of terms with second-order derivatives. The function v which multiplies the PDE is in the mathematical
finite element literature called a test function. The unknown function f to be approximated is referred to as
a trial function. The terms test and trial function are used in FEniCS programs too. In this example, we first
multiply Poisson’s equation by the test function v and integrate:
−
∫
Ω
(∆f)v dx =
∫
Ω
uv dx.
Then we apply integration by parts to the integrand with second-order derivatives:
−
∫
Ω
(∆f)v dx =
∫
Ω
∇f · ∇v dx−
∫
∂Ω
∂f
∂n
v ds,
where ∂f
∂n
is the derivative of f in the outward normal direction on the boundary. The test function v is
required to vanish on the parts of the boundary where f is known, which in the present problem implies that
v = 0 on the whole boundary ∂Ω. Then
∫
Ω
∇f · ∇v dx =
∫
Ω
uv dx,
This equation is supposed to hold for all v in some function space V ∗. The trial function f lies in some
(possibly different) function space V .
Variational problem statement
The proper statement of our variational problem now goes as follows:
find f ∈ V such that
∫
Ω
∇f · ∇v dx =
∫
Ω
uv dx ∀ v ∈ V ∗
The trial and test spaces V and V ∗ are defines as
V ={f ∈ H1(Ω) : f = f0 on ∂Ω}
V ∗ ={v ∈ H1(Ω) : v = 0 on ∂Ω}
In short, H1(Ω) is the mathematically well-known Sobolev space containing functions v such that v2 and
|∇v|2 have finite integrals over Ω.
Numerical solution to the variational problem
To solve the partial differential equation numerically, we need to transform the continuous variational prob-
lem to a discrete variational problem. This is done by introducing finite-dimensional test and trial spaces,
often denoted as Vh ⊂ V and V ∗h ⊂ V ∗. The discrete variational problem reads:
find fh ∈ Vh ⊂ V such that
20
6. Methods and Materials
∫
Ω
∇fh · ∇v dx =
∫
Ω
uv dx ∀ v ∈ V ∗h ⊂ V ∗
The choice of Vh and V ∗h follows directly from the kind of finite elements we want to apply in our problem.
For example, choosing the well-known linear triangular element with three nodes implies that Vh and V ∗h
are the spaces of all piecewise linear functions over a mesh of triangles, where the functions in V ∗h are
zero on the boundary and those in Vh equal f0 on the boundary. In general what we have done is
• 1) introduce the PDE problem with f as unknown.
• 2) derive a variational equation a(f, v) = L(v) with f ∈ V and v ∈ V ∗.
• 3) discretize the problem by saying that we choose finite-dimensional spaces for V and V ∗.
This restriction of V implies that f becomes a discrete finite element function. It turns out to be convenient
to introduce a unified notation for the problem like
a(f, v) = L(v),
where in this example
a(f, v) =
∫
Ω
∇f · ∇v dx,
L(v) =
∫
Ω
uv dx.
We should then identify the terms with the unknown f and collect them in a(f, v), and similarly collect all
terms with only known functions in L(v). The formulas for a and L are then coded directly in the program.
Before making a FEniCS program for solving a PDE, we must first perform two steps:
• 1) Turn the PDE problem into a discrete variational problem: find f ∈ V
a(f, v) = L(v) ∀ v ∈ V ∗,
• 2) Specify the choice of spaces (V and V ∗) which means specifying the mesh and type of finite
elements.
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In this chapter we present the results obtained in different experiments using the proposed latent force model
based on the wave equation. First, we simulate the electric potential produced during Deep Brain Stimulation
for different electrode configurations, using the presented model in a direct problem approach (5.28). We
compare our outcomes with the electric potential obtained by solving Poisson’s equation through the Finite
Element Method (FEM). Here, the data set used for validation was obtained coding the solution to Poisson’s
equation through the Python library FEniCS; a FEM based tool for solving partial differential equations.
Second, we show simulation examples where the proposed latent force model is used to solve the inverse
model (5.29), i.e. to find the source of excitation that produced a prescribed electric potential. Finally, we
highlight the dynamic properties of the proposed Latent Force Model, by calculating the posterior mean
over the solution to the wave equation (6.1), given a time varying source.
7.1. Domain of Solution Specification
All simulations presented here were done in an unique solution domain. The domain of solution specifica-
tions were: an uniform mesh of 19 × 19 × 19 points over a cubic domain with size 10cm × 10cm × 10cm
(see Fig.7.1). For the Latent Force Model based on the wave equation all boundary and initial conditions
were equal to zero. For the direct problem (section 7.2) and inverse problem (section 7.3), just one instant
of time was used, t = 10. The number of terms in the sums in the covariance (6.10) and cross covariance
(6.17) functions were n = m = k = n′ = m′ = k′ = 12. The results were compared with the solution to
the Poisson’s equation using the FEM using the toolbox FEniCS [41]. The hyperparameters of the proposed
LFM were tuned manually. The values used in the simulations were:
• σ2x = σ2y = σ2z = 0.01.
• a = 1× 105.
• σ2t = 0.01.
7.2. Direct Problem: Simulation of Deep Brain Stimulation
We applied the model in the case where the source of excitation in (6.1) is static, i.e. u(x, t) = u(x), within
the framework of deep brain stimulation. Each electrode of the lead used in DBS can be designated as
anode or cathode, e.g. the Medtronic DBS lead model 3389 has four configurable electrodes (see Fig. 7.2).
Then, there are dozens of geometrical arrangements. Nevertheless, in the clinical practice usually one or
two stimulation contacts are used, at the most.
We simulated three commonly used electrode configurations as point sources . Fig. 7.3 shows the monopolar
(Fig. 7.3(a)) and bipolar ( Fig. 7.3(b)-(c)) configurations used. Each source has the form of a piecewise
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Fig. 7.1.: Solution Domain used in all the experiments.
1.
5m
m
0.
5 
m
m
1.27 m
m
40
0 
m
m
Fig. 7.2.: Electrode Medtronic DBS lead model 3389.
function, defined as u(x, y, z) = ±1 in electrode contact locations, and u(x, y, z) = 0 elsewhere, depending
on which source in Fig. 7.3 is modeled.
The posterior mean over the electric potential for the first source configuration (Fig. 7.3(a)), obtained
through (5.28) using the proposed latent force model approach is showed in Fig. 7.4(a) and 7.4(c). The
corresponding electric potential, calculated using FEM for solving Poisson’s equation is presented in Fig.
7.4(b) and 7.4(d). There is a high similarity in shape as well as in magnitude compared with the LFM
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(a) (b) (c)
Fig. 7.3.: Examples of electrode configuration. (a) Monopolar, single contact. (b) Bipolar, single positive.
(c) Bipolar, single positive [31].
solution.
The electric potential for the second source configuration (Fig. 7.3(b)), calculated using the proposed latent
force model approach is showed in Fig. 7.5(a) and 7.5(c). The corresponding electric potential, calculated
using FEM for solving Poisson’s equation is presented in Fig. 7.5(b) and 7.5(d).
The posterior mean over the electric potential for the third source configuration (Fig. 7.3(c)), obtained
with the wave latent force model is showed in Fig. 7.6(a) and 7.6(c). The corresponding electric potential,
calculated using FEM for solving the Poisson’s equation is presented in Fig. 7.6(b) and 7.6(d).
Moreover, Fig. 7.7. shows the vectorized posterior variance as a measure of uncertainty over the electric
potential computed using LFM for the first source configuration (Fig. 7.3(a)), as well as the vectorized mean
of the posterior distribution over the solution function to the wave equation. It can be seen that the LFM
is highly confident about electric potential values at points near boundaries. This is because of boundary
conditions, where we have imposed that electric potential is equal to zero on the perimeter of the domain. As
a support of comparison Fig. 7.8 shows the vectorized mean (zero), and the variance of the prior distribution
over the solution f(x, t) of the wave equation.
The covariance function kf (x, x′; t, t′) of the output, as well as the cross covariance function kfu(x, x′; t, t′)
between the latent function and the solution of the wave equation, depend both on the number for terms used
for each sum in expressions (6.10) and (6.17) respectively. The figures 7.9(a) and 7.9(b) show the time used
for calculating the posterior mean and posterior variance of the distribution over the solution of the wave
equation . It can be seen that the computational cost increases with the number of terms used in expressions
(6.10) and (6.17).
Moreover, Fig. 7.10 presents the mean squared error between the solution obtained with FEM and LFM for
the three sources simulated in this section, for different number of terms in the sums needed for the compu-
tation of the posterior mean over the solution function of the wave equation. This figure suggests that with
approximately seven terms in each of the three sums in (6.17) we can obtain an appropriate approximation.
Finally, Fig. 7.11(a), 7.11(b) and 7.11(c) show the variation in the posterior mean over the electric potential
obtained for each source in Fig. 7.3, as well as the prior and posterior variance, calculated for different
number of terms in the solution sum. This information allow us to conclude that with approximately seven
terms in the sums in (6.10) and (6.17) we can obtain a good approximation.
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(a) (b)
(c) (d)
Fig. 7.4.: Slice and contour comparison of solutions obtained using LFM and FEM for the source Fig7.3(a).
(a) Solution slices obtained with LFM. (b) Solution slices obtained with FEM. (c) Contours of
solution obtained with LFM. (d) Contours of solution obtained with FEM.
7.3. Inverse Problem: Static Field
So far, we have analyzed the direct problem (5.28). Specifically, situations where we have knowledge about
the source u(x, t), and wish to found the solution f(x, t) to the wave equation. The proposed model can
also be used for solving the inverse problem, i.e. to recover the source that produced an specific electric
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(a) (b)
(c) (d)
Fig. 7.5.: Slice and contour comparison of solutions obtained using LFM and FEM for the source Fig7.3(b).
(a) Solution slices obtained with LFM. (b) Solution slices obtained with FEM. (c) Contours of
solution obtained with LFM. (d) Contours of solution obtained with FEM.
potential. To do so, we use FEM to obtain the electric potential generated by four different electrode config-
urations (Fig. 7.12), and take these results as input data to the latent force model in (5.29) to get a posterior
distribution over the source u(x, t). In this case every source was approximated with a mixture of Gaussian
distributions.
The corresponding electric potential produced by each electrode configuration is shown in Fig. 7.13(c),
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(a) (b)
(c) (d)
Fig. 7.6.: Slice and contour comparison of solutions obtained using LFM and FEM for the source Fig7.3(c).
(a) Solution slices obtained with LFM. (b) Solution slices obtained with FEM. (c) Contours of
solution obtained with LFM. (d) Contours of solution obtained with FEM.
Fig. 7.13(g), Fig. 7.14(c), and Fig. 7.14(g). The source of excitation function u(x, t) prescribed for each
electrode configuration are presented in Fig. 7.13(b), Fig. 7.13(f), Fig. 7.14(b), and Fig. 7.14(f). Finally,
the posterior mean over the recovered source for each case correspond to Fig. 7.13(d), Fig. 7.13(h), Fig.
7.14(d), and Fig. 7.14(h) The variance over the recovered source computed using LFM is presented in Fig.
7.15.
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Fig. 7.7.: Posterior mean and prior variance vectorized.
Fig. 7.8.: Prior mean and prior variance vectorized.
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Fig. 7.9.: (a) Time (in seconds) needed for computing the posterior mean. (b) Time (in seconds) needed for
computing the posterior variance.
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Fig. 7.10.: Mean squared error between the solution obtained with FEM and LFM, for different number of
terms in the solution sum. This figure holds for a different value for each hyperparameter, they
were tuned manually. (Blue) results for source Fig. 7.3(a), (green) results for source Fig. 7.3(b),
(red) results for source Fig. 7.3(c).
7.4. Time Varying Source
Here, we use a time-varying source u(x, t) to illustrate the dynamic behavior of the wave latent force model.
Figures 7.16(a), 7.16(b) and 7.16(c) show the source u(x, t) for three different time instants. The posterior
mean over the solution f(x, t) to the wave equation for the same three time instants, was obtained by (5.28),
as shown in Fig. 7.16(a), 7.16(b) and 7.16(c). Here, the source was of the form u = A(x, y, z)B(t), where
B(t) = sin(4pit/5) and the term A(x, y, z) is defined as a mixture of two Gaussian distributions. Results
presented in Fig.7.16 were obtained for the time instants t = [0.1, 0.3, 0.6]⊤.
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Fig. 7.11.: Variation in the posterior mean, prior variance, and posterior variance, calculated for different
number of terms in the solution sum. (a) Variation between consecutive posterior mean, (blue)
results for source Fig. 7.3(a), (green) results for source Fig. 7.3(b), (red) results for source Fig.
7.3(c) . (b) Variation between consecutive prior variances. (c) Variation between consecutive
posterior variances.
(a) (b) (c) (d)
Fig. 7.12.: Electrode configurations used for solving the inverse problem.
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Fig. 7.13.: Two electrode configurations, its corresponding source of excitation function and electric poten-
tial, and the source recovered using the LFM.
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Fig. 7.14.: Two electrode configurations, its corresponding source of excitation function and electric poten-
tial, and the source recovered using the LFM.
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Fig. 7.15.: Posterior variance.
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(a)
(b)
(c)
Fig. 7.16.: Source of excitation u(x, t) (left column) and electric potential f(x, t) (right column) for three
different instants of time t = [0.1, 0.3, 0.6]⊤.
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In this project we have presented a novel latent force model for describing electric sources and fields, within
the framework of deep brain stimulation. We used the non-homogeneous partial differential wave equation
and Gaussian process priors to model the electric potential as well as its source. The results show the
proposed method can model dynamic electric potentials and sources, as well as electrostatic problems. The
contributions of the project are
• The development of a LFM based on the wave equation.
• In the framework of DBS, we proposed a methodology for describing the electric potential, that takes
into account the time variable.
• The presented approach provides a solution to the direct as well as the inverse problem.
• The LFM based on the wave equation describes time-varying static sources and potentials.
• The proposed model considers a finite domain of solution, with three spatial dimensions.
The electric potential calculated with the latent force model proved to be close to the potential obtained by
solving Poisson’s equation using the finite element method, for the three type of sources studied in section
7.2 (see Fig.7.4, Fig.7.5, Fig.7.6). In this sense, the more terms in the sums in the covariance functions of
the proposed model (expression (6.17) and (6.10)), the better approximation is obtained. Nevertheless, a
balance between computational cost and error reduction must be done. Fig.7.9 and Fig.7.10 show that for
more than seven terms un the sums in expressions (6.17) and (6.10) the error reduction is less significant
in comparison with the increasingly time needed for the computation of the posterior mean and posterior
variance. Additionally, Fig.7.11 confirms that the contribution of the terms are smaller as the subindex of
the sums increases.
Besides, results show that the inverse problem can be addressed using the proposed model. The func-
tions used for modeling the source produced by four different electrode configurations were recovered (see
Fig.7.13 and Fig.7.14). For the inverse problem the domain of solution was reduced to two-spatial dimen-
sions, this was done due to the high computational cost required for calculating K−1f in (5.29).
The results presented in section 7.4 show the proposed LFM can model time-varying sources and electric
potentials (see Fig.7.16 ). Although results obtained with the proposed wave latent force model are com-
pared with the solution to Poisson’s equation using FEM, our approach can even address the calculation of
the electric potential taking into account propagation effects and time-varying sources of excitation as well
as potentials, in a three-dimensional finite domain, where the source could in theory be any function, and
it is not limited to be a point source. There are several limitations of the proposed model that should be
addressed:
• The wave LFM hyperparameters were tuned manually.
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• The wave propagation loss due to damping was not considered.
• The domain of solution was isotropic and homogeneous.
This is why the latent force model presented in this project could be extended in future works. First, to make
use of more realistic domains, taking into account heterogeneous and anisotropic domain properties, non-
stationary LFM based on the wave equation could be studied. Additionally, different boundary and initial
conditions can be analyzed. Moreover, a partial differential equation that considers the wave propagation in
lossy materials might also be considered. Computational cost reduction is also an important issue that should
be addressed. Finally, an estimation approach should be implemented for calculating the hyperparameters
of the proposed model.
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A. Calculation of covariance kernel for the output
We assume that the source u(x, t) is a Gaussian process with zero mean and covariance function ku(x, x′; t, t′)
equal to
ku(x, x
′; t, t′) = cov[u(x, t), u(x′, t′)] = E[u(x, t)u(x′, t′)] = k(x, x′)k(y, y′)k(z, z′)k(t, t′). (A.1)
Since the wave equation is linear, then its solution f(x, t) is also a GPwith covariance function kf (x, x′; t, t′)
given by
kf (x, x
′; t, t′) = cov[f(x, t), f(x′, t′)] = E[f(x, t)f(x′, t′)],
replacing f(x, t) using (6.4) in the last expression, then kf (x, x′; t, t′) can be expressed as
E
 t∫
0
l3∫
0
l2∫
0
l1∫
0
Su(ξ, η, ζ, τ)G(x, ξ, η, ζ, t− τ)dξ dη dζ dτ × · · ·
t′∫
0
l3∫
0
l2∫
0
l1∫
0
S′u(ξ′, η′, ζ ′, τ ′)G(x′, ξ′, η′, ζ ′, t′ − τ ′)dξ′ dη′ dζ ′ dτ ′
 , (A.2)
there is only uncertainty over the latent function u, then
t∫
0
t′∫
0
l3∫
0
l3∫
0
l2∫
0
l2∫
0
l1∫
0
l1∫
0
SS′G(x, ξ, η, ζ, t − τ)G(x′, ξ′, η′, ζ ′, t′ − τ ′)× · · ·
E[u(ξ, η, ζ, τ)u(ξ′, η′, ζ ′, τ ′)]dξ′ dξ dη′ dη dζ ′ dζ dτ ′ dτ,
using (A.1) for the expected value in the last expression we have
t∫
0
t′∫
0
l3∫
0
l3∫
0
l2∫
0
l2∫
0
l1∫
0
l1∫
0
SS′G(x, ξ, η, ζ, t − τ)G(x′, ξ′, η′, ζ ′, t′ − τ ′)× · · ·
k(ξ, ξ′)k(η, η′)k(ζ, ζ ′)k(τ, τ ′)dξ′dξ dη′dη dζ ′dζ dτ ′dτ. (A.3)
Using the expression (6.3) for G(x, ξ, η, ζ, t − τ), and Squared Exponential kernels for the covariance
function of the latent function u(x, t), we have
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t∫
0
t′∫
0
l3∫
0
l3∫
0
l2∫
0
l2∫
0
l1∫
0
l1∫
0
8S
al1l2l3
∑
∀n
∑
∀m
∑
∀k
1
λnmk
sin(αnx) sin(βmy) sin(γkz)× · · ·
sin(αnξ) sin(βmη) sin(γkζ) sin[aλnmk(t− τ)]× · · ·
8S′
al1l2l3
∑
∀n′
∑
∀m′
∑
∀k′
1
λn′m′k′
sin(αn′x
′) sin(βm′y′) sin(γk′z′)× · · ·
sin(αn′ξ
′) sin(βm′η′) sin(γk′ζ ′) sin[aλn′m′k′(t′ − τ ′)]× · · ·
exp
[
−(ξ − ξ
′)2
σ2x
]
exp
[
−(η − η
′)2
σ2y
]
exp
[
−(ζ − ζ
′)2
σ2z
]
exp
[
−(τ − τ
′)2
σ2t
]
· · ·
dξ′dξ dη′dη dζ ′dζ dτ ′dτ.
The above expression can be separated into four different sets of double integrals(
8
l1l2l3
)2∑
∀n
∑
∀m
∑
∀k
∑
∀n′
∑
∀m′
∑
∀k′
SS′ sin(αnx) sin(αn′x′) sin(βmy) sin(βm′y′) sin(γkz) sin(γk′z′)
aλnmkaλn′m′k′
× · · ·

t∫
0
t′∫
0
sin[aλnmk(t− τ)] sin[aλn′m′k′(t′ − τ ′)] exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ
× · · ·
l3∫
0
l3∫
0
sin(γkζ) sin(γk′ζ
′) exp
[
−(ζ − ζ
′)2
σ2z
]
dζ ′ dζ
× · · ·
l2∫
0
l2∫
0
sin(βmη) sin(βm′η
′) exp
[
−(η − η
′)2
σ2y
]
dη′ dη
× · · ·
l1∫
0
l1∫
0
sin(αnξ) sin(αn′ξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ
 .
then the covariance function of the output f(x, t) is
kf (x, x
′; t, t′) =
(
8
l1l2l3
)2∑
∀n
∑
∀m
∑
∀k
∑
∀n′
∑
∀m′
∑
∀k′
SS′kx(x, x′)ky(y, y′)kz(z, z′)kt(t, t′)CxCyCz
aλnmkaλn′m′k′
,
(A.4)
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where
kx(x, x
′) = sin(αnx) sin(αn′x′),
ky(y, y
′) = sin(βmy) sin(βm′y′),
kz(z, z
′) = sin(γkz) sin(γk′z′),
kt(t, t
′) =
t∫
0
t′∫
0
sin[aλnmk(t− τ)] sin[aλn′m′k′(t′ − τ ′)] exp
[
−(τ − τ
′)2
σ2t
]
dτ ′ dτ,
Cx =
l1∫
0
l1∫
0
sin(αnξ) sin(αn′ξ
′) exp
[
−(ξ − ξ
′)2
σ2x
]
dξ′ dξ,
Cy =
l2∫
0
l2∫
0
sin(qmη) sin(qm′η
′) exp
[
−(η − η
′)2
σ2y
]
dη′ dη,
Cz =
l3∫
0
l3∫
0
sin(γkζ) sin(γk′ζ
′) exp
[
−(ζ − ζ
′)2
σ2z
]
dζ ′ dζ.
We can express (A.4) as
kf (x, x
′; t, t′) =
(
8
l1l2l3
)2∑
∀n
∑
∀m
∑
∀k
∑
∀n′
∑
∀m′
∑
∀k′
Kt(t, t
′)Kx(x, x′)Ky(y, y′)Kz(z, z′), (A.5)
where
Kt(t, t
′) =
SS′
aλnmkaλn′m′k′
kt(t, t
′),
Kx(x, x
′) = Cxkx(x, x′),
Ky(y, y
′) = Cyky(y, y′),
Kz(z, z
′) = Czkz(z, z′).
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Defining β = aλnmk, β′ = aλn′m′k′ and k(τ, τ ′) = exp
[
− (τ−τ ′)2
σt2
]
, then
kt(t, t
′) =
t∫
0
t′∫
0
sin(β(t− τ)) sin(β′(t′ − τ ′))k(τ, τ ′)dτ ′ dτ
=
t∫
0
t′∫
0
[
ejβ(t−τ) − e−jβ(t−τ)
2j
] [
ejβ
′(t′−τ ′) − e−jβ′(t′−τ ′)
2j
]
k(τ, τ ′)dτ ′ dτ
=− 1
4
t∫
0
t′∫
0
[
ejβ(t−τ) − e−jβ(t−τ)
] [
ejβ
′(t′−τ ′) − e−jβ′(t′−τ ′)
]
k(τ, τ ′)dτ ′ dτ
=− 1
4
t∫
0
t′∫
0
[
ejβ(t−τ)+jβ
′(t′−τ ′) − ejβ(t−τ)−jβ′(t′−τ ′) − · · ·
e−jβ(t−τ)+jβ
′(t′−τ ′) + e−jβ(t−τ)−jβ
′(t′−τ ′)
]
k(τ, τ ′)dτ ′ dτ,
we obtain the following four integrals
kt(t, t
′) = −1
4

ej(βt+β′t′) t∫
0
e−jβτ
t′∫
0
e−jβ
′τ ′k(τ, τ ′)dτ ′ dτ
− · · ·
ej(βt−β′t′) t∫
0
e−jβτ
t′∫
0
ejβ
′τ ′k(τ, τ ′)dτ ′ dτ
− · · ·
ej(−βt+β′t′) t∫
0
ejβτ
t′∫
0
e−jβ
′τ ′k(τ, τ ′)dτ ′ dτ
+ · · ·
ej(−βt−β′t′)′ t∫
0
ejβτ
t′∫
0
ejβ
′τ ′k(τ, τ ′)dτ ′ dτ
 .
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Defining γ = jβ = jaλnmk , and γ′ = jβ′ = jaλn′m′k′ ,
kt(t, t
′) = −1
4
eγt+γ′t′ t∫
0
e−γτ
t′∫
0
e−γ
′τ ′e
− (τ−τ
′)2
σ2
t dτ ′ dτ (B.1)
− eγt−γ′t′
t∫
0
e−γτ
t′∫
0
eγ
′τ ′e
− (τ−τ
′)2
σ2
t dτ ′ dτ
− e−γt+γ′t′
t∫
0
eγτ
t′∫
0
e−γ
′τ ′e
− (τ−τ ′)2
σ2
t dτ ′ dτ
+ e−γt−γ
′t′
t∫
0
eγτ
t′∫
0
eγ
′τ ′e
− (τ−τ
′)2
σ2
t dτ ′ dτ
 .
These integrals follow the general form
H(a, b, u, v) =
∫ v
0
ebz
∫ u
0
eaz
′
e−
(z−z′)2
σ2 dz′dz. (B.2)
The solution to this double integral when (a+ b) 6= 0 is [39]:
H(a, b, u, v) =
σ
√
pi
2
[h(a, b, v, u) + h(b, a, u, v)] , (a+ b) 6= 0 (B.3)
where
h(ζ, ρ, υ, ϕ) =
e(
ζσ
2 )
2
ζ + ρ
[
e(ζ+ρ)υH(ζ, υ, ϕ)−H(ζ, 0, ϕ)
]
,
H(ζ, υ, ϕ) = erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
. (B.4)
Using (B.4) the expression for H(a,−a, u, v) when a+ b = 0 is given by
H(a,−a, u, v) = (B.5)
σ
(
σ
√
pi
2
)
e(
aσ
2 )
2 { v
σ
H(a, v, u) + u
σ
H(−a, u, v) + σa
2
[H(a, v, u) −H(a, 0, u)] + · · ·
1√
pi
[G(a, v, u) − G(a, 0, u)]
}
where we have defined [39]
G(ζ, υ, ϕ) = exp
[
−
(
υ
σ
+
σζ
2
)2]
− exp
[
−
(
υ − ϕ
σ
+
σζ
2
)2]
.
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Solution when λnmk 6= λn′m′k′
notice that
λnmk = pi
√(
n
l1
)2
+
(
m
l2
)2
+
(
k
l3
)2
> 0 ∀ n,m, k ∈ N1,
λn′m′k′ = pi
√(
n′
l1
)2
+
(
m′
l2
)2
+
(
k′
l3
)2
> 0 ∀ n′,m′, k′ ∈ N1.
For now on, let us suppose that λnmk 6= λn′m′k′ , then the four possible combinations
γ + γ′ = jaλnmk + jaλn′m′k′ = ja(λnmk + λn′m′k′) 6= 0,
(−γ) + (−γ′) = −jaλnmk − jaλn′m′k′ = −ja(λnmk + λn′m′k′) 6= 0,
γ + (−γ′) = jaλnmk − jaλn′m′k′ = ja(λnmk − λn′m′k′) 6= 0,
(−γ) + γ′ = −jaλnmk + jaλn′m′k′ = ja(−λnmk + λn′m′k′) 6= 0,
therefore we have
±γ ± γ′ 6= 0
Then we can use (B.3) to solve each double integral in (B.1) , and kt(t, t′) can be expressed as
1
4
[
eγt−γ
′t′H(γ′,−γ, t′, t) + e−γt+γ′t′H(−γ′, γ, t′, t)− eγt+γ′t′H(−γ′,−γ, t′, t)− e−γt−γ′t′H(γ′, γ, t′, t)
]
,
we can factorize the σ
√
pi/2 inside the H terms and get
kt(t, t
′) =
σ
√
pi
8
[
eγt−γ
′t′Ĥ(γ′,−γ, t′, t) + e−γt+γ′t′Ĥ(−γ′, γ, t′, t)− · · ·
eγt+γ
′t′Ĥ(−γ′,−γ, t′, t)− e−γt−γ′t′Ĥ(γ′, γ, t′, t)
]
.
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In this expression we can write eγt−γ
′t′Ĥ(γ′,−γ, t′, t) as
=eγt−γ
′t′
e
(
γ′σ
2
)2
γ′ − γ
[
e(γ
′−γ)tH(γ′, t, t′)−H(γ′, 0, t′)
]
+
e(
−γσ
2 )
2
−γ + γ′
[
e(−γ+γ
′)t′H(−γ, t′, t)−H(−γ, 0, t)
]
(B.6)
=
e
(
γ′σ
2
)2
γ′ − γ
[
eγt−γ
′t′+γ′t−γtH(γ′, t, t′)− eγt−γ′t′H(γ′, 0, t′)
]
+ · · ·
e(
−γσ
2 )
2
−γ + γ′
[
eγt−γ
′t′−γt′+γ′t′H(−γ, t′, t)− eγt−γ′t′H(−γ, 0, t)
]
,
=
e
(
γ′σ
2
)2
γ′ − γ
[
e−γ
′t′+γ′tH(γ′, t, t′)− eγt−γ′t′H(γ′, 0, t′)
]
+ · · ·
e(
−γσ
2 )
2
−γ + γ′
[
eγt−γt
′H(−γ, t′, t)− eγt−γ′t′H(−γ, 0, t)
]
,
=
e
(
γ′σ
2
)2
γ′ − γ
[
e(t−t
′)γ′H(γ′, t, t′)− e−γ′t′−(−γ)tH(γ′, 0, t′)
]
+ · · ·
e(
−γσ
2 )
2
−γ + γ′
[
e(t
′−t)(−γ)H(−γ, t′, t)− e−(−γ)t−γ′t′H(−γ, 0, t)
]
,
=ĥ(γ′,−γ, t, t′) + ĥ(−γ, γ′, t′, t),
where
ĥ(ζ, ρ, υ, ϕ) =
e(
ζσ
2 )
2
ζ + ρ
[
e(υ−ϕ)ζH(ζ, υ, ϕ) − e−(ζϕ+ρυ)H(ζ, 0, ϕ)
]
, (B.7)
then
kt(t, t
′) =
σ
√
pi
8
[
ĥ(γ′,−γ, t, t′) + ĥ(−γ, γ′, t′, t) + ĥ(−γ′, γ, t, t′) + ĥ(γ,−γ′, t′, t)
−ĥ(−γ′,−γ, t, t′)− ĥ(−γ,−γ′, t′, t)− ĥ(γ′, γ, t, t′)− ĥ(γ, γ′, t′, t)
]
.
Finally we have
kt(t, t
′) =
σ
√
pi
8
[
ĥ(γ′, γ˜, t, t′) + ĥ(γ˜, γ′, t′, t) + ĥ(γ˜′, γ, t, t′) + ĥ(γ, γ˜′, t′, t) (B.8)
−ĥ(γ˜′, γ˜, t, t′)− ĥ(γ˜, γ˜′, t′, t)− ĥ(γ′, γ, t, t′)− ĥ(γ, γ′, t′, t)
]
,
where γ = jaλnmk , γ˜ = −jaλnmk, γ′ = jaλn′m′k′ , γ˜′ = −jaλn′m′k′ ,
ĥ(γ′, γ, t, t′) =
e
(
γ′σ
2
)2
γ′ + γ
Γ(γ′, γ, t, t′), (B.9)
with
Γ(γ′, γ, t, t′) = e(t−t
′)γ′H(γ′, t, t′)− e−(γ′t′+γt)H(γ′, 0, t′),
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and
H(γ′, t, t′) = erf
(
t′ − t
σ
− σγ
′
2
)
+ erf
(
t
σ
+
σγ′
2
)
,
where erf(x) is the complex-valued error function (ref) defined as
erf(z) =
2√
pi
z∫
0
exp(−y2)dy.
Given that
ĥ(γ′, γ˜, t, t′) = (ĥ(γ˜′, γ, t, t′))∗
ĥ(γ˜, γ′, t′, t) = (ĥ(γ, γ˜′, t′, t))∗
ĥ(γ˜′, γ˜, t, t′) = (ĥ(γ′, γ, t, t′))∗
ĥ(γ˜, γ˜′, t′, t) = (ĥ(γ, γ′, t′, t))∗
The expression (B.8) can be expressed as
kt(t, t
′) =
σ
√
pi
8
[
ĥ(γ′, γ˜, t, t′) + (ĥ(γ′, γ˜, t, t′))∗ + ĥ(γ, γ˜′, t′, t) + (ĥ(γ, γ˜′, t′, t))∗ (B.10)
−ĥ(γ′, γ, t, t′)− (ĥ(γ′, γ, t, t′))∗ − ĥ(γ, γ′, t′, t)− (ĥ(γ, γ′, t′, t))∗
]
,
kt(t, t
′) =
σ
√
pi
8
2 ·Re
{[
ĥ(γ′, γ˜, t, t′) + ĥ(γ, γ˜′, t′, t)− ĥ(γ′, γ, t, t′)− ĥ(γ, γ′, t′, t)
]}
, (B.11)
So, we only need to compute four terms instead eight. The expression (B.9) can be expressed as
ĥ(ζ, ρ, υ, ϕ) =
1
ζ + ρ
[
e(υ−ϕ)ζe(
ζσ
2 )
2
H(ζ, υ, ϕ) − e−(ζϕ+ρυ)e( ζσ2 )
2
H(ζ, 0, ϕ)
]
, (B.12)
=
1
ζ + ρ
[
e(υ−ϕ)ζe(
ζσ
2 )
2
H(ζ, υ, ϕ) − e−ρυe(0−ϕ)ζe( ζσ2 )
2
H(ζ, 0, ϕ)
]
Finally we have
ĥ(ζ, ρ, υ, ϕ) =
1
ζ + ρ
[
Υ(ζ, υ, ϕ) − e−ρυΥ(ζ, 0, ϕ)] ,
where Υ(ζ, υ, ϕ) and Υ(ζ, 0, ϕ) correspond to UpsilonMatrix and UpsilonVector functions in Matlab code
respectively.
Solution when λnmk = λn′m′k′
Let us suppose that λnmk = λn′m′k′ , i.e. γ′ = γ. Then the four possible combinations
γ + γ′ = jaλnmk + jaλn′m′k′ = ja(λnmk + λn′m′k′) 6= 0,
(−γ) + (−γ′) = −jaλnmk − jaλn′m′k′ = −ja(λnmk + λn′m′k′) 6= 0,
γ + (−γ′) = jaλnmk − jaλn′m′k′ = ja(λnmk − λn′m′k′) = 0,
(−γ) + γ′ = −jaλnmk + jaλn′m′k′ = ja(−λnmk + λn′m′k′) = 0,
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In this case, using γ′ = γ in (B.1) we must solve
kt(t, t
′) = −1
4
eγ(t+t
′)
t∫
0
e−γτ
t′∫
0
e−γτ
′
e
− (τ−τ ′)2
σ2
t dτ ′ dτ
︸ ︷︷ ︸
A1
− eγ(t−t′)
t∫
0
e−γτ
t′∫
0
eγτ
′
e
− (τ−τ
′)2
σ2
t dτ ′ dτ
︸ ︷︷ ︸
A2
− eγ(−t+t′)
t∫
0
eγτ
t′∫
0
e−γτ
′
e
− (τ−τ
′)2
σ2
t dτ ′ dτ
︸ ︷︷ ︸
A3
+ eγ(−t−t
′)
t∫
0
eγτ
t′∫
0
eγτ
′
e
− (τ−τ
′)2
σ2
t dτ ′ dτ
︸ ︷︷ ︸
A4
 .
The integrals A1, A2, A3, A4 follow the general form (B.2). For A1 and A4 we have a+ b 6= 0, so we solve
these two integrals using (B.3) . Besides, for A2 and A3 we have a+ b = 0, so we solve these two equation
using (B.5). Taking this into account, we can express kt(t, t′) as
kt(t, t
′) =
1
4
eγ(t−t′)H2(γ,−γ, t′, t)︸ ︷︷ ︸
A2
+ e−γ(t−t
′)H2(−γ, γ, t′, t)︸ ︷︷ ︸
A3
− · · ·
eγ(t+t
′)H1(−γ,−γ, t′, t)︸ ︷︷ ︸
A1
− e−γ(t+t′)H1(γ, γ, t′, t)︸ ︷︷ ︸
A4
 ,
=
1
4

eγ(t−t′)H2(γ,−γ, t′, t)︸ ︷︷ ︸
A2
+ e−γ(t−t
′)H2(−γ, γ, t′, t)︸ ︷︷ ︸
A3
 − · · ·
eγ(t+t′)H1(−γ,−γ, t′, t)︸ ︷︷ ︸
A1
+ e−γ(t+t
′)H1(γ, γ, t
′, t)︸ ︷︷ ︸
A4

 ,
where H1(a, b, u, v) have the form of (B.3) and H2(a,−a, u, v) have the form of (B.5). We can factorize
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the σ
√
pi/2 inside theH1 and H2 terms and get
kt(t, t
′) =
σ
√
pi
8
{[
Ĥ2(γ,−γ, t′, t) + Ĥ2(−γ, γ, t′, t)
]
− · · ·eγ(t+t′)Ĥ1(−γ,−γ, t′, t)︸ ︷︷ ︸
B1
+ e−γ(t+t
′)Ĥ1(γ, γ, t
′, t)︸ ︷︷ ︸
B2

 ,
where
Ĥ2(a,−a, u, v) = σea(v−u)e(
aσ
2 )
2 { v
σ
H(a, v, u) + u
σ
H(−a, u, v) + σa
2
[H(a, v, u) −H(a, 0, u)] + · · ·
(B.13)
1√
pi
[G(a, v, u) − G(a, 0, u)]
}
,
Ĥ2(a,−a, u, v) =
{(
v +
σ2a
2
)
ea(v−u)e(
aσ
2 )
2
H(a, v, u) + ue−a(u−v)e( aσ2 )
2
H(−a, u, v)− · · ·
σ2a
2
eavea(0−u)e(
aσ
2 )
2
H(a, 0, u) + σe
a(v−u)e(
aσ
2 )
2
√
pi
[G(a, v, u) − G(a, 0, u)]
}
.
The last expression can be written as
Ĥ2(a,−a, u, v) =
(
v +
σ2a
2
)
Υ(a, v, u) + uΥ(−a, u, v)− σ
2a
2
eavΥ(a, 0, u) + · · ·
σea(v−u)√
pi
e(aσ2 )2G(a, v, u)︸ ︷︷ ︸
C1
−e( aσ2 )
2
G(a, 0, u)
 .
Analyzing C1 we can write
Gˆ(ζ, υ, ϕ) = exp
[(
ζσ
2
)2]{
exp
[
−
(
υ
σ
+
σζ
2
)2]
− exp
[
−
(
υ − ϕ
σ
+
σζ
2
)2]}
,
Gˆ(ζ, υ, ϕ) = exp
{
−
[(υ
σ
)2
+ υζ
]}
− exp
{
−
[(
υ − ϕ
σ
)2
+ (υ − u)ζ
]}
.
So (B.13) can be expressed as
Ĥ2(a,−a, u, v) =
(
v +
σ2a
2
)
Υ(a, v, u) + uΥ(−a, u, v)− σ
2a
2
eavΥ(a, 0, u) + · · ·
σea(v−u)√
pi
[
Gˆ(a, v, u) − Gˆ(a, 0, u)
]
.
The expressions B1 and B2 have the same form as (B.6), so
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kt(t, t
′) =
σ
√
pi
8
{[
Ĥ2(γ,−γ, t′, t) + Ĥ2(−γ, γ, t′, t)
]
− · · · (B.14)[
ĥ(−γ,−γ, t, t′) + ĥ(−γ,−γ, t′, t) + ĥ(γ, γ, t, t′) + ĥ(γ, γ, t′, t)
]}
,
where ĥ is defined by (B.7). The expression (B.14) can be written as
kt(t, t
′) =
σ
√
pi
8
{[
Ĥ2(γ,−γ, t′, t) + Ĥ2(γ,−γ, t′, t)∗
]
− · · ·[
ĥ(γ, γ, t, t′) + ĥ(γ, γ, t, t′)∗ + ĥ(γ, γ, t′, t) + ĥ(γ, γ, t′, t)∗
]}
,
then
kt(t, t
′) =
σ
√
pi
8
2 · Re
{
Ĥ2(γ,−γ, t′, t)− ĥ(γ, γ, t, t′)− ĥ(γ, γ, t′, t)
}
.
Finally, the solution of the time kernel for the wave equation is given by
kt(t, t
′) =

σ
√
pi
8 2 ·Re
[
ĥ(γ′, γ˜, t, t′) + ĥ(γ, γ˜′, t′, t)− ĥ(γ′, γ, t, t′)− ĥ(γ, γ′, t′, t)
]
if λnmk 6= λn′m′k′
σ
√
pi
8 2 ·Re
[
Ĥ2(γ,−γ, t′, t)− ĥ(γ, γ, t, t′)− ĥ(γ, γ, t′, t)
]
if λnmk = λn′m′k′
where,
ĥ(ζ, ρ, υ, ϕ) =
1
ζ + ρ
[
Υ(ζ, υ, ϕ) − e−ρυΥ(ζ, 0, ϕ)] ,
Ĥ2(ζ,−ζ, u, v) =
(
v +
σ2ζ
2
)
Υ(ζ, v, u) + uΥ(−ζ, u, v)− σ
2ζ
2
eζvΥ(ζ, 0, u) + · · ·
σeζ(v−u)√
pi
[
Gˆ(ζ, v, u) − Gˆ(ζ, 0, u)
]
,
Υ(ζ, υ, ϕ) =e(υ−ϕ)ζe(
ζσ
2 )
2
H(ζ, υ, ϕ),
Gˆ(ζ, υ, ϕ) = exp
{
−
[(υ
σ
)2
+ υa
]}
− exp
{
−
[(
υ − u
σ
)2
+ (υ − u)a
]}
,
H(ζ, υ, ϕ) = erf
(
ϕ− υ
σ
− σζ
2
)
+ erf
(
υ
σ
+
σζ
2
)
.
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the latent function and the solution of the wave
equation
The covariance function kfu(x, x′; t, t′) between the output f(x, t) and the latent function u(x, t) is given by
kfu(x, x
′; t, t′) = cov
[
f(x, t), u(x′, t′)
]
,
=S E
 t∫
0
l3∫
0
l2∫
0
l1∫
0
u(ξ, η, ζ, τ)u(x′, t′)G(x, ξ, η, ζ, t− τ)dξ dη dζ dτ
 .
Then, the covariance cov [f(x, t), u(x′, t′)] is given as
S
t∫
0
l3∫
0
l2∫
0
l1∫
0
G(x, ξ, η, ζ, t− τ) E [u(ξ, η, ζ, τ)u(x′, t′)] dξ dη dζ dτ.
Using the factorized form for the covariance of the latent function , the last expression can be written as
S
t∫
0
l3∫
0
l2∫
0
l1∫
0
G(x, ξ, η, ζ, t − τ)k(ξ, x′)k(η, y′)k(ζ, z′)k(τ, t′)dξ dη dζ dτ.
With the expression (6.3) for G(x, ξ, η, ζ, t − τ) and Squared Exponential kernels for the covariance of the
latent function, we have
S
t∫
0
l3∫
0
l2∫
0
l1∫
0
{[
8
al1l2l3
∞∑
n=1
∞∑
m=1
∞∑
k=1
1
λnmk
sin(αnx) sin(βmy) sin(γkz) sin(αnξ) sin(βmη) sin(γkζ) × · · ·
sin[aλnmk(t− τ)]] exp
[
−(ξ − x
′)2
σ2x
]
exp
[
−(η − y
′)2
σ2y
]
× · · ·
exp
[
−(ζ − z
′)2
σ2z
]
exp
[
−(τ − t
′)2
σ2t
]}
dξ dη dζ dτ.
Again the above expression can be separated into four double different integrals as follows
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8S
l1l2l3
∞∑
n=1
∞∑
m=1
∞∑
k=1
sin(αnx) sin(βmy) sin(γkz)
aλnmk
{∫ t
0
sin[aλnmk(t− τ)] exp
[
−(τ − t
′)2
σ2t
]
dτ
}
× · · ·{∫ l3
0
sin (γkζ) exp
[
−(ζ − z
′)2
σ2z
]
dζ
}
× · · ·{∫ l2
0
sin (βmη) exp
[
−(η − y
′)2
σ2y
]
dη
}
× · · ·{∫ l1
0
sin (αnξ) exp
[
−(ξ − x
′)2
σ2x
]
dξ
}
.
The covariance function between the output and the latent function corresponds to
kfu(x, x
′; t, t′) =
8
l1l2l3
∑
∀n
∑
∀m
∑
∀k
sin(αnx) sin(βmy) sin(γkz)Kf,u(t, t
′)ĈxĈyĈz
in which
Kf,u(t, t
′) =
S
aλnmk
kf,u(t, t
′) =
S
aλnmk
∫ t
0
sin[aλnmk(t− τ)] exp
[
−(τ − t
′)2
σ2t
]
dτ (C.1)
Ĉx =
∫ l1
0
sin (αnξ) exp
[
−(ξ − x
′)2
σ2x
]
dξ (C.2)
Ĉy =
∫ l2
0
sin (βmη) exp
[
−(η − y
′)2
σ2y
]
dη (C.3)
Ĉz =
∫ l3
0
sin (γkζ) exp
[
−(ζ − z
′)2
σ2z
]
dζ (C.4)
Solving Kf,u(t, t
′), Ĉx, Ĉy, and Ĉz
The expressions (C.1), (C.2), (C.3) and (C.4) have the general form
u∫
0
sin(az + b) exp
[
−(z − φ)
2
σ2
]
dz, (C.5)
we can express this as
u∫
0
(
ej(az+b) − e−j(az+b)
2j
)
exp
[
−(z − φ)
2
σ2
]
dz =
1
2j
eβ
u∫
0
eαze−
(z−φ)2
σ2 dz
︸ ︷︷ ︸
D1
− e−β
u∫
0
e−αze−
(z−φ)2
σ2 dz
︸ ︷︷ ︸
D2
 ,
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where β = jb and α = ja . The integrals D1 and D2 are the same as integral B1 in [39]-, then we can
express (C.5) as
1
2j
{
eβ
σ
√
pi
2
exp
(ασ
2
)2
exp(αφ)
[
erf
(
−φ
σ
+
u
σ
− σα
2
)
− erf
(
−φ
σ
− σα
2
)]
−
e−β
σ
√
pi
2
exp
(−ασ
2
)2
exp(−αφ)
[
erf
(
−φ
σ
+
u
σ
− σ(−α)
2
)
− erf
(
−φ
σ
− σ(−α)
2
)]}
=
σ
√
pi
4j
exp
(ασ
2
)2{
eβ exp(αφ)
[
erf
(
φ
σ
+
σα
2
)
− erf
(
φ− u
σ
+
σα
2
)]
−
e−β exp(−αφ)
[
erf
(
φ
σ
+
σ(−α)
2
)
− erf
(
φ− u
σ
+
σ(−α)
2
)]}
=
σ
√
pi
4j
exp
(ασ
2
)2
[exp(β) exp(αφ)H(α, φ, u) − exp(−β) exp(−αφ)H(−α, φ, u)] ,
this can be expressed as
=
σ
√
pi
2
exp
(ασ
2
)2( 1
2j
)[
exp(β) exp(αφ)H(α, φ, u) − exp(β)exp(αφ)H(α, φ, u)]
=
σ
√
pi
2
exp
(ασ
2
)2( 1
2j
)
[2jI[exp(β) exp(αφ)H(α, φ, u)]]
=
σ
√
pi
2
exp
(ασ
2
)2 I[exp(αφ + β)H(α, φ, u)]. (C.6)
ForKf,u(t, t′) we have α = −jaλnmk = −γ, β = γt, φ = t′, σ = σt , and u = t, so using (C.6)
Kf,u(t, t
′) =
S
aλnmk
σt
√
pi
2
e(
γσt
2 )
2
I[exp[γ(t− t′)]H(−γ, t′, t)]
For Ĉx we have α = jαn = γ̂n, β = 0, φ = x′, σ = σx, and u = l1, so using (C.6)
Ĉx =
σx
√
pi
2
e(
γ̂nσx
2 )
2
I[exp(γ̂nx′)H(γ̂n, x′, l1)].
For Ĉy we have α = jβm = γ̂m, β = 0, φ = y′, σ = σy, and u = l2, so using (C.6)
Ĉy =
σy
√
pi
2
e
(
γ̂mσy
2
)2
I[exp(γ̂my′)H(γ̂m, y′, l2)].
Finally, for Ĉz we have α = jγk = γ̂k, β = 0, φ = z′, σ = σz , and u = l3, so using (C.6)
Ĉz =
σz
√
pi
2
e
(
γ̂kσz
2
)2
I[exp(γ̂kz′)H(γ̂k, z′, l3)].
Summarizing, the covariance between the solution to the PDE f(x, t) and the source u(x′, t′) follows
cov
[
f(x, t), u(x′, t′)
]
=
8
l1l2l3
∑
∀n
∑
∀m
∑
∀k
sin(αnx) sin(βmy) sin(γkz)Kf,u(t, t
′)ĈxĈyĈz,
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in which
Kf,u(t, t
′) =
S
aλnmk
σt
√
pi
2
e(
γσt
2 )
2
I[exp[γ(t− t′)]H(−γ, t′, t)],
Ĉx =
σx
√
pi
2
e(
γ̂nσx
2 )
2
I[exp(γ̂nx′)H(γ̂n, x′, l1)],
Ĉy =
σy
√
pi
2
e
(
γ̂mσy
2
)2
I[exp γ̂my′)H(γ̂m, y′, l2)],
Ĉz =
σz
√
pi
2
e
(
γ̂kσz
2
)2
I[exp(γ̂kz′)H(γ̂k, z′, l3)],
where γ = jaλnmk , γ̂n = jαn, γ̂m = jβm, and γ̂k = jγk [39].
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The expression H(ζ, υ, ϕ) appears in the equation for kt(t, t′). In order to take into account the numerical
instabilities associated with the function erf(z), we look the expression H(ζ, υ, ϕ) in more detail. The term
e(
ζσ
2 )
2
H(ζ, υ, ϕ) appears in (B.7) and (B.13), analyzing this expression we have
e(
ζσ
2 )
2
H(ζ, υ, ϕ) = e( ζσ2 )
2
[
erf
(
υ
σ
+
σζ
2
)
− erf
(
υ − ϕ
σ
+
σζ
2
)]
,
= e(
ζσ
2 )
2
[
1− erfc
(
υ
σ
+
σζ
2
)
− 1 + erfc
(
υ − ϕ
σ
+
σζ
2
)]
,
= e(
ζσ
2 )
2
erfc
(
υ − ϕ
σ
+
σζ
2
)
− e( ζσ2 )
2
erfc
(
υ
σ
+
σζ
2
)
= e−(
υ−ϕ
σ )
2
e−(υ−ϕ)ζe(
υ−ϕ
σ
+σζ
2 )
2
erfc
(
υ − ϕ
σ
+
σζ
2
)
− · · ·
e−(
υ
σ )
2
e−υζe(
υ
σ
+σζ
2 )
2
erfc
(
υ
σ
+
σζ
2
)
,
= e−(
υ−ϕ
σ )
2
e−(υ−ϕ)ζw(jz1)− e−(
υ
σ )
2
e−υζw(jz2),
where z1 =
υ−ϕ
σ
+ σζ2 , and z2 =
υ
σ
+ σζ2 , and w(z) is the complex error function [39] defined as
w(z) = e−z
2
erfc (−jz).
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