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a b s t r a c t
We extend the lower bound of Adler et al. (1998) [1] and Berenbrink et al. (1999) [2] for
parallel randomized load balancing algorithms.
The setting in these asynchronous and distributed algorithms is of n balls and n bins.
The algorithms begin by each ball choosing d bins independently and uniformly at random.
The balls and bins communicate to determine the assignment of each ball to a bin. The
goal is to minimize the maximum load, i.e., the number of balls that are assigned to the
same bin. In Adler et al. (1998) [1] and Berenbrink et al. (1999) [2], a lower bound of
Ω( r
√
log n/ log log n) is proved if the communication is limited to r rounds.
Three assumptions appear in the proofs in Adler et al. (1998) [1] and Berenbrink et al.
(1999) [2]: the topological assumption, random choices of confused balls, and symmetry.
The topological assumption states that each ball’s decision is based only on collisions
between choices of balls. The confused ball assumption states that if a ball obtains the same
topological information from all its chosen bins, then the ball commits to one of the chosen
bins by flipping a fair coin. The symmetry assumption states that all the balls run identical
algorithms, the same assumption holds for the bins.
We extend the proof of the lower bound so that it holds without these three
assumptions. This lower bound applies to every parallel randomized load balancing
algorithm we are aware of (Adler et al., 1998 [1]; Berenbrink et al., 1999 [2]; Stemann,
1996 [3]; Even and Medina, 2009 [4]).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider randomized parallel distributed algorithms for the following distributed load balancing problem. We are
given a set of N terminals and n servers, for N ≫ n. Suppose a random subset of n terminals, called the set of clients, is
selected. Assume that clients do not know of each other. Each client must choose a server, and the goal is to minimize the
maximum number of clients that choose the same server. We consider algorithms in which the number of communication
rounds is limited as well as the number of messages each client can send in each communication round.
This load balancing problem was studied in a sequential setting by Azar et al. [7]. They regarded the clients as balls and
the servers as bins. If each ball selects a bin uniformly and independently at random, thenwith high probability (w.h.p.) 1 the
maximum load of a bin isΘ(log n/ log log n) [8,9]. Azar et al. proved that, if each ball chooses two random bins and each ball
is sequentially placed in a bin that is less loaded among the two, then w.h.p. the maximum load is only ln ln n/ ln 2+Θ(1).
✩ Preliminary version appears in the proceedings of SOFSEM 2010 (van Leeuwen et al. 2010 [6]).∗ Corresponding author. Tel.: +972 3 6406919; fax: +972 3 6407095.
E-mail addresses: guy@eng.tau.ac.il (G. Even), medinamo@eng.tau.ac.il (M. Medina).
1 We say that an event X occurs with high probability if Pr (X) ≥ 1− O  1n .
0304-3975/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
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This surprising improvement of the maximum load has spurred a lot of interest in randomized load balancing in various
settings. Adler et al. [1] studied randomized load balancing algorithms in a parallel, distributed, asynchronous setting. They
presented asymptotic bounds for the maximum load using r rounds of communication. The upper and lower bounds match
and equalΘ( r
√
log n/ log log n). This lower bound holds for constant number of rounds and constant number of bin choices.
Another parallel algorithm with the same asymptotic bounds was presented by Stemann [3] with a single synchronization
point. Berenbrink et al. [2] generalized to r ≤ log log n communication rounds and to weighted balls.
In [1,2], the lower bounds on themaximum load are based on three assumptions: (1) The topological assumption, (2) the
confused ball assumption, and (3) the symmetry assumption. The formal definitions of these assumptions are presented in
Section 4.
1.1. Gaps in the application of the lower bounds
Even et al. [4] showed that the topological assumption and the confused ball assumption do not hold for algorithms
pgreedy and threshold (see Section 2) presented in [1]. The reason these assumptions do not hold is that the commitment
is based on nontopological information such as heights and round numbers. Since the proof of the lower bound in [1,2] is
based on the topological assumption and the confused ball assumption, and since it is natural to design algorithms that
violate these assumptions, the question of proving general lower bounds for themaximum load in parallel randomized load
balancing algorithms was reopened. In Even et al. [4] specific proofs of the lower bounds were given for pgreedy (d = 2 and
r = 2) and threshold algorithms. In this paper we prove the lower bound without requiring Assumptions 1–3.
1.2. Our contribution
Our contribution is a proof of the lower bound that does not require the three assumptions used in [1,2]. This lower
bound applies to every parallel randomized load balancing algorithm we are aware of [1–4] (see Section 2 for an overview
of previous algorithms).
Organization. In Section 2, we overview previous algorithms for load balancing. In Section 3, we overview the model for
parallel randomized load balancing algorithms and themain techniques for proving lower bounds. In particular, in Section 4,
we provide precise definitions of the assumptions used in [1,2]. Our contribution is a proof of the lower bound that does not
require these assumptions. In Section 5, we prove the lower bound. We conclude in Section 6 with a discussion of the proof.
2. Previous algorithms
In this section we overview previous algorithms for load balancing. The proof of the lower bound presented in this paper
holds for all the algorithms below, except the sequential greedy algorithm [7].
The greedy algorithm. The greedy algorithm for load balancing presented in [7] is a sequential algorithm. Each ball, in its
turn, chooses d bins uniformly and independently at random. The ball queries each of these bins for its current load (i.e., the
number of balls that are assigned to it). The ball is placed in a bin with the minimum load. Azar et al. [7] proved that w.h.p.
the maximum load at the end of this process is ln ln n/ ln d + Θ(1). The greedy algorithm is not a parallel asynchronous
algorithm since it required synchronization between the balls.
The parallel greedy algorithm: pgreedy. Adler et al. [1] presented and investigated algorithm pgreedy described below. Adler
et al. [1] proved that w.h.p. the maximum load achieved by pgreedy is O(
√
log n/ log log n). For simplicity, we present the
version in which each ball chooses d = 2 bins. We denote the balls by b ∈ [1 . . . n] and the bins by u ∈ [1 . . . n]. The
algorithm works as follows:
1. Each ball b chooses two bins u1(b) and u2(b) independently and uniformly at random. The ball b sends requests to bins
u1(b) and u2(b).
2. Upon receiving a request from ball b, bin u responds to ball b by reporting the number of requests it received so far. We
denote this number by hu(b), and refer to it as the height of ball b in bin u.
3. After receiving its heights from u1(b) and u2(b), ball b sends a commit message to the bin that assigned a lower height.
(Tie-breaking rules are not addressed in [1].)
The threshold algorithm: threshold. The algorithm threshold studied by Adler et al. [1] works differently. Two parameters
define the algorithm: a threshold parameter T bounds thenumber of balls thatmaybe assigned to eachbin in each round, and
r bounds the number of rounds. Initially, all balls are unaccepted. In each round, each unaccepted ball chooses independently
and uniformly a single random bin. Each bin accepts the first T balls that have chosen it. The other balls, if any, receive a
rejection.
Note that, although described ‘‘in rounds’’, algorithm threshold can work completely asynchronously as distinct rounds
may run simultaneously. Adler et al. prove that, the number of unaccepted balls decreases rapidly, and thus, if r is constant,
then setting T = O( r√log n/ log log n) requires w.h.p. at most r rounds. They also proved a maximum load ofΘ(r) for T = 1
and r = log log n rounds.
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The retry algorithm: retry. Even et al. [4] presented and investigated algorithm retry described below. Even et al. [4] proved
that w.h.p. the maximum load achieved by retry is O(
√
log n/ log log n). They also proved a matching lower bound. The
algorithm parallelizes two rounds of the threshold algorithm and avoids sending heights. A ball that is not accepted in the
first round, randomly chooses a new bin in the second round and commits to it. We refer to such an incident as a retry.
3. Preliminaries
3.1. The model for parallel randomized load balancing algorithms
We briefly describe the model for parallel randomized load balancing algorithms used in [1,2].
There are n balls and n bins. Each ball and each bin has a unique name called its identifier (ID). In the beginning, each ball
chooses a constant number of bins independently and uniformly at random (i.u.r). The number of bins chosen by each ball
is denoted by d.
The communication graph is a bipartite graph over the balls and the bins. Each ball is connected to each of the d bins it
has chosen. Messages are sent only along edges in the communication graph. Communication proceeds in rounds. There is a
bound on the number of rounds. This bound is denoted by r . Each round consists ofmessages fromballs to bins and responses
from bins to balls. We assume that each node (i.e., ball or bin) may simultaneously send messages to all its neighbors in the
communication graph. In the last round, each ball decides which bin to be assigned to, and sends a commitment message
to one of the d bins that it has chosen initially. Thus the last round is, in effect, ‘‘half’’ a round whose sole purpose is the
transmission of the commitment messages. In this model, no limitation is imposed over the length of messages.
We are interested in asynchronous parallel algorithms. Each ball and bin runs its own program without a central clock.
Messages are delayed arbitrarily, and a bin or a ballmaywait for amessage only if it is guaranteed to be sent to it. In particular,
arrival of messages may be delayed so that messages from later rounds may precede messages from earlier rounds.
3.2. The access (hyper)graph
Consider the case that each ball chooses two bins, i.e., d = 2. Following [1,2] we associate a random graph with these
choices. The random graph has n vertices that correspond to the bins and n edges that correspond to the balls. If ball b choose
bins u0 and u1, then the edge corresponding to b is (u0, u1). This random graph is called the access graph.
The outcome of the algorithm can be interpreted as an orientation of the edges of the access graph; each edge (ball)
points to the bin assigned to it.
We consider two versions of the access graph: the labeled version and the unlabeled version. In the labeled version, the
‘‘name’’ of each vertex is the ID of the corresponding bin and the ‘‘name’’ of each edge is the ID of the corresponding ball.
In the unlabeled version, the ID’s of the ball and bins are hidden. Namely, we do not know which ball corresponds to
which edge and which bin corresponds to which vertex.
The notation we use to distinguish between the labeled and unlabeled access graphs is as follows. The labeled access
graph is denoted by G. The vertices are ID’s of bins and are denoted by u0, u1, etc. The edges are ID’s of balls and are denoted
by b. The endpoints of a labeled edge b are denoted by u0(b) and u1(b).
The unlabeled access graph is denoted by G′. An unlabeled edge is denoted by e. We denote by e(b) the unlabeled edge
in G′ whose label in G is b.
The access hypergraph. In this paragraph we extend the definition of access graphs to d > 2.
Analogously, consider the case that each ball chooses d > 2 bins. Following [1], we associate a random hypergraph
with these choices. The random hypergraph has n vertices that correspond to the bins and n hyperedges that correspond
to the balls. If ball b choose bins u0, u1, . . . , ud−1, then the hyperedge corresponding to b is (u0, u1, . . . , ud−1). This random
hypergraph is called the access hypergraph.
Again, the outcome of the algorithm can be interpreted as an orientation of the hyperedges of the access hypergraph;
each edge (ball) points to the bin assigned to it.
Similarly to the access graph we consider two versions of the access hypergraph: the labeled version and the unlabeled
version. The same notation, as in the case d = 2, is used.
We define paths and trees in the context of hypergraphs.
Definition 1. Let H = (V , E) denote a hypergraph. A path p from u ∈ V to v ∈ V is a sequence
p = (u = a0, e1, a1, . . . , eℓ−1, aℓ−1 = v),
where (i) ai ∈ V ; for all 0 ≤ i ≤ ℓ− 1, (ii) ei ∈ E; for all 1 ≤ i ≤ ℓ− 1, (iii) {ai−1, ai} ⊆ ei; for all 1 ≤ i ≤ ℓ− 1. The length
of a path is the number of hyperedges in it.
Connectivity, cycles, vertex degree and leaves are defined in the context of hypergraphs in a similar way to their
corresponding definitions in graphs. Following [1], we define hypertrees as follows.
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Definition 2. Let H = (V , E) denote a hypergraph. We say that H is a hypertree if it is a connected acyclic hypergraph.
We say that a hypertree H = (V , E) is a complete hypertree of degree T , if H is a hypertree and the degree of every
nonleaf vertex in V is T .
3.3. Neighborhoods
The r-neighborhood of a vertex v is the set of all vertices and (hyper)edges reachable from v by a path containing at most
r (hyper)edges. We denote the r-neighborhood of v by Nr(v). For example, N0(v) = {v} and N1(v) is the star whose center
is v.
The r-neighborhood of an edge e = (v1, v2) is the set Nr(e) △= Nr(v1) ∪ Nr(v2).
Analogously, the r-neighborhood of an hyperedge e = (v1, v2, . . . , vd) is the set Nr(e) △= Nr(v1) ∪ Nr(v2) ∪ · · · ∪ Nr(vd).
Let vj denote an endpoint of an (hyper)edge e. The r-endpoint-neighborhood of vj with respect to e is the r-neighborhood
of vj in the unlabeled (hyper)graph G′ − {e}. We denote it by Nr,e(vj).
3.4. (T , r)-trees
We denote a complete rooted unlabeled tree of degree T and height r by a (T , r)-tree (see Fig. 1).
Consider a (T , r)-tree rooted at u0. Let (u0, u1) denote an edge in the tree. Consider the (r−1)-endpoint-neighborhood of
ui with respect to (u0, u1). We root the neighborhood Nr−1,(u0,u1)(ui) at ui. We say that two rooted trees T1, T2 are isomorphic
if there exists an isomorphism that maps the root of T1 to the root of T2. We denote two isomorphic rooted trees T1, T2 by
T1 ≃ T2.
Let e denote an edge that is incident to the root of a (T , r)-tree. The (r − 1)-endpoint-neighborhoods of both vertices e
are isomorphic. This statement is formalized in the following lemma.
Lemma 1. Let u0 denote the root of a (T , r)-tree. Let (u0, u1) denote an edge in the (T , r)-tree. Then,
Nr−1,(u0,u1)(u0) ≃ Nr−1,(u0,u1)(u1).
Proof. For i ∈ {0, 1}, Nr−1,(u0,u1)(ui) is a tree rooted at ui such that: (i) the degree of ui is T − 1, and (ii) the interior vertices
(not the root and not leaves) are of degree T , and (iii) the depth is r − 1. 
We refer to an isomorphism in Lemma 1 as a mirroring isomorphism. Intuitively, the edge e = (u0, u1) acts as a symmetry
axis in the isomorphism. Note that amirroring isomorphism induces amirroring automorphism onNr(e) = Nr−1,(u0,u1)(u0)∪
Nr−1,(u0,u1)(u1).
We denote the set of edges of a graph H by E(H). We denote the set of vertices of a graph H by V (H). We say that a copy of
a graph H exists in a graph F if there exists a function ψ : V (H)→ V (F), such that
(u, v) ∈ E(H)⇔ (ψ(u), ψ(v)) ∈ E(F).
3.5. (T , r)-hypertrees
Analogously,We denote a complete rooted unlabeled hypertree of degree T and height r by a (T , r)-hypertree (see Fig. 2).
Recall that every hyperedge in the access hypergraph is of cardinality d.
Consider a (T , r)-hypertree rooted at u0. Let e = (u0, u1, . . . , ud−1) denote a hyperedge in the hypertree. Consider the
(r − 1)-endpoint-neighborhood of ui with respect to e. We root the neighborhood Nr−1,e(ui) at ui. Similarly to trees, we say
that two rooted hypertrees T1, T2 are isomorphic if there exists an isomorphism that maps the root of T1 to the root of T2. We
denote two isomorphic rooted hypertrees T1, T2 by T1 ≃ T2.
Let e denote a hyperedge that is incident to the root of this hypertree. The (r − 1)-endpoint-neighborhoods of the d
vertices of e are isomorphic. This statement is formalized in the following lemma.
Lemma 2. Let u0 denote the root of a (T , r)-hypertree. Let e = (u0, u1, . . . , ud−1) denote an hyperedge in the (T , r)-hypertree.
Then,





Proof. For i ∈ {0, 1, . . . , d − 1}, Nr−1,(e)(ui) is a hypertree rooted at ui such that: (i) the degree of ui is T − 1, and (ii) the
interior vertices (not the root and not leaves) are of degree T , and (iii) the depth is r − 1. 
We refer to an isomorphism in Lemma 2 as a rotating isomorphism. Intuitively, the edge e = (u0, u1, . . . , ud−1) acts as
a rotational symmetry axis in the isomorphism. Note that a rotating isomorphism induces a rotating automorphism on
Nr(e) =d−1i=0 Nr−1,e(ui).
Similarly to graphs,We say that a copy of a hypergraph H exists in a hypergraph F if there exists a functionψ : V (H)→ V (F),
such that
(u0, . . . , ud−1) ∈ E(H)⇔ (ψ(u0), . . . , ψ(ud−1)) ∈ E(F).
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Fig. 1. A (4, 2)-tree. For every ball bi , the two endpoint-neighborhoods of radius 1 are isomorphic, e.g., stars of 3 edges.
Fig. 2. A (3, 2)-tree is the witness hypertree for the case of r = 2 and d = 3.
3.6. Witness (hyper)tree
Following [1,2], the lower bounds in Theorems 9, 10 and 13 are proved by showing that a high load is obtained with at
least constant probability, conditioned on the existence of a witness tree, defined below.
The witness (hyper)tree event. We say there exists a witness (hyper)tree if there exists a copy of a (T , r)-(hyper)tree in the
unlabeled access (hyper)graph.2 We refer to such a copy of a (T , r)-(hyper)tree as the witness (hyper)tree.3
The following theorems state that a witness (hyper)tree exists with constant probability.
Theorem 3 ([1,10]). Let r ≤ log log n, d = 2, and T = O( r√log n/ log log n). The unlabeled access graph G′ contains a copy of
a (T , r)-tree with probability at least 1/2.
Theorem 4 ([1]). Let r = O(1), d = O(1), and T = O( r√log n/ log log n). The unlabeled access hypergraph G′ contains a copy
of a (T , r)-tree with constant probability.
4. Previous lower bounds and gaps in their application
In [1,2], a lower bound ofΩ( r
√
log n/ log log n)was proved for the maximum load obtained by parallel randomized load
balancing algorithms,where r denotes the number of rounds and ndenotes the number of bins and balls. These lower bounds
hold for d = 2 and r ≤ log log n [2], or for a constant d and a constant r [1]. The proof is based on Theorems 3 and 4 that
prove that a witness tree exists in the unlabeled access graph with constant probability. In addition, the proof of the lower
bound relies on the assumptions described below.
2 The (T , r)-(hyper)tree need not be isolated as in [1,2] since we consider a synchronous oblivious adversary (see Section 5.1).
3 If there is more than one copy, then select one arbitrarily.
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4.1. The topological assumption
The topological assumption [1,2] states that each ball’s decision is based only on collisions between choices of balls, as
formalized below.
Assumption 1 (Topological Assumption). The decision of a ball b in round r is a randomized function4 of the subgraph
Nr−1(e(b)) in the unlabeled access graph.
We emphasize that topology in the unlabeled graph does not include ID’s of balls and bins, and therefore ID’s do not
affect the decisions. In fact, the topological assumption as stated in [1,2], requires a deterministic decision except for the
case of a confused ball defined below. Note that, in an asynchronous setting, after r − 1 rounds, a ball bmay be aware of a
subgraph of the access graph that strictly contains Nr−1(e(b)) (see also Section 5.2).
4.2. The confused ball assumption
Under the confusedball assumption [1,2], if the topology of both (r−1)-endpoint-neighborhoods of a ball in theunlabeled
access graph are isomorphic, then the ball commits to one of the chosen bins by flipping a fair coin. Such balls are referred
to in [1] as confused balls.
A rooted subgraph is a subgraph with a special vertex called the root. We regard each endpoint-neighborhood Nr−1,e(uj)
as a rooted subgraph in which the root is uj. An isomorphism between rooted subgraphs is an isomorphism of subgraphs
that maps a root to a root.
Assumption 2 (Confused Ball Assumption). If Nr−1,e(b)(u0(b)) and Nr−1,e(b)(u1(b)) are isomorphic rooted subgraphs of the
unlabeled access graph, then the ball b commits to an endpoint of e(b) by flipping a fair coin.
The confused ball assumption is formalized in Assumption 2 for d = 2, i.e., every ball chooses two bins. We refer to a
d-sided coin as a random variable that attains a value from the set {0, . . . , d − 1} with probability 1/d. Analogously, the
confused ball assumption is formalized for d > 2, as follows.
Assumption (Confused Ball Assumption for d > 2). If Nr−1,e(b)(u0(b)), . . . ,Nr−1,e(b)(ud−1(b)) are isomorphic rooted sub-
graphs of the unlabeled access hypergraph, then the ball b commits to an endpoint of e(b) by flipping a d-sided coin.
4.3. The symmetry assumption
Under the symmetry assumption [2], all balls and bins perform the same underlying algorithm, as formalized below.
Assumption 3 (Symmetry Assumption). For every execution σ of the algorithm, and for any permutation π of the balls and
bins (i.e., renaming), the corresponding execution π(σ) is a valid execution of the algorithm.
The symmetry assumption captures the notion of identical algorithms in each ball and bin. Moreover, these algorithms
are insensitive to ID’s of balls and bins.
An example of an algorithm that does not satisfy the Symmetry Assumption, is the ‘‘always go left’’ rule of Vöcking [11].
This rule improves the upper bound on the maximum load in the sequential setting. Our lower bound does not rely on the
Symmetry Assumption, and hence, apply also to algorithms that employ these kind of manipulations.
5. The lower bound
We prove a lower bound for the maximum load of randomized parallel algorithms (see Theorems 9, 10 and 13). The
lower bound holds with respect to algorithms with r rounds of communication in which each ball chooses i.u.r. a constant
number of d bins. For n balls and n bins, the maximum load isΩ( r
√
log n/ log log n).
We prove this lower bound conditioned on the event that a witness (hyper)tree exists (see Sections 3.4 and 3.5). Recall
that, by Theorems 3 and 4, a witness (hyper)tree exists with constant probability. We begin by assuming that d = 2 and
r = 2, and close this section with extensions to other cases.
5.1. The adversary
In this section we describe the adversary for the lower bound. Recall that in proving a lower bound, the weaker the
adversary, the stronger the lower bound.
4 Let µ : Ω → [0, 1] denote a probability measure over a finite setΩ . A randomized function is a function f : X → YΩ . Therefore, for every x ∈ X , f (x)
is a random variable attaining values in Y whose distribution over Y is determined by µ.
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An oblivious adversary in our model is unaware of the random choices made by the algorithm. A concrete specification
of a rather limited oblivious adversary is simply a sequence of delays {di}i∈N. Suppose the messages are sorted according to
their transmission times. Then the time it takes the i’thmessage to arrive to its destination is di, and this is the only influence
the adversary has over the execution of the algorithm. Moreover, we also use the convention that the delay of a message
also includes the time it took to compute it, thus computation of the messages incurs no extra delay.
We refer to an oblivious adversary that assigns the same delay to all messages as a synchronous adversary. Indeed, all
messages of the same half round are transmitted simultaneously and received simultaneously. Messages transmitted or
received simultaneously are ordered uniformly at random by the adversary (namely, every permutation is equally likely).
Note that an oblivious synchronous adversary is not aware of traffic congestion, sources or destinations of messages, or
contents of messages. Moreover, the adversary may not drop or corrupt messages.
5.2. Propagation of information in rounds
Recall that we do not have any limitation over the length of the messages. For the sake of the lower bound proof, we
assume that, in each round, each ball or bin forwards all the information it has to its neighbors. Thus, in the beginning of
round r , all the information that a ball has is included in the last two messages that the ball received from its two chosen
bins in round r − 1.
The following lemma captures the notion of locality of information after r − 1 rounds of communication. It states that
after ℓ rounds, each ball or bin gathers information only from its ℓ-neighborhood in the labeled access graph. Although this
lemma is formalized for graphs, it is also valid for hypergraphs.
Lemma 5. Under a synchronous oblivious adversary, after ℓ rounds of communication, each ball b gatherers information only
from Nℓ(b), and each bin u gathers information only from Nℓ(u).
Proof. The proof is by induction on the number of rounds. The base of the induction for ℓ = 1 holds since every bin u
has been accessed by the balls that have chosen it. Every bin forwards this information to the balls that have chosen it.
We assume the lemma holds for ℓ′ < ℓ. By the induction hypothesis, the information gathered by a bin u after round ℓ is
gathered from ∪b∈N1(u)Nℓ−1(b). Indeed, Nℓ(u) = ∪b∈N1(u)Nℓ−1(b). Now the information gathered by a ball b after ℓ rounds is
gathered from ∪j∈{0,1}Nℓ(uj(b)). Indeed, Nℓ(b) = ∪j∈{0,1}Nℓ(uj(b)), and the lemma follows. 
5.3. The probability space
An execution of the algorithm consists of: (1) The initial choices of each ball, (2) the messages sent in each round, and
(3) the ordering of messages in each round by the adversary.
An execution is a random event since the algorithm and the adversary are randomized. Thus, the probability of an
execution depends on: (i) Random choicesmade by the balls (i.e., the d chosen bins of each ball) aswell as additional random
bits used by the balls and bins, (ii) the ordering in each round of incoming messages to each ball or bin, and (iii) the final
decisions of the balls.
The proof of the following lemma is based on the fact that the random choices and bits in each ball and bin are i.u.r, and
the adversary’s ordering of the messages is a random permutation.
Lemma 6. If e1 and e2 are executions with isomorphic unlabeled access graphs, then Pr[e1] = Pr[e2].
5.4. The lower bound proof
Since all information held by balls and bins is forwarded in each message, the decision of each ball b is based on the last
messages that it received from the two bins u0(b) and u1(b). Let I denote the set of possible pairs of data that a ball receives
from the bins in round r − 1 before making its decision.
Let {I0(b), I1(b)} ∈ I denote the pair of messages sent to b by its chosen bins, u0(b) and u1(b), in round r − 1. The
accumulation of data described above implies the following fact.
Fact 1. The final decision of a ball b can be modeled by a decision function fb: I→ [0, 1].
Namely, fb({I0(b), I1(b)}) equals the probability that ball b chooses bin u0(b).
Fact 1 is formalized for d = 2, i.e., every ball chooses two bins. Analogously, Fact 2 is formalized for d > 2, as follows.
Let {I0(b), . . . , Id−1(b)} ∈ I denote the information that is gathered by a ball b from its d chosen bins, u0(b), . . . , ud−1(b),
in round r − 1.
Fact 2. The final decision of a ball b can be modeled by a decision function fb: I→[0, 1]d, i.e., fb({I0(b), . . . , Id−1(b)}) equals to
a probability vector p⃗ = ⟨p0, p2, . . . , pd−1⟩ where pj is the probability that ball b chooses bin uj(b).
Note that in contrary to the symmetry assumption in [1] (see Assumption 3), we allow different balls to use different
decision functions fb.
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Fig. 3. (I) An execution e ∈ A0 from the ‘‘point of view’’ of ball bi . Ball bi chooses bins u0 and u1 . Bin u0 is also chosen by balls β1, β2, β3 . Bin u1 is also
chosen by balls β4, β5, β6 . The root ρ of the witness tree is u0 and is depicted by an unfilled circle. (II) The execution πˆ(e). The execution πˆ(e) is in A1 .
The bijection πˆ swaps u0 and u1 , etc. Since ball bi cannot distinguish between executions (I) and (II), it follows that if ball bi chooses u0 in (I) then it also
chooses u0 in (II).
5.4.1. (I) The case d = 2, r = 2
Notation. In what follows we assume that a copy of (T , 2)-tree exists in the unlabeled access graph (see Section 3.4). Let τ
denote this (T , 2)-tree. The root ρ of τ is unlabeled as well as the edges incident to it. Since the tree τ is unlabeled, the ID
of each edge (i.e., ball) is not determined, and hence the ID of each edge is a random variable. We denote by bi the random
variable that equals the ID of the ball corresponding to the i’th edge incident to the root ρ. Let load(ρ) denote the random
variable that equals the load of the root ρ. Let χi be a random variable defined by: χi = 1 if bi chooses the root ρ, and χi = 0
otherwise. The load of the root load(ρ) equals
∑T
i=1 χi.
We now analyze the expected value of each χi. It is important to note that the random variables {χi}Ti=1 are not
independent. Indeed, the analysis shows that they are equally distributed and uses linearity of expectation but not
independence. Let us fix an edge incident to the root ρ. Consider the i’th edge and the random variable bi. Fix two ID’s
u0 and u1 and assume that bi chose u0 and u1. Let {I0, I1} ∈ I denote a specific pair of data.
Definition 3. LetA(i, u0, u1, I0, I1) denote the event that: (i) There exists a (T , 2)-tree in the unlabeled access graph whose
root ρ ∈ {u0, u1}, (ii) Ball bi chooses bins whose ID’s are u0 and u1, and (iii) bi gathers information Ij from uj, for j ∈ {0, 1}.
Note that while bi is a random variable, the ID’s u0 and u1 and the data I0 and I1 are not random variables. Namely,A is
a set of executions characterized by (i, u0, u1, I0, I1). For simplicity we writeA instead ofA(i, u0, u1, I0, I1).
Definition 4. Let j ∈ {0, 1}. Let Aj denote the event A ∩ {ρ = uj} (i.e., ball bi gathers information I0, I1 from bins u0, u1,
respectively, and the root ρ is labeled by uj).
Note thatA = A0 ∪A1 andA0 ∩A1 = ∅.
We emphasize that in this setting the ball bi has no way of distinguishing between the eventsA0 andA1.
Lemma 7. Pr[A0] = Pr[A1], and therefore, Pr[A0 |A] = Pr[A1 |A] = 1/2.
Proof. We construct a bijection πˆ : A → A that maps every execution e ∈ A to an execution πˆ(e) ∈ A. Moreover, this
bijection has two additional properties: (1) For every e ∈ A, the unlabeled access graphs of e and πˆ(e) are isomorphic,
(2) e ∈ A0 if and only if πˆ(e) ∈ A1.
By Lemma 6, it follows that πˆ is ameasure preserving bijection thatmapsA0 ontoA1. This implies that Pr[A0] = Pr[A1].
SinceA0 ∪A1 is a disjoint partition ofA, It follows that Pr[A0 |A] = Pr[A1 |A] = 1/2, as required.
We construct πˆ(e) ∈ A as follows. Consider an execution e ∈ A. By definition of A = A(i, u0, u1, I0, I1) there exists a
(T , 2)-tree in the unlabeled access graph whose root ρ is in {u0, u1}. By Lemma 1 there exists a mirroring automorphism
π : V (N2(u0, u1))→ V (N2(u0, u1)). We extend π to the set of bins as follows:
π(v) =

π(v), if v ∈ V (N2(u0, u1))
v, otherwise.







denotes the two choices of ball b′ in execution e. Moreover, map the messages of e to messages of πˆ(e) by changing names
according to π . Finally, order messages in πˆ(e) according to their order in e.
By construction, the unlabeled access graph of πˆ(e) is isomorphic to that of e. Moreover, if e ∈ A0 then πˆ(e) ∈ A1.
Suppose u′0 is the root of the witness tree of e, then u
′
1 is the root of the witness tree of πˆ(e) (see Fig. 3). It follows that
a ∈ A0 implies that πˆ(e) ∈ A1. The other direction is proved in a similar fashion. 
Lemma 8. For every 1 ≤ i ≤ T , Pr[χi = 1] = 1/2.
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Proof. Lemma 7 and Fact 1 imply that:
Pr[χi = 1 | A] = 12 · Pr[χi = 1 | A0] +
1
2










Since Eq. (1) holds for everyA (i.e., choice of (i, u0, u1, I0, I1)), it follows that Pr[χi = 1] = 1/2. 
Theorem 9. If d = 2 and r = 2, then the maximum load obtained by any load balancing algorithm in the model is
Ω(
√
log n/ log log n) with constant probability.
Proof. By linearity of expectation and by Lemma 8:






= T · E[χi]
= T/2 .
By applying Markov’s inequality to T − load(ρ), we conclude that
Pr[load(ρ) > T/4 | ∃witness tree] ≥ 1/3.
The theorem follows from Theorem 3.
5.4.2. (II) The case d = 2, r ≤ log log n
Theorem 10 is proved using the same arguments as in the previous case. We outline the proof for this case. We use the
same notations as in the previous section. Theorem 3 states that a copy of a (T , r)-tree exists in the unlabeled access graph.
Let τ denote this (T , r)-tree. Let ρ denote the root of τ . As in the previous case it is assumed that this tree exists. Lemma 1
gives a mirroring automorphism in this case as well. The bijection πˆ is constructed in the same way. It follows that a ball
that is incident to ρ cannot tell which of its choices is the root. Hence, a high load is obtained at the root ρ, as formalized in
the following theorem.
Theorem 10. If d = 2 and r ≤ log log n, then the maximum load obtained by any load balancing algorithm in the model is
Ω( r
√
log n/ log log n) with constant probability.
5.4.3. (III) The case d = O(1), r = O(1)
Recall that an access hypergraph G over the bins is associated with the d random choices of each ball (see Section 3.2).
For each ball b, the hyperedge e(b) equals the d bins (u0(b), . . . , ud−1(b)) chosen5 by b.
Recall that {I0(b), . . . , Id−1(b)} ∈ I denotes the information that is gathered by a ball b from its d chosen bins, u0(b), . . . ,
ud−1(b), just before the last round. By Fact 2 the final decision of a ball b is a probability distribution fb({I0(b), . . . , Id−1(b)}) ∈
[0, 1]d, i.e., fb({I0(b), . . . , Id−1(b)}) equals to the probability vector p⃗ = ⟨p0, . . . , pd−1⟩where pj is the probability that ball b
chooses bin uj(b).
Notation. In what follows we assume that a copy of (T , r)-hypertree exists (see Fig. 2) in the unlabeled access hypergraph
(see Section 3.5). Let τ denote this (T , r)-hypertree. The root ρ of τ is unlabeled as well as the hyperedges incident to it. We
denote by bi the random variable that equals the ID of the ball corresponding to the i’th hyperedge incident to the root ρ.
We denote the load of the root ρ by load(ρ). Let χi be a random variable defined by: χi = 1 if bi chooses the root ρ, and
χi = 0 otherwise. The load of the root load(ρ) equals∑Ti=1 χi.
We now analyze the expected value of each χi. As in the case d = 2, it is important to note that the random variables
{χi}Ti=1 are not independent. Let us fix an hyperedge incident to the root ρ. Consider the i’th hyperedge and the random
variable bi. Fix d ID’s u0, . . . , ud−1 and assume that bi chose u0, . . . , ud−1. Let {I0, I1, . . . , Id−1} denote a specific d-tuple of
data.
Definition 5. Let A(i, u0, u1, . . . , ud−1, I0, I1, . . . , Id−1) denote the event that: (i) There exists a (T , r)-hypertree in the
unlabeled access graph whose root ρ ∈ {u0, u1, . . . , ud−1} (ii) Ball bi chooses bins whose ID’s are u0, u1, . . . , ud−1, and
(iii) bi gathers information Ij from uj, for j ∈ {0, 1, . . . , d− 1}.
5 To avoid dealing with hyperedges with repetitions, we assume here that the d choices are distinct.
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Fig. 4. (I) An execution e ∈ A0 from the ‘‘point of view’’ of ball bi . Ball bi chooses bins u0, u1 and u2 . The root ρ of the witness tree is u0 and is depicted by
an unfilled circle. (II) The execution πˆ(e). The execution πˆ(e) is in A1 . The bijection πˆ rotates the bins in bi in a counter-clockwise manner. Since ball bi
cannot distinguish between executions (I) and (II), it follows that if ball bi chooses u0 in (I) then it also chooses u0 in (II).
Definition 6. For j ∈ {0, 1, . . . , d− 1}, letAj denote the eventA∩ {ρ = uj} (i.e., ball bi gathers information I0, I1, . . . , Id−1
from bins u0, u1, . . . , ud−1, respectively, and the root ρ is labeled by uj).
Note thatA =d−1j=0 Aj and ∀i ≠ j : Ai ∩Aj = ∅.
Lemma 11. For every ℓ ∈ {0, 1, . . . , d − 1}, Pr[Aℓ] = Pr[Aℓ+1 (mod d)], and therefore: (i) Pr[Aℓ |A] = Pr[Aℓ+1 (mod d) |A],
and (ii) Pr[Aℓ] = 1d · Pr[A].
Proof. Similarly to Lemma 7, we construct a bijection πˆ : A → A that maps every execution e ∈ A to an execution
πˆ(e) ∈ A. Moreover, this bijection has two additional properties: (1) For every e ∈ A, the unlabeled access hypergraphs of
e and πˆ(e) are isomorphic, (2) For every ℓ ∈ {0, 1, . . . , d− 1}, e ∈ Aℓ if and only if πˆ(e) ∈ Aℓ+1 (mod d).
By Lemma 6, it follows that πˆ is a measure preserving bijection that maps Aℓ onto Aℓ+1 (mod d). This implies that
Pr[Aℓ] = Pr[Aℓ+1 (mod d)] for every ℓ ∈ {0, 1, . . . , d − 1}. Since d−1j=0 Aj is a disjoint partition of A, It follows that for
every ℓ ∈ {0, 1, . . . , d− 1}, Pr[Aℓ |A] = Pr[Aℓ+1 (mod d) |A]. Hence, Pr[Aℓ] = 1d · Pr[A], as required.
We construct πˆ(e) ∈ A as follows. Consider an execution e ∈ A.
By the definition of A = A(i, u0, u1, . . . , ud−1, I0, I1, . . . , Id−1), there exists a (T , r)-hypertree in the unlabeled access
hypergraph whose root ρ is in {u0, u1, . . . , ud−1}. Let ϵ denote the hyperedge (u0, u1, . . . , ud−1). By Lemma 2, there exists
a rotating automorphism π : V (Nr(ϵ))→ V (Nr(ϵ)). We extend π to the set of bins as follows:
π(v) =

π(v), if v ∈ V (Nr(ϵ))
v, otherwise.
Given the execution e, let πˆ(e) denote the execution in which each ball b′ selects the bins π(u′0), π(u
′





1, . . . , u
′
d−1) denotes the d choices of ball b′ in execution e. Moreover, map the messages of e to messages of
πˆ(e) by changing names according to π . Finally, order messages in πˆ(e) according to their order in e.
By construction, the unlabeled access hypergraph of πˆ(e) is isomorphic to that of e. Moreover, if e ∈ Aℓ then πˆ(e) ∈
Aℓ+1 (mod d). Suppose u′ℓ is the root of the witness hypertree of e, then u
′
ℓ+1 (mod d) is the root of the witness hypertree of
πˆ(e) (see Fig. 4 for ℓ = 0, d = 3 and r = 2). It follows that a ∈ Aℓ implies that πˆ(e) ∈ Aℓ+1 (mod d). The other direction is
proved in a similar fashion. 
Lemma 12. For every 1 ≤ i ≤ T , Pr[χi = 1] = 1/d.
Proof. Lemma 11 and Fact 2 imply that:
Pr[χi = 1 | A] = 1d ·
d−1
ℓ=0










Since Eq. (2) holds for everyA, it follows that Pr[χi = 1] = 1/d. 
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Theorem 13. For d = O(1) and r = O(1), the maximum load obtained by any load balancing algorithm in the model is
Ω( r
√
log n/ log log n) with constant probability.
Proof. By linearity of expectation and by Lemma 12:






= T · E[χi]
= T/d.
The theorem follows by applying Markov’s inequality to T − load(ρ), since d = O(1), and from Theorem 4. 
6. Discussion
We prove the lower bounds from [1,2] without relying on Assumptions 1–3. The proof applies to parallel load balancing
algorithms in which each ball selects d bins independently and uniformly at random. The proof allows each ball and bin to
run a completely different randomized program that depends on its ID. The proof does not limit the message length; hence,
all local information can be gathered by the balls via messages.
In [4], we presented a heuristic,H-retry, and simulations that matched the loads obtained by the best known sequential
load balancing algorithms [7,11] for 1–8 million balls and bins. The proof presented here shows that such heuristics do not
obtain better asymptotic loads.
A key technical issue in our proof is the distinction between the labeled and unlabeled access graphs. In the labeled
access graph, each node is labeled by an ID of a bin and each edge is labeled by an ID of a ball. In the unlabeled graph, ID’s are
‘‘hidden’’. The proofs that a witness tree exists with constant probability hold, in fact, with respect to the unlabeled access
graph. Given the existence of an ‘‘unlabeled’’ witness tree, we show that a constant fraction of the labelings of the tree incur
a high load in the root.
The adversarywe consider in the proof is very limited. It assigns identical delays to allmessages, and orders simultaneous
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