Graphs and networks are prevalent in modeling relational datasets from many fields of research. By using iterative solvers to approximate graph measures (specifically Katz Centrality), we can obtain a ranking vector consisting of a number for each vertex in the graph identifying its relative importance. We use the residual to accurately estimate how much of the ranking from an approximate solution matches the ranking given by the exact solution. Using probabilistic matrix norms and applying numerical analysis to the computation of Katz Centrality, we obtain bounds on the accuracy of the approximation compared to the exact solution with respect to the highly ranked nodes. This relates the numerical accuracy of the linear solver to the data analysis accuracy of finding the correct ranking. In particular, we answer the question of which pairwise rankings are reliable given an approximate solution to the linear system. Experiments on many real-world networks up to several million vertices and several hundred million edges validate our theory and show that we are able to accurately estimate large portions of the approximation. By analyzing convergence error, we develop confidence in the ranking schemes of data mining.
Introduction
Graphs are a very popular means of representing massive amounts of relational data. One of the most popular questions arising from the analysis of large graphs is to determine the most important vertices in a graph. Vertex importance is referred to as centrality, and centrality scores can be used to provide rankings on the vertices of a graph. While there exist many such centrality measures, in this work we focus on Katz Centrality because of its analytical 1 This space is reserved for the Procedia header, do not use it Graph Ranking Guarantees for Numerical Approximations to Katz Centrality
Graphs are a very popular means of representing massive amounts of relational data. One of the most popular questions arising from the analysis of large graphs is to determine the most important vertices in a graph. Vertex importance is referred to as centrality, and centrality scores can be used to provide rankings on the vertices of a graph. While there exist many such centrality measures, in this work we focus on Katz Centrality because of its analytical tractability. Efficiently solving for the Katz centrality in a graph involves solving a linear system. Obtaining an exact solution via direct methods is prohibitively computationally expensive, since we are required to take the inverse of a matrix. The most accurate way to obtain the exact solution would be by Cholesky decomposition, which costs O(n 2 ), where n is the number of vertices in the graph. In many real networks the amount of data is massive and n can be as large as millions or billions of vertices, so direct methods such as these do not scale and are impractical. Moreover, there is no technique to compute an exact solution for a general graph in finite precision arithmetic, so in practice, iterative methods are often used to obtain an approximate solution. Iterative methods optimally cost O(m), where m is the number of edges in the graph, but to achieve this optimal complexity the number of iterations must be limited. Many real-world graphs are sparse and m n 2 [1] . In this paper we provide theoretical guarantees (Theorem 1) on the accuracy of an approximate solution compared to the exact solution to certify rankings in the approximation, and explain how they can be used to limit the number of iterations in the iterative solver.
This work bridges the gap between the fields of numerical analysis and data mining by understanding the effect that the error in a numerical problem has on the confidence of the data analysis problem of ranking. We solve the data mining problem of ranking by solving the numerical problem of obtaining a solution to a linear system. Using iterative methods to obtain an approximate solution to this linear system inherently gives rise to some error in the approximation. We explain how this error affects how much of the approximate solution is accurate with respect to the unknown exact solution to the ranking problem. Additionally, we develop practical algorithms that leverage our theory. For many application purposes it is primarily the highly-ranked vertices that are of interest. Consider performing a web search with Google. Typically anyone running a web search has enough human resources to examine the top. In a Twitter graph, we might wish to identify the most influential voices in a subset of Twitter users, or in a network modeling disease spread an analyst would be interested in finding sites of disease origin. These queries are answered by examining the highly ranked vertices in the graph.
In this paper, we obtain bounds on the accuracy of the approximation compared to the exact solution using properties of error analysis on linear solvers. We validate our theoretical guarantees of certifying the accuracy of the top ranked vertices across several real-world networks and show that our method is able to find these vertices in a fraction of the time compared to the standard approach of running to machine precision. The main goal of the work is to improve our understanding of how numerical accuracy affects data analysis accuracy.
Contributions
This paper makes the following contributions:
• A new error bound (Theorem 1) on elements of a ranking vector to provide graph ranking guarantees to the computation of Katz Centrality.
• A new stopping criterion for iterative solvers to identify top ranked vertices in a graph that reduces runtime compared to running a solver to machine precision.
• Empirical evidence of a tighter probabilistic upper bound on A 2 compared to deterministic Gershgorin bounds for real-world graphs.
• Demonstrations that these bounds provide practical results in real datasets. 2 
Related Work
Many data analysis problems are answered by solving an induced numerical problem. We present how numerical error in the approximation to the solution of a linear system affects the solution to the original ranking problem. Several centrality measures can be expressed as functions of the adjacency matrix of a graph [2] . Pagerank [13] is a common method for ranking vertices in graphs, where a high score means random walks through the graph tend to visit the highly ranked vertices. Similarly the exponential-based centrality measure weights walks of length k by a factor of 1 k! [7] . Here, we address the ranking problem for Katz Centrality [9] , a centrality metric that measures the affinity between vertices as a weighted sum of the paths between them.
Solving for many linear algebra based centrality measures directly is generally intractable so iterative solvers are used to approximate them [4] . Understanding the error in the approximate solution to the numerical problem is key to understanding the error in the data mining problem. Ranking vertices in graphs and finding the top ranked vertices is of very practical relevance to data analysts [6] . We focus on approximating the Katz score of the vertices in the graph to a high enough accuracy to certify that the top of the ranking vector is accurate compared to the exact solution. Several other methods for approximating Katz scores across the network only examine paths up to a certain length [5] or employ low-rank approximation [12] . In [3] , the authors provide theoretical guarantees for pairwise Katz scores and provide an algorithm to find the Katz scores from one vertex to the rest of the graph with reduced complexity. Our work differs in that we provide confidence as to which portion of the global ranking is correct and use the size of the residual to provide an accurate estimation of the ranking.
The main contribution of this paper is bounding the error between the approximate and exact solutions to accurately certify top portions of the ranking with thorough experimentation to validate our results. We derive the bound and provide error analysis in Section 2. Numerical experiments validating the bound including analysis of both precision and performance of our method are presented in Section 3. Finally, in Section 4, we conclude and discuss further uses of this work.
Definitions and Theory
Let G = (V, E) be a graph, where V is the set of n vertices and E the set of m edges. Denote the n×n adjacency matrix A of G with entries A(i, j) = 1 if there exists an edge from vertex i to j, 0 otherwise. In this work we deal with undirected, unweighted graphs so ∀i, j, A(i, j) = A(j, i) and all edge weights are 1, although all the theory presented in this paper can easily be generalized to the weighted case. The matrix 2-norm A 2 is given by the largest singular value, σ max .
Katz centrality rankings quantify the ability of a vertex to initiate walks around the network. The number of walks of length k from vertex i to j is A k (i, j). The Katz score of vertex i counts the number of closed walks ending at vertex i, while penalizing long walks through the network by multiplying by a fixed user-chosen factor α for each edge used, where α
where e i is the ith canonical basis vector and 1 is the n × 1 vector of all ones. In practice the Neumann formula [16] is employed to turn this series into a linear solver and we compute the Katz Centrality of all vertices in the graph as c =
The iterative method we use is conjugate gradient (without a preconditioner) [14] , although the theory applies to other iterative techniques. Conjugate gradient is a popular technique to approximate the solution x in a linear system M x = b, given M and b. Let M = I −αA so that we solve the system M x = 1 for x and c is obtained with a simple matrix vector multiplication as c = Ax in O(m). At each step k of the iterative solver we obtain new approximations x (k) and c (k) to the exact solutions x * and c * respectively. The error at each step is denoted as the difference between the exact and approximation, x * − x (k) 2 and the residual norm
where · 2 denotes the 2-norm. In practice as the exact solution is not known, typical stopping criteria for the iterative solver use the residual norm, terminating when it hits machine precision, r k ≈ 10 −15 . The problem is more ill-conditioned and harder as α → 1/ A 2 and typically requires more iterations to terminate and converge to machine precision.
Error Analysis
We make the observation that if our goal is identification of the highly ranked vertices in a graph, we ought to focus on ranking accuracy not numerical accuracy. This is because the error in the data analysis problem of ranking is dfferent than the error in numerical problem of solving the linear system: the relative ranking of vertices can be correct even without a fully correct centrality vector. We theoretically guarantee the accuracy of the solution to numerical problem needed to successfully answer the data mining question of ranking.
When M −1 1 is approximated, there will be differences between the approximate solution and the exact solution. We prove that these differences along with the ranking values can indicate how far down the ranking we can go before the approximation error makes it unreliable. Define
and r k be as previously defined. Define λ min (M ) to be the smallest eigenvalue of the matrix M . Let σ up be any upper bound on A 2 . Then for any i < j, the ranking of vertex i above j is correct if |b
Proof. Using foundations of error analysis in linear solvers, we can bound the point-wise error in the ranking, which will then provide a sufficient error gap in the elements of the approximation to the ranking vector.
meaning that the ranking of vertex i above j is correct.
We observe in practice that this bound is tight enough to produce relevant results in many practical applications and lends itself to the development of a new stopping criterion for iterative solvers when identifying the highly ranked vertices in a graph.
New Stopping Criterion
Current methods for identifying the top vertices in a graph involve running an iterative solver to machine precision to obtain an approximation of c * . We introduce a new stopping criterion to find these top vertices that typically provides results much faster than existing methods, based off of the theory developed in Theorem 1. Furthermore, our method provides theoretically sound guarantees as to the correctness of the top vertices, unlike the common method of simply running a solver to machine precision and blindly hoping the resulting vector is good enough for the desired data mining task.
Suppose a user desires a set of j vertices containing the top R highly ranked vertices in a graph, with precision φ 0 . How large does j need to be before we can accurately certify that the top vertices are in the set? We are not concerned with the internal ordering of this set, but rather that the top R vertices are contained somewhere within the set of j vertices. We answer this question using our theory. At each iteration of conjugate gradient, the current solution c (k) is ordered in decreasing order to produce the vector b (k) as described earlier. We find the first position j > R in b (k) where we find the necessary gap of |b
The precision for these values of R and j is defined as φ = R j−1 . If for this value of j we have the desired precision φ 0 then we terminate, else we iterate again using conjugate gradient to obtain a more accurate approximation. This procedure is given in Algorithm 1, for an adjacency matrix A, upper bound σ up on A 2 , number of top vertices R, desired precision φ 0 , and maximum number of iterations k max . Intuitively the precision shows how far past position R we must travel down the vector to find the necessary gap to ensure we are returning the top R vertices in the graph. Conjugate gradient can be organized to return x (k) , c (k) , and the residual norm r k at each iteration (denoted CGiteration in Algorithm 1). 
Bounds on A 2
We obtain a tight bound on k which allows us to certify that the ranking of vertex i above j is correct if the gap between two elements in the ranking vector is greater than our error bound, |b
Conjugate gradient readily provides the residual norm r k at each iteration, and λ min (M ) can be computed provided α is chosen in the given range. To certify portions of the ranking vector, we desire k to be as small as possible to find places in the vector where the necessary gap |b
Obtaining a tight bound on A 2 is key to bounding k ; we present and compare two methods of bounding A 2 .
The Gershgorin Circle Theorem [15] bounds the eigenvalues of the symmetric matrix A. Let T i = j =i |a ij |, the sum of the nondiagonal entries in row i. Then D(a ii , T i ) is the closed interval centered at a ii with radius T i and every eigenvalue λ ∈ σ(A) must lie within at least one interval D(a ii , T i ), where σ(A) is the spectrum of A. Since the diagonal entries a ii of A are 0, the discs are all centered around the origin and ∀i, T i = d i = the degree of vertex i. We then have A 2 = max λ i < max T i = d max , where d max is the largest degree in the graph. While this provides a basis for an upper bound of the matrix 2-norm of A, many real-world graphs such as social networks have a scale-free distribution and thus contain vertices with a very large degree. Therefore, this is often a non-optimal bound. By using just a few matrix-vector multiplications applied to random vectors, one can compute tighter bounds with high certainty.
We next examine probabilistic matrix norm bounds [8] and consider replacing the true bound σ up with an estimate of a bound with some probability. These bounds are developed using the polynomials p, q implicitly formed as a part of the Lanczos bidiagonalization process with starting vector v 1 , which is chosen randomly with unit norm. The defining relations of Lanczos bidiagonalization are stated as (j) and β j = u (j) T Av (j+1) for p −1 (t) = 0 and q 0 (t) = 1. The bound, stated in Theorem 2, is due to [8] . The result is an upper bound σ up (θ) for A 2 with probability 1-θ, where θ is the user-chosen probability of bound failure.
Suppose we have carried out k steps of the Lanczos bidiagonalization process with starting vector v 1 , and let θ ∈ (0, 1). Then the largest zero of the polynomials,
with δ given above, is an upper bound σ up (θ) for A 2 with probability at least 1-θ.
As a result of thorough experimentation, for all bounds used in this paper, we select values of θ=0.01 and k=10. For k=10, in order to calculate σ up (0.01) we are required to calculate the largest root of a tenth order polynomial. Since this does not change regardless of problem size n, this calculation is asymptotically a fixed cost. We use Python's Sympy package to calculate the roots of these polynomials. The deterministic Gershgorin bounds yield large values of A 2 , rendering these bounds useless. On average, these bounds return estimates of A 2 that are 30.9× greater than the true 2-norm. In contrast, the probabilistic bounds presented in Theorem 2 return estimates of A 2 that are only on average 1.07× greater than the true 2-norm, meaning that these are able to be used for practical purposes.
Results
In this section we present comparisons to existing methods for identifying the top ranked vertices with respect to performance and experiments validating our bound with respect to precision. We are interested in determining if our method correctly identifies the set of top vertices and if so, how much faster we are able to certify this set. The common method of iterating to machine precision does not theoretically certify this set but our theory can be used on the machine precision solution as well. We conduct experiments on 39 graphs from the KONECT [10] and SNAP [11] datasets, including social networks, autonomous systems, citation, co-authorship, web, co-purchasing, and road graphs. 6 
New Stopping Criterion
We first analyze the effect of our stopping criterion on reducing the number of iterations taken by an iterative solver to identify the top R vertices in a network. Denote the number of iterations taken by conjugate gradient to machine precision as I E and the number of iterations used with our new stopping criterion as I A . Table 1 shows basic information about each graph used in the experiments as well as raw iteration counts using both the existing and our new stopping criterion. Figure 1a plots a histogram of the reduction in iterations I E I A for R = 100 and φ 0 = 0.95. In all cases we obtain a reduction of at least 2×, an average of 3.07× reduction, and up to a maximum reduction of 5.14× the number of iterations using our method. This shows that we are able to identify the top R = 100 in a fraction of the time using our stopping criterion compared to running until machine precision, while providing a theoretical guarantee that these vertices are in the top of the ranking vector. This is especially significant because running to machine precision can sometimes take hundreds or thousands of iterations as seen in Table 1 . Next we investigate on what problems our method proves to be the most useful. We know as α → 1 A 2 , the problem becomes more ill-conditioned. Since α ∈ (0, 1/ A 2 ), we apply our stopping criterion to the different graphs for various α in this range. Figure 1b plots the relationship between α and the residual norm obtained when the solver terminates using our criterion. We use α = s 1 σup(0.01) , substituting the bound σ up (0.01) obtained in Section 2 for A 2 , for s ∈ (0, 1). For each value of s, the averaged residual norm is plotted across graphs. When running to machine precision, the residual norm upon termination is typically r k ≈ 10 −15 . The average residual norm across all trials using our stopping criterion is 2.89 × 10 −4 . We see that we never have to iterate until machine precision using our new stopping criterion if we are interested in only the top vertices in a graph. Regression analysis of these results (plotted as the green line in Figure 1b ) shows a strong linear correlation with a slope of 3.21 and mean sum of squares of 0.83. The linear relationship suggests that we need less accurate approximate solutions for harder problems as α → 1 A 2 to obtain the top vertices in the graph. Typically the harder problems tend to take thousands of iterations to converge with the standard stopping criterion of iterating until a residual norm of 10 −15 , but with our stopping criterion we can converge faster at a lower tolerance to solve the desired data mining task. The low residual norm suggests we are able to certify the top R correctly with low fidelity solutions and we are able to use this technique to turn harder linear algebra problems into easier data mining problems.
Accuracy of Approximation
Using the theory presented in Section 2, we show that we are able to accurately identify sets of highly ranked vertices. Recall the precision φ is given by φ = R j−1 . Intuitively, we calculate the ratio of the number of returned vertices that are relevant and in the desired top to the total number returned. A value close to 1 indicates we have obtained the top R vertices with very few false positives. We evaluate the final precision φ for various values of R ∈ [10, 10000] . For example, φ for R = 100 represents the precision we obtain using our theory to return the smallest set containing the top 100 ranked vertices in the graph. We find the first index j > 100 where |b Figure 2a plots a scatterplot of φ values versus various values of R. For clarity, the y-axis starts at 0.8. We evaluate the precision on the 39 real-world networks and on each network test on values of R ranging from 10 to 10000, dependent on network size. Each data point is averaged over all the datasets for that particular value of R. In the majority of cases we obtain a precision very close to 1, with an average of 0.98. This means we are able to accurately certify large portions of the ranking vector and with our theory, do so with few false positives. Note that we examine the number of top vertices in graphs instead of a top percentage. From a data analysis standpoint, an analyst is more likely to be concerned with the top 100 vertices, for example, across multiple graphs rather than the top 5% of vertices (which will result in vastly different numbers of vertices dependent on graph size and in some cases may be impossible to parse given available human resources).
Perfect Ordering of Top
We have shown that we are successfully able to efficiently identify sets of top ranked vertices in networks for various set sizes. Experimentation shows that the theory is sound across several real-world networks. While the previous experiments are only concerned with returning the top set of vertices, here we impose the additional constraint of perfect ordering of this set. We not only want the most highly ranked vertices, but we also want them in the correct ordering as given by the exact solution. Recall the example of a web-Google graph given in Section 1. In this use case, it is important to ensure the ordering of these results is correct. We are able to apply the theory from Theorem 1 in this application and provide a guarantee on how many vertices we can accurately certify are in the correct ordering in the top of the ranking vector compared to the exact solution. In this case, we look at the gaps between successive vertices i and i+1 to ensure each pairwise comparison of vertices has the necessary gap to prove the correctness of the relative ordering. Running a solver to machine precision to identify top sets in networks cannot in fact provide any theoretical guarantee of how many vertices in the approximation are in the correct ordering compared to the exact solution. In this experiment, we are interested in finding P such that P = argmax i |b
where P is the number of vertices in the top of the vector in the correct order compared to the exact solution. We traverse the sorted ranking vector b (k) after 10 iterations of conjugate gradient to find the first place where the gap of 2 k is not satisfied. When this occurs, we know that the previous vertices are in the correct ordering since each pair-wise comparison of previous vertices satisfied the gap. Figure 2b plots the distribution of P values for the different networks, with values of 0 omitted. Note the x-axis is on a log-scale. In most cases, we are able to accurately certify at least hundreds of vertices, with an average across all datasets of P = 903. For cases where we are only able to guarantee 1 or 0 vertices, we offer a possible explanation. If there are vertices with the same ranking at the top of the exact solution, our theory will not be able to go beyond this point because the necessary gap does not exist. Regardless, from a data analysis standpoint, the numbers of vertices able to be accurately certified in the exact order in the top validate our theory being used in this use case. For example, in a web-Google graph, a user will only be concerned with the top 75-100 results, meaning that relative ordering of these results is very important. Therefore our ability to accurately certify hundreds of vertices in the correct order is very applicable.
Conclusions
This work relates the two research areas of numerical accuracy of solvers and network analysis by understanding how the error in a solver affects the data analysis problem of ranking. By treating the problem of ranking vertices in a graph as understanding numerical accuracy in a linear solver, we present how the error in the numerical problem affects the solution to the original data analysis problem of ranking. Our aim in this work was to provide theoretical guarantees to bound the error in an approximate solution from an iterative method to the exact Katz Centrality scores of vertices in a network. Using this theory, we are able to identify the most central vertices with high confidence without accurately computing the centrality scores for every vertex and therefore reduce computation time.
The result of our analysis is a reduction in the number of iterations taken to solve the data analysis problem of ranking in graphs while maintaining a high precision rate in identifying top vertices. We demonstrate this on several real-world networks using conjugate gradient as the iterative method, giving high confidence that the important portion of the ranking is correct. We present experiments validating the theory as a stopping criterion that can be used in conjunction with any iterative solver, leading to significant algorithmic improvements. When using the theory to identify top ranked vertices we are able to do so with very few false positives. Finally, we also show perfect recall of the top vertices with respect to the exact solution is possible with our theory. The results from this paper can also be applied to any linear solver based ranking. Identifying top ranked vertices by Katz is one example in practice presented in this work, but the theory is generalizable to other linear algebra based ranking metrics. This paper draws the following quantitative conclusions:
• Our stopping criteria leads to an average of 3.07× reduction in iterations with a maximum of 5.14× reduction across several graphs when identifying the top 100 vertices.
• The average residual norm when we terminate at our stopping criterion is 10 −4 , which provides a practical tolerance for iterative solvers compared to that of machine precision.
• Regression analysis of the performance of our method as a function of α shows that our method tends to reduce cost more on harder problems.
• We obtain a 0.98 precision when identifying the top R vertices (for R ∈ [10, 10000] ) in a graph which shows that our method returns high quality results.
• Applying the theory to several real datasets shows we are able to guarantee that large portions of the ranking vector are in the correct ordering compared to the exact solution. Experiments show that we are able to answer the data analysis question of identifying the top ranked vertices in the graph before needing to converge to machine precision to answer the numerical problem. Future work will study the impact of these guarantees in a personalized setting, specifically studying Katz scores from a specific seed set of vertices, and will extend our theory for directed graphs.
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