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Внедрение персональных вычислительных машин (ПЭВМ) во все 
сферы инженерной деятельности требует от инженеров-конструк-
торов овладения навыками использования вычислительной техники 
для решения различных инженерных задач. С этой целью большое 
внимание уделяется повышению уровня подготовки студентов ву-
зов, которые уже с первого курса приобщаются к использованию 
ПЭВМ для решения различных математических задач, не говоря уже 
о том, что при выполнении курсовых работ, курсовых и дипломных 
проектов применение вычислительных машин в настоящее время 
стало нормой. 
В связи с этим возникла необходимость создания учебного из-
дания по дисциплине «Информатика», непосредственно связанного 
с применением вычислительной техники для решения инженерных 
задач. Отметим, что во втором семестре согласно учебной програм-
ме по названной дисциплине студенты как раз и обучаются исполь-
зованию ПЭВМ при решении инженерных задач. В этом семестре 
изучаются методы построения и исследования численными метода-
ми формализованных технических задач, которые моделируют раз-
личные процессы, происходящие в мобильных машинах. 
Что касается студентов нематематических специальностей, то для 
них главной задачей является понимание основных идей численных 
методов, их особенностей и областей применения. Следует отме-
тить, что указанная категория читателей не обладает достаточными 
математическими знаниями для подробного исследования техниче-
ских объектов численными методами. К тому же это не особенно 
необходимо студенту-нематематику, использующему математические 
методы как готовый инструмент в своей учебной работе. 
В теоретической части предлагаемых лабораторных работ в сжа-
том виде приводятся основные необходимые сведения о математи-
ческих методах решения технических задач. Изложение проводит-
ся на доступном для студентов указанных специальностей уровне. 
При необходимости напоминаются основные сведения по матема-
тическому методу из курса высшей математики. Для многих рас-
сматриваемых методов приводятся блок-схемы, а также примеры 
решения задач с применением пакетов MathCAD и Excel и реко-
мендации по разработке программы на языке Delphi, способствую-
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щие лучшему пониманию и усвоению материала. Пособие написано 
с учетом особенностей применения математических методов при 
решении технических задач с использованием ПЭВМ. 
В список литературы включены некоторые издания по числен-
ным методам, которые авторы использовали в работе над пособием. 
В них читатель может найти более подробные сведения по интере-
сующим его математическим методам. Разумеется, что это далеко 
не полный перечень литературы по численным методам и их при-
менению. Издание будет полезно студентам и специалистам при пер-
воначальном знакомстве с применением математических методов 
для решения технических задач. Оно может стать кратким справоч-
ником при выполнении расчетных учебных заданий. 
Авторы искренне признательны рецензентам: кандидату техни-
ческих наук, заместителю начальника УКЭР-1 МТЗ В. Г. Ермалёнку 
и заведующему кафедрой «Автомобили» БНТУ, доктору техниче-
ских наук Ю. Д. Карпиевичу за ценные замечания по рукописи. По-
лезные предложения по улучшению содержания работы высказали 
преподаватели кафедры «Тракторы» БНТУ, прочитавшие рукопись 





Компьютерная программа делает то, 
что вы приказали ей сделать, а не то, 
что вы хотели, чтобы она сделала. 
 





Численные методы – это раздел математики, изучающий методы 
решения задач с применением компьютера. Название «Численные 
методы» связано с тем, что решение любой задачи находится в виде 
числа или нескольких чисел. Так как любое число представляется  
в компьютере в конечной форме, то численные методы – это мето-
ды приближенного решения математических задач. Они заключают-
ся в выполнении конечного числа элементарных операций над чис-
лами. В численных методах числовая ось заменяется дискретной 
системой чисел. В результате численные методы сводят решение 
математических задач к вычислениям, которые могут быть выпол-
нены как вручную, так и на компьютере. 
Прикладная техническая задача обычно представляется в виде 
математической модели некоторого реального объекта (трактор, тя-
гач, троллейбус и т. п.) или процесса (разгон, торможение, колеба-
ния и т. п.). Примерами типовых математических задач, решаемых  
в различных приложениях численными методами, являются реше-
ние алгебраических уравнений и их систем, обращение матриц, диф-
ференцирование и интегрирование функций, решение обыкновенных 
дифференциальных уравнений и их систем и т. п. 
Для одних и тех же технических задач существует множество 
математических методов их численного решения. Выбор того или 
иного метода зависит от требований к быстроте получения решения 
и особенностей представления исходных данных (например, матри-
ца может быть разряженной). 
Развитие численных методов связано прежде всего с бурным раз-
витием средств вычислительной техники, позволяющим расширить 
использование математических методов при проектировании и ис-
следовании мобильных машин. Появилась возможность решать та-
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кие задачи, которые ранее не могли быть решены вручную. Задачи, 
в которых используются различные функции (тригонометрические, 
логарифмические, экспоненциальные и др.), в настоящее время ре-
шаются на компьютере путем разложения функций в ряды. 
Численные методы являются составной частью вычислительной 
математики, которая помимо численных методов выполняет ана-
лиз математических моделей и изучает вопросы взаимодействия че-
ловека с компьютером (в частности, вопросы программирования). 
Часто вычислительную математику рассматривают как науку, изу-
чающую теорию численных методов и алгоритмов решения типо-





Лабораторная работа № 1 
 




1. Освоить методику решения систем линейных уравнений мето-
дом Гаусса с ведущим элементом для решения систем линейных 
уравнений этим методом, разработать программу на языке Delphi. 
2. Освоить решение систем линейных уравнений с помощью па-




К решению систем линейных уравнений сводятся многочислен-
ные практические задачи. Так, определение вида статической пово-
рачиваемости мобильных колесных машин сводится к решению ли-
нейной системы уравнений с переменными коэффициентами. Мож-
но с полным основанием утверждать, что решение линейных систем 
является одной из самых распространенных и важных задач вычис-
лительной математики. 
Система n линейных алгебраических уравнений с n неизвестны-
ми имеет вид 
 
11 12 1, 1
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Данная матрица n2 элементов, состоящая из n строк и n столбцов, 
называется квадратной матрицей порядка n. Если подобная матри-
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ца содержит mn элементов, расположенных в m строках и n столб-
цах, то она называется прямоугольной матрицей. 
Используя понятие матрицы А, систему уравнений (1.1) можно 
записать в матричном виде: 
 
АХ = В, 
 
где Х и В – вектор-столбец неизвестных и вектор-столбец правых 
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Определителем (детерминантом) матрицы А n-го порядка назы-
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Здесь α, , ... , ω пробегают все возможные n! перестановок но-
меров 1, 2, ... , n; k – число инверсий в данной перестановке. 
Необходимым и достаточным условием существования системы 
линейных уравнений является условие D  0. В случае равенства 
нулю определителя системы матрица называется вырожденной. 
При этом система линейных уравнений (1.1) либо не имеет реше-
ния, либо имеет их бесконечное множество. 
 
О методах решения линейных систем 
 
Методы решения систем линейных уравнений делятся на две 
группы – прямые и итерационные. Прямые методы для вычисления 
неизвестных используют конечные соотношения (формулы). Они 
дают решения после выполнения заранее известного числа опера-
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ций. Эти методы сравнительно просты и наиболее универсальны, 
т. е. пригодны для решения широкого класса линейных систем. 
Вместе с тем прямые методы имеют ряд недостатков. Сущест-
венным недостатком прямых методов является накапливание по-
грешностей в процессе решения, поскольку вычисления на любом 
этапе используют результаты предыдущих операций, что особенно 
опасно для больших систем. В связи с этим прямые методы исполь-
зуются для сравнительно небольших (n < 200) систем с плотно за-
полненной матрицей и неблизким к нулю определителем. 
Отметим, что прямые методы решения линейных систем иногда 
называют точными, поскольку решение выражается в виде точных 
формул через коэффициенты системы. 
Итерационные методы – это методы последовательных прибли-
жений. В них необходимо задать некоторое начальное приближе-
ние. После этого с помощью определенного алгоритма проводится 
один цикл вычислений, называемый итерацией. В результате ите-
рации находят новое приближение. Итерации проводятся до полу-
чения решения с требуемой точностью. Алгоритмы решения линей-
ных систем с использованием итерационных методов обычно более 
сложные по сравнению с прямыми методами. 
Итерационные методы могут использоваться для уточнения реше-
ний, полученных с помощью прямых методов. Такие смешанные алго-




Для системы линейных уравнений (1.1) вводятся обозначения: 
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Здесь D – определитель системы (1.1), а D1, …, n – определители, 
получающиеся в результате замены столбца коэффициентов при 
соответствующем неизвестном столбцом свободных членов. 
Если D  0, то, как указывалось выше, система (1.1) является 
определенной, т. е. имеет единственное решение. Это решение на-
ходится по следующим формулам: 
 
1 2






    
 
которые называются формулами Крамера. 
Отметим, что при большом числе уравнений (больше трех) по-
требуется выполнить большое число арифметических операций. По-
этому формулы Крамера используются лишь для решения систем, 
состоящих из нескольких уравнений. 
Формулы Крамера применяются не только для решения систем 
линейных уравнений, но и для определения старших производных  
в системах дифференциальных уравнений, не решённых относи-
тельно старших производных. 
Известен также метод решения линейных систем с использова-
нием обратной матрицы. В этом случае система записывается в ви-
де АХ = В. Тогда, умножая обе части этого векторного на обратную 
матрицу А–1, получаем Х = А–1В. 
 
Прямой метод Гаусса 
 
Наиболее распространенными среди прямых методов являются ме-
тод исключения Гаусса и его модификации. Метод основан на приве-
дении матрицы системы к треугольному виду. Это достигается после-
довательным исключением неизвестных из уравнений системы (1.1). 
Сначала с помощью первого уравнения из всех остальных урав-
нений системы исключается х1. Затем с помощью второго уравне-
ния из третьего и всех последующих уравнений исключается х2. 
Этот процесс, называемый прямым ходом метода Гаусса, продол-
жается до тех пор, пока в левой части последнего n-го уравнения не 
останется лишь один член с неизвестным хn, т. е. матрица систе- 
мы (1.1) будет приведена к треугольному виду. 
Обратный ход метода Гаусса состоит в последовательном вы-
числении искомых неизвестных. Решая последнее уравнение, нахо-
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дят неизвестное хn. Далее, используя это значение, из предыдущего 
уравнения вычисляют хn – 1 и т. д. Последним определяется х1 из пер-
вого уравнения. 
На рис. 1.1 приведена блок-схема решения системы n линейных 




Рис. 1.1. Блок-схема метода Гаусса 
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Левая часть блок-схемы соответствует прямому ходу.  
Поясним смысл индексов:  
i – номер уравнения, из которого исключается неизвестное хi; 
j – номер столбца;  
k – номер неизвестного, которое исключается из остальных n – k 
уравнений, а также номер того уравнения, с помощью которого ис-
ключается хk.  
Операция перестановки уравнений, т. е. перестановки соответст-
вующих коэффициентов, служит для предотвращения деления на ну-
левой элемент. Правая часть блок-схемы описывает процесс обрат-
ного хода. Здесь  
i – номер неизвестного, которое определяется из i-го уравнения;  
j = i + 1, i + 2, … – номера уже найденных неизвестных. 
Одной из модификаций метода Гаусса является схема с выбором 
главного элемента, суть которой состоит в том, что требование не-
равенства нулю диагональных элементов аkk, на которые происхо-
дит деление в процессе исключения, заменяется более жестким: из 
всех оставшихся в k-м столбце элементов нужно выбрать наиболь-
ший по модулю и переставить уравнения так, чтобы этот элемент 
оказался на месте аkk. 
Блок-схема алгоритма выбора главного элемента приведена  
на рис. 1.2. Она дополняет блок-схему метода Гаусса (см. рис. 1.1). 
На схеме введены новые индексы:  
l – номер наибольшего по абсолютной величине элемента матри-
цы в столбце с номером k, т. е. среди элементов аik, … , akm, … , akn;  
m – текущий номер элемента, с которым происходит сравнение.  
Заметим, что диагональные элементы матрицы называются ве-
дущими элементами. Ведущий элемент аkk – это коэффициент при  
k-м неизвестном в k-м уравнении на k-м шаге исключения. 
Благодаря выбору наибольшего по модулю ведущего элемента 
уменьшаются множители, используемые для преобразования урав-
нений, что способствует снижению погрешности вычислений, по-
этому метод Гаусса с выбором главного элемента обеспечивает 
приемлемую точность решения сравнительно небольшого числа  
(n  100) уравнений, и только для плохо обусловленных систем ре-












П р и м е р  1.1 
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Р е ш е н и е 
 
Исключим х1 из второго и третьего уравнений. Для этого умно-
жим первое равнение на 0,3 и результат прибавим ко второму, а за-
тем умножим первое же уравнение на –0,5 и результат прибавим  
















Прежде чем исключать х3 из третьего уравнения, заметим, что 
коэффициент при х2 во втором уравнении (ведущий элемент) мал. 
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Теперь исключим х2 из третьего уравнения, прибавив к нему 

















На этом заканчивается прямой ход метода Гаусса. 
Обратный ход состоит в последовательном вычислении неиз-
вестных х3, х2, х1 соответственно из третьего, второго и первого 
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Подставив найденные значения х3, х2, х1 в исходную систему 
уравнений, убеждаемся, что (0, –1, 1) и есть ее решение. 
Ответ. Корнями исходной системы уравнений являются х1 = 0,  
х2 = –1 и х3 = 1. 
 
Для решения линейных уравнений методом Гаусса была разра-
ботана программа на языке Delphi в соответствии с алгоритмами, 
представленными на рис. 1.1 и 1.2. Программа рассчитана на реше-
ние системы десяти линейных уравнений с десятью неизвестными. 








На главной форме находятся три компоненты StrinGrid. В верх-
ней компоненте StrinGrid размещаются коэффициенты А[i, j] перед 
неизвестными xi. В последнем столбце этой компоненты помещены 
свободные члены В[i]. В средней компоненте StrinGrid размещают-
ся результаты решения исходной системы линейных уравнений, 
т. е. корни уравнений. Найденные корни подставляются в исходные 
уравнения, и в результате получаем свободные члены этих уравне-
ний, которые помещаются в нижнюю компоненту StrinGrid. 
Рекомендация. Чтобы в компоненте StrinGrid для размещения 
результатов расчета можно было изменять размеры строк и столб-
цов, переставлять строки местами и редактировать ячейки, следует 
в свойстве Options установить значение True во флагах goRowSizing, 
goRowMoving, goEditing. Потребность в изменении ширины ячейки 
видна на рис. 1.3: когда первый корень выводится в экспоненциаль-
ной форме и не помещается в обычный размер ячейки, можно про-
читать только 2,66 и принять это значение за корень х1. 
Заполнение ячеек верхней компоненты StrinGrid происходит при 
создании главной формы. Исходные данные считываются из файла 
исходных данных. Ниже представлена эта подпрограмма: 
 
procedure TForm1.FormCreate(Sender: TObject); 
Var i,j : integer; 
begin 
  DecimalSeparator:='.'; 
    AssignFile(Fr,'A.Dat'); 
    Reset(Fr); 
      readln(Fr,n); 
        for i:=1 to n do 
          for j:=1 to n do read(Fr,A[i,j]); 
      for i:=1 to n do read(Fr,B[i]); 
    CloseFile(Fr); 
 
    Edit1.Text:=IntToStr(n); 
 
  with StringGrid1 do begin 
    ColCount:=n+2; 
    RowCount:=n+1; 
       Cells[0,0]:='  Aij'; 
  for i:=1 to n do Cells[i,0]:='   '+IntToStr(i); 
       Cells[n+1,0]:='    Bi'; 
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  for i:=1 to n do Cells[0,i]:=' '+IntToStr(i);      
       for i:=1 to n do 
       for j:=1 to n do Cells[i,j]:='   '+FloatToStr(A[j,i]); 
          for i:=1 to n do Cells[n+1,i]:='   '+FloatToStr(B[i]); 
                      end; 
 
   with StringGrid2 do begin 
    ColCount:=n+1; 
    RowCount:=2; 
       Cells[0,0]:='Обозн.'; 
       Cells[0,1]:='Корни'; 
         for i:=1 to n do Cells[i,0]:='    X'+IntToStr(i); 
                      end; 
 
    with StringGrid3 do begin 
    ColCount:=n+1; 
    RowCount:=2; 
       Cells[0,0]:='№ уравн.'; 
       Cells[0,1]:='Результат'; 
         for i:=1 to n do Cells[i,0]:='    '+IntToStr(i); 
                      end; 
end; 
 
В данной подпрограмме n – число уравнений в исходной системе 
линейных уравнений. Следует обратить внимание, что ввод данных 
осуществляется из текстового файла A.Dat, который надо создать 
заранее любым текстовым редактором (например, Блокнотом) и по-
местить в тот же каталог, где находится исполняемый файл про-
граммы. В первой строке файл A.Dat должен содержать количество 
уравнений, далее – коэффициенты уравнения, записанные через 
пробел, и последняя строка состоит из свободного коэффициента.  
В одной строке записываются коэффициенты одного уравнения. 
Например, для примера, приведенного на рис. 1.3, файл исходных 
данных A.Dat будет иметь следующую структуру: 
 
3    
10 –7 0  
–3 2 6  
5 –1 5  
7 4 6  
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Головная программа выглядит еще проще – она обращается  
к подпрограмме Gaus (решение линейных систем уравнений), вы-
полняет проверку правильности полученных корней и размещает 
результаты в соответствующие компоненты StrinGrid. Текст голов-
ной программы приведен ниже: 
 
procedure TForm1.BitBtn2Click(Sender: TObject); 
Var i,j : integer; s : array[1..20] of real; 
    C : array[1..20,1..20] of real; 
begin 
 
  Gaus(n,A,B,X); 
 
    for i:=1 to n do s[i]:=0; 
      for i:=1 to n do 
      for j:=1 to n do C[i,j]:=0; 
  with StringGrid2 do 
     for  i:=1 to n do Cells[i,1]:='     '+FloatToStr(X[i]); 
 
       for i:=1 to n do 
       for j:=1 to n do  C[i,j]:=A[i,j]*X[j]; 
           for i:=1 to n do 
           for j:=1 to n do begin 
                             s[i]:=s[i]+C[i,j]; 
                             with StringGrid3 do 
                           Cells[i,1]:='     '+FloatToStr(s[i]); 
                            end; 
end; 
 
Таким образом, с помощью разработанной программы можно 
решать системы линейных уравнений до десяти уравнений включи-
тельно. 
 
Решение линейных систем уравнений  
с помощью пакета MathCAD 
 
Пакет MathCAD позволяет решать системы линейных уравнений 
без разработки программ. В этом случае применяется метод реше-
ния линейных систем уравнений с использованием обратной мат-
рицы и система записывается в виде АХ = В. Тогда, умножая обе 
части этого векторного выражения на обратную матрицу А–1, полу-
чаем Х = А–1В. 
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П р и м е р  1.2 
 
Систему линейных уравнений, представленную в примере 1.1, 
решить с помощью пакета MathCAD.  
 
Р е ш е н и е 
 
Данную систему записываем в матричном виде:  
 
АХ = В, 
 
где А – матрица коэффициентов при xi; 
 В – вектор-столбец свободных членов.  
Тогда  
 
Х = А–1В. 
 
С использованием панели Matrix набираем матрицу коэффици-
ентов при хi размерностью 3  3: 
 
10 7 0



















Решим задачу двумя способами. 
1-й способ. Ниже столбца В пишем формулу х = А-1В и еще ниже 
















Рис. 1.4. Копия экрана при 1-м способе решения 
 
Обратите внимание, что переменные, используемые в MathCAD, 
в отличие от Delphi чувствительны к регистру. т. е. x и Х – это 
РАЗНЫЕ переменные. 








и ниже пишем х1= . Пишем х1, чтобы MathCAD не «спутал» пре-













Ниже на рис. 1.5 представлена копия экрана с использованием 




Рис. 1.5. Копия экрана при 2-м способе решения 
 
Ответ. Корнями исходной системы уравнений являются х1 = 0,  
х2 = –1 и х3 = 1.  
 
Как видно из приведенных примеров, результаты решения за-
данной системы линейных уравнений полностью совпали незави-
симо от того, с помощью какого пакета получено решение, что го-
ворит о правильности программы, разработанной на языке Delphi. 
 
Решение линейных систем уравнений  
с помощью пакета Excel 
 
С помощью пакета Excel также можно решать системы линей-
ных алгебраических уравнений. Как и в пакете MathCAD, в пакете 
Excel исходная система уравнений записывается в матричной фор-
ме. Для вычисления корней системы уравнений средствами Excel 
дополнительно понадобятся следующие функции: 
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МОБР (матрица) – вычисление обратной матрицы; 
МУМНОЖ (матрица1; матрица2) – произведение матриц. 
Следует иметь в виду, что эти функции возвращают блок ячеек, 
поэтому должны вводиться как табличные формулы CTRL + SHIFT +  
+ ENTER. 
 
П р и м е р  1.3 
 
















Р е ш е н и е 
 
Для удобства расчетов матрицу коэффициентов при неизвестных А 
и вектор-столбец свободных членов В следует написать отдельно, 




Рис. 1.6. Формирование исходных данных в пакете Excel 
 
Присвоим матрице имя А, а вектору-столбцу – В. Для этого в го-
ловном меню выбираем пункт (вкладку) Формулы. В появившейся 
вкладке выбираем пункт Диспетчер имен. В пункте Диспетчер 
имен выбираем команду Присвоить имя. Появляется диалоговое 
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окно Создание имени, в строке которого Имя записывают необхо-




Рис. 1.7. Присвоение имен ячейкам 
 
При этом следует выделить диапазон с В15 по D17 и в строке 
имен указать букву А, а выделив диапазон с F15 по А17 в строке 




Рис. 1.8. Присвоение имени А матрице коэффициентов перед неизвестными 
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Чтобы получить решение, необходимо выделить диапазон ячеек, 
в которые будет помещен результат решения. Выделим ячейки  




Записанное выражение не текст, а стандартные функции Excel. 
После этого необходимо нажать комбинацию клавиш 
 
CTRL + SHIFT + ENTER, 
 




Рис. 1.9. Результат решения исходной системы линейных уравнений 
 
Ответ. Корнями исходной системы уравнений являются х1 = 58,085, 
х2 = –76,720 и х3 = 67,110.  
 
Таким образом, если требуется быстро решить систему линей-
ных уравнений, а программа отсутствует, можно решить заданную 
систему уравнений с помощью пакетов MathCAD или Excel одним 






Решить систему линейных уравнений с помощью разработанной 
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Лабораторная работа № 2 
 
РЕШЕНИЕ НЕЛИНЕЙНЫХ УРАВНЕНИЙ  




1. Освоить методику решения нелинейных уравнений методом 
половинного деления и методом Ньютона (касательных), а также 
систем нелинейных уравнений методом Ньютона.  
2. Получить навыки в программировании этих методов на языке 
Delphi.  
3. Решить заданные нелинейные уравнения и их системы с по-




Одной из наиболее часто встречающихся в инженерной практике 
задач является решение нелинейных уравнений и их систем. Нели-
нейные уравнения получаются при расчете собственных частот ко-
лебательных систем (частотные уравнения), устойчивости движе-
ния мобильных машин, автоматических систем управления (харак-




В общем виде уравнение с одним неизвестным записывается так: 
 
( ) 0f x  ,                                          (2.1) 
 
где f(x) – некоторая функция от х. 
Решая уравнение (2.1), находят такие значения переменной х, 
при которых функция f(x) равна нулю. Такие значения переменной х 
называются корнями уравнения (2.1). 
В общем виде задача нахождения точного решения уравнения (2.1) 
неразрешима. Даже для алгебраического уравнения выше четвертой 
степени не существует формулы для нахождения его корней, ис-
пользующей конечное число алгебраических операций. Поэтому на 
практике широко распространены численные методы, позволяющие 
получить приближенное решение уравнения (2.1) с любой наперед 
заданной точностью ε. 
Нахождение приближенного значения корней уравнения (2.1) 
обычно состоит из двух этапов: отделения корней и уточнения зна-
чения корня. 
Отделение корней – определение числового интервала, который 
содержит один и только один корень уравнения (2.1). Границы 
этого интервала можно рассматривать как первое приближенное 
значение искомого корня (нижняя граница интервала – с недостат-
ком, верхняя – с избытком). 
Уточнение значения корня – это процедура сужения границ най-
денного интервала математическим методом с целью определения 
приближенного значения корня уравнения (2.1) с любой наперед 
заданной точностью ε. 
Ниже рассмотрим некоторые широко известные методы отделе-
ния корней. 
 
Отделение корней уравнения 
 
Одним из методов отделения корней уравнения (2.1) является 
графический метод, который заключается в том, что либо непо-
средственно строится график функции у = f(х), либо функцию f(х) 
представляют в виде двух и более простых функций, т. е.  
 
f(х) = f1(х) + f2(х). 
 
29 
В первом случае находят пересечение графиком функции у = f(х) 
оси абсцисс, во втором – точки пересечения функций у1 = f1(х)  
и у2 = –f2(х). 
Чтобы воспользоваться методами отделения корней нелинейных 
уравнений, необходимо иметь критерий, позволяющий убедиться  
в том, что на рассматриваемом интервале [а, b]: 
1) имеется корень уравнения (2.1); 
2) этот корень на данном интервале является единственным. 
Следующее утверждение подтверждает такой критерий. 
Если на отрезке [а, b] функция f(x) непрерывна и монотонна, а ее 
значения на концах интервала имеют разные знаки, то на рас-
сматриваемом интервале [а, b] существует один и только один 
корень уравнения (2.1). 
Очевидно, что если непрерывная на отрезке [а, b] функция f(x) 
монотонна и на концах отрезка ее значения имеют одинаковые зна-
ки, то на этом отрезке нет ни одного корня уравнения (2.1). 
Таким образом, чтобы отделить все действительные корни урав-
нения (2.1), необходимо найти все интервалы (их число равно сте-
пени уравнения), на которых функция f(x) монотонна и знаки функ-
ции на концах каждого такого интервала различны. 
Признаком монотонности функции f(x) на некотором интервале 
является неизменность знака производной от этой функции. Следо-
вательно, для поиска интервалов, содержащих корни уравнения (2.1), 
необходимо найти такие значения переменной х, для которых про-
изводная ( )f x  не меняет знак. 
Однако может оказаться, что на некотором отрезке [а, b] функ-
ция f(x) не меняет знак, но в некоторой точке х0 обращается в нуль. 
Тогда производная либо равна нулю, т. е. 0( ) 0f x  , либо она не 
существует. Поэтому задача отделения корней уравнения (2.1) сво-
дится к задаче отыскания точек, в которых производная ( )f x  об-
ращается в нуль или имеет разрыв, и к последующему определению 
знака функции f(x) в найденных точках. 
 
П р и м е р  2.1 
 
Графическим методом отделить корни уравнения 
 
2 sin 0x x  . 
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Р е ш е н и е 
 
Так как исходное уравнение – второй степени, то оно имеет два 
корня, т. е. его график должен два раза пересекать ось абсцисс. 
В данном случае удобно построить отдельные графики функций 
у1 = х
2 и у2 = sin x с помощью пакетов Excel или MathCAD на ин-
тервале от 0 до 2π (период функции синуса), рис. 2.1.  
 









Рис. 2.1. Графики функций у1 = х
2 и у2 = sin x: 
а – построенные с помощью пакета Excel;  
б – построенные с помощью пакета MathCAD 
 
На рис. 2.1 аргумент изменялся от 0 до π/2. 
 
Ответ. Из рис. 2.1 видно, что один из корней определяется точ-
но: х1 = 0, а для второго найден отрезок, содержащий только один 






Для определения интервала, содержащего все корни алгебраиче-
ского уравнения, рекомендуется использовать метод Лагранжа. В об-
щем виде алгебраическое уравнение с одним неизвестным имеет вид 
 
1 2 3
0 1 2 3 1( ) ... 0,
n n n n
n nf x a x a x a x a x a x a
  
          (2.2) 
 
где а0 > 0 или а0 = 1; 
 аi – коэффициенты многочлена (2.2), некоторые из них могут 




Для алгебраического уравнения (2.2) с действительными коэф-
фициентами верхняя граница положительных корней вR
  определя-
ется по формуле Лагранжа 
 
в 01 / ,kR B a
                                       (2.3) 
 
где k ≥ 1 – номер (индекс) первого из отрицательных коэффициен-
тов уравнения (2.2), учитывая и коэффициенты, равные нулю; 
 В = |–а|max – наибольшее из абсолютных значений отрицатель-
ных коэффициентов уравнения (2.2). 
Для отыскания нижней границы отрицательных корней в урав-
нении (2.2) следует х заменить на –х и определить величину R2, ис-
пользуя формулу Лагранжа для вспомогательного уравнения: 
 
2 ( ) 0,f x     22 2 02 н 21 / , ,
kR B a R R     
 
где k2 ≥ 1 – номер (индекс) первого из отрицательных коэффициен-
тов вспомогательного уравнения 2 ( ) 0f x  , учитывая и коэффици-
енты, равные нулю; 
 В2 = |–а|max – наибольшее из абсолютных значений отрицатель-
ных коэффициентов вспомогательного уравнения 2 ( ) 0.f x   
Следовательно, все вещественные корни алгебраического урав-
нения (2.2) находятся на отрезке [а, b], где н ,а R
  в .b R
  
Вычислять значения полинома (2.2) на отрезке [а, b] рекоменду-
ется по схеме Горнера, которая, в общем-то, предназначена для де-
ления исходного многочлена (2.2) на линейный двучлен (х – с).  
В результате получается многочлен степени, меньшей на единицу 
по сравнению с исходным многочленом и чаще всего остаток r, т. е. 
 
( ) ( ) ( ) ,P x x c g x r    
где 
1 2 3
0 1 2 3 1( ) ... ;
n n n n
n nP x a x a x a x a x a x a
  
        
 
1 2 3 4
0 1 2 3 2 1( ) ... .
n n n n
n ng x b x b x b x b x b x b
   
         
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Особенность состоит в том, что остаток r численно равен много-
члену (2.2), если в него вместо х подставить с, которое следует изме-
нять от нижней границы а до верхней границы b предварительно 
определенного отрезка [a, b], содержащего все вещественные корни 
уравнения (2.2). Коэффициенты bi вычисляются по схеме Горнера, т. е. 
по коэффициентам исходного многочлена Р(х) коэффициенты много-











b b c a
b b c a




              
 
                                   (2.3) 
 
Причем остаток r численно равен последнему коэффициенту 
многочлена g(x), т. е.  r = bn – 1.  
 
П р и м е р  2.2 
 
Методом Лагранжа определить границы вещественных корней 
уравнения 3 2 1 0x x    и отделить его корни. 
 
Р е ш е н и е 
 
Перепишем исходное уравнение таким образом, чтобы в нем бы-
ли представлены все члены, включая члены, содержащие и нулевые 
коэффициенты: 
 
3 2( ) 0 2 1 0,f x x x x      
 
где а0 = 1 > 0; а1 = 0; а2 = –2; а3 = 1. 
Определим верхнюю границу положительных корней, восполь-
зовавшись формулой Лагранжа. Здесь k = 2 (индекс первого из от-
рицательных коэффициентов а2 = –2); В = 2 (наибольший по моду-
лю отрицательный коэффициент а2 = –2); а0 = 1. 
 
+ 2
в 01 / 1 2 /1 2,41.kR B a      
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Построим вспомогательное уравнение 2 ( ) 0 :f x   
 
3 2 3 2
2 ( ) 1( ) 0( ) 2( ) 1 1 0 2 1,f x x x x x x x              
 
где а0 = –1 > 0; а1 = 0; а2 = 2; а3 = 1. 
Чтобы первый член вспомогательного уравнения был положи-
тельным, умножим обе его части на –1, получим 
 
3 2
2 ( ) 0 2 1 0.f x x x x       
 
Определим нижнюю границу отрицательных корней, воспользо-
вавшись вспомогательным уравнением. Здесь k = 1 (индекс первого 
из отрицательных коэффициентов а1 = 0); В = 2 (наибольший по мо-
дулю отрицательный коэффициент а2 = –2); а0 = 1. 
 
2
2 0 в 21 / 1 2 /1 2,41, 2,41.kR B a R R
          
 
Ответ. Таким образом, для исходного уравнения 3 2 1 0x x    
отрезком исследования, содержащим все вещественные корни, яв-
ляется интервал [–2,41; 2,41]. 
 
П р и м е р  2.3 
 
На заданном интервале отделить корни уравнения 3 2 1 0.x x    
 
Р е ш е н и е 
 
При построении графика функции нижнюю и верхнюю границы 
найденного отрезка исследования рекомендуется округлять так, 
чтобы последние цифры границ оканчивались на 0, 2 или 5. Для от-
деления корней с помощью пакетов Excel и MathCAD воспользуем-
ся графическим методом, изменяя аргумент от –2,5 до 2,5 с шагом 







Рис. 2.2. Результаты построения графиков исходного многочлена 
 
Так как на первом варианте графика (рис. 2.2, левый график) пе-
ресечения графика оси абсцисс на интервале от 0 до +1 не видны, 
был построен дополнительный график на этом же интервале с ша-
гом 0,1 (рис. 2.2, правый график). 
Выполним эти же действия в пакете MathCAD. Однако, учиты-
вая расчеты, выполненные в пакете Excel, сразу же возьмем интер-
вал от –2,5 до +2,5 и шаг изменения аргумента примем равным 0,1. 
Результаты расчета представлены на рис. 2.3, и они полностью сов-




Рис. 2.3. Результаты расчета в пакете MathCAD 
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Выполним отделение корней заданного уравнения с помощью 
программы на языке Delphi, в которой для определения значения 
многочлена используем схему Горнера, представленную выражени-
ями (2.3). Для программы используем три формы, рис. 2.4. На пер-
вой форме расположим исходные данные, на второй форме – таб-
лицу результатов расчета, на третьей – график. Кроме того, исполь-
зуем глобальный модуль (Global), в котором разместим глобальные 








Рис. 2.4. Дизайн форм 
 
В табл. 2.1 представлены результаты расчета по разработанной 
программе. В выделенных фрагментах результатов показаны отрезки, 













































































Ответ. Из таблиц результатов расчета и графиков получены сле-
дующие три интервала, содержащие только один вещественный ко-
рень уравнения: [–2; –1,5], [0,6; 0,7] и [0,9; 1,1]. 
 
Дадим некоторые полезные рекомендации по разработке про-
граммы на языке Delphi для отделения корней заданного алгебраи-
ческого уравнения с использованием схемы Горнера (предвари-
тельно должны быть определены нижняя и верхняя границы отрез-
ка исследования). 
1. Так как одномерный массив А коэффициентов исходного урав-
нения передается в подпрограмму, назовем ее Gorner, в качестве па-
раметра, то массив следует описывать как в разделе Type, так и в раз-
деле Var в interface части модуля Global. Чтобы программа получи-
лась более универсальной, зарезервируем массив А большего разме-
ра, чем этого требуется для размещения коэффициентов уравнения  
3-й степени, например, при помощи нашей программы дадим возмож-
ность отделять корни алгебраического уравнения вплоть до 10-й сте-
пени без изменения программы. Такой фрагмент программы показан 






 Type Mas=array[0..10] of real; 
Var FIO,nGr : string; n : integer; Fr,Fw,Fww : TextFile; 
    A : Mas; Rn,Rv,h,c,b : real; 
 
В фрагменте программы, так же как и в тексте, приняты обозна-
чения:  
Rn, Rv – нижняя и верхняя границы исследования;  
с – переменная, принимающая численные значения от нижней 
границы Rn до верхней границы Rv с шагом h. 
2. Для коэффициентов bi полинома g(x) можно не отводить од-
номерный массив. Внимательно посмотрев на выражения (2.3), 
увидим, что коэффициенты bi фактически вычисляются по одной  
и той же формуле независимо от их индекса. Исключение составля-
ет коэффициент b0. Тогда подпрограмму Gorner можно представить 
в следующем виде: 
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procedure Gorner(c:real;A:Mas;Var b:real); 
    var i : integer; 
    begin 
       b:=A[0]; 
         for i:=1 to n do b:=b*c+A[i]; 
    end; 
 
В результате работы подпрограммы Gorner в вызывающую про-
грамму возвращается значение последнего коэффициента bi, т. е. 
численное значение исходного полинома при подстановке в него 
вместо х значения с, которое записывается как в файл результатов 
расчета, так и в файл для построения графика. 
3. Так как разрабатывается универсальная программа, коэффи-
циенты исходного уравнения удобнее размещать не в окнах, напри-
мер, Edit, а в ячейках компоненты StringGrid, которая автоматиче-
ски изменяет свой объем в зависимости от степени уравнения n. 
Фрагмент головной программы (Unit1) при размещении коэффици-
ентов аi исходного уравнения в ячейках компоненты StringGrid 
приведен ниже. 
 
with StringGrid1 do begin 
    ColCount:=n+2;  //Число колонок на 2 больше степени уравнения 
    RowCount:=2;    //Число строк 2 
      Cells[0,0]:='   ai'; 
      for i:=1 to n+2 do Cells[i,0]:='   a'+IntToStr(i-1); 
      for i:=0 to n+1 do Cells[i+1,1]:=FloatToStr(A[i]); 
                     end; 
 
Результаты работы этого фрагмента видны на головной форме, 
см. рис. 2.4. 
4. В случае неправильной записи в файле исходных данных ошиб-
ки обнаружатся при просмотре исходных данных на головной фор-
ме. Чтобы можно было исправить некоторые переменные, рекомен-
дуется считывать исходные данные с головной формы после ис-
правления и записывать их в тот же файл исходных данных. Такие 
фрагменты программ представлены ниже: 
считывание с данных из окон Edit и из ячеек компоненты String-





     nGr:=Edit2.Text; 
       n:=StrToInt(Edit3.Text); 
      Rn:=StrToFloat(Edit4.Text); 
      Rv:=StrToFloat(Edit5.Text); 
       h:=StrToFloat(Edit6.Text); 
        with StringGrid1 do 
           for i:=1 to n+1 do A[i-1]:=StrToFloat(Cells[i,1]); 
 




       writeln(Fw,FIO); 
       writeln(Fw,nGr); 
       writeln(Fw,n); 
       writeln(Fw,Rn:10:3,Rv:10:3,h:10:3); 
         for i:=0 to n do write(Fw,A[i]:8:3);   writeln(Fw); 
CloseFile(Fw); 
 
5. Решаемое трансцендентное уравнение рекомендуется поме-
щать в подпрограмму Fun и обращаться к ней в цикле как при табу-
лировании любой функции: от нижней границы Rn исследуемого 
отрезка до верхней границы Rv с выбранным шагом h. Так, подпро-
грамма Fun для рассмотренного выше трансцендентного уравнения 
2 sin 0x x   может иметь вид 
 
Procedure Fun(x:real;Var y:real); 
begin 
  y:=x*x-sin(x); 
end; 
 
Значение переменной х передается в подпрограмму в качестве 
исходного данного. Результат расчета у возвращается в вызываю-
щую программу. Обе переменные можно описать как глобальные  
в модуле Global. 
Таким образом, рассмотренные методы позволяют отделить кор-






Отделить корни уравнений с помощью разработанной програм-




У р а в н е н и я 
Алгебраическое Трансцендентное 
1 4 32 1 0x x x     2,2 2 0xx    
2 3 1 0x x    22 2 1 0x x    




    
4 4 5 3 0x x    2 4 0x x   
5 3 2 4 0x x    2 cos 0x x    




   
7 3 12 8 0x x    2ln 1 02
x
x     
8 3 22 1 0x x x     2 sin 0x x    
9 3 4 3 0x x    2 20sin 0x x   




   
11 43 5 3 0x x    cos 0x x   
12 5 5 2 0x x    21,8 sin10 0x x   









14 4 3 0x x    2 ln 1 0x x    
15 3 10 9 0x x     3ln 1 0x x    




   
17 3 2 7 0x x    cos 0x x   
18 3 24 6 0x x    3 cos 1 0x x    
19 4 2 1 0x x    ln 0,5x x   
20 3 6 9 3 0x x x       2tg 0,55 0,1x x   
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Уточнение корней уравнения  
методом половинного деления 
 
Метод половинного деления – это один из простейших методов 
уточнения (нахождения) корней нелинейных уравнений, суть кото-
рого состоит в следующем.  
Пусть имеем отрезок [a0, b0], содержащий только один корень 
исходного уравнения. В качестве первого приближения корня при-
нимается середина этого отрезка, т. е. хср = (а0 + b0) / 2.  
Далее вычисляем значение функции F(a0) на левом конце отрез-
ка и F(xcp) в середине отрезка. Сравниваем знаки функций F(a0)  
и F(xcp). Если знаки одинаковы, то на отрезке [a0, xcp] корень не со-
держится. Этот отрезок отбрасываем, т. е. сужаем отрезок иссле-
дования, принимая a1 = xcp. В противном случае (знаки разные) от-
резок [a0, xcp] содержит корень, а отрезок [xcp, b0] отбрасываем, т. е. 
сужаем отрезок исследования, принимая b1 = xcp. В результате  
первого шага (итерации) отрезок исследования уменьшился вдвое 
до [a1, b1]. 
Затем за исходный отрезок исследования принимается отрезок 
[a1, b1] и весь процесс расчета повторяется по описанному алгорит-
му. Следовательно, после каждой итерации отрезок исследования, 
на котором находится корень уравнения, уменьшается вдвое, т. е. 
после n итераций отрезок сокращается в 2n раз. Отсюда этот метод  
и получил своё название. 
Итерационный процесс продолжается до тех пор, пока значение 
функции F(xcp) после n-й итерации не станет меньшим по модулю 
некоторого наперед заданного малого числа ε (точности решения), 
т. е. | F(xcp) | < ε. 
Для проверки знаков функций F(а) и F(xcp) используется их про-
изведение  
 
р = F(а) F(xcp). 
 
Если произведение больше нуля (p > 0), отрезок не содержит 
корня и отбрасывается. В противном случае (p < 0) отрезок содер-
жит корень и используется в следующей итерации. Ниже приводит-




Procedure MPD(a,b:real; Var xsr:real); 
Var p : real; i : integer; 
begin 
    i:=1;  //счётчик 
   repeat  
    xsr:=(a+b)/2; 
     Fun(a,fa);   //вычисление f(a) 
     Fun(xsr,fxsr);   //вычисление f(xcp) 
      P:=fa*fxsr; 
    if (P>0) then a:=xsr 
             else b:=xsr; 
  writeln(Fw,'':2,i:3,xsr:13:3,fxsr:10:4); 
  writeln(Fww,'':2,i:3,xsr:13:3,fxsr:10:4); 
     i:=i+1;   
   until (abs(fxsr)<=0.001); 
end; 
 
Procedure Fun(x:real; Var y:real); 
begin 
    y:=x*x*x-0.2*x*x+0.4*x-1.4; 
end; 
 
На рис. 2.5 показана графическая интерпретация метода поло-
винного деления, а на рис. 2.6 – блок-схема этого метода. 
 
 
Рис. 2.5. Метод деления отрезка 
пополам
 
Рис. 2.6. Блок-схема метода деления 
отрезка пополам
 
Метод половинного деления довольно медленный, однако он 
всегда сходится, т. е. при его использовании решение получается 
всегда, причем с заданной точностью (естественно, в рамках раз-
рядности ПЭВМ). Обычно требуемое большее число итераций по 
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сравнению с некоторыми другими методами не является препят-
ствием к применению этого метода. 
Для сравнения по скорости сходимости метода половинного де-
ления с другими методами решения нелинейных уравнений реко-
мендуется ввести в программу счетчик, который считал бы число 
итераций до получения решения. 
Решаемое уравнение, как и ранее, поместить в подпрограмму Fun 




Разработать программу на языке Delphi для нахождения корней 
нелинейных уравнений и с ее помощью найти корни уравнений  
в соответствии со своим вариантом (см. варианты заданий) с задан-
ной точностью. 
 
Уточнение корней уравнения методом касательных 
 
Отличие этого метода от предыдущего состоит в том, что на k-й 
итерации проводится касательная к кривой у = f(х) при х = хk и ищется 
точка пересечения касательной и осью абсцисс. При этом не обяза-
тельно задавать отрезок [a, b], содержащий корень исходного уравне-
ния, а достаточно найти некоторое начальное приближение корня х = х0, 




Рис. 2.7. Метод касательных 
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Рис. 2.8. Блок-схема метода касательных 
 
Уравнение касательной, проведенной к кривой у = f(х) в точке М0  
с координатами х0 и f(х0), имеет вид  
 
0 0 0( ) ( )( )y f x f x x x   . 
 
Отсюда находится следующее приближение корня х1 как абсцис-
са точки пересечения касательной с осью х (у = 0): 
 
1 0 0 0( ) / ( )x x f x f x  . 
 
Аналогично находятся и следующие приближения как точки пе-
ресечения с осью абсцисс касательных, проведенных в точках М1, 













.                                  (2.4) 
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При этом необходимо, чтобы производная f(x) не равнялась  
нулю. Для окончания расчета может быть использовано условие 
или |f(xn| < ε, или близости двух последовательных приближений: 
|xn + 1 – xn| < ε. Несмотря на больший, чем в методе половинного  
деления, объем вычислений, сходимость метода касательных зна-
чительно выше. 
Рассмотрим некоторые вопросы, связанные со сходимостью ме-
тода касательных (Ньютона) и его применением. Известна следую-
щая теорема:  
Пусть х = хk – корень исходного уравнения, т. е. f(x) = 0, а f(x)  0 
и производная f(x) непрерывна. Тогда существует окрестность 
D корня хk (хk  D) такая, что если начальное приближение корня хk 
принадлежит этой окрестности, то для метода Ньютона после-
довательность значений {xn} сходится к хk при n  . При этом 



















Это означает, что на каждой итерации погрешность возводится  














то при |εn| < 0,5 после пяти-шести итераций погрешность станет ве-
личиной порядка 2–64. Это наименьшее значение погрешности при 
вычислениях на современных ПЭВМ даже с удвоенной точностью. 
Отметим, что для получения такой точности методом половинного 
деления потребовалось бы более 50 итераций. Трудность в приме-
нении метода касательных состоит в выборе начального значения 
корня х0, которое должно находиться в окрестности D (область схо-
димости). Кроме того, отметим, что начальную точку x0 следует вы-
бирать так, чтобы в этой точке знаки функции f(x) и второй произ-




Ниже приведены фрагменты головной программы и подпро-
граммы Fun, для решения методом Ньютона уравнения х3 – 0,2х2 +  
+ 0,4х – 1,4 = 0. 
 
Procedure Newton(x0:real;Var xk:real;Var i:integer); 
Var z,y : real; 
begin 
      x:=x0;  i:=1; //начальные значения корня и счётчика 
 
        repeat 
           Fun(x,z,y); 
        writeln(Fw,'':6,i:5,x:16:3,y:15:5); 
        writeln(Fww,'':2,i:5,x:10:3,y:10:5); 
      x:=x-z; 
     xk:=x; 
      i:=i+1; 
        until (abs(y)<e) or (i>20); 
end; 
 
Procedure Fun(x:real;Var z,y:real); 
Var y1 : real; 
begin 
      y:= x*x*x-0.2*x*x+0.4*x-1.4; //уравнение 
     y1:=3*x*x-0.4*x+0.4;               //производная 
      z:=y/y1; 
end; 
 
В переменной z (см. подпрограмму Fun) вычисляется прираще-
ние х. 
Учитывая сказанное о выборе начальной точки x0, иногда целе-
сообразно использовать смешанный алгоритм. Он состоит в том, 
что сначала применяется всегда сходящийся метод половинного 
деления, а затем после нескольких итераций – быстро сходящийся 
метод Ньютона. 
Для сравнения по скорости сходимости методов решения нели-
нейных уравнений Ньютона и половинного деления рекомендуется 
ввести в программу счетчик, который считал бы число итераций до 
получения решения, решаемое уравнение и производную, как и ра-





Разработать программу на языке Delphi для нахождения корней 
нелинейных уравнений методом Ньютона и с ее помощью найти 
корни уравнений в соответствии со своим вариантом (см. варианты 
заданий) с заданной точностью. 
 




Рассмотренные выше методы решения нелинейных уравнений 
пригодны для решения как алгебраических, так и трансцендентных 
уравнений. Вместе с тем при нахождении корней алгебраических 
уравнений приходится сталкиваться с некоторыми особенностями. 
С другой стороны, по сравнению с трансцендентными уравнениями 
алгебраические уравнения имеют то преимущество, что заранее из-
вестно число их корней. 
Напомним известные из курса алгебры некоторые свойства ал-
гебраических уравнений вида (2.2). 
1. Уравнение степени n имеет всего n корней, среди которых мо-
гут быть действительные и комплексные. 
2. Комплексные корни образуют комплексно-сопряженные пары, 
т. е. каждому корню х = а + bi соответствует корень х = а – bi. 
3. Число положительных действительных корней меньше или 
равно числу перемен знаков в последовательности коэффициентов 
а0, а1, ... , аn. Заменяя в уравнении (2.2) х на –х, аналогично можно 
оценить число отрицательных корней. 
Одним из способов решения уравнения (2.2) является метод по-
нижения порядка. Он состоит в том, что после нахождения какого-
либо корня х = хk1 исходное уравнение делят на двучлен х – хk1, по-
нижая порядок уравнения до n – 1. Однако, применяя этот способ, 
следует помнить о точности решения, поскольку даже небольшая 
погрешность в определении первого корня может привести к накап-
ливанию погрешности в дальнейших вычислениях. 
Рассмотрим применение метода Ньютона к решению уравне- 
ния (2.2). В соответствии с формулой (2.5) итерационный процесс 

















0 1( ) ... ;
n
nf x a a x a x     
 
1
1 2( ) 2 ... .
n
nf x a a x na x
      
 
Для значений многочленов f(x) и f(х) в точке х = хn может быть 
использован метод Горнера. 
Естественно, при использовании метода Ньютона должны вы-
полняться условия сходимости. При их соблюдении в результате 
решения уравнения получается значение того корня, который нахо-
дится вблизи начального значения х0. 
Заметим, что для уменьшения погрешности сначала лучше нахо-
дить меньшие по модулю корни уравнения и сразу удалять их из 
него, приводя уравнение к меньшей степени. Поэтому, если нет ин-
формации о величинах корней, в качестве начальных приближений 
рекомендуется принимать числа 0, ±1 и т. д. 
 
К о м п л е к с н ы е  к о р н и 
 
При использовании ПЭВМ, как правило, имеется возможность 
работать с комплексными числами, поэтому изложенные методы 
могут быть применены и для нахождения комплексных корней 
уравнений. Если в качестве начального приближения х0 взять ком-
плексное число, то последующие приближения и окончательное 
значение корня могут оказаться комплексными. 
Комплексные корни попарно сопряженные, и при их исключе-
нии порядок уравнения уменьшается на 2, поскольку оно делится 
сразу на квадратный трехчлен, т. е. 
 
2 1
0 2 1 0( ( )( ... ) .
n
nf x x px q b x b b x b
                  (2.5) 
 
Линейный остаток b1x + b0 равен нулю, если p и q выразить с по-
мощью найденных корней, т. е. 
 
2 22 ; ;p c q c d x c id      . 
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Выражение (2.5) также может быть использовано для нахожде-
ния р, q, а значит, и для определения корней.  
Эта процедура лежит в основе метода Лина, суть которого со-
стоит в следующем. Предположим, что коэффициенты b1 и b0 равны 
нулю. Тогда, сравнивая коэффициенты при одинаковых степенях 




2 2 3 4









b a pb q
b a pb pb







                        (2.6) 
 
Задаем начальные приближения для p и q, которые используются 
для вычисления коэффициентов bn – 1, bn – 2, …, b2. Затем из двух по-
следних уравнений системы (2.6) уточняем значения p и q. Итера-
ционный процесс вычисления этих величин продолжается до тех 
пор, пока их изменения в двух последующих итерациях не станут 
малыми. Таким образом, в методе Лина проводится решение двух 
линейных уравнений относительно p и q по методу итераций Гаус-
са-Зейделя. 
 
Решение уравнений с помощью пакета MathCAD 
 
Решение уравнений относительно заданной переменной 
 
Если задано некоторое выражение f(х) (уравнение) и черным 
прямоугольником выделена переменная, например х, то операция 
Symbolic-Variable-Solve (Решить) возвращает символьные значе-
ния выделенной переменной х, при которой f(x) = 0. Это удобно для 
решения алгебраических уравнений (квадратных или кубических) 
или для вычисления корней полинома. 
 
П р и м е р  2.4 
 
Определить корни полинома 4 3 29 31 59 60 0x x x x     . 
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Р е ш е н и е 
 
Набираем полином, выделяем переменную х и выбираем коман-





Рис. 2.9. Определение корней полинома 
 
Ответ. Определены корни заданного полинома: два корня веще-
ственные х1 = –3, х2 = –4 и два комплексных корня х3 = –1 + 2i,  






Выделить выражение любым способом и выбрать команду Sym-
bolic-Factor. 
 
П р и м е р  2.5 
 
Разложить предыдущий полином на множители. 
 
Р е ш е н и е 
 
Набираем полином и выбираем команды Symbolic-Factor. Ре-




Рис. 2.10. Разложение полинома на множители 
 











П р и м е р  2.6 
 
Решить уравнение 3 2( ) ( 6) 21 52f x x x x     . 
 
Р е ш е н и е 
 
1. Описываем коэффициенты уравнения: а3: = 1; а2: = –6, а1: = 21; 
а0: = –52. 
2. Записываем уравнение:  
 
3 2
3 2 1 0( ) : .f x a x a x a x a     
 
3. Задаем начальное значение «х» и вычисляем корень x1: 
 
x: = 0     x1: = root(f(x), x)     x1: = 4. 
 
4. Вычисляем комплексные корни x2 и x3: 
 
( )





      
    х2: = 1 + 3,464i. 
 
При наборе выражения х: = 1 + 1i «х» примет значение нуль. 
Чтобы избавиться от этого, следует удалить выражение х: = 0, сто-
ящее выше, записать выражение х: = 1 + 1i и затем восстановить 
запись х: = 0. 








x x x x
 
    
     х3: = 1 – 3,464i. 
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На рис. 2.11 (копия экрана) показан описанный выше процесс 




Рис. 2.11. Решение нелинейного уравнения в пакете MathCAD 
 
При наборе выражения в скобках следует набрать дробь «/», по-
ставить запятую – перед дробью появится маркер. Выделить и вы-
резать дробь (ctrl + x) и вставить ее (ctrl + c) на место маркера пе-
ред запятой. На месте второго маркера написать х. 
Ответ. Заданное уравнение 3 2( 6) 21 52 0x x x      имеет один 
действительный корень х1 = 4 и два комплексных корня: х2 = 1 +  
+ 3,464i и х3 = 1 – 3,464i. 
 
Определение корней многочлена степени n 
 
Для решения этой задачи используется стандартная функция 
MathCAD – polyroots(v), которая возвращает вектор корней много-
члена степени n. Коэффициенты многочлена записываются в векто-
ре V, имеющем длину n + 1. Корни многочлена могут быть как ве-
щественными, так и комплексными. 
Не рекомендуется пользоваться этой функцией, если степень по-




П р и м е р  2.7 
 
Определить корни полинома х3 – 6х2 + 21х – 52 = 0. 
 
Р е ш е н и е 
 
1. Набираем вектор V:= 



































Рис. 2.12. Определение корней полинома 
 
Ответ. С использованием пакета MathCAD определены корни 
полинома х3 – 6х2 + 21х – 52 = 0. Вещественный корень х1 = 4 и два 
комплексных корня х23 = 1 ± 3,464i. 
 
Решение уравнений с помощью пакета Excel 
 
П р и м е р  2.8 
 



















если известно, что глубина колеи h = 10 см; давление движителя  
на почву р = 80 кПа; предел прочности грунта на одноосное сжа- 
тие σ0 = 1,54  106 Па; коэффициент объемного смятия грунта  
k = 1,15  106 Н/м3. Аналитическое решение подтвердить графически. 
 
Р е ш е н и е 
 
Исходя из пределов изменения буксования (0 ≤ δ ≤ 1), решение 
необходимо искать на интервале от 0 до 1, т. е. [0; 1]. Введем исходные 




Рис. 2.13. Задание исходных данных и начальных значений 
 
При вводе исходных данных все величины необходимо предста-
вить в системе СИ. 
В ячейку С6 вводим начальное приближение, относительно  
которого будем искать решение, в ячейку С7 – решаемое уравнение, 
предварительно перенеся все члены из правой части в левую. За-
дачу решим двумя способами: «Подбор параметра» и «Поиск ре-
шения». 
1-й способ. Для решения заданного уравнения воспользуемся 
возможностью метода Подбор параметра из вкладки Данные.  
В группе Работа с данными необходимо выбрать Анализ «что ес-








Рис. 2.14. Пример заполнения окна «Подбор параметра» 
 
В поле Установить в ячейке даем ссылку на ячейку, в которой 
содержится решаемое уравнение, т. е. на ячейку С7. В поле Изме-
нение значения ячейки ссылаемся на ячейку, содержащую началь-
ное приближение, т. е. ячейку С6. 
После щелчка по кнопке ОК получаем решение уравнения. При 
этом корень будет выведен в ячейку С6, т. е. в ячейку, в которой 




Рис. 2.15. Результат работы мастера Подбор параметра 
 
В ячейке С7 будет выведено значение функции при найденном 
корне. Очевидно, что это значение должно быть близким к нулю.  





Рис. 2.16. Результат определения буксования трактора 
с использованием мастера подбор параметра 
 
Для получения буксования трактора в процентах установить  
в ячейке С8 процентный формат этой ячейки: Главная–Число–Про-
центный формат. 
2-й способ. Решить это же уравнение можно, используя мастер 
Поиск решения, который вызывается через меню Сервис. Если та-
кого пункта в меню нет, то необходимо вызвать Сервис-Надстройки 
и в появившемся окне установить флаг напротив пункта Поиск  
решения.  
Для Excel 2010/2013 надстройка Поиск решения находится на 
вкладке Данные в группе Анализ. Если ее там нет, то надстройку 
необходимо загрузить следующим образом: 
1. На вкладке Файл выбрать команду Параметры, а затем — ка-
тегорию Надстройки.  
2. В поле Управление выбрать значение Надстройки Excel и 
нажать кнопку Перейти.  
3. В поле Доступные надстройки установить флажок рядом с 
пунктом Поиск решения и нажать кнопку ОК. 
После вызова мастера Поиск решения в поле Установить це-
левую ячейку (в более новых версия Excel поле будет называться 
Оптимизировать целевую функцию) указать на решаемое уравне-
ние, т. е. ячейку С7 принять равной значению нуль. В поле Изме-
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няя ячейки необходимо указать на ячейку с начальным приближе-
нием С6. Остальные поля можно не заполнять. Щелкаем по кнопке 
Выполнить (Найти решение). 
Результат решения появляется в диалоговом окне Результаты 





Рис. 2.17. Настройка мастера Поиск решения 
 
 
Результат решения заданного уравнения с применением мастера 






Рис. 2.18. Результат решения заданного уравнения 
с использованием мастера Поиск решения 
 




Найти корни уравнений в соответствии со своим вариантом (см. 
варианты заданий) с заданной точностью, с помощью пакетов Math-
CAD и Excel. 
 
Решение нелинейных систем уравнений  
методом Ньютона 
 
В лабораторной работе № 1 решались системы линейных урав-
нений. Однако многие практические технические задачи сводятся  





( , , ... , ) 0;
( , , ... , ) 0;
. . . . . . . . . . . . . . . . . . . . . . . .




f x x x
f x x x




                                 (2.7) 
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В отличие от систем линейных уравнений не существует прямых 
методов решения нелинейных систем общего вида (2.7). Лишь в от-
дельных случаях систему нелинейных уравнений можно решить 
непосредственно. Например, для случая двух уравнений иногда од-
но неизвестное удается выразить через другое и таким образом све-
сти задачу к решению одного нелинейного уравнения относительно 
одного неизвестного. 
Для решения систем нелинейных уравнений обычно применяют-





В основе метода Ньютона для системы нелинейных уравнений 
лежит использование разложения функций в ряд Тейлора, причем 
члены, содержащие вторые производные и производные более вы-
соких порядков, отбрасываются. 
Пусть приближенные значения неизвестных системы (2.7) полу-
ченные, например, на предыдущей итерации, равны соответственно 
х1i, х2i, … , хni. Задача состоит в нахождении приращений к этим значе-
ниям х1, х2, ... , хn, благодаря которым решение системы (2.7) 
запишется в виде 
 
1( 1) 1 1;i ix x x     
 
2( 1) 2 2 ( 1); ... ; .i i n n i nx x x х х x        
 
Выполнив такие преобразования применительно к системе урав-
нений (2.7), получим следующую систему линейных алгебраиче-






















x x x f
x x x
f f f
x x x f
x x x
f f f
x x x f
x x x
  
          
  
  
          
  
  
          
  
                  (2.8) 
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Значения f1, f2, … , fn и их производные вычисляются при х1, х2, ... , хn. 























   
  




   
 
 
Для существования единственного решения системы (2.8) якоби-
ан должен быть отличным от нуля на каждой итерации. Расчет пре-
кращается, если все приращения становятся малыми по абсолютной 
величине: max|хi| < ε. В противном случае (max|хi| > ε) значения хi 
используются как приближенное значение корней и процесс повто-
ряется до тех пор, пока не будет найдено решение или станет ясно, 
что получить его не удается. Схема соответствующего алгоритма 
представлена на рис. 2.19. 
В методе Ньютона для обеспечения сходимости решения важен 
удачный выбор начального приближения х0i. Сходимость ухудшает-
ся с увеличением числа уравнений решаемой системы. Итерацион-













Таким образом, итерационный процесс решения системы урав-
нений (2.7) методом Ньютона состоит в определении приращений 
х1, х2, ... , хn к значениям неизвестных хi на каждой итерации. 
Чтобы уяснить алгоритм метода Ньютона для решения систем 
нелинейных уравнений, рассмотрим пример решения системы двух 






Рис. 2.19. Блок-схема алгоритма метода Ньютона 
для решения систем нелинейных уравнений 
 
П р и м е р  2.9 
 
Методом Ньютона уточнить приближенные значения х0 = 0,4;  






( , ) 4 2 2 0;
( , ) 2 3 3 0.
f x y x y xy y
f x y x xy y
     




Р е ш е н и е 
 
Вычислим частные производные от f1(x, y) и f2(x, y) по перемен-




8 2 ; 2 2 1;
4 3 ; 3 2 .
f f
x y x y
x y
f f
x y x y
x y
 
    
 
 




Исходя из начального приближения, на первой итерации нахо-
дим х1 и у1: 
 
1 0 0 1 0 0
1 0 0
( , ) ( , )
( , ) 0,73; 5,0; 1,6;




   
 
 
2 0 0 2 0 0
2 0 0
( , ) ( , )
( , ) 0,79; 4,3; 3,0.








В результате получаем следующую систему линейных алгебраи-
ческих уравнений: 
 
0 05,0 1,6 0,73;x y     
 




0 1 0 00,114; 0,514;x x x x       
 
0 1 0 00,100; 1,000.y y y y       
 
На второй итерации определяем х2 и у2: 
 
1 1 1 1 1 1
1 1 1
( , ) ( , )
( , ) 0,084784; 6,112; 2,028;




   
 
 
2 1 1 2 1 1
2 1 1
( , ) ( , )
( , ) 0,070392; 5,056; 3,542.









1 16,112 2,028 0,084784;x y      
 
1 15,056 3,542 0,070392.x y      
 
1 20,013826; 0,500174;x x     
 
1 20,000138; 0,999862.y y     
 
На третьей итерации находим х3 и у3: 
 
1 2 2 1 2 2
1 2 2
( , ) ( , )
( , ) 0,000768; 6,001116; 2,000072;







2 2 2 2 2 2
2 2 2
( , ) ( , )
( , ) 0,000387; 5,000282; 3,500246.








2 26,001116 2,000072 0,000768;x y      
 
2 25,000282 3,500246 0,000387.x y      
 
2 30,000174; 0,5;x x     
 
2 30,000138; 1,0.y y     
 
Для решения данной системы нелинейных уравнений в соот-
ветствии с алгоритмом (см. рис. 2.19) была разработана програм- 
ма на языке Delphi, результаты решения по которой представлены 
ниже. 
 
Решение нелинейной системы уравнений 
методом Ньютона 
 
         Исходные данные 
Расчет выполнил :          Иванов И.И. 
Номер группы                каф. «Тракторы» 
Число уравнений          2 
Точность решения        0.000010 
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           Результаты решения 
     -------------------------------------- 
          Итерация  :    X     :    Y 
     -------------------------------------- 
             0        0.400000   0.900000 
             1        0.514039   0.999877 
             2        0.500175   0.999860 
             3        0.500000   1.000000 
             4        0.500000   1.000000 
     ------- *** Конец расчета *** -------- 
 
В качестве исходных данных задаются начальные приближения 
переменных х0 и у0, погрешность ε и допустимое число итераций i 
(заложено в программе ε = 1Е–6; i  20). 
Ответ. В качестве уточненного решения заданной системы не-
линейных уравнений принимаем х = 0,5; у = 1. 
 
Как и ранее, решаемую систему нелинейных уравнений и произ-
водные следует размещать в подпрограмме Fun: 
 
Procedure Fun(X:MasX;Var B:MasX;Var A:MasA); 
   begin 
      B[1]:=-(4*X[1]*X[1]+X[2]*X[2]+2*X[1]*X[2]-X[2]-2); 
//уравнения 
      B[2]:=-(2*X[1]*X[1]+3*X[1]*X[2]+X[2]*X[2]-3); 
 
      A[1,1]:=8*X[1]+2*X[2];    //производные 
      A[1,2]:=2*X[1]+2*X[2]-1; 
      A[2,1]:=4*X[1]+3*X[2]; 
      A[2,2]:=3*X[1]+2*X[2]; 
   end; 
 
Так как в дальнейшем для определения приращений переменных 
на каждой итерации используется подпрограмма Gaus, были сохра-
нены наименования массивов. Так, уравнения записываются в мас-
сив В со знаком «минус» – вектор-столбец свободных членов. Про-
изводные записываются в двумерный массив А – коэффициенты 
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уравнений перед неизвестными. Одномерный массив Х – текущие 
значения переменных х и у на каждой итерации. 
В головной программе организуется обращение к подпрограм-
мам Fun и Gaus, а также определение новых значений переменных 
х и у на каждой итерации: 
 
  i:=0;  //счётчик 
    writeln(Fw,'':5,i:9,X[1]:16:6,X[2]:11:6); 
    repeat 
      Inc(i); 
        Fun(X,B,A); 
 
          Gaus(n,A,B,dX); 
 
              X[1]:=X[1]+dX[1]; //новое значение х 
              X[2]:=X[2]+dX[2]; //новое значение у 
                 writeln(Fw,'':10,i:4,X[1]:16:6,X[2]:11:6); 
 
    until((abs(dX[1])<e) and (abs(dX[2])<e)) or (i>20); 
 
Чтобы удобнее было пользоваться подпрограммой Gaus, одно-
мерный массив результатов решения системы уравнений Х пере-
именовали в одномерный массив dX – массив приращений хi. 
Наибольшее число итераций равно 20. 
Как и ранее, результаты расчета на главной форме желательно 
размещать в компоненте StringGrid. 
 
Решение системы нелинейных уравнений в MathCAD 
 
При решении систем нелинейных уравнений используется спе-
циальный вычислительный блок, открываемый служебным словом – 
директивой Given – и имеющий следующую структуру: 
Given  
 Уравнения 
 Ограничительные условия 
 Выражения с функциями Find или Minerr. 
Например, для системы уравнений, приведенных в примере 2.9, 






В формулах используется не просто знак = (равно), а = (жирный 
равно). Данный символ набирается комбинацией клавиш Ctrl+= 
или с использованием панели Булева алгебра. 
В блоке применяется одна из следующих двух функций: 
Find(l, 2, ... , n) — возвращает значение одной или ряда пе-
ременных для точного решения; 
Minerr(l, 2, ... , n) — возвращает значение одной или ряда 
переменных для приближенного решения.  
Между этими функциями существуют принципиальные различия. 
Первая функция используется, когда решение реально существует (хо-
тя и не является аналитическим). Вторая функция пытается найти мак-
симальное приближение даже к несуществующему решению путем 
минимизации среднеквадратичной погрешности решения. 
При использовании функции Minerr для решения систем нели-
нейных уравнений надо проявлять известную осторожность и обя-
зательно предусматривать проверку решений. Нередки случаи, ко-
гда решения могут оказаться ошибочными, чаще всего из-за того, 
что из нескольких корней система предлагает нереальный (или не 
представляющий интереса) корень. Полезно как можно точнее ука-
зывать начальные приближения к решению. 
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Ниже представлен пример, их которого видно, что уравнение не 
имеет решения и соответственно функция Find выдает ошибку,  
а функция Minerr находит максимальное приближение, равное 1, 






Найти корни нелинейных систем уравнений в соответствии со 
своим вариантом, с заданной точностью, с помощью разработанной 
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cos 1,5;
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Лабораторная работа № 3 
 
РЕШЕНИЕ ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ 




1. Освоить методику понижения порядка дифференциального 
уравнения любого порядка до первого порядка, метод Рунге–Кутта 
4-го порядка для решения дифференциальных уравнений 1-го по-
рядка и их систем.  
2. На языке Delphi разработать программу для решения систем 
уравнений методом Рунге–Кутта 4-го порядка, а также освоить  





Решение различных геометрических, физических и инженерных 
задач часто приводят к уравнениям, которые связывают независи-
мые переменные, характеризующие ту или иную задачу, с какой-
либо функцией этих переменных и производными этой функции 
различных порядков. 
В качестве примера можно рассмотреть простейший случай рав-
ноускоренного движения материальной точки. 
Известно, что перемещение (путь) материальной точки при рав-






s t    
 
В свою очередь, ускорение a является производной по времени t 
от скорости , которая также является производной по времени t от 











     
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s f t t

     
 
которое связывает функцию f(t) с независимой переменной t и про-
изводной второго порядка функции f"(t). 
Дифференциальным уравнением называется уравнение, связыва-
ющее независимые переменные, их функции и производные (или 
дифференциалы) этой функции. Если дифференциальное уравнение 
имеет одну независимую переменную, то оно называется обыкновен-
ным дифференциальным уравнением, если же независимых пере-
менных две или более, то такое дифференциальное уравнение назы-
вается дифференциальным уравнением в частных производных. 
Наивысший порядок производных, входящих в уравнение, назы-
вается порядком дифференциального уравнения. 
 




3 8 5 0x y y x      
 
представляет собой обыкновенное дифференциальное уравнение  
1-го порядка. В общем виде записывается как 
 










x xy x y
xx
    
 
является обыкновенным дифференциальным уравнением 2-го поряд-
ка. В общем виде записывается как  
 














является дифференциальным уравнением в частных производных  
1-го порядка. 
Общим решением дифференциального уравнения называется та-
кая дифференцируемая функция  
 
y = (x, C), 
 
которая при подстановке в исходное уравнение вместо неизвестной 
функции обращает уравнение в тождество. 
Свойства общего решения: 
– так как постоянная С – произвольная величина, то дифферен-
циальное уравнение имеет бесконечное множество решений; 
– при каких-либо начальных условиях х = х0, у(х0) = у0 существу-
ет такое значение С = С0, при котором решением дифференциаль-
ного уравнения является функция у = (х, С0). 
Решение вида у = (х, С0) называется частным решением диффе-
ренциального уравнения. 
Задачей Коши (Огюстен Луи Коши (1789–1857) – французский 
математик) называется нахождение любого частного решения диф-
ференциального уравнения вида у = (х, С0), удовлетворяющего 
начальным условиям у(х0) = у0. 
Теорема Коши (теорема о существовании и единственности ре-
шения дифференциального уравнения 1-го порядка): 
Если функция f(x, y) непрерывна в некоторой области D в плос-
кости XOY и имеет в этой области непрерывную частную произ-
водную ( , )y f x y  , то какова бы не была точка (х0, у0) в области D, 
существует единственное решение ( )y x   уравнения ( , )y f x y  , 
определенное в некотором интервале, содержащем точку х0, при  
х = х0 принимающее значение (х0) = у0, т. е. существует един-
ственное решение дифференциального уравнения. 
Интегралом дифференциального уравнения называется любое 
уравнение, не содержащее производных, для которого данное диф-
ференциальное уравнение является следствием. 
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П р и м е р  3.2 
 
Найти общее решение дифференциального уравнения 0xy y   . 
 
Р е ш е н и е 
 
Общее решение дифференциального уравнения ищется с помо-
щью интегрирования левой и правой частей уравнения, которое 








   
 














    
 
0ln ln ;y x C    
 
0ln ln ;y x C   
 
0ln ;xy C  
 





  – это общее решение исходного дифференциального 
уравнения. 






C   
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После подстановки полученного значения постоянной в общее 
решение получаем частное решение при заданных начальных усло-







Ответ. Решением заданного дифференциального уравнения яв-
ляется функция у = 2/х. 
 
Интегральной кривой называется график y = (x) решения диф-
ференциального уравнения (x) на плоскости ХОY. Особым реше-
нием дифференциального уравнения называется такое решение, во 
всех точках которого условие единственности Коши не выполняет-
ся, т. е. в окрестности некоторой точки (х, у) существует не менее 
двух интегральных кривых. Особые решения не зависят от посто-
янной С, их нельзя получить из общего решения ни при каких зна-
чениях постоянной С. Если построить семейство интегральных кри-
вых дифференциального уравнения, то особое решение будет изоб-
ражаться линией, которая в каждой своей точке касается по крайней 
мере одной интегральной кривой. Отметим, что не каждое диффе-
ренциальное уравнение имеет особые решения. 
 
П р и м е р  3.3 
 
Найти общее решение дифференциального уравнения 0.y y    






















    
 
ln ;y x C    
 
.x Cy e e  
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Ответ. Результатом решения исходного дифференциального урав-
нения является функция .x Cy e e  Уравнение 1
xy C e  имеет так-
же особое решение у = 0. Это решение невозможно получить из об-
щего, однако при подстановке в исходное уравнение получаем тож-
дество. Мнение, что решение y = 0 можно получить из общего ре-
шения при С1 = 0, ошибочно, ведь C1 = e
C  0. 
 
Дифференциальные уравнения первого порядка 
 
Дифференциальным уравнением первого порядка называется со-
отношение, связывающее функцию, ее первую производную и неза-
висимую переменную, т. е. соотношение вида 
 
( , , ) 0.F x y y   
 
Если такое соотношение преобразовать к виду ( , ),y f x y   то 
это дифференциальное уравнение первого порядка будет называть-
ся уравнением, разрешенным относительно производной. 
Дифференциальное уравнение называется линейным относитель-
но неизвестной функции и ее производной, если оно может быть 
записано в виде 
 
( ) ( ).y P x y Q x    
 
При этом если правая часть Q(x) равна нулю, то такое уравнение 
называется линейным однородным дифференциальным уравнением; 
если правая часть Q(x) не равна нулю, то такое уравнение называет-
ся линейным неоднородным дифференциальным уравнением. P(x)  
и Q(x) – функции, непрерывные на некотором промежутке a < x < b. 
 
П р и м е р  3.4 
 
Решить дифференциальное уравнение  
 
1xy y x     
 
с начальным условием у(1) = 0. 
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Р е ш е н и е 
 
Имеем линейное неоднородное уравнение. Его решением будет 
соответствующее однородное уравнение 
 














   
 






   
 









Подставим его в исходное уравнение: 
 
2
( ) ( ) ( )
1;












   
 






C x x C    
 






    
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C    
 








    
 
Численные методы решения дифференциальных уравнений 
первого порядка 
 
Известные методы точного интегрирования дифференциальных 
уравнений позволяют найти решение в виде аналитической функ-
ции, однако эти методы применимы для очень ограниченного клас-
са функций. Большинство уравнений, встречающихся при решении 
практических инженерных задач, нельзя проинтегрировать с помо-
щью этих методов. 
В таких случаях используются численные методы решения, ко-
торые представляют решение дифференциального уравнения не  
в виде аналитической функции, а в виде таблиц значений искомой 
функции в зависимости от значения независимой переменной. 
Существует несколько методов численного интегрирования диф-
ференциальных уравнений, которые отличаются друг от друга по 
сложности вычислений и точности результата. Рассмотрим некото-





Леонард Эйлер (1707–1783) – швейцарский математик. 
Решение уравнения ( , )y f x y   с некоторыми начальными усло-
виями дает интегральную кривую. Если взять последовательность 
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точек х0, х1, х2, … и на получившихся отрезках интегральную кри-
вую заменить на отрезки касательных к ней, то получим ломаную 




Рис. 3.1. Графическая интерпретация метода Эйлера 
 
При подстановке заданных начальных условий (х0, у0) в диффе-
ренциальное уравнение ( , )y f x y   получаем угловой коэффициент 
касательной к интегральной кривой в начальной точке: 
 
0 0 0tg ( , ).y f x y    
 
Заменив на отрезке [x0, x1] интегральную кривую на касательную 
к ней, получаем 
 
1 0 0 0 1 0( , )( ).y y f x y x x    
 
Производя аналогичную операцию для отрезка [x1, x2], получаем 
 
2 1 1 1 2 1( , )( ).y y f x y x x    
 
Продолжая подобные действия далее, получаем ломаную кри-
вую, которая называется ломаной Эйлера. 
Можно записать общую формулу вычислений 
 
1 1 1 1( , )( ).n n n n n ny y f x y x x       
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Если последовательность точек хi выбрать так, чтобы они отстоя-
ли друг от друга на одинаковое расстояние h, называемое шагом 
вычисления, то получаем формулу 
 
1 1 1( , ) .n n n ny y f x y h     
 
Следует отметить, что точность метода Эйлера относительно не-
высока. Увеличить точность можно, уменьшив шаг вычислений, од-
нако это приведет к увеличению объема расчетов. Поэтому на прак-
тике применяется так называемый уточненный метод Эйлера или 
формула пересчета. 
Суть метода состоит в том, что в формуле  
 
1 0 0 0( , )y y f x y h   
 
вместо значения 0 0 0( , )y f x y   берется среднее арифметическое 
значений f(x0, y0) и f(x1, y1). Тогда уточненное значение 
 
(1) 0 0 1 1
01
( , ) ( , )
.
2
f x y f x y
y y h

   
 
Затем находится значение производной в точке (1)1 1( , )x y . Заме-
няя f(x0, y0) средним арифметическим значений f(x0, y0) и 
(1)
1 1( , )f x y , 
находят второе уточненное значение у1: 
 
(1)
(2) 0 0 1 1
01
( , ) ( , )
.
2
f x y f x y
y y h






(3) 0 0 1 1
01
( , ) ( , )
2
f x y f x y
y y h

   
 
и т. д., пока два последовательных уточненных значения не совпа-
дут в пределах заданной степени точности. Тогда это значение при-
нимается за ординату точки М1 ломаной Эйлера. 
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Аналогичная операция производится для остальных значений у. 
Подобное уточнение позволяет существенно повысить точность 
результата. 
 
Метод Рунге–Кутта 4-го порядка 
 
Метод Рунге–Кутта 4-го порядка является более точным по 
сравнению с методом Эйлера. Суть уточнения состоит в том, что 
искомое решение представляется в виде разложения функции в ряд 
Тейлора. Если в этой формуле ограничиться двумя первыми слага-
емыми, то получим формулу метода Эйлера. Метод Рунге–Кутта  
4-го порядка учитывает четыре первых члена разложения: 
 
2 3
1 .2! 3!i i i i i i i
h h
y y y h y y y y           
 
В методе Рунге–Кутта 4-го порядка приращения yi предлагается 
вычислять по формуле 
 
 ( ) ( ) ( ) ( )1 2 3 41 2 2 ,6
i i i i
iy k k k k      
 
где коэффициенты ki вычисляются по формулам 
 
( )
1 ( , );
i









k hf x y
 











k hf x y
 




 ( ) ( )4 3; .i ii ik hf x h y k    
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П р и м е р  3.5 
 
Методом Рунге–Кутта 4-го порядка решить дифференциальное 
уравнение y x y    при начальном условии у(0) = 1 на отрезке  
[0; 0,5] с шагом 0,1. 
Для i = 0 вычислим коэффициенты ki: 
 
(0)





0 02 ; 0,1 0,05 1,05 0,11;2 2
kh
k hf x y
 






0 03 ; 0,1(0,05 1,055) 0,1105;2 2
kh
k hf x y
 




 (0) (0)0 04 3; 0,1(0,1 1,1105) 0,1211;k hf x h y k       
 
(0) (0) (0) (0)
0 1 2 3 4
1 1
( 2 2 ) (0,1 0,22 0,221 0,1211) 0,1104;
6 6
y k k k k           
 
1 0 0,1;x x h    
 
1 0 0 1 0,1104 1,1104.y y y       
 
Последующие вычисления приводить не будем, а результаты 




Вычисления методом Рунге–Кутта 4-го порядка для примера 3.5 
 









Окончание табл. 3.1 
 

























5 0,5  1,7976 
 
Решим этот же пример методом Эйлера. 
Применяем формулу  
 
1 1 1( , ).n n n ny y hf x y     
 
0 0 0 0 0 00, 1, ( , ) 1;x y f x y x y      
 
0 0 0 0( , ) ( ) 0,1;hf x y h x y    
 
1 0 0 0( , ) 1 0,1 1,1.y y hf x y      
 
1 0 1 1 1 10,1, 1,1, ( , ) 1,2;x y f x y x y      
 
1 1 1 1( , ) ( ) 0,12;hf x y h x y    
 
2 1 1 1( , ) 1,1 0,12 1,22.y y hf x y      
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Вычисления методом Эйлера для примера 3.5 
 
i	 0 1 2 3 4 5 
xi 0,0 0,1 0,2 0,3 0,4 0,5 
yi 1 1,1 1,22 1,362 1,528 1,721 
 




Вычисления уточненным методом Эйлера для примера 3.5 
 
i 0 1 2 3 4 5 
xi 0,0 0,1 0,2 0,3 0,4 0,5 
yi 1 1,1 1,243 1,400 1,585 1,799 
 
Для сравнения точности приведенных методов численного реше-
ние данного уравнения решим его аналитически и найдем точные 
значения функции у на заданном отрезке. 
Уравнение y y x    является линейным неоднородным диффе-
ренциальным уравнением первого порядка. Решим соответствую-
щее ему однородное уравнение: 
 
d d d
0; ; ; d ; d ;
d
y y y
y y y y y x x
x y y
         
 
ln ln ; ln ;
y
y x C x
C
      .xy Ce  
 
Решение неоднородного уравнения имеет вид  
 
( ) .xy C x e  
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( ) ( ) ;x xy C x e C x e    
 
( ) ( ) ( ) ;x x xC x e C x e x C x e     
 
( ) ; ( ) ;x xC x e x C x xe    
 
; d d ;
( ) d d .
d d ; ;
x
x x x x x
x
u x e x
С x xe x xe e x xe e C
u x e

    

          





1.xy Ce x    
 
C учетом начального условия  
 




2 1.xy e x    
 




Сравнение точности вычислений дифференциального уравнения 












0 0 1 1 1 1 
1 0,1 1,1 1,1 1,1104 1,1103 
2 0,2 1,22 1,243 1,2429 1,2428 
3 0,3 1,362 1,4 1,3998 1,3997 
4 0,4 1,528 1,585 1,5838 1,5837 
5 0,5 1,721 1,799 1,7976 1,7975 
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Ответ. Как видно из полученных результатов, метод Рунге–Кут-
та 4-го порядка дает наиболее точный ответ. Точность достигает 
0,0001. Кроме того, следует обратить внимание на то, что ошибка 
(расхождение между точным и приближенным значениями) увеличи-
вается с каждым шагом вычислений. Это обусловлено тем, что во-
первых, полученное приближенное значение округляется на каждом 
шаге, а во-вторых – тем, что в качестве основы вычисления принима-
ется значение, полученное на предыдущем шаге, т. е. приближенное 
значение. Таким образом происходит накопление ошибки. 
Это хорошо видно из табл. 3.4. С каждым новым шагом прибли-
женное значение все более отличается от точного решения. 
 
Дифференциальные уравнения высших порядков 
 
Дифференциальным уравнением порядка n называется уравне-
ние вида 
 
( )( , , , ... , ) 0.nF x y y y   
 
В некоторых случаях это уравнение можно разрешить относи-
тельно старшей производной y(n): 
 
( ) ( 1)( , , , ... , ).n ny f x y y y   
 
Так же как и уравнение первого порядка, уравнения высших по-
рядков имеют бесконечное количество решений. 
Решение ( )y x   удовлетворяет начальным условиям 0 0, ,x y  
( 1)
0 0, ... ,
ny y  , если 0 0( ) ,x y   0 0( ) , ... ,x y    
( 1)( 1)
0 0( ) .
nn x y    
Нахождение решения уравнения ( )( , , , ... , ) 0nF x y y y  , удовле-
творяющего начальным условиям ( 1)0 0 0 0, , , ... ,
nx y y y  , называется 
решением задачи Коши. 
Теорема Коши (теорема о необходимых и достаточных условиях 
существования решения задачи Коши): если функция (n – 1)-й пере-
менной вида ( 1)( , , , ... , )nf x y y y   в некоторой области D (n – 1)-мер-
ного пространства непрерывна и имеет непрерывные частные про-
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изводные по ( 1), , ... , ny y y  , то какова бы не была точка 
( ( 1)0 0 0 0, , , ... ,
nx y y y  ) в этой области, существует единственное ре-
шение ( )y x   уравнения ( ) ( 1)( , , , ... , ),n ny f x y y y   определенно-
го в некотором интервале, содержащем точку х0, удовлетворяющее 
начальным условиям ( 1)0 0 0 0, , , ... , .
nx y y y   
Линейным дифференциальным уравнением n-го порядка называ-
ется любое уравнение первой степени относительно функции у и ее 
производных ( ), , ... , ny y y   вида 
 
( ) ( 1) ( 2)
0 1 2 1... ( ),
n n n
n np y p y p y p y p y f x
 
        
 
где p0, p1, … , pn – функции от х или постоянные величины, причем 
p0  0. 
Левую часть этого уравнения обозначим L(y): 
 
( ) ( 1) ( 2)
0 1 2 1... ( ).
n n n
n np y p y p y p y p y L y
 
        
 
Если f(x) = 0, то уравнение L(y) = 0 называется линейным одно-
родным уравнением, если f(x)  0, то уравнение L(y) = f(x) называет-
ся линейным неоднородным уравнением; если все коэффициенты p0, 
p1, p2, … , pn – постоянные числа, то уравнение L(y) = f(x) называется 
линейным дифференциальным уравнением высшего порядка с по-
стоянными коэффициентами. 
Отметим одно важное свойство линейных уравнений высших по-
рядков, которое отличает их от нелинейных. Для нелинейных урав-
нений частный интеграл находится из общего, а для линейных – 
наоборот, общий интеграл составляется из частных. Линейные урав-
нения представляют собой наиболее изученный класс дифференци-
альных уравнений высших порядков. Это объясняется сравнитель-
ной простотой нахождения решения. Если при решении каких-либо 
практических задач требуется решить нелинейное дифференциаль-
ное уравнение, то часто применяются приближенные методы, поз-
воляющие заменить такое уравнение «близким» к нему линейным. 
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Для решения дифференциальных уравнений любого порядка и сис-
тем дифференциальных уравнений, которые должны содержать толь-
ко уравнения 1-го порядка, на кафедре «Тракторы» разработана под-
программа RK4, текст (листинг) которой приведен ниже. 
 
Procedure RK4(n:integer;y,y1,w:real;Var Z,V:Mas); 
   Var k : integer; 
   ZD:array [1..10] of real; 
   KF:array [1..10,1..4] of real; 
   Dk:array [1..10] of real; 
   begin 
 repeat 
   for k:=1 to n do ZD[k]:=Z[k]; 
      FUN(y,V); 
   for k:=1 to n do KF[k,1]:=w*V[k]; 
         y:=y+w/2; 
      FUN(y,V); 
   for k:=1 to n do KF[k,2]:=w*(V[k]+KF[k,1]/2); 
      FUN(y,V); 
   for k:=1 to n do KF[k,3]:=w*(V[k]+KF[k,2]/2); 
         y:=y+w/2;  //Отступаем на полный шаг 
      FUN(y,V); 
    for k:=1 to n do KF[k,4]:=w*(V[k]+KF[k,3]); 
    for k:=1 to n do  Dk[k]:=(KF[k,1]+2*KF[k,2]+2*KF[k,3]+KF[k,4])/6; 
    for k:=1 to n do   Z[k]:=ZD[k]+Dk[k]; 
 until (y >= y1); 
            end; //RK4 
 
Обращение к подпрограмме RK4 при решении уравнения 1-го 
порядка 
 
RK4(1, tn, tp, ci, Z, V), 
 
где n = 1 – число уравнений; 
 tn – начальная точка; 
 tp – конечная точка (точка печати); 
 ci – шаг интегрирования; 
 Z, V – массивы переменных и производных. 
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В головной программе шаг интегрирования h обозначается ci,  
а в подпрограмме RK4 – через w. Поясним назначения в головной 
программе переменных tn и tp, которые в подпрограмме RK4 обо-
значены соответственно у и у1: 
tn – независимая переменная, которая входит в исходное диф-
ференциальное уравнение, как х или t, и называется начальной 
точкой; 
tр – переменная, которая определяет окончание вычислений в под-
программе RK4, передает управление в головную программу для 
печати результатов расчета и называется точкой печати. 
После печати результатов расчета начальная точка tn перемещает-
ся в точку печати tp, а точка печати отодвигается на шаг печати р:   
 
tn: = tp;  tp: = tp + p. 
 
Расчет заканчивается, когда точка печати достигнет конца отрезка 
исследования b или по другому условию, соответствующему смыслу 
задачи. 




Рис. 3.2. Геометрическая интерпретация понятий «начальная точка tn»  
и «точка tp печати» 
 
Решаемое дифференциальное уравнение или система уравнений 
записываются в подпрограмме FUN. Все переменные в правой час-
ти уравнений должны быть обозначены через Z с соответствующим 
индексом, а первые производные, стоящие в левых частях урав-
нений, – через V также со своим индексом. 
Для решения дифференциальных уравнений более высокого по-
рядка, чем первый, дифференциальное уравнение n-го порядка не-
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обходимо свести к n дифференциальным уравнениям 1-го порядка, 
следовательно, для решения такого уравнения используется система 
дифференциальных уравнений 1-го порядка. Например, в дифферен-














можно принять z = dy / dx. Тогда 
2 2d / d d / dz x y x  и получаем два 
уравнения первого порядка (систему двух уравнений 1-го порядка) 
 
   d d, , ; , , ,
d d
z y
g x y z f x y z
x x
   
 
где f(x, y, z) = z. 
В этом случае задача Коши содержит два начальных условия: 
 
0 0( )y x y   и  0 0( ) .z x z  
 
Приведем алгоритм преобразования дифференциального урав-
нения второго порядка в систему двух уравнений 1-го порядка, от-
вечающую требованиям подпрограммы RK4. Исходное уравнение 
 
0.ax bx cx     
 
Начальные условия: при  t = 0 0 0и .x x х х    
1. Введем обозначения 
 
1 1 2 2; ; .x z x z z x z       
 
2. Решим исходное уравнение относительно старшей производ-
ной x : 
 












z bz cz a






Получили систему двух дифференциальных уравнений 1-го по-
рядка, почти отвечающую требованиям подпрограммы RK4 (все 
переменные в правых частях уравнений обозначены через Z с соот-
ветствующим индексом). Остается заменить 1-е производные на V. 
Для этого переписываем полученную систему, заменяя 1-е произ-




[2]: [2] [1] / .
V Z
V bZ cZ a

   
 
 
Получили систему уравнений, не только полностью отвечающую 
требованиям подпрограммы RK4, но и текст подпрограммы FUN,  
в которой описывается решаемая система дифференциальных урав-
нений.  
Остается записать начальные условия в принятых обозначениях: 
 
0 0[1]: ; [2] : .Z x Z x    
 
Таким образом получена система из двух уравнений 1-го поряд-
ка, полностью отвечающая требованиям подпрограммы RK4, и од-
новременно текст подпрограммы Fun, в которой описывается ре-
шаемое исходное дифференциальное уравнение второго порядка, 
преобразованное в систему двух уравнений первого порядка. 
 
Численные методы решения дифференциальных уравнений  
в форме задачи Коши в среде MathCAD 
 
Основная форма задания исходных условий, которая используется 
при моделировании реальных процессов с помощью дифференциаль-
ных уравнений, связана с определением значений всех низших произ-
водных в начальной точке интервала изменения переменной. Так,  
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в технике дифференциальные уравнения обычно описывают измене-
ние изучаемой характеристики с течением времени и начальные усло-
вия определяются в момент t = 0. Заданные таким образом дифферен-
циальные уравнения называются  з а д а ч а м и  К о ш и. 
Методы численного решения дифференциальных уравнений в фор-
ме задачи Коши разработаны достаточно полно. Самыми популяр-
ными из них заслуженно являются алгоритмы Рунге–Кутта, успеш-
но используемые для решения подавляющего большинства диффе-
ренциальных уравнений. Однако для некоторых задач они непри-
менимы (или неэффективны), и тогда приходится применять более 
тонкие и сложные методы. Функции, реализующие наиболее важ-
ные из них, в MathCAD являются системными, что позволяет очень 
быстро и просто находить решение практически для любого диффе-
ренциального уравнения. 
Решение линейных дифференциальных уравнений и их систем реа-
лизовано в MathCAD в двух формах: в виде вычислительного блока и 
в виде встроенных функций. Первая форма предпочтительнее с точки 
зрения наглядности представления решения и технической простоты, 
вторая же открывает куда более широкие возможности для влияния на 
ход решения дифференциального уравнения и изучения полученных 
результатов. Так как, вне зависимости от выбора типа оформления, для 
решения дифференциальных уравнений система использует одни и те 
же алгоритмы, то принципиального различия от того, какой из них ис-
пользуется, в результатах вычислений не будет. 
 
Вычислительный блок Given-Odesolve 
 
Самый простой и наглядный способ численного решения линей-
ных дифференциальных уравнений и систем линейных дифферен-
циальных уравнений в MathCAD реализуется с использованием вы-
числительного блока Given-Odesolve. Чтобы его реализовать, необ-
ходимо выполнить следующую последовательность действий: 
– задать вводное слово Given (Дано); 
– ниже вводного слова определить вид дифференциального урав-
нения или системы уравнений. Сделать это нужно, соблюдая сле-
дующие правила: 
а) дифференциальное уравнение (в том числе входящее в систе-
му) должно быть строго линейным (т. е. высшая производная в нем 
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не должна иметь никаких сомножителей или степенных показате-
лей). Подобное ограничение связано с особенностями используемого 
(по умолчанию) системой при решении дифференциальных урав-
нений в форме вычислительного блока Given-Odesolve метода Рунге–
Кутта 4-го порядка. Если же уравнение нелинейное, то использо-
вать вычислительный блок нельзя, 
б) производные в выражении дифференциального уравнения мо-
гут быть заданы с помощью специальных операторов панели Cal-
culus (Вычисления) (Shift+/ для оператора производной первого по-
рядка и Shift+Ctrl+/ для оператора дифференцирования произволь-
ного порядка). Подобная запись дифференциальных уравнений при-
нята в физике, а в математике традиционно производные в диффе-
ренциальных уравнениях обозначаются с помощью специальных ме-
ток-штрихов. При задании вычислительного блока можно использо-
вать и такую форму отображения дифференциальных уравнений (со-
ответствующий штрих вводится с помощью сочетания Ctrl+F7), 
в) искомые функции должны быть определены явно с указанием 
имени переменной, например f(х), 
г) в качестве знака равенства внутри вычислительного блока сле-
дует использовать только логическое равенство (Bold Equal–Ctrl+=); 
– помимо самого дифференциального уравнения внутри вычис-
лительного блока необходимо задать и соответствующие начальные 
условия. В курсе высшей математики доказывается, что для того 
чтобы получить явное решение дифференциального уравнения n-го 
порядка, для него следует определить n начальных условий. В слу-
чае задачи Коши в качестве начальных условий необходимо задать 
значения производных порядков n – 1, n – 2, ... , 0 на левой границе 
интервала изменения переменной. При определении производных  
в начальной точке используются те же правила, что и при задании 
выражения самого дифференциального уравнения; 
– когда дифференциальные уравнения и начальные условия будут 
заданы, можно непосредственно приступать к вычислению значений 
искомой функции на нужном промежутке. Для этого следует задей-
ствовать специальную функцию odesolve([vector],t,b,[step]), где 
 vector – вектор функций, относительно которых решается си-
стема дифференциальных уравнений. Вектор должен содержать 
имена функций без имени переменной. Данный параметр использу-
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ется, когда решается система ОДУ, в случае же решения одиночно-
го уравнения его следует опустить, 
 t – переменная, от которой зависит искомая функция. Необхо-
димость задания этого параметра связана с тем, что результат ис-
пользования функции odesolve также является функцией, а не век-
тором некоторых числовых значений; 
 b – правая граница интервала поиска решения. Соответственно 
левая граница определяется при задании начальных условий. Обя-
зательным условием является то, что b должно лежать правее а – 
это общее требование для корректно заданной задачи Коши при 
использовании всех численных методов, 
 step – параметр определяет количество шагов, используемых 
численным методом Рунге–Кутта 4-го порядка. Задание step не явля-
ется обязательным, и по умолчанию этот параметр определяется таким 
образом, чтобы длина шага была равна 0,1. В случае сложных уравне-
ний правильное определение step может играть самую принципиаль-
ную роль для получения корректного решения. Однако стремиться во 
всех случаях сделать step минимальным не стоит, так как для боль-
шинства дифференциальных уравнений это приведет лишь к резкому 
увеличению времени расчетов без значимого повышения их точности. 
Наряду с дифференциальными уравнениями в блоке Given-Odesolve 
можно задавать и алгебраические ограничения, например, у(t) + z(t) =  
= w(t), что позволяет ввести в систему дополнительную неизвест-
ную функцию w(t), которая должна быть определена odesolve наря-
ду с у(t) и z(t). Ограничения в виде неравенств задавать нельзя. 
Приведем примеры решения дифференциальных уравнений пер-
вого и второго порядков. Выберем уравнения таким образом, чтобы 
для них не было известно аналитическое решение. 
 
П р и м е р  3.6 
 
Решить дифференциальное уравнение первого порядка с помощью 
пакета MathCAD. 
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обращения 
к функции odesolve получаем решение заданного уравнения в виде 







Рис. 3.3. Результат численного решения дифференциального уравнения  
первого порядка 
 
Ответ. В результате решения заданного уравнения получено его 
графическое решение. 
 
П р и м е р  3.7 
 
Решить дифференциальное уравнение второго порядка с помо-
щью пакета MathCAD.  
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обращения 
к функции odesolve получаем решение заданного уравнения в виде 









Рис. 3.4. Результат численного решения дифференциального уравнения  
второго порядка 
 
Ответ. В результате решения заданного уравнения получено его 
графическое решение. 
 
Следует отметить, что при решении дифференциального уравне-
ния с помощью функции odesolve существует возможность опреде-
ления значений искомой функции и в тех точках, которые не явля-
ются узловыми (т. е. непосредственно в ходе работы численного 
алгоритма эти значения просчитаны не были). Достигается же это за 
счет задания между каждой парой точек интерполирующего поли-
нома (точнее, кубического сплайна). Очевидно, что точность такого 
предсказания будет тем выше, чем меньше величина шага и чем более 
плавно и предсказуемо изменяется функция решения. 
График решения дифференциального уравнения вычислительным 
блоком Given-Odesolve задается таким образом, как будто оно явля-
ется непрерывной функцией (см. рис. 3.3, 3.4). 
Аналогичным образом, как и дифференциальные уравнения перво-
го и второго порядков, в MathCAD решаются и линейные дифференци-
альные уравнения, содержащие производные более высокого порядка. 
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П р и м е р  3.8 
 
Решить дифференциальное уравнение третьего порядка с помо-
щью пакета MathCAD.  
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обращения 
к функции odesolve получаем решение заданного уравнения в виде 






Рис. 3.5. График численного решения дифференциального уравнения  
третьего порядка 
 
Ответ. В результате решения заданного уравнения получено его 
графическое решение. 
 
Важным условием успеха при численном решении диффе-
ренциальных уравнений является правильный выбор величи-
ны шага. Так, если он будет определен недостаточно малым, то 
найденное решение может быть весьма и весьма далеким от истин-
ного решения. В тех случаях, когда возникают сомнения в верности 
заданной длины шага, можно руководствоваться следующим прос-
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тым правилом: ее можно принять как корректную, если уменьше-
ние ее величины в 10 раз не приводит к изменению результата в не-
которой точке в пределах количества десятичных знаков, отвечаю-
щего нужному уровню точности. 
По умолчанию вычислительный блок Given-Odesolve использует 
популярный метод Рунге–Кутта 4-го порядка с постоянным шагом. 
Однако MathCAD позволяет при необходимости сменить его на так 
называемый адаптивный алгоритм (adaptive) или алгоритм решения 
жестких систем (stiff). Чтобы это сделать, необходимо щелкнуть 
правой кнопкой мыши на функции odesolve. В открывшемся при 
этом контекстном меню необходимо переместить флажок из строки 
Fixed (фиксированный) в строку Adaptive (адаптивный) или Stiff 
(жесткий). Отличие адаптивного метода от простого алгоритма Рун-
ге–Кутта 4-го порядка состоит в том, что используемая им длина 
шага не постоянна, а зависит от скорости изменения функции ре-
зультата (что определяется, в частности, величиной первой произ-
водной). Такой подход может быть более эффективен в случае не 
слишком хорошо подобранного шага, а также для решения сложных 
дифференциальных уравнений с быстро изменяющимися и осцил-
лирующими функциями решений. Если же нужно решить жесткую 
систему уравнений или систему, содержащую алгебраические огра-




Рис. 3.6. Смена используемого численного метода 
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Решение дифференциальных уравнений  
с помощью встроенных функций 
 
В более ранних версиях Mathcad для решения дифференциаль-
ных уравнений использовались специальные встроенные функции. 
Однако с появлением более наглядного и простого способа, связан-
ного с применением вычислительного блока Given-Odesolve, они 
уже не представляют особой практической важности. Несмотря на 
это, о возможности их применения для решения одинарного диффе-
ренциального уравнения нужно иметь четкое представление, так как 
в некоторых случаях (например, в программировании) использовать 
вычислительный блок нельзя. 
Решения одного дифференциального уравнения с использовани-
ем соответствующих встроенных функций рассмотрим на примере. 
 
П р и м е р  3.9 
 
Дифференциальное уравнение решить альтернативным методом 
с помощью пакета MathCAD. 
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обращения 
к функции rkfixed получаем решение заданного уравнения в виде 













Рис. 3.7. График решения дифференциального уравнения,  
полученного с помощью встроенной функции rkfixed 
 
Ответ. В результате решения заданных уравнений получены таб-
лицы решений и их графические зависимости. 
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Применять приведенные встроенные функции можно лишь для ре-
шения дифференциальных уравнений первого порядка, как линейных, 
так и нелинейных. Найти же с их помощью решение уравнения более 
высокого порядка, в отличие от использования блока Given-Odesolve, 
непосредственным образом невозможно. Это можно сделать, сведя 
указанное уравнение к системе дифференциальных уравнений.  
Приведем пример решения дифференциального уравнения вто-
рого порядка с помощью вычислительного блока и встроенной 
функции rkfixed (реализующей метод Рунге–Кутта четвертого по-
рядка с фиксированным шагом). 
 
П р и м е р  3.10 
 
Дифференциальное уравнение второго порядка решить с помощью 
пакета MathCAD альтернативным способом. 
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обраще-
ния к функциям odesolve и rkfixed получаем решение заданного урав-
нения в виде графика, рис. 3.8. 









     
 
Рис. 3.8. Альтернативные решения дифференциальных уравнений,  
полученные с помощью вычислительного блока Given-Odesolve  
и встроенной функции rkfixed 
 
Поэтому прибегать к встроенным функциям для решения ОДУ 
стоит лишь в том случае, если невозможно использовать блок Given-
Odesolve. 
 
Ответ. В результате решения заданного уравнения получены его 
графические зависимости. 
 
Системы дифференциальных уравнений 
 
Совокупность соотношений вида 
 
1 1 2 1 2
2 1 2 1 2
1 2 1 2
( , , , ... , , , , ... , ) 0;
( , , , ... , , , , ... , ) 0;
......................................................




F x y y y y y y
F x y y y y y y
F x y y y y y y
   
    


    
 
 
где х – независимая переменная; 
 у1, у2, … , уn – искомые функции,  
называется системой дифференциальных уравнений первого порядка. 
Система дифференциальных уравнений первого порядка, разре-
шенных относительно производных от неизвестных функций, назы-
вается нормальной системой дифференциальных уравнений. Такая 
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Для примера можно сказать, что график решения системы двух 
дифференциальных уравнений представляет собой интегральную 
кривую в трехмерном пространстве. 
Теорема (теорема Коши): если в некоторой области (n – 1)-мер-
ного пространства функции 1 1 2( , , , ... , ),nf x y y y  2 1 2( , , , ... , ),nf x y y y  … , 
1 2( , , , ... , )n nf x y y y  непрерывны и имеют непрерывные частные про-
изводные по 1 2, , ... , ny y y , то для любой точки 0 10 20 0( , , , ... , )nx y y y  этой 
области существует единственное решение 1 1( ),y x  2 2( ), ... ,y x  
( )n ny x   системы дифференциальных уравнений, определенное  
в некоторой окрестности точки х0 и удовлетворяющее начальным 
условиям 0 10 20 0, , , ... , .nx y y y  Общим решением системы дифференци-
альных уравнений будет совокупность функций 1 1 1 2( , , , ... , )ny x C C C , 
2 2 1 2( , , , ... , )ny x C C C , … , 1 2( , , , ... , )n n ny x C C C  , которые при под-
становке в систему обращают ее в тождество. 
 
Численные методы решения систем дифференциальных уравнений 
в форме задачи Коши в среде MathCAD 
 
Начиная с 11-й версии Mathcad возможности вычислительного бло-
ка Given-Odesolve значительно расширились. Теперь с его помощью 
можно находить численные решения не только дифференциальных 
уравнений, но и их систем. Как и к дифференциальным уравнениям,  
к уравнениям системы предъявляются следующие требования: каждое 
из них должно быть линейным (высшая производная не должна со-
держать каких-либо сомножителей) и иметь соответствующее количе-
ство начальных или граничных условий. Вычислительный блок не 
может решать системы нелинейных дифференциальных уравнений. 
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Однако в Mathcad имеются специальные встроенные функции, позво-
ляющие находить решения как линейных, так и нелинейных систем 
дифференциальных уравнений. Всего таких функций три: 
1. Rkfixed (у0, t0, t1, M, D). Задействовав эту системную функ-
цию, можно решить задачу Коши с помощью самого популярного 
из численных алгоритмов: метода Рунге–Кутта 4-го порядка с фик-
сированным шагом. Эта функция подходит для качественного и быст-
рого решения подавляющего большинства систем ОДУ; 
2. Rkadapt (у0, t0, t1, М, D). Эта функция реализует адаптивный 
алгоритм Рунге–Кутта. Ее принципиальным отличием от rkfixed 
является то, что при вычислении соответствующих приближений 
она использует не постоянный, а зависящий от скорости изменения 
функций решения шаг дискретизации переменной. Однако, несмот-
ря на это, в качестве ответа Rkadapt возвращает значения функций  
в равномерно распределенных, исходя из заданной пользователем ве-
личины промежутка, точках интервала. Использовать же рассматрива-
емую функцию следует в случае более жестких и сложных систем 
уравнений. Это позволит повысить точность расчета или сэкономить 
время по сравнению с применением простого метода Рунге–Кутта; 
3. Bulstoer (у0, t0, t1, М, D) – метод Булирша–Штера. Использовать 
этот алгоритм стоит в том случае, если есть уверенность, что функции 
решения системы достаточно гладкие и плавно изменяющиеся. При 
выполнении этого условия функция Bulstoer позволяет получать более 
точные решения, чем rkfixed, затрачивая на это меньше времени. 
Для корректного использования описанных выше функций сис-
тема дифференциальных уравнений должна быть записана в вектор-
ном виде: 
 
'( ) ( ( ), ),Y x D Y x x  
 
где Y(х) – вектор первых производных системы; 
 D(Y(х), х) – вектор-функция, каждая строка которой содержит 
левую часть соответствующего уравнения системы.  
Кроме того, в векторной форме должны быть определены на-
чальные условия: 0 0( ) .Y x y  
Разобравшись с принципом приведения систем дифференциаль-
ных уравнений к векторной форме, можно задать и параметры для 
рассматриваемых встроенных функций: 
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 у0 – вектор начальных условий; в нем определются числовые 
значения искомых функций на левой границе интервала изменения 
переменной; 
 t0 – начальная точка для переменной; 
 t1 – конечная точка расчета; 
 М – количество шагов, при котором численный метод будет 
решать систему; 
 D – вектор-функция, содержащая правые части уравнений сис-
темы, которая должна быть задана как функция двух переменных: 
скаляра t и вектора у (т. е. все искомые функции системы должны 
быть представлены как элементы одного вектора). 
Результатом работы приведенных функций является матрица,  
в первом столбце которой содержатся узловые величины перемен-
ной t, а в остальных – значения неизвестных функций системы, рас-
считанные в этих точках. При этом порядок расположения столбцов 
с найденными величинами искомых функций определяется после-
довательностью, в которой они были занесены в вектор у. 
 
П р и м е р  3.11 
 
Систему дифференциальных уравнений решить с использованием 
вычислительного блока Given-Odesolve с помощью пакета MathCAD.  
 
Р е ш е н и е 
 
В MathCAD набираем требуемую информацию и после обраще-
ния к функции odesolve получаем решение заданного уравнения  







Рис. 3.9. Результат решения системы дифференциальных уравнений  
с помощью вычислительного блока Given-Odesolve 
 
Ответ. В результате решения заданного уравнения получены его 
графические зависимости. 
 
Задача о нахождении решения дифференциального уравнения 
( ) ( )( , , , , ... , , ... , ) 0,k nF x y y y y y    удовлетворяющего начальным усло-
виям 
 
( 1) ( 1)
0 0 0 0 0 0( ) , ( ) , ... , ( ) ,
n ny x y y x y y x y      
 
где ( 1)0 0, , ... ,
ny y y   – заданные числа, 
называется задачей Коши для системы дифференциальных уравнений. 
Дифференциальное уравнение п-го порядка заменой: 
 
1;y z   
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Например, дифференциальное уравнение второго порядка 
 
2y y    
 
можно записать в виде двух уравнений: 
 
;y z   
 
2 .z y    
 
Программная реализация решения данной системы дифференци-




Решение данной системы дифференциальных уравнений пред-






Рис. 3.10. Решение дифференциального уравнения 2y y     
путем сведения его к системе уравнений 
 







( ) ( ) ( ) 0
dd
y t y t y t
tt
    
 
решить с помощью пакета MathCAD путем сведения к системе диф-
ференциальных уравнений при помощи подстановки 0 ( ) ( )y t y t , 
1 0
d d
( ) ( ) ( )
d d
y t y t y t
t t
   с использованием встроенной функции rkfixed.  
 
Р е ш е н и е 
 
После применения к исходному уравнению второго порядка ука-
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В MathCAD набираем требуемую информацию и после обраще-
ния к функции rkfixed получаем решение заданного уравнения в виде 












( ) ( ) ( ) 0
dd
y t y t y t
tt
      
с использованием встроенной функции rkfixed 
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Ответ. В результате решения заданного уравнения получены таб-
лица результатов и графическая зависимость. 
 
Далее наглядно представим последовательность действий метода 
Рунге–Кутта 4-го порядка путем создания программы, реализующей 
данный метод в среде MathCAD. Программная реализация метода 






Рис. 3.12. Программная реализация метода Рунге–Кутта 4-го порядка  
в среде MathCAD 
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В корректности работы программы легко убедиться, сравнив ре-
шения, полученные с помощью встроенных функций и представ-
ленного алгоритма. 
На каждом шаге алгоритм аппроксимирует дифференциальное 
уравнение по приведенной схеме, поэтому попытаемся проанализи-
ровать, какие факторы влияют на точность полученных с его помо-
щью результатов. Очевидно, возникает ошибка приближения иско-
мой функции параболой при использовании формулы Симпсона,  
а также погрешность усреднения значений k2 и k3 в центральной 
точке подынтервала. Такой подход к оценке погрешности можно 
назвать геометрическим. С аналитической точки зрения метод Рунге–
Кутта 4-го порядка для нахождения решения использует только 
первые пять слагаемых, полученных при разложении искомой функ-
ции в ряд Тейлора в окрестности заданной точки. Если на отдель-
ном шаге погрешность пренебрежимо мала, то на интервале проис-
ходит накопление ошибки, что отражается на точности результата. 
Поэтому важно выбрать оптимальное соотношение между длиной 
шага и их количеством, при котором погрешность аппроксимации 
окажется минимальной, а время расчета приемлемым. Как правило, 
с уменьшением длины шага точность возрастает до определенной 
величины, которая не меняется при дальнейшем разбиении интер-
вала. Проиллюстрируем сказанное.  
В табл. 3.5 приведены истинные решения задачи Коши у'(t) = t2 – у, 
у(0) = 1 на интервале [0; 10], а также рассчитанные алгоритмом  




Решения задачи Коши у'(t) = t2 – у, у(0) = 1 на интервале [0; 10]  






h = 1 h = 0,5 h = 0,1 h = 1 h = 0,5 h = 0,1 
0 1,0000 1,0000 1,0000 1,0000 0,0000 0,0000 0,0000 
1 0,6458 0,6329 0,6321 0,6321 0,0137 0,0008 0,0000 
2 1,8880 1,8659 1,8647 1,8647 0,0233 0,0012 0,0000 
3 4,9788 4,9517 4,9502 4,9502 0,0286 0,0015 0,0000 
4 10,0129 9,9833 9,9817 9,9817 0,0312 0,0016 0,0000 
5 17,0257 16,9949 16,9933 16,9933 0,0324 0,0016 0,0000 
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h = 1 h = 0,5 h = 0,1 h = 1 h = 0,5 h = 0,1 
6 26,0305 25,9992 25,9975 25,9975 0,0330 0,0017 0,0000 
7 37,0323 37,0007 36,9991 36,9991 0,0332 0,0016 0,0000 
8 50,0329 50,0013 49,9997 49,9997 0,0332 0,0016 0,0000 
9 65,0332 65,0015 64,9999 64,9999 0,03330 0,0016 0,0000 
10 82,0333 82,0016 82,0000 82,0000 0,0333 0,0016 0,0000 
 
Как видно из табл. 3.5, при длине шага, равной 0,1 (используемой 
системой по умолчанию), решения оказываются точными до четвер-
того знака. Уменьшение длины шага до 0,01 увеличивает точность до 
седьмого знака. Подобная закономерность реализуется далеко не для 
всех функций. Выбор желаемого уровня точности остается за пользо-
вателем, но зачастую оценить величину ошибки при той или иной 
длине шага просто невозможно. В этом случае альтернативным ока-
зывается метод Рунге–Кутта с переменным шагом (адаптивный ме-
тод), лежащий в основе работы функций rkadapt и Rkadapt. В каждой 
узловой точке интервала этот алгоритм находит два варианта реше-
ния, используя схемы Рунге–Кутта 4-го и 5-го порядков. Если раз-
ность между полученными значениями оказывается меньше допу-
стимой величины ошибки (которую можно заранее задать через сис-
темную переменную Т0L), то длина шага увеличивается. Если же 
разность превысит ошибку, то следующую точку интервала алгоритм 
определит с меньшей длиной шага. В случае равенства обоих пара-
метров шаг остается постоянным. Адаптивный метод целесообразно 
использовать для нахождения неоднородных решений, меняющихся 
с различной скоростью на том или ином участке интервала. Это поз-
волит сократить время расчета, поскольку для некоторых функций 
хороший результат может быть получен и при использовании алго-




Решить задачу Коши для заданных дифференциальных уравне-
ний ( , )y f x y   на отрезке [a, b] при заданном начальном условии 
у(а) = y0 и шаге интегрирования h. 
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№ f(x, y) [a, b] y0 h 
1 23 0,1x xy  [0; 1] (0) 0,2y   0,1 





   
 















   
 




    
 [1,7; 2,7] (1,7) 5,7y   0,1 
7 23 4 1y x    [2,6; 4,6] (2,6) 3,5y   0,2 
8 22 sin ( )x y   [2; 3] (2) 2,3y   0,1 
















 [2,1; 3,1] (2,1) 2,5y   0,1 





   
 
 [-2; -1] ( 2) 3y    0,1 
14 20,133( sin(2 )) 0,872x x y   [0,2; 1,2] (0,2) 0,25y  0,1 








 [0,4; 1,4] (0,4) 0,8y   0,1 
17 2,5 cos( 0,6)x y   [1; 3] (1) 1,5y   0,2 
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№ f(x, y) [a, b] y0 h 









 [1,5; 2] (1,5) 2,1y   0,05 








x f x y
y f x y
 
  
 на отрезке [a, b] при заданных начальных 
условиях x(а) = x0, у(а) = y0 и шаге интегрирования h. 
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Лабораторная работа № 4 
 





1. Освоить методику численного интегрирования методами тра-
пеций, парабол (Симпсона), Гаусса, разработать программы для вы-
числения определённых интегралов названными методами на языке 
Delphi, а также научиться вычислять интегралы в символьном виде 
с помощью пакета MathCAD.  





Из курса математического анализа известно, что если функция 
f(x) непрерывна на отрезке [a, b], то определенный интеграл от этой 
функции в пределах от а до b существует и имеет вид 
 
( )d ( ) ( ),
b
a
f x x F b F a   
 
где F(x) – первообразная для функции f(х). 
Для большинства элементарных функций первообразную F(x) не 
удается выразить через элементарные функции. Кроме того, при 
практических расчетах подынтегральная функция задается в виде 
таблиц. Все это приводит к необходимости замены интегрирования 
численными методами. 
Задача численного интегрирования состоит в следующем: найти 
определенный интеграл на отрезке [a, b], если подынтегральная 
функция на отрезке [a, b] задана таблично. 
Формулы приближенного интегрирования называются квадра-







Метод трапеций использует линейную интерполяцию, т. е. гра-
фик функции у = f(х) представляется в виде ломаной, соединяющей 
точки (х, у). В этом случае площадь всей фигуры складывается из 




Рис. 4.1. Вычисление определенного интеграла методом трапеций 
 
Площадь каждой такой трапеции равна произведению полусум-
мы оснований на высоту: 
 
1




A h i n

   
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Важным частным случаем формулы трапеции является ее при-
менение при численном интегрировании с постоянным шагом  
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   
     (4.1) 
 
где n – число разбиений (полос). 
 
П р и м е р  4.1 
 














при десяти разбиениях (n = 10). 
 
Р е ш е н и е 
 
Здесь f(x) = 1/(1 + х2). Определяем шаг интегрирования:  
 
h = (b – a)/n = (1 – 0)/10 = 0,1. 
 
Следовательно, х0 = 0; х1 = 0,1; х2 = 0,2, ... , х10 = 1. Тогда по фор-
муле (4.1) получим 
 
















Для вычисления определенных интегралов методом трапеций раз-
работана программа на языке Delphi Int_Trap, главная форма кото-







Рис. 4.2. Главная форма программы вычисления определенного интеграла  
методом трапеций 
 
Дадим некоторые рекомендации программирования вычисления 
определенного интеграла по методу трапеций. 
1. В процессе вычисления интеграла нет смысла отводить одно-
мерный массив под значения подынтегральной функции. В нашей 
программе значение подынтегральной функции при нижнем преде-
ле интегрирования обозначено уа, при верхнем пределе – уb, сумма 
накапливается в переменной s.  
2. В глобальном модуле Global в подпрограмме Int_Trap описа-
на подынтегральная функция, обращение к которой осуществляется 
из головной программы: 
 
procedure Int_Trap(x:real;Var y:real); 
  begin 
     y:=1/(sqrt(2*x*x+0.3)); //описание подынтегральной функции 
  end; 
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Текст головной программы в этом случае выглядит следующим 
образом: 
 
procedure TForm1.BitBtn3Click(Sender: TObject); 
begin 
    a:=StrToFloat(Edit1.Text);          
    b:=StrToFloat(Edit2.Text);         
    n:=StrToInt(Edit3.Text);               
  FIO:=Edit5.Text;                            
  nGr:=Edit6.Text;                            
             AssignFile(Fw,'Trap.Dat'); 
            Rewrite(Fw); 




           CloseFile(Fw); 
h:=(b-a)/n; 
     s:=0; 
     x:=b; 
       Int_Trap(x,yb); 
         x:=a; 
           Int_Trap(x,ya); 
repeat 
               x:=x+h; 
                 Int_Trap(x,y); 
                   s:=s+y; 
        until(x>(b-h)); 
I_Trap:=h*(s+(ya+yb)/2); 





Точность приближенного интегрирования заметно возрастает, 
если подынтегральную функцию y = f(x) на отрезке [a, b] заменить 






Рис. 4.3. Аппроксимация подынтегральной функции 
многочленом второй степени 
 
В качестве интерполяционного многочлена используется много-
член Ньютона 
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Соотношение (4.2) называется формулой Симпсона. Формула 
Симпсона обладает повышенной точностью и является точной для 
многочлена не только второй, но и третьей степени. 
Для увеличения точности вычислений отрезок [a, b] разбивают 
на n пар участков [x2n – 2, x2n – 1, x2n] и, заменяя подынтегральную 
функцию интерполяционным многочленом Ньютона второй степе-
ни, получают значение интеграла на каждом участке 2h. Тогда чис-
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ленное значение определенного интеграла на отрезке [a, b] будет 
равно сумме интегралов, т. е. 
 





f x x y y y y y y             (4.3) 
 
Соотношение (4.3) называется общей формулой Симпсона. 
 
П р и м е р  4.2 
 














с шагом h = 0,25. 
 
Р е ш е н и е 
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х0 = 0, х1 = 0,25, х2 = 0,5, х3 = 0,75, х4 = 1, получим 
 
1
2 2 2 2
0
d 0,25 4 2 4 1
1 0,785.
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 , вычисленный по фор-
муле Симпсона, равен 0,785. 
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Для вычисления определенного интеграла методом парабол (ме-
тодом Симпсона) разработана программа на языке Delphi. Главная 




Рис. 4.4. Главная форма программы вычисления определённого интеграла  
методом парабол 
 
Отметим некоторые особенности этой программы. 
1. Подынтегральная функция описывается в подпрограмме 
Int_Parabola, которая размещается в модуле Global: 
 
procedure Int_Parabola(x:real;Var y:real); 
  begin 
     y:=1/(1+x*x); //описание подынтегральной функции 
  end; 
 
2. В головной программе содержатся некоторые особенности. 
 




     h:=(b-a)/n; 
     s1:=0;   //обнуление суммы 1 
      x:=b; 
 
       Int_Parabola(x,yb); //вычисление уn 
         x:=a; 
           Int_Parabola(x,ya);  //вычисление у0 
               x:=h; 
 
             repeat   //вычисление суммы нечётных членив 
                 Int_Parabola(x,y); 
                   s1:=s1+4*y; 
                      x:=x+2*h; 
             until(x>(b-h)); 
               s2:=0;    //обнуление суммы 2 
                x:=2*h;  i:=2; 
 
             repeat   //вычисление суммы чётных членов 
                Int_Parabola(x,y); 
                  s2:=s2+2*y;   
                    x:=x+2*h; 
             until(x>(b-h)); 
 
         I_Parabola:=h*(s1+s2+(ya+yb))/3;   //вычисление интеграла 
            Edit4.Text:=FloatToStr(I_Parabola); 
end; 
 
2.1. После вычисления шага интегрирования h обнуляется сумма s1, 
в которой накапливается сумма нечетных членов формулы парабол. 
2.2. Вычисляются первый у0 = уа и последний уn = уb члены фор-
мулы парабол. 
2.3. Отдельно вычисляются суммы нечетных s1 и четных s2 чле-
нов формулы парабол. Предварительно переменная s2 обнуляется. 
2.4. Определенный интеграл вычисляется по формуле парабол 
как сумма всех членов, умноженных на шаг интегрирования, делен-
ная на 3. 
 
Квадратурная формула Гаусса 
 
В рассмотренных выше методах вычисления определенного ин-
теграла значения функции должны задаваться с постоянным шагом 
 
128 
по оси х. Если снять это ограничение, то шаг, с которым задаются 
значения функции, можно выбрать так, чтобы ошибка аппроксима-
ции была как можно меньше. В этом и состоит сущность метода 
Гаусса. Формула интегрирования Гаусса имеет вид 
 





I F z z c f x c f x c f x





b a b a
x t
 
   i = 1, 2, ... , n.                       (4.5) 
 
Значения квадратурных коэффициентов Гаусса ci и абсцисс ti при-
ведены в табл. 4.1. 
Таблица 4.1 
 
Значения квадратурных коэффициентов Гаусса ci и абсцисс ti 
 
n ti ci 
1 t1 = 0,5 с1 = 2 
2 –t1 = t2 = 0,577350 с1 = с2 = 1 
3 
–t1 = t3 = 0,774597 
t2 = 0 
с1 = с3 = 0,555555 
с2 = 0,888889 
4 
–t1 = t4 = 0,861136 
–t2 = t3 = 0,339981 
с1 = с4 = 0,347856 
с2 = с3 = 0,652145 
5 
–t1 = t5 = 0,906180 
–t2 = t4 = 0,538470 
t3 = 0 
с1 = с5 = 0,236927 
с2 = с4 = 0,478629 
с3 = 0,568889 
6 
–t1 = t6 = 0,932470 
–t2 = t5 = 0,661210 
–t3 = t4 = 0,238620 
с1 = с6 = 0,171324 
с2 = с5 = 0,360761 
с3 = с4 = 0,467914 
7 
–t1 = t7 = 0,949108 
–t2 = t6 = 0,741531 
–t3 = t5 = 0,238620 
t4 = 0 
с1 = с7 = 0,129485 
с2 = с6 = 0,279705 
с3 = с5 = 0,381630 
с4 = 0,417960 
8 
–t1 = t8 = 0,960290 
–t2 = t7 = 0,796666 
–t3 = t6 = 0,525532 
–t4 = t5 = 0,183434 
с1 = с8 = 0,101228 
с2 = с7 = 0,222381 
с3 = с6 = 0,313707 
с4 = с5 = 0,362684 
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1d ,I x x   применяя квадратурную фор-
мулу Гаусса (4.4) с четырьмя ординатами. 
 
Р е ш е н и е 
 
В данном случае имеем а = 0, b = 1. Пользуясь формулой замены 
переменных (4.5) и табл. 4.1, найдем абсциссы х1, х2, х3 и х4: 
 
1 1
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Так как квадратурные коэффициенты попарно равны: с1 = с4 =  
= 0,347855; с2 = с3 = 0,652145, то формула Гаусса для рассматривае-






1d 0,5 0,347855 1,069432 1,930568
0,652145 1,300009 1,669991 1,218951.





Ответ. Определенный интеграл 
1
0
1d ,I x x   вычисленный по 
формуле Гаусса, равен 1,218951. 
 
Для вычисления определенного интеграла методом Гаусса раз-





Рис. 4.5. Главная форма программы вычисления определенного интеграла  
методом Гаусса 
 
Дадим некоторые рекомендации по разработке этой программы. 
1. Квадратурные коэффициенты Гаусса размещены в подпро-
грамме Koef, которая находится в модуле Global: 
 
Procedure Koef(n:integer;Var t:Mas;Var c:Mas); 
   begin 
     Case n of 
       1: begin t[1]:=0.5; c[1]:=2 end; 
       2: begin 
            t[2]:=0.577350; t[1]:=-t[2]; 
            c[1]:=1; c[2]:=c[1]; 
          end; 
       3: begin 
            t[3]:=0.774597; t[1]:=-t[3]; t[2]:=0; 
            c[1]:=0.555555; c[3]:=c[1]; c[2]:=0.888889; 
          end; 
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       4: begin 
            t[4]:=0.861136; t[1]:=-t[4]; t[3]:=0.339981; t[2]:=-t[3]; 
            c[1]:=0.347855; c[4]:=c[1]; c[2]:=0.652145;  c[3]:=c[2]; 
          end; 
       5: begin 
             t[5]:=0.906180; t[1]:=-t[5]; t[4]:=0.538470; t[3]:=-t[4]; 
             t[3]:=0; c[3]:=0.568889; 
             c[1]:=0.236927; c[5]:=c[1]; c[2]:=0.478629;c[4]:=c[2]; 
          end; 
     end; 
   end; //Конец  Koef 
 
В подпрограмму в качестве исходного данного передается число 
ординат n, а возвращаются квадратурные коэффициенты t и с. Так как 
в подпрограмме воспроизведена не вся таблица квадратурных коэф-
фициентов (табл. 4.1), а только ее часть, включая пять ординат, в го-
ловной программе осуществляется проверка числа вводимых ординат. 
 
if (n>5) then begin 
        MessageDlg('Число ординат не может быть больше 5', 
                  mtWarning,[mbOK],0); 
                    Edit3.SetFocus; 
                      Exit; 
                  end; 
 
Если число ординат больше пяти, выдается сообщение об ошиб-
ке и в фокусе оказывается окно, в котором помещается число орди-




Рис. 4.6. Сообщение об ошибке ввода числа ординат 
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2. В подпрограмме Fun (подпрограмма размещена в глобальном 
модуле Global) помещен вычисляемый интеграл, точнее его подын-
тегральная функция, которая вычисляется для каждого хi: 
 
Procedure Fun(i:integer;X:Mas;Var Fx:Mas); 
   begin 
      Fx[i]:=Sqrt(X[i]+1); //описание подынтегральной функции 
   end; //Конец Fun 
 
3. Определенный интеграл вычисляется в подпрограмме Int_Gauss, 
помещенной в глобальный модуль Global. 
 
Procedure Int_Gauss(n:integer;c,t:Mas;Var IntG:real); 
   Var i : integer; sint : real; 
   begin 
      for i:=1 to n do X[i]:=(b+a)/2+(b-a)*t[i]/2; 
      for i:=1 to n do Fun(i,X,Fx); 
      for i:=1 to n do sint:=sint+c[i]*Fx[i];  //sint - сумма 
        IntG:=(b-a)*sint/2; 
   end; //Конец Int_Gauss 
 
В качестве исходных данных в подпрограмму передаются число 
ординат n и квадратурные коэффициенты с и t. Подпрограмма воз-
вращает результат вычисления интеграла IntG методом Гаусса. 
4. С использованием указанных подпрограмм головная програм-
ма получается весьма короткой: 
 
Koef(n,t,c); //Определение коэффициентов t и с 
 
      Int_Gauss(n,c,t,IntG); //Обращение к п/п вычисл.интегр. 
 
     Edit6.Text:=FloatToStr(IntG);  //Результат в окне Edit6 
 
Таким образом, разработанные программы на языке Delphi поз-
воляют вычислять определенные интегралы различными методами: 







При решении инженерных задач часто приходится вычислять 
производную, однако во многих практических задачах функция за-
дается таблично и методы дифференциального исчисления к иссле-
дованию таких функций применить нельзя. В этом случае прибега-
ют к численному дифференцированию. 
Однако численное дифференцирование может дать совершенно 
бессмысленные результаты, поэтому по возможности его следует 
избегать. Чтобы лучше понять причины подобных затруднений, рас-
смотрим два их потенциальных источника. 
Первая трудность возникает при использовании табличных дан-
ных, полученных экспериментальным путем. В любом эксперименте 
регистрируется полезная информация, сопровождаемая более или 
менее сильным шумом. Следовательно, результаты измерений ис-




Рис. 4.7. Истинный (а) и измеренный (б) сигналы 
 
Если продифференцировать измеренный сигнал, то погрешность 
резко возрастает. Наоборот, при интегрировании сигнала, содержа-
щего шум, погрешность убывает, что говорит о более устойчивом 
процессе численного интегрирования по сравнению с численным 







Рис. 4.8. Численное дифференцирование (а) и интегрирование (б) сигнала,  
содержащего шум 
 
Вторая трудность, встречающаяся при численном дифференци-




Рис. 4.9. Вторая трудность, встречающаяся при использовании интерполяционных 
многочленов для численного дифференцирования 
 
Даже в случае когда интерполяционный многочлен Р(х) хорошо 
аппроксимирует табличную функцию в узлах, его производные выс-
ших порядков могут не иметь ничего общего с производными ап-
проксимируемой функции f(x). Это хорошо видно из рис. 4.9 при 
сравнении наклона и кривизны двух кривых. 
 а  б 
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Задача численного дифференцирования ставится следующим об-
разом. Пусть функция у = f(х) на отрезке [a, b] задана таблично сво-
ими n + 1 значениями. Требуется найти аналитическое выражение 
производной. 
Существует ряд формул численного дифференцирования. Для по-
строения таких формул заданную функцию f(x) заменяют на отрезке 
[a, b] интерполирующей функцией Р(х), а затем полагают, что ис-
комая производная равна производной функции Р(х). 
Аналогично поступают при нахождении производных высших 
порядков. В качестве аппроксимирующей функции чаще всего вы-
бирается интерполяционный многочлен. 
 
Формулы приближенного дифференцирования, 
основанные на интерполяционных формулах Ньютона 
 
Если узлы интерполяции равноотстоящие, т. е. xi + 1 – xi = h  
(i = 0, 1, … , n), то для замены исходной функции f(x) используют 
интерполяционные формулы Ньютона. Тогда для численного диф-
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где  q = (x – x0)/h;  h = xi + 1 – xi,  i = 0, 1, 2, … 
Формулы приближенного дифференцирования для определения 
производных в узлах интерполяции значительно упрощаются: 
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Чтобы получить значение производной в точке, находящейся в кон-
це таблицы, используют вторую интерполяционную формулу Ньюто-
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П р и м е р  4.4 
 
Функция у = f(х) задана таблично: 
 
хi 1 2 3 4 
yi 4 9 26 61 
 
Методом численного дифференцирования найти первые две про-
изводные этой функции в точке х = 1. 
 
Р е ш е н и е 
 
Составим таблицу конечных разностей. 
 
xi yi Δyi Δ
2yi Δ
3yi 
1 4 5 12 6 
2 9 17 18  
3 26 35   
4 61    
 
Шаг изменения хi в таблице исходных данных h = 1. Согласно 
формулам (4.6) и (4.7) имеем 
 
1 12 6
( ) 5 1;
1 2 3
f x






( ) 12 6 6.
1
f x     
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Ответ. Первая производная функции, заданной таблично, равна 1, 
вторая производная равна 6. 
 
Интегрирование и дифференцирование 
с помощью пакета MathCAD 
 
Используя пакет MathCAD, можно выполнять интегрирование  
в символьном виде или получать численное значение определенно-
го интеграла. 
Интегрирование по заданной переменной выполняется для 
аналитически заданной функции. Для этого используется операция 
Integrate. Она возвращает символьное значение неопределенного 
интеграла по указанной курсором переменной. Выражение, в состав 
которого входит переменная, является подынтегральной функцией. 
Ниже показаны некоторые примеры символьного интегрирования 
по переменной х.  
 
Интеграл Результат 
sin dx x  cos x  


















x  сos sinx x x  
0,5 cos
0
dxe x  
Интеграл не вычисляется. 
Разложим подынтегральную  




x e x e





x e x e
e x
 
   
 
  
Вычислим интеграл от разложения 





При дифференцировании по заданной переменной достаточно 
установить на переменной курсор ввода. Выражение при этом от-
дельно не указывается, поскольку указание в нем на переменную 
является одновременно и указанием на это выражение. Если выра-
жение содержит другие переменные, то они рассматриваются как 
константы. 
Операция Differentiate возвращает символьное значение произ-
водной выражения по этой переменной, которая указана курсором. 
Для вычисления производных высшего порядка (второго и выше) 
вычисление производной следует повторить необходимое число раз. 
Рассмотрим применение операции дифференцирования с исполь-
зованием пакета MathCAD. 
 
Выражение Результат 






 cos x  





 2 cos x( ) sin x( )  

















Таким образом, применяя пакет MathCAD, можно вычислять инте-
гралы и дифференцировать в символьном виде или получать числен-
ное значение определенного интеграла. Если интеграл не берется, сле-
дует разложить подынтегральную функцию в ряд Тейлора (с помощью 





1. Разработать программы на языке Delphi для вычисления инте-
гралов методами трапеций с тремя десятичными знаками, парабол 
(Симпсона) при n = 8 и Гаусса при n = 4. Эти же интегралы вычис-
























































































































































































































































































































































2. С помощью интерполяционной формулы Ньютона найти зна-
чения первой и второй производных при данных значениях аргу-





х у х у Аргумент 
2,4 3,526 3,6 4,222 а) х = 2,4 + 0,05n; 
2,6 3,782 3,8 4,331 б) х = 3,12 + 0,03n; 
2,8 3,945 4,0 4,507 в) х = 4,5 – 0,06n; 
3,0 4,043 4,2 4,775 г) х = 4,04 – 0,04n; 
3,2 4,104 4,4 5,159  
3,4 4,155 4,6 5,683 N = 1, 3, 5, 7,..., 29 
 
х у х у Аргумент 
1,5  4,5  а) х = 1,6 + 0,08n; 
2,0  5,0  б) х = 3,27 + 0,11n; 
2,5  5,5  в) х = 6,3 – 0,12n; 
3,0  6,0  г) х = 5,85 – 0,09n; 
3,5  6,5   
4,0  7,0  N = 2, 4, 6, 8,..., 30 
 
х у х у Аргумент 
0,8 2,857 2,4 6,503 а) х = 1,2; 
1,2 3,946 2,8 7,010 б) х = 2,23; 
1,6 4,938 3,2 7,288 в) х = 2,76; 

























1. Ознакомиться с основными методами аппроксимации функций.  
2. Освоить основные методы определения значения функции не 
в узлах табличных данных (интерполировать). 
3. На языке Delphi разработать программы для интерполирова-
ния табличных данных различными методами. 
 
Способы задания функций 
 
В практической деятельности инженеру постоянно приходится 
сталкиваться с необходимостью выявления форм связи в процессах 
и явлениях и необходимостью их описания. 
Рассмотрим такие формы связи, для которых некоторая величина у, 
характеризующая процесс, зависит от совокупности не связанных 
между собой величин х1, х2, ... , хn таким образом, что каждому на-
бору хi соответствует единственное значение величины уi. Такое 
однозначное соответствие величины у совокупности независимых 
переменных хi называется функциональной зависимостью, а сама 
переменная у – функцией переменных величин хi, что формально 
записывается в виде 
 
у = f(x1, x2, … , xn). 
 
Так, выражение силы тяги ведущего колеса  
 
Fк = Fк max(1 – e
–k) 
 
является функцией трех переменных: силы тяги по сцеплению Fк max, 
коэффициента k и буксования колеса . Если величина у есть функ-
ция одной независимой переменной, то эту связь можно предста-
вить соотношением вида y = f(х). Например, радиус поворота Rт ко-
лесной машины, имеющей базу L, без учета явления увода является 
функцией независимой переменной α – среднего угла поворота 
управляемых колес: 
 
Rт = L / tgα. 
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Из курса математического анализа известны три способа задания 
функциональных зависимостей: аналитический, графический и таб-
личный. 
Наиболее удобным способом задания функциональной зависи-
мости y = f(х) является аналитический, так как для получения соот-
ветствующего значения величины у он прямо указывает действия 
над независимой переменной х и их последовательность. 
Положительным качеством этого способа является возможность 
получить значения у для любого фиксированного аргумента х с лю-
бой точностью. К недостаткам метода относится то, что приходится 
производить всю последовательность вычислений, кроме того, ана-
литический метод не обладает наглядностью. 
Указанные недостатки аналитического способа устраняются в слу-
чае графического задания функции. Графиком данной функции y = f(х) 
называется геометрическое место точек плоскости хОу, коорди-
наты которых удовлетворяют уравнению y = f(х). 
Табличный способ задания функций широко распространен в тех-
нике и чаще всего применяется в результате эксперимента. Пре-
имуществом табличного способа задания функции является то, что 
для каждого значения независимой переменной, помещённой в таб-
лице, можно сразу же, без всяких измерений и вычислений, найти 
соответствующее значение функции. Недостаток способа состоит  
в том, что нельзя задать всю функцию, т. е. найти такие значения 
независимой переменной, которых нет в таблице. 
 
Понятие о приближении функций 
 
Пусть величина у является функцией аргумента х. Вместе с тем на 
практике связь между ними часто неизвестна, т. е. невозможно запи-
сать эту связь в виде некоторой аналитической зависимости y = f(х).  
Распространенным и практически важным случаем, когда вид 
связи между параметрами х и у неизвестен, является задание этой 
связи, как указывалось выше, в виде некоторой таблицы y = f(х). Но 
могут понадобиться значения величины у и в других точках, отлич-
ных от узлов х. Однако получить эти значения можно лишь путем 




Таким образом, с целью экономии времени и средств приходим  
к необходимости использования имеющихся табличных данных для 
приближенного вычисления искомого параметра у при любом зна-
чении их в некоторой области, определяющего параметра х, по-
скольку точная связь y = f(х) неизвестна. Этой цели и служит задача 
о приближении (аппроксимации) функций: данную функцию f(х) 
требуется приближенно заменить (аппроксимировать) некоторой 
функцией φ(х) так, чтобы отклонение φ(х) от f(х) в заданной области 
было наименьшим. Функция φ(х) при этом называется аппроксими-
рующей. Для практики весьма важен случай аппроксимации функ-
ции многочленом. 
Если приближение строится на заданном дискретном множестве 
точек, то аппроксимация называется точечной. К ней относятся ин-
терполирование, среднеквадратическое приближение и др. При по-
строении приближения на непрерывном множестве точек, напри-





Простейшим видом интерполяции является линейная интерпо-
ляция, в основе которой лежит аппроксимация кривой на участке 
между точками (хk, уk) и (хk + 1, уk + 1) прямой, проходящей через эти 




Рис. 5.1. Линейная интерполяция 
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                       (5.1) 
 
Таким образом, зная два табличных значения уk и уk + 1, соответ-
ствующих хk и хk + 1, с помощью формулы (5.1) можно найти значе-
ние функции у при любом значении х в интервале [xk, xk + 1]. 
 
П р и м е р  5.1 
 
Определить значение функции, заданной таблично (табл. 5.1), 




х 1 2 3 5 
у 1 5 14 81 
 
Р е ш е н и е 
 
В нашем случае х = 2,52; хk = 2; хk + 1 = 3; уk=5; уk + 1 = 14. Подста-
вив эти значения в формулу (5.1), получим 
 









Ответ. Значение функции при х = 2,52 равно 9,68. 
 
Интерполяционный многочлен Лагранжа 
 
Обычно полагают, что, используя большее число соседних точек 
и аппроксимируя истинную кривую более сложной линией, можно 
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уточнить полученный результат. Для достижения этой цели находят 
многочлен n-й степени Рn(х), аппроксимирующий функцию, задан-
ную таблично, и проходящий через все заданные в таблице точ-
ки хi, уi, где i = 0, 1, 2, ... , n. 
Наиболее общей формулой параболического интерполирования 
является интерполяционная формула Лагранжа. Задача параболиче-
ского интерполирования в этом случае формулируется следующим 
образом: на отрезке [a, b] в узлах интерполяции х0, х1, ... , хn функция 
f(x) задается своими n + 1 значениями: y0 = f(x0), y1 = f(x1), … , yn = f(xn).  
Требуется так построить многочлен L(x), чтобы в узлах связи ин-
терполяции х0, х1, ... , хn его значения совпадали со значениями за-
данной функции, т. е. L(x0) = y0, L(x1) = y1, … , L(xn) = yn. 
Следует заметить, что в такой постановке задачи узлы интерпо-
ляции х0, х1, ... , хn могут произвольно отстоять друг от друга на от-
резке [a, b], иными словами, узлы интерполяции неравноотстоящие, 
т. е. h = xi + 1 – xi  const (i = 0, 1, …, n – 1). Величина h называется 
шагом интерполяции. 
Интерполяционный многочлен Лагранжа имеет вид  
 
   
   
    
    
    
    
1 1 2
0 1













n n n n
x x x x x x x x x x
L y y
x x x x x x x x x x
x x x x x x
y
x x x x x x


        
  
        
    

    
(5.2) 
 
В сокращенном виде интерполяционный многочлен Лагранжа 
записывается так: 
 
      
      
0 1 1







i i i i i i i n
x x x x x x x x
L x y
x x x x x x x x
 
  
       

       
  
 
П р и м е р  5.2 
 
Для функции, заданной таблично, построить интерполяционный 
многочлен Лагранжа и вычислить ее значение при х = 2,52 (исход-
ные данные см. в примере 5.1). 
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Р е ш е н и е 
 
Так как функция в таблице задается четырьмя значениями, то 
степень искомого полинома Лагранжа будет не выше третьей. Под-
ставляем исходные данные в формулу (5.2): 
 
   
   
   
   3
2 3 5 1 3 5
( ) 1 5
1 2 1 3 1 5 2 1 2 3 2 5
x x x x x x
L x
     
    
     
 
 
   
   
   
   
1 2 5 1 2 3
14 81
3 1 3 3 3 5 5 1 5 2 5 3
x x x x x x     
    
     
 
 
3 217 145 136 .
12 12 2
x x x     
 
Находим значение функции при х = 2,52: 
 
3 217 145 13(2,52) 2,52 6 2,52 2,52 8,519
12 12 2
f       . 
 
Найдем значения интерполяционного многочлена в узлах интер-
поляции: 
 
х = 1,  L3(1) = 1;  
 
х = 2,  L3(2) = 5;  
 
х = 3,  L3(3) = 14;  
 
х = 5,  L3(5) = 81. 
 
Видно, что полученный интерполяционный многочлен Лагранжа 
дает в узлах интерполяции полное приближение заданной функции. 
При других значениях аргумента x = z, z  [x0, xn] разность Rn(z) = 
= f(z) – Ln(z) в общем случае отлична от нуля и определяет собой 
ошибку метода. Полагая, что функция f(x) непрерывна на интервале 
[x0, xn], величину ошибки Rn(z) оценивают по формуле 
 
148 









R z z x z x z x
n





где 1( )nf z  – производная (n + 1)-го порядка. 
 
П р и м е р  5.3 
 




i 0 1 2 3 
xi 0 1 2 6 
yi –1 –3 3 1 187 
 
Используя интерполяционный многочлен Лагранжа, найти ее зна-
чение в точке х = 4. 
 
Р е ш е н и е 
 
Подставив в формулу (5.2) х = 4, имеем 
 
   
   
  
  3
4 1 4 2 4 6 4 4 2 4 6
(4) 1 3
0 1 0 2 0 6 1 1 2 1 6
L
    
     




   
  
  
4 4 1 4 6 4 4 1 4 2
3 1187 255.
2 2 1 2 6 3 5 6 6 1 6 2
   
    
    
 
 
Ответ. При х = 4 значение функции у = 255. 
 
Если в рассмотренном примере к таблице добавить еще одну точ-
ку, то вычисления значения функции при х = 4 придется выполнять 
заново. Кроме того, из рассмотренных примеров видно, что процесс 
получения приближенного значения функции по интерполяционной 
формуле Лагранжа связан с большим объемом вычислений. 
Это потребовало упрощения вычислительной работы. Для удоб-





X – X0 X0 – X1 X0 – X2 … X0 – Xn D0 
X1 – X0 X – X1 X1 – X2 … X1 – Xn D1 
X2 – X0 X2 – X1 X – X2 … X2 – Xn D2 
… ... … … … … 
Xn – X0 Xn – X1 Xn – X2 … X – Xn Dn 
 
где х0, х1, х2, ... , хn – узлы интерполяции; 
 х – значение аргумента, для которого определяется значение 
функции. 
Обозначим произведение элементов первой строки через D0: 
 
D0 = (x – x0)(x0 – x1)(x0 – x2) … (x0 – xn). 
 
В общем виде произведение элементов i-й строки есть 
 
Di = (xi – x0)(xi – x1) … (xi – xi – 1)(x – x1)(x – xi + 1) … (xi – xn). 
 
Произведение строк размещается в правом столбце таблицы. До-
полнительно вычисляется произведение элементов, расположенных 
на главной диагонали: 
 
Пn + 1(х) = (x – x0)(x – x1) … (x – xn). 
 
Тогда интерполяционный многочлен Лагранжа можно перепи-












   .                                    (5.3) 
 
Пользуясь формулой (5.3), снова решим предыдущий пример. 
Для этого составим вспомогательную таблицу (табл. 5.4) и найдем 
произведение элементов, расположенных на главной диагонали: 






4 –1 –2 –6 –48 
1 4–1 1–2 1–6 15 
2 –1 4–2 2–6 –16 
6 6–1 6–2 4–6 –240 
 
Приближенное значение функции в точке х = 4, т. е. f(x)  L3(4) 
определим по формуле (5.3): 
 
3
1 3 3 1187
(4) 48 255.
48 15 16 240
L
           
 
 
Следовательно, при значительно меньшем объёме расчетов по-
лучен тот же результат. 
 
П р и м е р  5.4 
 




x 0,05 0,10 0,170 0,250 0,30 0,36 
y 0,050042 0,100335 0,171657 0,255342 0,309336 0,376403
 
На языке Delphi разработать программу для вычисления функ-
ции с использованием интерполяционного многочлена Лагранжа  
и определить функцию при х = 0,263. 
 
Некоторые рекомендации по разработке программы  
на языке Delphi 
 
1. Вид файла исходных данных 
Жамойдик Н.Б. Савко А.И. 
101219 
6  0.263 {число данных, рассчитать функцию при 0,263}  
0.05  0.1  0.17 0.25 0.30 0.36 {значения х-в}  









3. В данной программе глобальный модуль используется только 




  type Mas=array[0..10] of real; MasXY=array[0..10,0..10] of real;  
  Var     Fr,Fw : TextFile;  FIO,nGr : string; n : integer; 
       X,Y,D,YD : Mas; XY : MasXY; 
x0,Sum,P,Rez : real; 
implementation          
end. 
 
4. Главный модуль. 
4.1. Подпрограмма создания главной формы 
 
procedure TForm1.FormCreate(Sender: TObject); 




  DecimalSeparator:='.'; 
      AssignFile(Fr,'A.Dat'); 
      Reset(Fr); 
        readln(Fr,FIO);  //чтение исходных данных из  
        readln(Fr,nGr);  //файла «А.Dat»  
        readln(Fr,n,x0); 
          for i:=0 to (n-1) do read(Fr,X[i]);  read(Fr); 
          for i:=0 to (n-1) do read(Fr,Y[i]);  read(Fr); 
      CloseFile(Fr); 
Edit4.Text:=FIO;   //Размещение данных по окнам Edit 
      Edit5.Text:=nGr; 
      Edit6.Text:=IntToStr(n); 
      Edit7.Text:=FloatToStr(x0); 
      //оформление таблицы StringGrid1 
        with StringGrid1 do begin 
        ColCount:=n+3;  //Число столбцов 
        RowCount:=n+1;    //Число строк 
           Cells[0,0]:=' Индекс'; 
           Cells[n+1,0]:='      Di'; 
           Cells[n+2,0]:='   Yi / Di'; 
            for i:=0 to n-1 do Cells[0,i+1]:='         '+IntToStr(i); 
                                      end; 
 
                StringGrid1.Cells[1,0]:='Разности'; 
//оформление таблицы StringGrid2  
with StringGrid2 do begin 
        ColCount:=n+1;  //Число столбцов 
        RowCount:=3;    //Число строк 
           Cells[0,0]:=' Индекс'; 
           Cells[0,1]:='      X'; 
           Cells[0,2]:='      Y';  
    //размещение данных в ячейках таблицы StringGrid2  
             for i:=0 to n-1 do Cells[i+1,0]:=''+IntToStr(i); 
             for i:=0 to n-1 do Cells[i+1,1]:='   '+FloatToStr(X[i]); 
             for i:=0 to n-1 do Cells[i+1,2]:=''+FloatToStr(Y[i]); 
                          end; 




4.2. Подпрограмма расчета 
 
procedure TForm1.BitBtn1Click(Sender: TObject);  //расчет  
var i,j:integer; 
begin 
      for i:=0 to (n-1) do D[i]:=1; 
  for i:=0 to (n-1) do      //расчет разностей 
    for j:=0 to (n-1) do begin 
              if (i=j) then XY[i,j]:=x0-X[i] 
                       else XY[i,j]:=X[i]-X[j]; 
                         end; 
          with StringGrid1 do  //размещ. разностей по ячейкам String-
Grid1 
            for i:=0 to (n-1) do 
               for j:=0 to (n-1) do Cells[i+1,j+1]:=FloatToStr(XY[j,i]); 
for i:=0 to (n-1) do  //расчет произв. строк таблицы 
           for j:=0 to (n-1) do D[i]:=D[i]*XY[i,j]; 
       with StringGrid1 do  //размещ. произв. строк по ячейкам String-
Grid1 
            for i:=0 to (n-1) do Cells[n+1,i+1]:=FloatToStr(D[i]); 
 for i:=0 to (n-1) do YD[i]:=Y[i]/D[i]; //расчет частного от деления 
уi/Di 
    with StringGrid1 do  //размещ. частного по ячейкам StringGrid1 
            for i:=0 to (n-1) do Cells[n+2,i+1]:=FloatToStr(YD[i]);  
 Sum:=0; //расчет суммы уi/Di 
          for i:=0 to (n-1) do Sum:=Sum+YD[i]; 
          Edit3.Text:=FloatToStr(Sum); 
            P:=1;  //расчет произведения значен. ячеек на главн. диа-
гонали 
          for i:=0 to (n-1) do P:=P*XY[i,i]; 
          Edit2.Text:=FloatToStr(P); 
          Rez:=P*Sum;  //результат вычисления функции 
          Edit1.Text:=FloatToStr(Rez); 











Ответ. Значение функции, заданной таблично, при х = 0,263 рав-




Существует множество разностных методов интерполяции. Од-
нако наиболее распространен метод Ньютона для интерполяции впе-
ред, который в литературе известен как метод Ньютона–Грегори. 
Интерполяционный многочлен этого метода имеет вид 
 
    
  






P x c c x x c x x x x
c x x x x x x
      
     
 
 
Коэффициенты сi позволяющие записать систему находят из урав-
нений Рn(x) = yi,  i = 0, 1, … , n: 
 
c0 = y0; 
c0 + c1(x1 – x0) = y1; 
c0 + c1(x2 – x0) + c2(x2 – x0)(x2 – x1) = y2; 
 . . . . . . . . . . . . . . . . . . . . . . . . . . 
c0 +  + cn(xn – x0)(xn – x1)(xn – xn + 1) = yn.  
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Это линейная система уравнений с треугольной матрицей. Вычис-
ление коэффициентов сi по этой системе не вызывает затруднений. 
Однако существует и более простой способ определения коэф-
фициентов сi, основанный на применении правых конечных раз-
ностей. 
Если значения х заданы через равные промежутки h = xi + 1 – xi, то  
в общем случае хi = x0 + ih, где i = 1, 2, , n. Это выражение позво-
ляет привести исходные уравнения к виду 
 
у0 = с0;  
y1 = c0 + c1h;  
y2 = c0 + 2hc1 + 2h²c2;  
 . . . . . . . . . . . . . . . . . . . .  
yi = c0 + cih + c2ih((i = 1)h) +  + ci(i!)h,  
 
откуда для коэффициентов сi получаются следующие выражения: 
 
0 0













Здесь Δу0 называется первой разностью. Продолжая вычисления, 
находим 
 





c y c hc y y h
hh h








y y y y y y y y y y y
h h h
             
 
где Δ²у0 – вторая правая разность, представляющая собой разность 
разностей.  














В общем случае разности более высоких порядков для функции  





i i iy y y
 
      
 
где i = 0, 1, 2, …, n – j. 
 
П р и м е р  5.5 
 




Таблица значений функции y = sinx 
 
хi, град 10 20 30 40 50 60 
уi 0,17365 0,34202 0,50 0,64279 0,76604 0,86603
 
Требуется определить значение функции при х = 23. 
 
Р е ш е н и е 
 








10 0,17365      
  0,16837     
20 0,34202  –0,01039    
  0,15798  –0,0048   
30 0,5  –0,01519  –0,00045  
  0,14279  –0,00435  0,00018 
40 0,64279  –0,01954  0,00063  
  0,12325  –0,00372   
50 0,76604  –0,02326    
  0,09999     
60 0,86603      
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За х0 можно принять любой хi, например х0 = 20. Необходимые 
разности стоят на диагонали, идущей от х0 вниз. Количество ис-
пользуемых разностей высших порядков может быть любым, но 
чем оно больше, тем выше точность полученного результата. 
Одно из достоинств рассматриваемого метода в том, что он поз-
воляет уточнять результат, используя дополнительные разности, 
причем нет необходимости вычисления начинать сначала. Поэтому 
в случае, когда неизвестно, сколько членов следует брать, их коли-
чество можно увеличивать до тех пор, пока их вклад не станет пре-
небрежительно мал. 
В нашем примере шаг h = 10. Используя только первую раз-
ность, найдем 
 
   020 23 0
0,15798
(23) 0,34202 23 20 0,38941.
10
y
y y x x
h
         
 
















Наконец, с помощью третьей разности найдем 
 





(23) (23) 23 20 23 30 23 40
6
0,00435





      





Это значение у(23) очень близко к точному значению, равному 
0,39073. 
Ответ. Значение функции, заданной таблично, при х = 23 равно 
0,39074. 
 
Таким образом, рассмотренные методы интерполяции и програм-
мы, разработанные на языке Delphi, позволяют вычислять значения 
функций, заданных таблично, при любом значении аргумента, нахо-





Это алгоритм, с помощью которого находят значение аргумента х, 
соответствующего заданному значению функции у, которое лежит 
между двумя ее значениями, приведенными в таблице. 
Чтобы применить рассмотренные выше методы интерполяции, 
нужно видоизменить исходную таблицу, поменяв в ней х на у.  
Недостаток этого метода в том, что теперь значения аргумента 
не будут расположены через равные интервалы, что исключает ис-
пользование тех методов, для которых шаг аргумента обязательно 




С помощью линейной интерполяции, интерполяционного много-
члена Лагранжа и разделенных разностей, используя разработанные 
программы на языке Delphi (линейная интерполяция, интерполяци-
онный многочлен Лагранжа), найти приближенное значение функ-

































































































































Лабораторная работа № 6 
 




Анализ технических задач и процессов приводит к необходимо-
сти выделения существенных факторов, влияющих на исследуемый 
объект, а также к выбору вида связи между факторами и оценке па-
раметров полученных уравнений связи. 
Будем считать, что некоторый процесс характеризуется двумя  
варьируемыми параметрами х и у, из которых х выбирается как не-
зависимая величина, а у – как зависимая переменная. Предположим, 
что между переменными х и у существует однозначное соответствие, 
т. е. каждому значению независимой переменной х соответствует  
с заданной степенью точности одно значение зависимой переменной y. 
Существуют два основных подхода к определению коэффициен-
тов уравнений связи для данных, заданных таблично. 
При одном из них требуют, чтобы аппроксимирующая кривая 
(возможно, кусочно-гладкая) проходила через все точки, заданные 
таблицей. Это удается сделать с помощью методов интерполяции, 
рассмотренных ранее. 
При другом подходе табличные данные аппроксимируют простой 
функцией, с достаточной точностью аппроксимирующей табличные 
данные во всем диапазоне, но не обязательно проходящей через 
все точки. Такой подход называется подгонкой кривой, которую стре-
мятся провести так, чтобы ее отклонения от табличных данных были 
минимальными. Обычно сумму квадратов разностей между значе-
ниями функции, определяемыми выбранной кривой (расчетные зна-
чения) и таблицей (табличные или экспериментальные значения), 
стремятся свести к минимуму. Такой метод подгонки называется 
методом наименьших квадратов. 
 
Метод наименьших квадратов 
 
В случае использования для приближения функции у = f(х), за-
данной таблицей, методом наименьших квадратов находят либо ли-
нейную функцию  
 
g(x) = ax + b, 
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либо квадратическую зависимость  
 
2( ) .g x ax bx c    
 
При этом требуется, чтобы сумма квадратов отклонений значе-
ний заданной функции f(x) от значений найденной аппроксимиру-
ющей функции g(x), как указывалось выше, в заданных точках была 
наименьшей. 
Пусть в таблице задана n + 1 точка (х0, у0), (х1, у1), ... , (хn, уn)  
и требуется найти аппроксимирующую кривую g(x) в диапазоне  
х0 ≤ х ≤ хn. В этом случае погрешность i в каждой табличной точке 









E g x y

   
 
Обычно функцию g(x) выбирают в виде линейной комбинации 
подходящих функций 
 
1 1 2 2( ) ( ) ( ) ... ( ).n ng x c g x c g x c g x     
 












т. е. равенство нулю частных производных по коэффициентам сi. 
Поскольку 
 
 21 1 2 2
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Эти k уравнений можно представить в следующем виде: 
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Так как элементы матрицы в левой части и вектора-столбца в пра-
вой определяются табличными данными, то полученная система k 
линейных уравнений с k неизвестными может быть решена. Можно 
выбрать любую функцию g(x), лишь бы она была линейна относи-
тельно своих коэффициентов. Фактический выбор функции должен 
осуществляться с учетом специфики табличных данных, под которой 
понимается их периодичность, экспоненциальный или логарифмиче-
ский характер, свойства симметрии и наличие асимптотики. 
Иногда таблицу разбивают на несколько частей и подбирают от-
дельную аппроксимирующую кривую для каждой части таблицы. 
Однако делать это следует осмотрительно. Такой подход оправдан  
в тех случаях, когда есть основания полагать, что аппроксимируе-
мые данные соответствуют разным физическим состояниям систе-
мы. Примером могут служить переходы конструкции или объекта 
от устойчивого положения к неустойчивому, переход течения рабо-
чей жидкости от ламинарного течения к турбулентному и т. д. 
Используя полученную аппроксимирующую формулу, не следует 
выходить за пределы диапазона, для которого она справедлива. 
 
Эмпирические зависимости. Постановка задачи 
 
Количественное изучение различных процессов и явлений чаще 
всего приводит к рассмотрению уравнений (алгебраических, трансцен-
дентных или дифференциальных). Их решения, описывающие интере-
сующий нас процесс или явление, содержат постоянные (коэффициен-
ты), которые могут быть определены по результатам эксперимента. 
Так, зависимость коэффициента использования сцепления веду-
щего колеса  от его буксования  и коэффициента сцепления max 
описывается уравнением 
 
 max 1 .ke      
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По результатам эксперимента определяют коэффициент сцепле-
ния max и коэффициент кривизны кривой буксования k. 
Таким образом, мы имеем дело со следующей задачей: функцио-
нальная зависимость между переменными величинами х и у задана 
по результатам эксперимента или исходя из тех или иных теорети-
ческих соображений. Выражение (формула), описывающее эту за-
висимость, содержит постоянные коэффициенты, которые необ-
ходимо определить по результатам эксперимента или расчета. 
По сути дела, предыдущие лабораторные работы, в которых рас-
сматривались вопросы интерполяции и аппроксимации, были посвя-
щены решению именно этой задачи лишь в том предположении, что 
функциональная зависимость имеет линейный или параболический 
вид, т. е. вид многочлена. Поэтому рассмотрение случаев, когда зави-
симость между х и у выражается не многочленом, а любой математи-
ческой зависимостью, будет иметь для нас особый интерес. 
Правда, как известно, любую функцию можно с достаточной 
степенью точности заменить интерполяционным многочленом. Од-
нако чтобы добиться достаточно хорошего совпадения расчетных  
и табличных данных, может потребоваться разработка многочлена 
сравнительно высокой степени, не говоря уже о том, что такой мно-
гочлен может быть не удобен в его использовании ввиду громозд-
кости, а коэффициенты такого многочлена, скорее всего, не будут 
иметь физического смысла. 
Рассмотрим применение метода наименьших квадратов для опре-
деления коэффициентов в формулах различного вида. 
Часто при обработке экспериментальных данных приходится 
встречаться и с более сложной задачей: в результате эксперимента 
получен ряд значений переменных х и у. Однако характер функцио-
нальной зависимости между ними остается неизвестным. Требует-
ся по экспериментальным данным найти или подобрать аналитиче-
ское выражение, описывающее зависимости между х и у. Такие фор-
мулы принять называть эмпирическими 
После сказанного выше должно быть совершенно ясно, что одно-
значно восстановить функциональную зависимость между х и у по 
конечному числу экспериментальных данных не всегда возможно 
даже в том случае, если бы они не обладали ошибками, свойствен-
ными экспериментальным данным. Тем более не следует ожидать, 
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что это удастся сделать, имея в распоряжении экспериментальные 
данные, наверняка содержащие случайные ошибки измерений.  
Поэтому следует отчетливо представлять, что математическая об-
работка результатов эксперимента не может ставить перед собой за-
дачу распознать истинный характер зависимостями между имеющи-
мися переменными, а занимается задачей значительно более скром-
ной. Речь идет лишь о том, чтобы описать результаты эксперимента 
наиболее простой формулой, которая давала бы возможность прово-
дить интерполирование. Это, в свою очередь, позволит применить  
к экспериментальным данным методы математического анализа. 
 
Построение линейных зависимостей 
 
Построение зависимости у = ах 
 
Рассмотрим следующую задачу. Пусть на некотором предприя-
тии в течение рабочего дня поступают сведения о количестве вы-
пускаемых изделий (табл. 6.1). Требуется выявить вид эмпириче-




Текущий час 0 1 1,5 2,5 3 4,5 5 6 
Число изделий 
на i-й час 
0 67 101 168 202 301 334 404 
 
Нанесем данные таблицы на график (рис. 6.1), который будет 
иллюстрировать количество выпускаемых изделий от времени. 
Из графика видно, что точки табл. 6.1 могут быть аппроксими-
рованы прямой, проходящей через начало координат. Ее математи-
ческий вид у = ах. Определив вид связи между переменными х и у, 
вычислим коэффициент а исходной линейной зависимости у = ах из 
условия минимума суммы квадратов отклонений табличных значе-














Рис. 6.1. Выпуск изделий во времени 
 
Выразим урi через его значение ахi и подставим в предыдущее 










                                   (6.1) 
 
Условие (6.1), согласно которому будем вычислять коэффициент а, 
включает все табличные значения независимой и зависимой пере-
менных величин хi и уi. Минимальное значение суммы квадратов 
отклонений расчетных значений урi от табличных yi при вариации 
коэффициента а найдем из условия равенства нулю производных по 
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Раскрывая скобки и представляя сумму разностей как разность 








x y a x
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                                        (6.2) 
 
Для вычисления коэффициента а по выражению (6.2) составим 




xi yi xiyi xi
2 
1 67,0 67,0 1,0 
1,5 101,0 151,5 2,25 
2,5 168,0 420,0 6,25 
3 202,0 606,0 9,0 
4,5 301,0 1354,5 20,25 
5 334,0 1670,0 25,0 
6 404,0 2424,0 36,0 
  хiyi = 6693,0 xi2 = 99,75 
 





a    
 
Итак, в результате расчетов получили линейную функцию  
у = 67,09х. 
На рис. 6.2 показаны результаты расчета по выражению у = 67,09х. 
На этом же графике нанесены табличные данные. На рис. 6.3 изобра-
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жен график изменения погрешности аппроксимации. Если из рис. 6.2 
можно заключить, что табличные и расчетные значения имеют хо-
рошие совпадения, то рис. 6.3 также подтверждает это заключение – 








Рис. 6.3. Погрешность 
 
Теперь определим коэффициент а для линейной функции у = ах, 
используя в пакете Excel метод «Поиск решения». В ячейках А3:А10 
разместим значения х, а в ячейках В3:В10 – значения у (исходные 
данные). В ячейку А13 поместим предварительное значение коэф-
фициента а = 1. В ячейках С3:С10 поместим результат вычисления 
значения у = $A$13*A3. 
В столбце D помещаем разность между табличными данными  
и расчетными, т. е. формулу В3–С3. В ячейке С13 помещаем сумму 
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погрешностей, т. е. формулу = СУММКВ(D3:D10), и выполняем наст-
ройку решателя «Поиск решения»: 
– в качестве целевой ячейки указываем ячейку С13; 
– устанавливаем минимальное значение целевой ячейки; 
– в качестве изменяемой ячейки указываем ячейку $A$13 и на-




Рис. 6.4. Настройка метода «Поиск решения» 
 
Результат расчета коэффициента а, рис. 6.5, помещается в ячейку 
А13 (а = 67,09774), в ячейке С13 – сумма квадратов погрешностей 




Рис. 6.5. Результат решения 
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Построение линейной зависимости общего типа у = ах + b 
 
Рассмотрим следующую задачу. Требуется подобрать аппрокси-
мирующую формулу табличных данных, полученных в результате 




хi 1,0 1,5 2,0 2,5 3,0 3,5 
yi 0,12 1,26 2,32 3,25 4,35 5,52 
 
Табличные данные, как и в первом случае, нанесем на график 
(рис. 6.6) для определения типа аппроксимирующего выражения.  
Из графика видно, что имеет место линейная зависимость, не проходя-





Рис. 6.6. График экспериментальной зависимости 
 
Для расчета коэффициентов а и b, как и прежде, воспользуемся 
методом наименьших квадратов, согласно которому для выбранной 















Используя необходимое условие экстремума функции несколь-
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где n – число наблюдений (точек). 
Чтобы вычислить коэффициенты линейной функции для наше- 
го примера, выполним ряд вспомогательных расчетов: хi = 13,5,  





ix  1,0 2,25 4,0 6,25 9,0 12,25 
xiyi 0,12 1,89 4,64 8,16 13,05 19,32 
 











из которой находим а = 2,13; b = –1,99. Следовательно, искомая 
функция имеет вид  
 
g(x)=2,13х – 1,99 (рис. 6.7), 
 
и в каждой точке вычислим отклонения расчетных значений от таб-

















Из рис. 6.8 видно, что наибольшее отклонение расчетных данных 
от экспериментальных составляет 0,090, т. е. результаты аппрокси-
мации вполне удовлетворительные. 
Выполним аппроксимацию с помощью метода «Поиск решения» 




Рис. 6.9. Настройки метода «Поиск решения» 
 
Результаты выполнения «Поиска решения» следующие: 
– коэффициенты 
 
b = –1,97952, 
а = 2,125714; 
 
– сумма квадратов отклонений  
 
Δ² = 0,018590476. 
 
Таким образом, как видно из полученных результатов, коэффи-
циенты аппроксимации, вычисленные ручным методом (рекомен-
дуется использовать пакет MathCAD) и с помощью пакета Excel, 




Построение квадратической зависимости общего вида  
у = ах² + bх + с 
 




i = yi – (ax²i + bxi + c),   i = 0, 1, ... , n, 
 
и полагаем, что искомая функция g(x) будет незначительно отличаться 
от табличной функции f(x), если достигается минимум суммы квадра-







   
Найдем частные производные от функции g(x) по коэффициен-
там a, b, с и приравняем их к нулю: 
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Получаем систему нормальных уравнений 
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                   (6.3) 
 
Решив систему уравнений (6.3), найдем искомые коэффициенты 
a, b и с функции g(x). 
 
П р и м е р  6.1 
 
Подобрать аппроксимирующую функцию для данных, заданных 






xi 1,0 1,5 2,0 2,5 3,0 3,5 
yi 2,62 3,09 4,17 5,87 8,18 11,11 
 




Рис. 6.10. График экспериментальных данных 
 
Из графика видно, что точки располагаются примерно по пара-
болической зависимости. Следовательно, их можно аппроксимиро-
вать квадратным полиномом. 
Из нормальной системы уравнений (6.3) следует, что для опре-
деления коэффициентов a, b и с необходимо вычислить хi = 13,5; 
уi = 35,054. Для дальнейших вычислений составим вспомогатель-





ix  1,0 2,25 4,0 6,25 9,0 12,25 
3
ix  1,0 3,37 8,0 15,62 27,0 42,87 
4
ix  1,0 5,05 16,0 39,05 81,0 150,04 
i ix y  2,62 4,63 8,34 14,67 24,54 38,88 
2





Воспользовавшись таблицей, найдем суммы:  2ix  = 34,75; 
3
ix  =  
= 97,875;  4ix  = 292,1875; xiyi = 93,695; 
3
i ix y  = 272,6575. 
Следовательно, имеем следующую систему линейных алгебраи-
ческих уравнений: 
 
292,19 97,88 34,75 272,66;
97,88 34,75 13,50 93,70;
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Решая эту систему, находим а = 1,25; b = –2,25; с = 3,64. 
Таким образом, искомая функция имеет вид 
 
g(x) = 1,25х² – 2,25х + 3,64. 
 
Построим график функции g(x) и нанесем на него табличные дан-





Рис. 6.11. Результат аппроксимации 
 
Кроме того, вычислим величины отклонений для каждой точки  
и построим график отклонений расчетных значений функции g(x) от 








Рис. 6.12. Погрешность 
 
Анализ графических зависимостей на рис. 6.11 и 6.12 позволяет 
сделать заключение о хорошей аппроксимации табличных данных 
f(x) функцией g(x). Отклонение расчетных и табличных данных – не 
более 0,042. 
Повторим вычисления коэффициентов а, b и с функции у = ах² +  
+ bx + c  с помощью пакета Excel, используя метод «Поиск реше-
ния». Настройка метода «Поиск решения» и результат расчёта пока-











Рис. 6.14. Результаты решения 
 
Результаты решения системы уравнений следующие: 
 
а = 1,229975;  b = –2,13946;  с = 3,5301765;  Δ² = 8,57291Е–06. 
 
Следовательно, с помощью пакета Excel получен более точный 
результат, так как Δ²  0. 
 
Выбор вида эмпирической формулы 
 
Ранее были рассмотрены линейные зависимости, для которых по-
строенный график определял выбор функциональной зависимости. 
Так, для прямой, проходящей через начало координат, аналитическим 
выражением являлась функция у = ах, а для прямой общего поло-
жения – функция у = ах + b. Однако графическое построение нели-
нейной зависимости не дает ответа на вопрос о том, какой аналитиче-
ский вид имеет эта функция, т. е. будет ли эта зависимость степенной, 
дробно-рациональной, логарифмической или иметь другой вид. 
Пусть у есть функция одной переменной с двумя коэффициента-
ми а и b. В качестве набора функций, из которых будем выбирать 
эмпирическую зависимость, рассмотрим: 
– линейную функцию у = ах + b; 
– показательную функцию у = аbx; 
– дробно-рациональную функцию у = 1/(ах + b); 
– логарифмическую функцию у = аln(x) + b;  
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– степенную функцию у = ахb (она определяет параболическую 
зависимость при b > 0 и гиперболическую зависимость, если b < 0, 
если же параметр b = 0, то зависимость вырождается в линейную); 
– гиперболическую функцию вида у = а + b/x; 
– дробно-рациональную функцию вида у = х/(ах + b). 
Для наилучшего выбора подбираемой функции y = f(x, a, b), со-
ответствующей табличным данным и построенному графику, выпол-
ним следующие промежуточные вычисления. На заданном отрезке 
изменения независимой переменной х выберем точки, достаточно на-
дежные и по возможности далеко отстоящие друг от друга. Будем счи-
тать, что это точки х1 и хn, т. е. первая и последняя точки. Вычислим 
их среднее арифметическое хср = (х1 + хn)/2, среднее геометрическое 
ср.геом 1 nx х х  и среднее гармоническое  ср.гарм 1 12 / .n nх х х x x   
По вычисленным значениям независимой переменной х из постро-
енного графика найдем соответствующие значения зависимой пере-
менной у: хср  *1y ; хср.геом  
*
2y ; хср.гарм  
*
3.y  
1. Если наименьшей среди всех абсолютных погрешностей ока-
жется 1, то в качестве аналитической зависимости для данного гра-
фика хорошим приближением служит линейная функция у = ах + b. 
2. Если наименьшей абсолютной погрешностью является 2, то  
в качестве эмпирической зависимости следует брать показательную 
функцию у = аbx.  
3. В том случае, когда наименьшая из абсолютных погрешностей 
есть 3, искомая эмпирическая зависимость определяется дробно-ра-
циональной функцией вида у = 1/(ах + b). 
4. Если наименьшей из абсолютных погрешностей будет 4, то хо-
рошим приближением служит логарифмическая функция у = alnx + b.  
5. Для случая, когда наименьшей абсолютной погрешностью яв-
ляется 5, в качестве эмпирической зависимости выбирается степен-
ная функция у = ахb. 
6. Если наименьшей из абсолютных погрешностей окажется 6, 
то за искомую зависимость следует выбирать гиперболическую  
у = а + b/x.  
7. Наконец, в случае, когда наименьшая из абсолютных погреш-
ностей есть 7, в качестве аналитической зависимости выбирается 
дробно-рациональная функция вида у = х/(ax + b).  
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Эмпирические формулы, содержащие два параметра 
 
П р и м е р  6.2 
 




хi 1 2 3 4 5 6 7 8 9 
yi 521,0 308,0 240,5 204,0 183,0 171,0 159,0 152,0 147,0
 
Р е ш е н и е 
 
1. Предположим, что в таблице крайние данные достаточно на-
дежны. Выполним вспомогательные вычисления и для крайних зна-
чений независимой переменной х = 1 и х = 9 найдем:  
среднее арифметическое 
 




cp.геом 1 9 3x     
 
и среднее гармоническое  
 
хср.гарм = 2  1  9/(1 + 9) = 1,8. 
 
2. По табличным данным построим график (рис. 6.15), из которо-
го найдем приблизительные значения функции, т. е. у* для хср, хср.геом 
и хср.гарм: 
*
1y   180; 
*
2y   240; 
*
3y   341. 
3. Выполним дополнительные расчеты для зависимой перемен-















ср.геом 1 9 521 147 274y у у     
 
180 


















Рис. 6.15. Табличные данные 
 
4. Сравним найденные по графику значения зависимой перемен-
ной *iy  с уср, уср.геом и уср.гарм: 
 
*
1 1 cp 180 334 154;y y       
 
*
2 1 cp.геом 180 274 94;y y       
 
*
3 1 cp.гарм 180 228 48;y y       
 
*
4 2 ср 240 334 94;у у       
 
*
5 2 ср.геом 240 274 34;у у       
 
*
6 3 ср 341 334 7;у у       
 
*
7 3 ср.гарм 341 228 113.у у       
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Поскольку наименьшей из рассчитанных погрешностей оказа-





  . 
 
Используя пакет Excel и метод «Поиск решения», для рассмот-
ренного примера определим коэффициенты а и b гиперболической 









Рис. 6.17. График функции 
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Ответ. В результате расчета получили следующие коэффициен-




В системе координат хОу рассмотрим некоторую нелинейную 
зависимость у = f(х, а, b), непрерывную на отрезке [x1, xn]. Перейдем  
к новым переменным q = (x) и z = (y) так, чтобы в новой системе 
qOz эмпирическая зависимость стала линейной  z = b + a. 
Точки Ni c координатами [(xi) , (yi)] в плоскости qOz должны 
лежать практически на прямой линии. Справедливо и обратное за-
ключение: если при построении на плоскости qOz окажется, что 
точки лежат на прямой линии, то между переменными q и z имеет 
место линейная зависимость (y) = а (x) + b. 
Покажем, как рассмотренные выше нелинейные зависимости пу-
тем преобразования координат можно свести к линейным функциям. 
1. Дробно-линейную зависимость у = 1/(ах + b) можно преобра-
зовать в линейную функцию следующим образом. Найдя обратную 
зависимость 1/у = ах + b и введя новые переменные q = x, z = 1/y, 
получаем линейную зависимость вида z = аq + b.  
2. Для показательной функции вида у = аbx, логарифмируя, име-
ем lny = xlnb + lna. Полагая lnb = B, lna = A, lny = z, x = q, в плоско-
сти qOz получим уравнение прямой линии z = Bq + A. 
3. Рассмотрим логарифмическую зависимость у = аlnx + b. Снова 
введем новые переменные q = lnx, z = y и получаем линейную зави-
симость z = аq + b. 
4. Рассмотрим степенную функцию у = bxa, где а > 0 и b > 0. Ло-
гарифмируя, находим lny = alnx + lnb. Откуда, полагая z = lny, q = lnx, 
B = lnb, получаем z = aq + B. Прямую этого вида удобно строить, 
если оси q и z в плоскости qOz взять в логарифмическом масштабе. 
Началом координат логарифмической сетки служат точки q = 0, z = B. 
5. В выражении у = а + b/x произведем замену переменных q = 1/x,  
z = y. Тем самым заданная гиперболическая зависимость преобразу-
ется в линейную z = a + bq. 
6. Рассмотрим дробно-рациональную функцию у = х/(ax + b). Функ-
ция, обратная данной, имеет вид 1/у = а + b/x. Введя новые координаты 
z = 1/y, q = 1/x, снова получаем линейную зависимость z = a + bq. 
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П р и м е р  6.3 
 




х 1 2 3 4 5 6 7 8 9 
у 0,33 0,49 0,59 0,65 0,71 0,755 0,77 0,81 0,82 
 
Подобрать эмпирическую формулу. 
 
Р е ш е н и е 
 
1. Как и раньше, выполним вспомогательные вычисления, при-
нимая, что крайние табличные данные достаточно надежны. Для  
х1 = 1 и х9 = 9: среднее арифметическое хср = (1 + 9)/2 = 5; среднее 
геометрическое хср.геом = 1 9 3   и среднее гармоническое хср.гарм =  
= 2  1  9/(1 + 9) = 1,8. 
2. Построим график (рис. 6.18) и по нему определим значения 
зависимой переменной у для трех значений независимой перемен-
ной: хср = 5, 
*
1y = 0,7; хср.геом = 3, 
*
2y = 0,581 и хср.гарм = 1,8, 
*









3. Выполним дополнительные расчеты для зависимой перемен-
ной у. Рассчитаем для крайних значений:  
среднее арифметическое уср = (0,33 + 0,82)/2 = 0,575;  
среднее геометрическое  
 
уср.геом = 0,33 0,82 0,52;   
 
среднее гармоническое  
 
уср.гарм = 20,330,82/(0,33 + 0,82) = 0,471. 
 
4. Сравним найденные по графику значения зависимой перемен-
ной у с уср, уср.геом и уср.гарм: 
 
*
1 1 cp 0,7 0,575 0,125;y y       
 
*
2 1 cp.геом 0,7 0,52 0,18;y y       
 
*
3 1 cp.гарм 0,7 0,47 0,23;y y       
 
*
4 2 cp 0,581 0,575 0,006;y y       
 
*
5 2 cp.геом 0,581 0,52 0,061;y y       
 
*
6 3 cp 0,468 0,575 0,107;y y       
 
*
7 3 cp.гарм 0,468 0,471 0,003.y y       
 
5. Так как наименьшей погрешностью является 7 = 0,003, то  
в качестве искомой функции выбираем дробно-рациональную функ-
цию у = x/(ах + b), коэффициенты которой определим с помощью 






Рис. 6.19. Результат расчета коэффициентов, график аппроксимирующей  
дробно-рациональной функции и график погрешности 
 
Ответ. По результатам расчета имеем: коэффициенты а = 0,984144; 
b = 2,115105; сумма квадратов погрешностей Δ² = 0,000363; аппрок-
симирующее уравнение у = х/(0,984144х + 2,115105). 
 
Эмпирические формулы, содержащие три параметра 
 
Для заданных значений табличных данных (хi, yi) рассмотрим важ-
нейших представителей эмпирических формул, содержащих три па-
раметра (коэффициента) вида  
 
у = f(x, a, b, c), 
 




Пусть для заданных табличных данных подобрана аналитическая 
зависимость  
 
у = ах² + bx + c. 
 
Определение коэффициентов для этой функции методом наимень-




Положим by ax c  . Тогда можем записать  
 
.by c ax   
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Логарифмируя это выражение, будем иметь  
 
ln(y – c) = lna + blnx. 
 
Отсюда, полагая ln(y – c) = Y и lnх = Х, получим линейную функцию  
 
Y = bX + lna. 
 
Определение параметров исходной формулы следует начинать  
с нахождения коэффициента с. Для этого рассчитывается среднее 
геометрическое независимой переменной  
 
хср.геом = 1 ,nx x  
 
где х1 и хn – крайние табличные значения переменной х.  
Построив по табличным данным график, найдем соответствую-
щее значение уср.геом. Полагая, что точки М1(х1, у1), М2(хср.геом, уср.геом) 




by c ax   
 
ср.геом ср.геом ;
by с ах   
 
.bn ny c ax   
 




nax ax ax  
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Когда коэффициент с определен, строим точки Ni(Xi, Yi), где Хi = lnxi, 
Yi = ln(yi – c). Если эти точки лягут на прямую или почти на прямую, 
то аппроксимация заданных табличных данных степенной функ-
цией оправдана, причем коэффициенты а и b находятся методом 
наименьших квадратов. 
 
П р и м е р  6.4 
 
Для переменных х и у дана таблица экспериментальных значе-




х 250 500 900 1200 1600 2000 
у 0,10 0,28 0,80 1,38 2,56 4,0 
 
Подобрать эмпирическую формулу, связывающую эти перемен-
ные выражением .by ax c   
 
Р е ш е н и е 
 
Определяем среднее геометрическое крайних значений незави-
симой переменной: 
 
хср.геом = 1 6 250 2000 707,1.x x     
 
По табличным данным построим график и по графику приблизи-







Рис. 6.20. График функции 
 














    
 
 
Коэффициенты а и b найдем методом наименьших квадратов. 
Построим новую таблицу (табл. 6.10), используя исходную таблицу 
данных, в которой  
 
Хi = lnxi.таб;    Yi = ln(yi.таб – с), 
 




Хi 5,521 6,245 6,802 7,090 7,378 7,601 
Yi –2,957 –1,461 –0,287 0,287 0,921 1,370 
 





Рис. 6.21. График функции в новых координатах 
 
Из графика видно, что данные новой таблицы хорошо ложатся 
на прямую. Это говорит о правильности выбранного вида эмпири-
ческой формулы (степенная зависимость) для заданных данных. 
Определим коэффициенты а и b для полученной прямой, исполь-
зуя систему нормальных уравнений. Для этого выполним вспомо-
гательные вычисления: х²i = 277,855; хi = 40,607; xiyi = –8,069;  













из которой находим коэффициенты а* = 2,072 и b* = –14,376. Сле-
довательно, имеем уравнение прямой вида 
 
Y = а*Х + b*   или   ln(yi – 0,048) = lna + blnxi. 
 
Подставив в последнее равенство значения xi и yi из исходной 





2,957 ln 5,521 ; 0,287 ln 7,090 ;
1,461 ln 6,215 ; 0,921 ln 7,378 ;
0,285 ln 6,802 ; 1,399 ln 7,601 .
a b a b
a b a b
a b a b
    
    
    
 
                              
4,703 3ln 18,538 ;a b        2,607 3ln 22,069 .a b   
 
Решая полученную систему двух уравнений, находим lna = –14,36 
или а = 5,80110–7; b = 2,07. 
Сравнение расчетных значений с исходными данными показано 








Рис. 6.23. Погрешность аппроксимации 
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Сумма квадратов погрешности Δ² = 0,0125596. 
Ответ. Искомая эмпирическая формула имеет вид 
 




Пусть для табличных данных требуется подобрать коэффициен-
ты показательной функции 
 
.bxy ae c                                          (6.4) 
 
Перенеся свободный член с влево и логарифмируя, получим 
 
ln( ) ln .y c a bx    
 
Следовательно, имеем следующее уравнение: 
 
ln( ) ln .Y y c a bx     
 
Как и в предыдущем случае, вначале определим коэффициент с. 
Для этого выберем крайние значения зависимой переменной х и рас-
считаем ее среднее арифметическое хср = (х1+хn)/2. Для хср определя-
ем соответствующее значение уср (по графику или применяя линей-
ную интерполяцию). 
Подставляя значения хср и уср в исходную эмпирическую форму-




bxy ae c   
 





y ae c   
 
Отсюда 11




y c ae   Умножим 















b x xy c a e a e

    
 
Замечаем, что правые части обоих выражений равны, следова-
тельно, имеем 
 
    21 n ny c y c y c    . 
 















                                   (6.5) 
 
Если обнаружится линейная зависимость уравнения (6.5), то ко-
эффициенты а и b находятся обычными приемами. 
Предполагая, что значения хi равноотстоящие, т. е. Δхi = h = const, 
для расположения точек Ni(xi, lnΔyi), где Δyi = yi + 1 – yi, i = 1, 2, … , n – 1, 
на прямой необходимо, чтобы Δ(lnΔyi) = const, где i = 1, 2, … , n – 2.  
 
П р и м е р  6.5 
 




Х 0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 
Y 1,30 1,44 1,89 1,78 1,97 2,19 2,46 2,74 3,06 3,42 3,84
 
Найти эмпирическую формулу для зависимости между х и у. 
 
Р е ш е н и е 
 





x y Δy ln(Δy) Δ(lnΔy) 
0,0 1,30 –0,854 –1,96611 –0,06899 
0,1 1,44 –0,824 –1,89712 –0,23639 
0,2 1,59 –0,721 –1,66073 0 
0,3 1,78 –0,721 –1,66073 –0,1466 
0,4 1,97 –0,658 –1,51413 –0,20479 
0,5 2,19 –0,569 –1,30933 –0,03637 
0,6 2,46 0,28 –1,27297 –0,13353 
0,7 2,74 0,32 –1,13943 –0,11778 
0,8 3,06 0,36 –1,02165 –0,15415 
0,9 3,42 0,42 –0,8675 –0,06899 
1,0 3,84    
 
Так как разность Δу монотонно возрастает (из отрицательных 
значений переходит в положительные), то зависимость между ис-
ходными данными х и у не является линейной. 
Проверяем критерий, отмеченный в замечании для показатель-
ной функции (6.4). Из табл. 6.12 видно, что для Δ(lnΔy) имеется зна-
чительный разброс, поэтому формулу (6.4) можно принять в каче-
стве грубого приближения. 
Найдем средние значения хср для крайних значений х1 и хn, а так-
же уср:  
 
хср = (х1 + х10)/2 = (0 + 1)/2 = 0,5. 
 
Из таблицы исходных данных для х = 0,5 имеем уср = 2,19. Теперь 











Коэффициенты а и b определим, как и ранее, воспользовавшись 
уравнением  
 
ln(yi – 0,258) = lna + bxi,  i = 0, 1, … , 10. 
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ln 0,258 6ln ;





y a b x







   
 
 
                     (6.6) 
 
Подставив в систему уравнений (6.6) значения хi и уi, получим 










Решая эту систему, находим коэффициенты а = 1,055 и b = 1,192. 
Следовательно, искомая эмпирическая формула имеет вид  
 
у = 1,055е1,192х + 0,258. 
 
Согласованность полученной формулы с исходными данными 










Рис. 6.25. Погрешность аппроксимации 
 
 
Сумма квадратов погрешностей Δ² = 0,027.  
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