Radial basis function interpolation has attracted a lot of interest in recent years. For popular choices, for example thin plate splines, this problem has a variational formulation, i.e. the interpolant minimizes a semi-norm on a certain space of radial functions. This gives rise to a function space, called the native space. Every function in this space has the property that the semi-norm of an arbitrary interpolant to this function is uniformly bounded. In applications it is of interest whether a su ciently smooth function belongs to the native space. In this paper we give su cient conditions on the di erentiability of a function with compact support, in the case of cubic, linear and thin plate splines. In the case of multiquadrics and Gaussian functions, it is shown that the only compactly supported function that satis es these conditions is identically zero.
In this paper we consider the following choices of :
(r) = r (linear); (r) = r 3 (cubic); (r) = r 2 log r (thin plate spline); (r) = p r 2 + c 2 (multiquadric); (r) = e ?r 2 (Gaussian); Let the matrix 2 IR n n be de ned by ( ) ij := (kx i ? x j k); i; j = 1; : : : ; n: pm(x n ) 1 C A :
In the Gaussian case with m = ?1, P is omitted. Further, let F 2 IR n be the vector whose entries are the data values f 1 ; : : : ; f n . Therefore the system (1.6) can be written as P P T 0 c = F 0m ; (1.7) where 2 IR n has the components i , where c 2 IRm and where 0m is the zero in
IRm. The components of c are the coe cients of the polynomial p with respect to the basis p 1 ; : : : ; pm. Powell 6] shows that the interpolation matrix A = P P T 0 2 IR (n+m) (n+m) is indeed a semi-inner product. Then (hs; si) 1=2 is a semi-norm on the space A ;m with null space m . Schaback 8] shows that the solution of (1.6) can be characterized as follows. )); : : : ; (x n ; f(x n )) and (y; f ).
We take the view that the \least bumpy" of these interpolants yields the most promising location for evaluating the objective function. The \bumpiness" of s y is measure by its semi-norm. This means that x n+1 minimizes hs y ; s y i ; y 2 D n fx 1 ; : : : ; x n g. A crucial part of the proof of convergence of this method is to
show that suitable functions with bounded support satisfy Condition 2. Another use is that the assumptions that guarantee convergence can be weakened if the objective function f itself satis es Condition 2.
We propose a new technique that relates the semi-norm introduced above to a semi-norm de ned for radial basis function interpolants on an in nite regular grid. For that purpose we generalize the semi-norm by allowing in nite sums in (1.1), and show in Section 2 that a semi-inner product and a semi-norm are well-de ned. In Section 3, the extended semi-norm is applied to interpolants s h on the in nite regular grid hZ Z d with the mesh-size h > 0, where we restrict our attention to interpolation of functions with bounded support. Proposition 8 shows that, if the interpolants on hZ Z d have uniformly bounded semi-norms, as h ! 0, then Condition 2 holds. A condition on f that ensures the uniform boundedness of these semi-norms is given in Theorem 12.
Multi-index notation will be used in the following sections. For a multi-index = ( 1 ; : : : ; d ) T 
where s and u are as above. We will show that it is a well-de ned semi-inner product.
We consider the formula
Equation ( When n tends to in nity, each component of b (n) tends to zero by (2.2). Therefore, (n) = P ?1 b (n) also tends to zero.
The choices of b (n) and (n) provide the equations 
The rst term in the sum on the left-hand side tends to hs; si, as n tends to in nity, whereas the other two terms tend to zero, since (n) tends to zero and since the de nition (2.1) gives the limit Thus the left-hand side, as n ! 1, provides a sequence of nonnegative numbers that tend to hs; si. It follows that hs; si is nonnegative as required. We state the result formally.
Theorem 3 hs; ui de ned in (2.6) is a semi-inner product onÃ ;m , and therefore hs; si 1=2 is a semi-norm on this space. (ii) The data are a sequence of pairwise di erent points ( h ! 0, then the semi-norm of an interpolant at nitely many arbitrary points is also uniformly bounded. Conditions on the di erentiability of F that are su cient for the uniform boundedness of the semi-norm of the interpolant on hZ Z d will be investigated in the next section.
Since the argument of in (3.1) is x=h ? k, and not x ? hk as is needed for the form (2.1), we de ne h (r) := (hr); r 0, and we let the coe cients In each case C is a constant that does not depend on t and c, and r = ktk; t 2 IR d . (3.9) where C h depends only on h, and`is 2d + 1 in the linear and the multiquadric cases, 2d + 2 in the thin plate spline case and 2d + 3 in the cubic case. In the Gaussian case, any integer`is admissible. There is a di erence between even and odd dimensions, i.e. the decay is faster, often exponential, in either even or odd dimensions, but the bound (3.9) is su cient for our purposes. 
that satis es s (h) n (x i (h)) = F(x i (h)); i = 1; : : : ; n: The continuity of F yields the continuity of the right-hand side vector of the system (1.7), and the nonsingularity of (1.8) for all h < h 0 implies the continuity of the solution vector (1.7), considered as a function of the data points, in (x 1 ; : : : ; x n ). Formula (1.12) then yields that the semi-norm as a function of the data points is continuous in (x 1 ; : : : ; x n ). 
Proof of (i):
First we obtain the Fourier transform of s h from expression (3.4 R F 00 (x) 2 dx is a uniform bound on hs; si. The existence of such a bound is included in Corollary 13, and the corollary also holds for m = 2 and m = 3.
In the multiquadric and Gaussian cases, however, there is no useful class of functions with bounded support. In these cases,^ (ktk) decays exponentially, as ktk ! 1. One can show that the only function inÑ with bounded support is the zero function. This follows from a Paley-Wiener theorem (see Katznelson 4] for a one-dimensional version). 2 
Conclusions
We have introduced a new technique to prove Condition 2 for su ciently smooth functions with bounded support. It provides an extension of well-known results in the linear, cubic and thin plate spline cases. In particular, the choice of m is less restricted than before.
The situation in the multiquadric and Gaussian cases, however, is disappointing. The exponential decay of^ prevents a uniform bound on the semi-norms when F has bounded support. As mentioned in the introduction, the application to global optimization we have in mind requires Condition 2 for such functions. Thus the presented approach is not useful in these cases. In the other cases the question arises whether there exist functions with bounded support that are not iñ N but still satisfy Condition 2. In particular, it is interesting to investigate how the semi-norm behaves when F is less di erentiable than required by Corollary 13.
