The MapSnapper project aimed to develop a system for robust matching of low-quality images of a paper map taken from a mobile phone against a high quality digital raster representation of the same map. The paper presents a novel methodology for performing content-based image retrieval and object recognition from query images that have been degraded by noise and subjected to transformations through the imaging system. In addition the paper also provides an insight into the evaluation-driven development process that was used to incrementally improve the matching performance until the design specifications were met.
INTRODUCTION

The idea of using a mobile device as a platform for information retrieval is not a new one. An example of this is the research on the "physical hyper-link" carried out at HP labs, 1 where a user can 'click' on real world objects as if they were a hyperlink, using a mobile device as the interface. The research at HP did not use machine vision techniques, but instead relied upon iButtons, radio-frequency markers, bar-codes and infrared beacons. More recently, techniques for information retrieval on mobile devices using computer vision have been exploited by a number of research groups including our own.
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This manuscript aims to describe the design process which was undertaken in order to engineer a successful matching algorithm in the context of the MapSnapper project. In particular, the paper discusses the different approaches that were taken to optimise the algorithm, in terms of both matching accuracy and computational efficiency, in order to meet the overall design goals. 
The MapSnapper project aimed to explore how computer vision techniques could be exploited for the matching of low-resolution digital photographs of Ordnance Survey paper map products to digital versions of the same map. In particular, the aim was to ascertain of which part of the map the photograph was taken. The motivation for this comes from a desire to exploit the current ubiquity of mobile information devices that incorporate digital cameras, such as mobile phones and personal digital assistants, and combine these devices with Ordnance Survey paper map products. The vision was of a product that would allow users to query a remote information system based on photos of a paper map taken with the device. The information system could then return useful information to the user via the device. For example, the returned information could include such things as events, facilities, opening times, and accommodation in the geographical region depicted by the query.
REQUIREMENTS
ARCHITECTURE
The proposed architecture for the MapSnapper system is based on previous experience in engineering robust retrieval systems. In particular, the use of salient regions for robust image matching and retrieval [5] [6] [7] [8] [9] [10] [11] [12] has been exploited. Our own previous research on mobile retrieval within a museum setting 3 22 (Algorithm 1) coupled with estimation of the homography parameters using the standard Singular Value Decomposition (SVD) method. 23 
Geometric Consistency
Geometric consistency within the prototype was handled by using a robust estimation of a planar homography between the query image and the map. The planar homography is a non-singular linear relationship between points on two planes, that is, it maps points within the query image to points on the map. The homography has 8 degrees of freedom and is unique up to a scale factor.
Robust estimation of the planar homography was performed using the Random Sample Consensus algorithm
Estimation of the homography parameters requires 4 pairs of interest point correspondences.
Algorithm 1: The RANSAC (Random Sample Consensus) algorithm
Given a fitting problem with parameters x, estimate the parameters.
Assumptions:
• The parameters x can be estimated from N data items.
• There are M data items in total.
• The maximum number of allowed iterations is L. L can be estimated from knowing the probability of a randomly selected data item belonging to a good model, p g and the probability the algorithm will exit without finding a good model if one exists, p f ail . 
It is interesting to look at the breakdown of results between the two differing camera phones. The breakdown of results is shown in Table 2. The results show that the performance in terms of number of failures is much better for the newer K750 phone, but localisation performance is worse (at least compared to the few T630 images that did not result in failure).
IMPROVEMENTS
The improvements to the algorithm in order to satisfy the original requirements were performed in two stages; Firstly, improvements were made to the retrieval robustness of the algorithm. Secondly, attempts were made to improve the computational performance of the algorithm, thus improving processing speed.
Robustness
Analysis of the prototype algorithm showed that most of the robustness problems were being caused by the inability of the software to find a good fit of the matched interest points with the geometric model. In order to improve the robustness of the algorithm, a number of different approaches were tried, but the final one basically involved changing the geometric model from a planar homography to an affine transform. Whilst the planar homography had been used in previous applications, 3 
Speed
Most of the processing time in the robust algorithm is spent in determining the matches. A sizable amount of time is also spent in the interest point detection and local descriptor calculation, however, because off-the-shelf algorithms are being used, the only way to optimise these would be to optimise at source code-level, which was beyond the remit of the project.
Smaller Matching Sample
The first way to speed-up the algorithm is based on the statistics of the matching process. Empirically, the percentage of good matches by the nearest-neighbour matching approach discussed in Section 3. 
Performance
The matching performance of the sped-up robust algorithm is shown in Table 4 
CONCLUSIONS
This paper has described the systematic approach taken to design a suitable algorithm for matching poor quality query images taken from a mobile phone against a high quality digital representation of a map. The design methodology was heavily evaluation-driven and involved many stages of incremental improvements in order to reach the final design. The outcome of this research is a fast, robust algorithm that meets the design criteria.
The matching algorithm combines a number of computer vision techniques, including interest point extraction and local descriptor generation with multidimensional indexing. Geometric constraints were applied to ascertain whether the interest-point matches are consistent.
