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1. INTRODUCTION AND RESULTS
Let D be a bounded domain of Euclidean space RN , N ≥ 2, with smooth
boundary ∂D. In this paper we consider the following nonlinear elliptic
boundary value problem.
−u = λf u in D
∂u
∂n
+ bxgu = 0 on ∂D
(1.1)
Here
(1)  =∑Nj=1 ∂2∂x2j ,
(2) λ > 0 is a parameter,
(3) f g ∈ C∞	0∞,
(4) b ∈ C1+θ∂D, b ≥ 0 and b 
≡ 0 on ∂D,
(5) n is the unit exterior normal to ∂D.
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A solution u ∈ C2D of (1.1) is said to be positive if u > 0 on D.
A parameter λ = λ∗ > 0 is said to be a bifurcation value from inﬁnity
of (1.1) if one can choose parameters λj > 0, and nonnegative solutions
uj of (1.1) with λ = λj such that λj → λ∗ and uj∞ → ∞ as j → ∞.
Here ·∞ denotes the maximum norm in the space CD of continuous
functions on D.
Throughout this paper it is assumed for the nonlinear terms f and g that
there exist constants f∞ g∞ > 0 such that
f∞ = lim
u→∞
f u
u
 (1.2)
g∞ = lim
u→∞
gu
u
 (1.3)
from which we introduce functions h and k, respectively, as
hu = f u − f∞u
ku = gu − g∞u
The purpose of this paper is to study the existence and uniqueness of
bifurcation values from inﬁnity for the so-called asymptotically linear elliptic
eigenvalue problems of the form (1.1).
By a constant λ1 we denote the ﬁrst eigenvalue of the eigenvalue problem
−ϕ = λϕ in D
∂ϕ
∂n
+ bxg∞ϕ = 0 on ∂D
(1.4)
It is well known (cf. Krasnosel’skii [7]) that λ1 is positive and simple, and
that it is a unique eigenvalue with positive eigenfunctions. In what follows,
the positive eigenfunction ϕ1 ∈ C2+θD is normalized as ϕ1∞ = 1.
Now we can formulate our results. Theorems 1.1 and 1.2 below are a
generalization of assertion (i) of Ambrosetti and Hess [5, Theorems A–C],
and Ambrosetti et al. [4, Theorem 1].
Theorem 1.1. Suppose that f satisﬁes (1.2), and that g satisﬁes (1.3).
Deﬁne λ∞ = λ1/f∞, then λ∞ is a unique bifurcation value from inﬁnity of
(1.1). More precisely, there exists an unbounded, closed, and connected compo-
nent in 0∞×CD, consisting of positive solutions of (1.1), and bifurcating
from λ u = λ∞∞.
Theorem 1.2. In addition to conditions (1.2) and (1.3), we suppose that
lim inf
u→∞ hu >
f∞
g∞
lim sup
u→∞
ku (1.5)
(
resp. lim sup
u→∞
hu < f∞
g∞
lim inf
u→∞ ku
)
 (1.6)
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Then all the components obtained by Theorem 1.1 bifurcate into the region
λ < λ∞ (resp. λ > λ∞).
In the Robin case that ku = 0, making a further investigation into the
case
lim inf
u→∞ hu < 0 < lim supu→∞ hu
may give a sufﬁcient condition for the bifurcation component appearing in
both sides of the bifurcation value λ = λ∞, which can be stated as follows.
Theorem 1.3. Let gu = g∞u, where g∞ is a positive constant. Assume
that f satisﬁes (1.2), and additionally assume that h satisﬁes that there exist
positive constants a+ tj δj > 0, and 0 < c+ < 1 such that
c+tj ≤ δj ≤ tj j = 1 2    
hu≥ a+ ∀u ∈ 	tj − δj tj + δj
tj ↑ +∞ as j →∞
(1.7)
and there exist a−, sj , γj > 0, and 0 < c− < 1 such that
c−sj ≤γj ≤ sj j = 1 2    
hu≤−a− ∀u ∈ 	sj − γj sj + γj
sj ↑ +∞ as j →∞
(1.8)
If the bifurcation component from λ u = λ∞∞ is unique, and if g∞ is
sufﬁciently small, then it appears both in λ < λ∞ and λ > λ∞.
Remark 11. The asymptotical linear case with linear boundary condi-
tions has been studied in [4, 5]. The positone case f 0 ≥ 0 is considered in
[5], which is extended to the semipositone case f 0 < 0 in [4]. An empha-
sis is, in Theorems 1.1–1.3, on no assumption imposed on the boundedness
of the function h.
Remark 12. The asymptotical linear case with nonlinear boundary con-
ditions has been investigated in previous work [9], where a unique global
smooth branch of positive solutions is obtained by using the implicit func-
tion theorem under some further restrictions on f and g, and, in particular,
where the observation to characterize the bifurcation value from inﬁnity
needs the boundedness of the function k.
Example. It is veriﬁed that the function h given by the form
hu = sinπ log u u ≥ 1
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has properties (1.7) and (1.8). Indeed, setting
tj =
e2j+1/6 + e2j+5/6
2

δj =
e2j+5/6 − e2j+1/6
2

we can verify (1.7). Condition (1.8) can be veriﬁed in the same manner.
The rest of this paper is organized as follows. Our approach to the
existence and uniqueness of bifurcation values from inﬁnity for (1.1) is
inspired by Ambrosetti and Hess [5] and Ambrosetti et al. [4]. To apply
degree theory, problem (1.1) is, in Section 2, reduced to a compact opera-
tor equation. Section 3 is devoted to the proof of Theorem 1.1, for which
Lemmas 3.1 and 3.2 are essential. They are generalizations of Lemmas 3.1
and 3.3 of [5] to the case of nonlinear boundary conditions, respectively.
To obtain Lemma 3.1, a suitable cut-off function pλ plays an impor-
tant role. To obtain Lemma 3.2, the procedure developed in the proof of
[5, Lemma 3.3] seems to be not enough for the case of nonlinear boundary
conditions that some improvement is needed. Section 4 is devoted to the
proofs of Theorems 1.2 and 1.3, where the super-subsolution method is a
main tool.
2. REDUCTION TO A COMPACT OPERATOR EQUATION
To establish Theorem 1.1 we begin with the reduction of (1.1) to a suit-
able equation for compact operators. According to Gilbarg and Trudinger
[6], let  CθD → C2+θD be the resolvent of the linear boundary value
problem
− u = φ in D
∂u
∂n
+ bxg∞u = 0 on ∂D
By Amann [2, Theorem 4.2],  is uniquely extended to a linear mapping of
CD compactly into C1D and it is strongly positive, meaning that φ > 0
on D for any φ ∈ CD with the condition that φ ≥ 0 and φ 
≡ 0 on D.
Similarly, let  C1+θ∂D → C2+θD be the resolvent of the linear
boundary value problem
− u = 0 in D
∂u
∂n
+ bxg∞u = ψ on ∂D
According to Amann [3, Sect. 4],  is uniquely extended to a linear map-
ping of C∂D compactly into CD. By the standard regularity argument,
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problem (1.1) is equivalent to the operator equation
u = λ	f u −	bτku in CD (2.1)
Here τ CD → C∂D is the usual trace operator.
Now we prove the following uniqueness result.
Proposition 2.1. Let conditions (1.2) and (1.3) be satisﬁed. If λ = λ∗ >
0 is a bifurcation value from inﬁnity of (1.1), then we have λ∗ = λ∞. Moreover
there exist constants ε > 0 small and M > 0 large such that any nonnegative
solution u of (1.1) is positive on D whenever λ− λ∗ ≤ ε and u∞ ≥M .
Proof. Let uj be nonnegative solutions of (1.1) with λ = λj such that
uj∞ →∞ and λj → λ∗ as j →∞ (2.2)
If
vj =
uj
uj∞
 (2.3)
then we have
vj = λj
[
f uj
uj∞
]
−
[
bτ
(
kuj
uj∞
)]
 (2.4)
From conditions (1.2) and (1.3), for any ε > 0 there exist constants dε cε >
0 such that
hu ≤ εu+ dε ∀u ≥ 0 (2.5)
ku ≤ εu+ cε ∀u ≥ 0 (2.6)
This implies that both f uj/uj∞ and kuj/uj∞ are bounded in CD.
By the compactness of  and , it follows from (2.4) that there exist a
function v0 ∈ CD and a subsequence of vj, still denoted by vj, such
that
vj → v0 in CD as j →∞ (2.7)
By (2.2) it follows from (2.5) and (2.6) that
lim sup
j→∞
∥∥∥∥ f ujuj∞ − f∞vj
∥∥∥∥
∞
≤ ε
lim sup
j→∞
∥∥∥∥ kujuj∞
∥∥∥∥
∞
≤ ε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Since ε is arbitrary, it follows that
f uj
uj∞
→ f∞v0 in CD as j →∞
kuj
uj∞
→ 0 in CD as j →∞
(2.8)
from which we obtain that, in view of (2.4),
v0 = λ∗f∞	v0
Since v0∞ = 1, and since v0 ≥ 0, the strong positivity of  ensures that
v0 > 0 on D (2.9)
The assertion λ∗ = λ1/f∞ follows.
Furthermore, from (2.7) and (2.9) we obtain that vj > 0 on D for j
large enough and thus so is uj from (2.3). This leads to the latter part of
assertions of this proposition. The proof is complete.
Remark 21. Concerning the latter part of Proposition 2.1, we remark
that in general nonnegative and nonzero solutions of (1.1) are not necessar-
ily positive in the case f 0 < 0 (or g0 < 0).
3. EXISTENCE OF BIFURCATION VALUES FROM INFINITY
This section is devoted to the study of the existence of bifurcation val-
ues from inﬁnity for (1.1). To do this, we associate with (2.1) a nonlinear
mapping & 0∞× CD → CD as
&λ u = u− λ	f u +	bτku
We note that a nonnegative u ∈ CD attains (2.1) if and only if &λ u =
0. We here claim that it is sufﬁcient to consider the modiﬁed equation
&λ u = 0 and to ﬁnd functions uj ∈ CD (which may change sign) and
λj > 0 such that
&λj uj = 0
λ→ λ∞ uj∞ →∞ as j →∞
Indeed, as in the proof of Proposition 2.1, we have the same conclusion
that there exist some v0 ∈ CD and a subsequence of uj/uj∞, still
denoted by uj/uj∞, such that
uj
uj∞
→ v0 in CD as j →∞
v0 = λ∞f∞	v0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In addition, it can be veriﬁed that v0 > 0 on D. The strong positivity of 
shows that λ∞ = λ1/f∞ is a bifurcation value from inﬁnity of (1.1). The
claim follows.
Now the purpose of this section is to prove the following.
Proposition 3.1. Under the hypotheses of Theorem 1.1, the value λ∞ is
a bifurcation value from inﬁnity of (1.1).
Proof. Two lemmas on the nonexistence of solutions will be ﬁrst shown.
Let &p 0∞× CD → CD be deﬁned as
&pλ u = u− λ	f u + pλ	bτku
Here p 	0 λ∞ → 	0 1 is a smooth cut-off function such that
pλ =
{
0 near λ = 0,
1 near λ = λ∞. (3.1)
Lemma 3.1. Let any 0 < λ < λ∞ be ﬁxed. Assume conditions (1.2) and
(1.3). Then there exists a constant r > 0 such that
&pµu 
= 0 ∀µ ∈ 	0 λ ∀u ∈ CD  u∞ ≥ r
Proof. Otherwise, there exist µj ≥ 0, uj ∈ CD, and µ0 ∈ 	0 λ∞ such
that
&pµj uj = 0
µj → µ0 uj∞ →∞ as j →∞
The same argument as in the proof of Proposition 2.1 gives a contradiction
that µ0f∞ = λ1. The proof of Lemma 3.1 is complete.
Lemma 3.2. Let any λ > λ∞ be ﬁxed. Assume conditions (1.2) and (1.3).
Then there exists a constant r > 0 such that
&λ u 
= tϕ1 ∀ t ∈ 	0 1 ∀u ∈ CD  u∞ ≥ r
Proof. Otherwise, some λ0 ∈ λ∞∞, t0 tj ∈ 	0 1, and uj ∈ CD can
be taken such that
&λ0 uj = tjϕ1
tj → t0 uj∞ →∞ as j →∞
Using the same argument as in the proof of Proposition 2.1, we can obtain
a subsequence of uj, still denoted by uj, which may satisfy that uj > 0
on D for all j ≥ 1. It follows that
uj = λ0	f uj −	bτkuj + tjϕ1
tj→ t0 ∈ 	0 1 uj∞ →∞ as j →∞
(3.2)
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For a function ϕ we let ϕ = sϕ  s ∈ R. The projection theorem
derives the orthogonal decomposition of the Lebesgue space L2D as
L2D = ϕ1 ⊕W  u = sϕ1 +w
Here the eigenfunction ϕ1 is reset as ϕ1L2D = 1 within the proof of
this lemma; W is the orthogonal complement of ϕ1 in L2D, and s =∫
D uϕ1 dx. It follows that the orthogonal decomposition of uj is given as
uj = sjϕ1 +wj
sj =
∫
D
ujϕ1 dx > 0
wj ∈ W
By the regularity argument, Eq. (3.2) gives that uj ∈ C2+θD, and thus that
−uj = λ0f uj + tjλ1ϕ1 in D
∂uj
∂n
+ bxg∞uj = −bxkuj on ∂D
(3.3)
By Green’s formula it follows that∫
D
λ0f uj + tjλ1ϕ1ϕ1 − λ1ujϕ1dx =
∫
D
−ujϕ1 + ujϕ1dx
=
∫
∂D
bkujϕ1 dσ
Here dσ is the surface element of ∂D. This implies that∫
∂D
bkujϕ1 dσ ≥ sjλ0f∞ − λ1 + λ0
∫
D
hujϕ1 dx
Hence assertion (2.5) gives
∫
∂D
b
kuj
uj∞
ϕ1 dσ ≥
sj
uj∞
f∞
(
λ0 −
λ1 + λ0ε
f∞
)
− λ0dεϕ1L1Duj∞
 (3.4)
Now use again for (3.3) the same procedure as in the proof of Proposi-
tion 2.1; then we see that some subsequence of uj/uj∞, still denoted by
uj/uj∞, tends to a positive function v0 in CD. Take ε > 0 so small
that
λ0 −
λ1 + λ0ε
f∞
> 0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Then combining (3.4) with (2.8) leads to a contradiction that
0 = lim
j→0
∫
∂D
b
kuj
uj∞
ϕ1 dσ
≥ lim
j→∞
{
sj
uj∞
f∞
(
λ0 −
λ1 + λ0ε
f∞
)
− λ0dεϕ1L1Duj∞
}
= f∞
(
λ0 −
λ1 + λ0ε
f∞
) ∫
D
v0ϕ1 dx > 0
The proof of Lemma 3.2 is now complete.
Now, as standard (cf. [2, 5]), we reduce our problem to ﬁnding bifurcation
values from the line of trivial solutions z ≡ 0 for the equation
.λ z =
{
z2∞&
(
λ
z
z2∞
)
 z 
= 0,
0 z = 0.
(3.5)
Indeed, under the transformation zj = uj/uj2∞ for uj ∈ CD, we have{
&λj uj = 0
λj → λ∞ uj∞ →∞ if and only if


.λj zj = 0
zj 
= 0
λj → λ∞ zj∞ → 0
(3.6)
Let Br = u ∈ CD  u∞ < r, r > 0, and let deg· Br denote the
degree on Br with respect to 0. Lemmas 3.1 and 3.2 are translated into
expressions on the degree of the reduced mapping . as follows.
Lemma 3.3. Let λ−n = λ∞ − 1/n, and let λ+n = λ∞ + 1/n, where n =
1 2    . Assume that conditions (1.2) and (1.3) are satisﬁed. Then there exist
constants rn > 0, satisfying that rn →∞ as n→∞, such that for any n large
enough
deg.λ−n  · B1/rn = 1 (3.7)
deg.λ+n  · B1/rn = 0 (3.8)
Proof. First we show assertion (3.7). In view of (3.6), Lemma 3.1 gives
constants rn > 0 such that rn →∞ as n→∞, satisfying that
.pλ z 
= 0 ∀λ ∈ 	0 λ−n  ∀ z ∈ CD  z∞ =
1
rn

where .p is given by (3.5) with &p in place of &. Since p0 = 0, and since
pλ−n  = 1 for n large enough from (3.1), by the homotopy invariance and
normalization it follows that for any n large enough
deg.λ−n  · B1/rn = deg.pλ−n  · B1/rn
= deg.p0 · B1/rn
= degidCD B1/rn = 1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Next we show assertion (3.8). We may derive from Lemma 3.2 that
.λ+n  z 
= tϕ1 ∀ t ∈ 	0 1 ∀ z ∈ CD  z∞ =
1
rn

By the homotopy invariance it follows that
deg.λ+n  · B1/rn = deg.λ+n  · − ϕ1 B1/rn
The proof will be ended if we have, for any n large enough,
deg.λ+n  · − ϕ1 B1/rn = 0 (3.9)
To do this, it sufﬁces to show that, for any n large enough,
.λ+n  z 
= ϕ1 ∀ z ∈ CD  z∞ ≤
1
rn

Otherwise, a subsequence of rn, still denoted by rn, attains that there exist
zn ∈ CD satisfying that
.λ+n  zn = ϕ1 and zn∞ ≤
1
rn

If un = zn/zn2∞, then it follows that
un∞ →∞ as n→∞ (3.10)
un = λ+n	f un −	bτkun + un2∞ϕ1 in CD (3.11)
Now since C1+θ∂D is dense in C∂D,   C1+θ∂D → C2+θD is
uniquely extended to a continuous mapping of C∂D into the Sobolev
space W 1 2D, thanks to the well-known a priori estimate due to Amann
[3, Proposition 3.3] as
uW 1 2D ≤ C
(
 − uL2D +
∥∥∥∥∂u∂n + bg∞u
∥∥∥∥
L2∂D
)
 ∀u ∈ C2D
where L2∂D is a Banach space of all functions ϕ on ∂D with the norm
ϕL2∂D =
(∫
∂D
ϕ2 dσ
)1/2

It follows from (3.11) that un ∈ W 1 2D, and thus that un ∈ W 1 2D.
Since k is smooth, and since un ∈ W 1 2D ∩ CD, we have kun ∈
W 1 2D. By the well-known trace and extension theorems (cf. Adams [1]),
we obtain that bτkun ∈ W 1/2 2∂D. Using the standard regularity
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argument in the framework of Sobolev spaces, we conclude that un ∈
W 2 2D, and thus that
− un = λ+n f un + λ1un2∞ϕ1 in D
∂un
∂n
+ bxg∞un = −bkun on ∂D
Green’s formula gives that∫
D
−unϕ1 + unϕ1dx =
∫
∂D
bkunϕ1 dσ
and hence that
λ1un2∞ = λ1
∫
D
unϕ1 dx− λ+n
∫
D
f unϕ1 dx
+
∫
∂D
bkunϕ1 dσ (3.12)
Since both f u/1 + u and ku/1 + u are bounded for all u ≥ 0,
assertion (3.12) is contradictory for (3.10). Assertion (3.9) follows. The
proof of Lemma 3.3 is complete.
Now, by virtue of the homotopy invariance, Lemma 3.3 ensures the exis-
tence of λn ∈ 	λ−n  λ+n  and zn ∈ CD such that
zn∞ =
1
rn
and .λn zn = 0
which completes the proof of Proposition 3.1 in view of (3.6).
End of proof of Theorem 11. The proof of the latter assertion of
Theorem 1.1 depends essentially on conditions (3.7) and (3.8) and is car-
ried out in the same way just as in the proof of [5, Proposition 3.5], with a
simple modiﬁcation of the global bifurcation theorem due to Rabinowitz
[8, Theorem 1.3]. The proof is now complete.
4. CHARACTERIZATION OF BIFURCATION COMPONENTS
This section is devoted to the proofs of Theorems 1.2 and 1.3. First we
prove Theorem 1.2. Under (1.5), assume to the contrary that there exist
positive solutions uj of (1.1) with λ = λj ≥ λ∞ such that λj → λ∞, and
uj∞ → ∞ as j → ∞. If wj = uj/uj∞, then the same argument as
in the proof of Proposition 2.1 shows the existence of a positive function
w0 ∈ CD such that a subsequence of wj, still denoted by wj , tends to
w0 in CD. It follows that for any j large enough we have
wjx >
minx∈D w0x
2
on D
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which implies that
min
D
uj →∞ as j →∞ (4.1)
Now we set
h∗ = lim inf
u→∞ hu ∈ −∞∞
k∗ = lim sup
u→∞
ku ∈ 	−∞∞
We here consider only the case where h∗ ∈ −∞∞ and k∗ ∈ −∞∞.
Either the case h∗ = ∞, or the case k∗ = −∞ can be dealt with in a similar
way with a minor modiﬁcation. It follows from (4.1) that, for any ε > 0,
there exists j1 ≥ 1 such that for any j ≥ j1
h∗ − ε < hujx on D
kujx < k∗ + ε on D
From a computation using Green’s formula it follows that for any j ≥ j1
λ1 − λjf∞
∫
D
ujϕ1 dx = λj
∫
D
hujϕ1 dx−
∫
∂D
bkujϕ1 dσ
> λ∞h∗ − ε
∫
D
ϕ1 dx− k∗ + ε
∫
∂D
bϕ1 dσ
As an application of Green’s formula, we have∫
D
ϕ1 dx =
1
λ1
∫
∂D
bg∞ϕ1 dσ
These two assertions combined, we obtain that for any j ≥ j1
λ1 − λjf∞
∫
D
ujϕ1 dx >
(
λ∞h∗ − εg∞
λ1
− k∗ + ε
) ∫
∂D
bϕ1 dσ
On the right-hand side we see from (1.5) that
lim
ε↓0
(
λ∞h∗ − εg∞
λ1
− k∗ + ε
)
= λ∞h∗g∞
λ1
− k∗ > 0
This means that for any j large enough
λ1 − λjf∞
∫
D
ujϕ1 dx > 0
which contradicts the assumption λj ≥ λ∞. Case (1.5) has been proved.
Case (1.6) can be also veriﬁed in the same manner, and the proof of
Theorem 1.2 is complete.
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Next, to prove Theorem 1.3, we recall for (1.4) (see Wiebers [10,
Lemma 5.2]) that for any ε > 0 there exists a constant δ > 0 such that
ϕ1 − 1∞ < ε if 0 < g∞ < δ.
Assuming (1.7), we can take g∞ > 0 so small that ϕ1 − 1∞ < c+. For
ε > 0 we let
λ = λ1
f∞ + ε

A simple calculation gives that
−tjϕ1 − λf tjϕ1 ≤ λtjε− htjϕ1 in D
where tj appears in (1.7) and the condition ϕ1∞ = 1 is used. Since
1− c+ < ϕ1 < 1+ c+ on D
we have
tj − tjc+ < tjϕ1 < tj + tjc+ on D
Condition (1.7) shows that
tj − δj < tjϕ1 < tj + δj on D
and that
htjϕ1 ≥ a+ on D
Hence we conclude that
−tjϕ1 − λf tjϕ1 ≤ λtjε− a+ = 0 in D
if ε = a+/tj . Additionally we obtain that
∂tjϕ1
∂n
+ bg∞tjϕ1 = 0 on ∂D
These two assertions show that φj = tjϕ1 is a subsolution of (1.1) with
λ = λj , where
λj =
λ1
f∞ + a+/tj

We here note that
λj ↑ λ∞ and φj∞ →∞ as j →∞ (4.2)
Now we shall construct a super-solution ψj of (1.1) with λ = λj , greater
than φj . From (1.2) it follows that for εj = a+/tj there exists a constant
Tj > 0 such that
f u ≤ f∞ + εju ∀u ≥ Tj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It follows that any eigenfunction ψj corresponding to λ1 such that
ψjx ≥ maxφjx Tj on D
is a super-solution of (1.1) with λ = λj . The super-subsolution method (see
Amann [2, Theorem 9.4]) is now applicable to obtain a solution uj ∈ C2D
of (1.1) with λ = λj such that φj ≤ uj ≤ ψj on D. Assertion (4.2) gives that
λj ↑ λ∞ and uj∞ →∞ as j →∞
Under condition (1.8), the same argument is available, so that we get pos-
itive solutions vj ∈ C2D of (1.1) with λ = µj such that
µj ↓ λ∞ and vj∞ →∞ as j →∞
The proof of Theorem 1.3 is now complete.
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