Human activity recognition (HAR) is an emerging research topic in pattern recognition, especially in computer vision. The main objective of human activity recognition is to automatically detect and analyze human activities from the information acquired from different sensors. Human activity prediction using big data remains a challengingly open problem. Several approaches have recently been developed in order to find practical ways to solve high dimensionality of data problems. The aim of this study is to attempt, using data mining techniques, to deal with HAR modeling involving a significant number of variables in order to identify relevant parameters from data and thus to maximize the classification accuracy while minimizing the number of features. The proposed framework has
Introduction
Human activity recognition (HAR) is an important component in various scientific research contexts such as surveillance, healthcare and human computer interaction [1] . Using a set of sensors and intelligent detection algorithms, the main objective of HAR is to automatically detect and analyze different activities performed by humans [2] . In the last decade, HAR has gained increased attention due to the arrival of minimally invasive mobile sensing platforms such as smartphones, smartwatches and fitness bracelets. HAR using smartphones has become the most common approach to recognize physical activities, allowing easy collection of data which may be analyzed with machine learning methods for an eventually activity classification [3] . In fact, considerable previous works using different feature extraction techniques and classification algorithms showed that smartphones can address efficiently the problem of activity recognition [4, 5, 6, 7] .
Successful identification of human activities may be useful to detect dangerous events or to monitor elderly physically or mentally disabled people, and children. Recently, a study performed on a smartphone based system has provided relevant information on human movement activities for both able-bodied and stroke populations, which may valuably contribute in clinical decision-making [8] . In the mentioned study, the classification algorithm performance using decision tree shows that an increase in activity classification complexity leads to a decrease in HAR performance with a stroke population [8] . One of the human activity recognition problems is high dimensionality. Many high dimensional classification techniques that allow considerable feature reduction through automatic selection of the most informative features have been developed for human activity recognition problems [4, 9, 10] . Dimensionality reduction can be applied to remove the irrelevant (or less relevant) features and reduce the computational complexity and increase the performance of the activity recognition process [9] .
This study aims to create a framework for HAR high dimensionality in order to maximize the classification accuracy and to minimize the number of features using feature extraction and classification algorithms tested on a publicly available dataset.
Background
Human activity recognition is a challenging research topic in the field of computer vision and pattern recognition. Computer vision is an interdisciplinary field that deals with computer systems analysis and interpretation of visual capabilities of a close contents scene to those of human vision. One of the major objectives in computer vision is to recognize and understand human mobility, in order particularly to define the classification of human activities [2] .
The pattern recognition process is a procedure that tells us the difference between objects, phenomena or events. Computational algorithms can be used to automate this process: they can be used to find dissimilarities, similarities and regularities automatically from the signals, generalize detection model based on these and, finally, give a recognition result [11] . The activity recognition problem is a classical pattern recognition problem with the aim to recognize automatically common human activities in real life settings [12] . The number of machine learning models that have been used for activity recognition and analysis varies almost as greatly as the types of recognized activities and sensor data used.
Dimension Reduction
Dimension reduction is the process of reducing the random number of variables under consideration. In recent years, the high dimensionality of modern massive datasets has provided a considerable challenge to efficient algorithmic solutions design. Dimensionality reduction techniques aims at finding the meaningful low dimensional data structures hidden in their high-dimensional observations which allow the user to better analyze the complex data sets. Feature extraction and feature selection are two popular methods for dimensionality reduction. Dimensionality reduction can be defined by assuming that we have dataset represented in a × matrix ' ' consisting of n data vectors ( ∈{1,2,..., }) with dimensionality ' '. Assume further that this dataset has intrinsic dimensionality ' ' (where < , and often ≪ ). In mathematical terms, intrinsic dimensionality means that the points in dataset ' ' are lying on or near a manifold with dimensionality ' ' that is embedded in the -dimensional space. Dimensionality reduction techniques transform dataset ' ' with dimensionality ' ' into a new dataset ' ' with dimensionality ' ', while retaining data geometry as much as possible [13] . In general, neither data geometry manifold, nor the intrinsic dimensionality ' ' of the dataset ' ' are known. Therefore, dimensionality reduction is an attention-demanding problem that can only be solved by assuming certain data properties (such as its intrinsic dimensionality).
Dimension reduction techniques may be divided into two classes: linear methods [e.g. the Principal Component Analysis (PCA), linear discriminant analysis (LDA)] and nonlinear algorithms like Kernel PCA and Kernel LDA.
Principal Components Analysis (PCA)
Principal Components Analysis (PCA) is a linear technique that performs dimensionality reduction by embedding the data into a linear subspace of lower dimensionality [14] . The basic idea behind the PCA is to reduce the dimensionality of a data set, while retaining as much as possible the variation in the original variables. This is achieved by transforming the p original variable y= The number of components ' ' is specified on the basis of researcher's prior knowledge or determined using dedicated procedures. Class prediction using standard methods can then be carried out in the reduced space by using the constructed principal components.
Class Prediction
The high dimension of 'p' is then reduced to a lower dimension 'k' after dimensionality reduction. The original data matrix is adapted by a matrix of factors (n×k, where k<n), constructed by PCA, as described in the previous section. Once the k-factors are composed, prediction of the response classes using K-Nearest Neighbors (KNN) and C5.0 is taken into consideration.
K-Nearest Neighbors (KNN)
Nearest neighbor (KNN) is a widely used classifier for activity recognition introduced first by Fix and Hodges in 1951. KNN is very simple, highly efficient and effective algorithm for pattern recognition that classifies new observation into the class, to which the majority of its k nearest neighbors at training data set belong [15] . In other words, k most similar training data observations to unclassified observation are searched [16] . KNN involves large storage requirement and intensive computation, and the value of k also needs to be determined properly. In fact, the rating for the k-nearest neighbor based on the similarity is calculated using Euclidean distance which is defined as follows [17] :
The k-nearest neighbor algorithm can be written as follows:
 Let k be number of nearest neighbors and D be the set of training samples  For each test sample do compute using Euclidean distance for every sample of D:  Select the k close set training samples to test sample  Classify the sample based on major class among its nearest neighbors.
C5.0 Decision trees
C5.0 algorithm, a commercial system from RuleQuest Research, is a new generation of decision trees algorithms. It has been developed as an improved version of well-known and widely used C4.5 classifier with many features like [18] :
 C5.0 algorithm can respond on noise and missing data.  C5.0 provides boosting.
 A large decision tree may be difficult to read and comprehend.  C5.0 provides the option of viewing the large decision tree as a set of rules which is easy to understand.  Overfitting is solved by the C5.0 and Reduce error pruning technique.  C5.0 can also predict which attributes are relevant in classification and which are not. This technique, known as Winnowing is especially useful while dealing with high dimensional datasets. The use of this methods recurred that the root node at the top of the tree considers all samples and passes them through to the second node called "branch node". The branch node generates rules for a group of samples based on an entropy measure. In this stage, C5.0 constructs a very large tree by considering all attribute values and finalizes the decision rule by pruning. It uses a heuristic approach for pruning based on splits statistical significance. After fixing the best rule, the branch nodes send the final class value in the last node, called the "leaf node".
Methods
This section describes the dataset, the preprocessing conditions and the framework steps.
Dataset and Preprocessing
The established algorithms are applied to a publicly available dataset 'Human Activity Recognition Using Smartphones Data Set'. HAR-database built from the recordings of 30 subjects performing activities of daily living (ADL) while carrying a waist-mounted smartphone with embedded inertial sensors. The dataset contains 561 attributes with 10299 instances. The experiments have been carried out with a group of 30 volunteers within an age bracket of 19-48 years. Each person performed six different activities (walking, walking upstairs, walking downstairs, sitting, standing, laying) wearing a smartphone on the waist. They used an accelerometer and a gyroscope in a Samsung Galaxy S2 phone to show that their model can distinguish these six basic activities. Detailed information about this dataset is reported by Anguita et al. [5] . The authors proposed a hardware-friendly multi-class SVM model that adapted a support vector machine for a smartphone activity recognition application that is used in healthcare with a performance of 89%.
A general framework is suggested for the structural (HAR) problem in which we focus on feature extraction and classification (Figure 1) . The proposed method for human activity recognition is based on feature extraction using PCA and classification using KNN and C5.0. 
Feature Extraction
Although the procedure described here can handle a large number of attributes, it may still be too large for practical use. While, the model assessment procedure requires fitting the data many times, it is very time-consuming process due to cross-validation and re-randomization. In addition, a considerable percentage of features do not show differential expression between the groups and only a subset of features is interest worthy. The feature extraction step by PCA is used to reduce large input sensor data to a smaller set of features (feature vector), which preserves information contained in the original data.
Class Prediction
The high dimension ' ' is then reduced to a lower dimension ' ' after dimension reduction. The original data matrix is constructed by a matrix of factors ( × , where < ), constructed by (PCA), as described in the previous section. Once the k-factors are composed, prediction of the response classes using KNN and C5.0 is then made.
Performance Evaluation
Each model developed has the performance that has been measured in terms of the average accuracy, which means the number of correctly classifying cases under the total number cases in a testing set. The dataset is divided into a training set and a testing set. Comparing the classification performance of the three models, namely PCA-KNN, PCA-C5.0, can be realized by accuracy rate, which is the direct criteria to evaluate the classification models. It can be quantitatively evaluated by the following expression:
After data preprocessing, the proposed performance evaluation procedure on the dataset is applied. The performance of each developed model was measured in terms of the average accuracy. Accuracy is the number of correctly classifying cases under the total number of cases in a testing set. The experiments are performed with training data and test data. The size is chosen differently and dependently on the available dataset in order to provide a reliable estimate and validate the developed models.
Results and discussion
The interest of dimensionality reduction by considering applications for the class prediction of HAR-data has been illustrated. We compare the results obtained by our approach with the performance of the direct classification approach.
Application to HAR-Dataset
After data preprocessing, the proposed performance evaluation procedure on the HAR-dataset is applied. We choose 8000 instances randomly to train model and the 2299 remainder instances are used to test the model. Implementation of this framework provide us the estimation of factors ' ' by dimensionality reduction and the classification accuracy performances. Table 1 represents the results obtained by applying the four models: PCA-KNN, PCA-C5.0, KNN and C5.0 on the experimental dataset. 99.19% and 99.22% have been obtained within the KNN and C5.0 respectively without dimension reduction. In addition, the time spent for the execution of the analysis is short for the C5.0 model compared to KNN model (Approximately 20% timeless). The PCA-KNN accuracy ranged from 94.83% for k=26, to 91.36% for k=8. On the other hand, the PCA-C5.0 accuracy results ranged from 94.89% for k=26, to 90.37% for k=8. It appears that PCA-C5.0 and PCA-KNN models accuracy is the same for k=26. However, PCA-KNN accuracy for k=8 is higher than PCA-C5.0.
Results
In term of time of execution, KNN and C5.0 without dimensionality reduction requested 148080 seconds and 7594 seconds respectively. The PCA-C5.0 model seems to be very interesting; the execution time ranged from 7 seconds for k=26 to 2 seconds for k=8. Contrarily, PCA-KNN time of execution ranged from 171 seconds for k=26 to 30 seconds for k=8. 
Discussion
In this paper, we proposed a linear method for recognition of daily human activities based on feature dimensionality reduction using PCA to low dimensionality feature space followed by two class prediction models (KNN and C5.0) as decision functions for classification of human activities.
Concerning dimensionality reduction task, three different criteria have been used to estimate the number of factors. The first criterion is the higher eigenvalue to one which provides us 8 factors. In the second criterion, the cumulative variance equal to 80% which produces 26 factors. After dimensionality reduction, the results of class prediction show that, for k=26 the accuracy is the same for the two class prediction models (PCA-KNN and PCA-C5.0) and for k=8 the highest accuracy is obtained from PCA-KNN model followed by PCA-C5.0.
In the case of third criterion, maximizing the classification accuracy while minimizing the number of factors is attempted. In this context, the factors minimum is k=15 representing almost half of second criterion (k=26) and related to classification accuracy of PCA-KNN and PCA-C5.0 (93.28% and 93.32% respectively) which is a near classification accuracy of the second criterion (94.89% and 94.89% for PCA-KNN and PCA-C5.0 respectively).
Moreover, the execution time of the third criterion with PCA-KNN model is equal to one third of the first criterion while it's about half for PCA-C5.0 model. Though, it is evident that PCA-C5.0 model accomplished the very interesting time of execution in comparison with PCA-KNN.
Conclusion
This work reports an efficient dimensionality reduction approach for the class prediction related to the human activity recognition data composed by several active-ties, such as lying down, walking, sitting, standing, ascending and descending stairs.
Primarily, the main advantage of this approach is to reduce the number of features from p=561 to k=26 through PCA, which provides a compact representation by projecting the data onto a feature space that captures the most representative features. After dimension reduction, classification techniques showed that, for k=26, the best accuracy is obtained by PCA-C5.0 model (94.89% in 7 seconds), followed by PCA-KNN model (94.83 % in 171 seconds).
Interestingly, when a small number of features is used in the classification (e.g. k=15), PCA-C5.0 model still gives better results (93.28%) related to time of execution (4 seconds) than PCA-KNN (93.32% in 58 seconds).
These results are competitive with prior activity recognition results of Anguita et al. [5] who used Support Vector Machine (SVM) classifier for the same dataset where 70% of the data was used for training and the rest for testing and reported that classification result of the standard floating-point Multiclass SVM (MC-SVM) and the Hardware-Friendly SVM (MC-HF-SVM) with small among of memory (k=8 bits) were 89.3% and 89.0% respectively.
A recent study using the same dataset, has shown that the best accuracy was obtained by J48 Decision tree, Random Forests, Random Committee and Lazy IBk classifiers with more than 90% for 128 features and 256 features and around 60% for 8 features [19] . However, Naïve Bayes and K-means classifiers performed poorly.
In terms of building time, IBk classifier performed the best building time of 0 seconds and 0.1 seconds for 128 features and 256 features respectively. By contrast, the time taken to build the first three models (J48 Decision tree, Random Forests, Random Committee) ranged from 20.1 seconds to 64.6 seconds [19] .
Another study using Pareto Ensemble Pruning (PEP) approach, showed that PEP achieves an accuracy of 90.4% [20] Overall, the PCA dimensionality reduction method can improve the performance of the k-nearest neighbor (KNN) and C5.0 classifiers for HAR highdimensional data sets. The suggested method is capable of addressing the important dimensionality issues as well. The application of the proposed method on the experimental dataset results in the achievement of the best performance for dimensionality reduction (in terms of least time consumption and CPUexpenditure).
