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Abstract. The k-parallel subdivision graph Sk(G) is generated from G which each edge of G is replaced
by k parallel paths of length 2. The 2k-parallel subdivision graph S2k(G) is constructed from G which
each edge of G is replaced by k parallel paths of length 3. In this paper, the normalized Laplacian spectra
of Sk(G) and S2k(G) are given. They turn out that the multiplicities of the corresponding eigenvalues
are only determined by k. As applications, the expected hitting time, the expected commute time and
any two-points resistance distance between vertices i and j of Sk(G), the normalized Laplacian spectra
of Sk(G) and S2k(G) with r iterations are given. Moreover, the multiplicative degree Kirchhoff index,
Kemeny’s constant and the number of spanning tress of Sk(G), S
r
k(G), S2k(G) and S
r
2k(G) are respectively
obtained. Our results have generalized the previous works in Xie et al. and Guo et al. respectively.
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1. Introduction
Our convention in this paper is that the (n,m)-graph G = (V (G), E(G)) is the simple and connected
graph with n vertices and m edges. For the associated notation of the graph theory, we follow [1]. One of
the most critical fields in the graph theory is spectral graph theory. In particular, spectral graph theory is
consist of algebraic spectral graph theory and analytic spectral graph theory. Spectral graph theory not
only have pure mathematics properties, but also several vital applications in practical, examples include
information-theoretic hashing of 3D objects [2], threshold selection in gene co-expression networks [3],
pattern recognition, data mining and image matching [4]. Thus, it is of great interests to determine
the spectra of some graphs, especially for those large graphs which resulted from the small graph by
graph operations in past two decades. For adjacency and Laplacian spectra of certain graph operations,
see [5–18] and references therein. Alone this line, we consider the normalized Laplacian spectra of two
parallel subdivision graphs in this paper, see Figure 1.
It is worthy to mentioned that S1(G) is the subdivision graph S(G) if k = 1 for Sk(G) that considered
in [19]. Besides, S2(G) is such diamond hierarchical graph which was constructed by Guo et al. [20]
if k = 2 for Sk(G). Moreover, while k = 1 and G is regular for S2k(G), then the graph S2(G) is the
equivalent graph(generated by using clique-star transformation) of the stellated regular graphs [21].
In what follows, we will recall the definition of the normalized Laplacian. The formal definition is
defined as
L (G) =


−w(i,j)√
d(i)d(j)
, i is adjacent to j;
d(i)−w(i,i)
d(i) , i = j, d(i) 6= 0;
0, otherwise.
E-mail address: zhaojing94823@163.com, liujiabaoad@163.com, tansusan1@ahjzu.edu.cn, sakander1566@gmail.com.
* Corresponding author.
1
Figure 1: (a) Sk(G) (b) S2k(G)
In the definition defined as above, w(i, j) is the weight of the edge ij and w(i, u) the vertex weight.
In particular, w(i, j) = 1 and w(i, i) = 0 if vertex weight and edge weight are respectively 0 and 1. This
yields
L (G) =


−1√
d(i)d(j)
, i is adjacent to j;
1, i = j, d(i) 6= 0;
0, else.
(1.1)
Apparently, one has L (G) = D(G)−
1
2L(G)D(G)−
1
2 .
Recent years, Xie and Zhang [19, 22] respectively determined the normalized Laplacians of subdivi-
sions and iterated triangulations graph. In 2017, the normalized Laplacians for quadrilateral graphs are
considered by Li and Hou [23]. Pan et al. [24] computed the normalized Laplacians of some graphs which
involve graph transformations. For details, see [25–30] and references therein.
A topic of a good deal of attention in network science is the notion of network criticality. some
measures for network criticality are depended on the paths in networks. Thus the shortest paths in
networks are the focus of attention while we compute network criticality. But the shortest paths are not
considering the impacts of all the paths. The concepts of resistance distance and Kirchhoff index are
such measures which involving all the information among paths in networks, one may refer to [31].
Resistance distance [32] is defined by Klein and Randic´. Denote Ωij the resistance distance between
vertices i and j. In [33], Klein et al. defined the resistance distance sum rules, which is Kirchhoff
index Kf(G). The resistance distance based graph invariants have attracted some experts due to these
applications in harmonic analysis, random walks, chemical and computer science. Considering the impacts
of the vertex degree, Chen et al. [34] defined the multiplicative degree Kirchhoff index Kf∗(G) and found
that there is a surprising relation between Kf∗(G) and the eigenvalues of L (G).
The hitting time or first passage time Tj of the vertex j is defined as the minimum steps of the random
walk needs to reach that vertex. The expected hitting time or mean first passage time when the walk
starts at i is denoted by EiTj(G). The expected commute time Cuv(G) is defined as the expected time
it takes for a particle to start from vertex i, reach vertex j, and then return to vertex i in the graph G.
The Kemeny’s constant Ke(G) is the expected number of steps needed for the transition from a starting
vertex to a destination vertex, which is related to the finite ergodic Markov chains. Spanning trees are
the subgraphs of G which contain each edge in G, also an important quantity characterizing the reliability
of a network, one may refer to [35, 36].
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For a general graph, it is hard enough to determine the resistance distance between any points, unless
the graph is very small or one knows the complete information of the graph. A. K. Chandra et al. in [37]
built a relation between the expected hitting time and resistance distance of a graph. This provides a
available method to calculate any two-points resistance distance, see [38–42]. The main results of this
paper are presented as below.
1.1. The normalized Laplacian of Sk(G)
In this subsection, we will give the complete information for the normalized Laplacian of the k-parallel
subdivision graph. Before proceeding, we shall disgress to define two functions as below.
f1(x) =
2 +
√
4− 2x
2
, f2(x) =
2−√4− 2x
2
.
Theorem 1.1. Assume that G is a (n,m)-graph. Thus the eigenvalues of L (Sk(G)) are as below.
• f1(λ) and f2(λ) are eigenvalues of L (Sk(G)), if λ(λ 6= 0) is an eigenvalue of L (G). Moreover, the
multiplicities of f1(λ) and f2(λ) are same as λ.
• 0 and 2 are the eigenvalues of L (Sk(G)) with the multiplicity 1.
• L (Sk(G)) has the eigenvalue 1. Its multiplicity is km− n+ 2, if G is bipartite and km− n else.
1.2. The normalized Laplacian of S2k(G)
In this subsection, the normalized Laplacian eigenvalues of the 2k-parallel subdivision graph are
proposed. In addition, let µ1, µ2 and µ3 be the roots of the equation 4µ
3 − 12µ2 + 9µ− λ = 0.
Theorem 1.2. Assume that G is a (n,m)-graph. Therefore the eigenvalues of L (S2k(G)) are as follows.
• µ1, µ2 and µ3 are eigenvalues of L (S2k(G)), if λ(λ 6= 0, 2) is an eigenvalue of L (G). The multi-
plicities of µ1, µ2 and µ3 are same as λ.
• L (S2k(G)) has an eigenvalue 0 with the multiplicity 1. L (S2k(G)) has an eigenvalue 2 and its
multiplicity is 1, if G is bipartite.
• L (S2k(G)) has the eigenvalues 12 and 32 . Their multiplicities are respectively km−n and km−n+2,
if G is non-bipartite.
• L (S2k(G)) has the eigenvalues 12 and 32 . Their multiplicities are both km−n+2, if G is bipartite.
The rest parts are summarized as below. We propose some lemmas in section 2. The proofs of the
main results are provided in section 3. The spectra of L (Sk(G)) and L (S2k(G)) are determined in
sections 4 and 5. As byproduct, the formulas for EiTj(Sk(G)), rij(Sk(G)), Kf
∗(Sk(G))(Kf∗(S2k(G))
resp.), Ke(Sk(G))(Kf
∗(S2k(G)) resp.) and τ(Sk(G))(τ(S2k(G)) resp.) are respectively given.
2. Preliminaries
In this section, we put some lemmas that used in applications section. Let 0 = λ1 < λ2 ≤ · · · ≤ λn be
the normalized Laplacian eigenvalues of L (G).
In 2007, Chen and Zhang found that Kf∗(G) is closely related to the eigenvalues of L (Sk(G)) in G.
Lemma 2.1. [34] Assume that G is a (n,m)-graph. Then Kf∗(G) = 2m
∑n
i=2
1
λi
.
Kemeny and Snell in 1960 introduced the graph invariant which is called Kemeny’s constant. It also
related to the eigenvalues of L (Sk(G)).
Lemma 2.2. [30] Assume that G is a (n,m)-graph. Then Ke(G) =
∑n
i=2
1
λi
.
Combining Lemmas 2.1 and 2.2, one finds Kf∗(G) = 2m ·Ke(G). Let B(G) denote the vertex-edge
incident matrix and r(B(G)) the rank of B(G), one has the following.
Lemma 2.3. [30] Assume that G is a (n,m)-graph. Thus
r(B(G)) =
{
n, if G is non-bipartite;
n− 1, if G is bipartite.
Lemma 2.4. [43] Assume that G is a (n,m)-graph. One obtains
n∏
i=1
d(vi)
n∏
i=2
λi = 2mτ(G),
where τ(G) is the number of spanning trees of G.
At this point, one considers the normalized adjacency matrix N(G), namely
N(G) = D(G)−
1
2A(G)D(G)−
1
2 = D(G)
1
2 (I −L (G))D(G)− 12 ,
where I is the identity matrix.
The above equation leads that matrix N(G) has the same eigenvalues as matrix I −L (G). Assume
that the eigenvalues of I −L (G) has the orthogonal eigenvectors v1, v2, . . . , vn. Namely
vi = (vi1, vi2, . . . , vin)
T , i = 1, 2, . . . , n.
One knows that E = (v1, v2, . . . , vn) is the orthogonal matrix, then
n∑
k=1
vikvjk =
n∑
k=1
vkivkj =
{
1, if i = j;
0, else.
In particular,
v1 =
(√
d1/2m,
√
d2/2m, ...,
√
dn/2m
)
.
Let G be a bipartite graph with a vertex partition V (G) = V1
⋃
V2. Thus
vni =
√
di/2m, i ∈ V1; vnj = −
√
dj/2m, j ∈ V2.
Lemma 2.5. [44] Assume that G is a (n,m)-graph. One obtains
EiTj(G) = 2m
n∑
a=2
1
1− λa
(
v2aj
dj
+
vaivaj√
didj
)
.
Lemma 2.6. [37] Assume that G is a (n,m)-graph. One gets
EiTj(G) + EjTi(G) = 2mΩij(G).
The following lemma built a connection between the expected hitting time and expected commute
time.
Lemma 2.7. [37] Assume that G is a (n,m)-graph. One gets
EiTj(G) + EjTi(G) = Cuv(G).
Certainly, one reaches Cuv(G) = 2mΩij(G).
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3. The proofs of Theorems 1.1 and 1.2
The most focuses in this section are on determining the eigenvalues of L (Sk(G)) and L (S2k(G)).
Before we begin, we turn to prove two lemmas as basic but necessary in the proofs.
Lemma 3.1. L (G) has an eigenvalue 4σ − 2σ2and its multiplicity is same as σ, if σ(σ 6= 1) is an
eigenvalue of L (Sk(G)).
Proof. According to the construction of Sk(G), let N0 = {µ01, µ02, . . . , µ0m}, N1 = {µ11, µ12, . . . , µ1m}, . . . ,
Nk−1 = {µk−11 , µk−12 , . . . , µk−1m }. Evidently, N = N0
⋃
N1
⋃ · · ·⋃Nk−1. At this place, we recall that
dw(Sk(G)) =
{
k · dw(G), w ∈ V (G);
2, w ∈ N. (3.2)
Set ε = {ε1, ε2, . . . , εn+km} as an eigenvector corresponding to the eigenvalue σ of Sk(G). Together
the definition of normalized Laplacian with Eq.(1.1), one gets the following equation for any vertex w in
Sk(G).
(1 − σ)εw =
∑
u∼w
1√
dw(Sk)du(Sk)
εu, (3.3)
where denote Sk(G) by Sk for simplify.
Suppose that Nl(u) is the set which consists of all neighbors of u in Nl (l = 0, 1, . . . , k − 1). The set
of all neighbors of u in G is denoted by NG(u). For any vertex u in G and Eqs.(3.2) and (3.3), one has
(1 − σ)εu =
k−1∑
l=0
∑
uli∈Nl(u)
1√
dul
i
(Sk)du(Sk)
εul
i
=
k−1∑
l=0
∑
uli∈Nl(u)
1√
2k · du(G)
εul
i
. (3.4)
For any vertex uli ∈ Nl(u), one obtains
(1 − σ)εul
i
=
1√
du(Sk)dul
i
(Sk)
εu +
1√
dv(Sk)dul
i
(Sk)
εv =
1√
2k · du(G)
εu +
1√
2k · dv(G)
εv, (3.5)
where vertex v is adjacent to vertex u in G.
Combining Eq.(3.4) and Eq.(3.5), we have
(1− σ)2εu =
k−1∑
l=0
∑
uli∈Nl(u)
(
1
2k · du(G)εu +
1
2k
√
du(G)dv(G)
εv
)
= k ·
∑
v∈NG(u)
(
1
2k · du(G)εu +
1
2k
√
du(G)dv(G)
εv
)
=
1
2
εu +
1
2
∑
v∈NG(u)
1√
du(G)dv(G)
εv, (3.6)
for σ 6= 1.
By a straightforward calculation of Eq.(3.6), it gives[
1− (4σ − 2σ2)]εu = ∑
v∈NG(u)
1√
du(G)dv(G)
εv,
for σ 6= 1.
Based on Eq.(3.3), one knows 4σ−2σ2 is an eigenvalue of L (G). Furthermore, there exits a bijection
between σ and 4σ − 2σ2, thus the multiplicity of 4σ − 2σ2 is same as that of σ.
This has completed the proof.
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Lemma 3.2. L (G) has an eigenvalue ζ(4ζ2 − 12ζ + 9) and its multiplicity is same as ζ, if ζ(ζ 6= 12 , 32 )
is an eigenvalue of L (S2k(G)).
Proof. For the graph S2k(G), let M0 = {µ011 , µ012 , . . . , µ0m1 , µ0m2}, N1 = {µ111 , µ112 , . . . , µ1m1 , µ1m2}, . . . ,
Nk−1 = {µk−111 , µk−112 , . . . , µk−1m1 , µk−1m2 }. Obviously, M = M0
⋃
M1
⋃ · · ·⋃Mk−1. At this point, we review
that
dw(S2k(G)) =
{
k · dw(G), w ∈ V (G);
2, w ∈M. (3.7)
Set ξ = {ξ1, ξ2, . . . , ξn+2km} as an eigenvector corresponding to the eigenvalue ζ of S2k(G). Together
the definition of normalized Laplacian with Eq.(1.1), one gets the following equation for any vertex s in
S2k(G).
(1− ζ)ξs =
∑
v∼s
1√
ds(S2k)dv(S2k)
ξv, (3.8)
where denote S2k(G) by S2k for short.
Assume that Ml(u) is the set which consists of all neighbors of u in Ml (l = 0, 1, . . . , k − 1). Denote
the set of all neighbors of u in G by NG(u). Any vertex u in G and Eq.(3.7) imply that
(1− ζ)ξu =
k−1∑
l=0
∑
ul
i1
∈Ml(u)
1√
dul
i1
(S2k)du(S2k)
ξul
i1
=
k−1∑
l=0
∑
ul
i1
∈Ml(u)
1√
2k · du(G)
ξul
i1
. (3.9)
For any uli1 ∈Ml(u), we obtain
(1− ζ)ξul
i1
=
1√
du(S2k)dul
i1
(S2k)
ξu +
1√
dul
i1
(S2k)dul
i2
(S2k)
ξul
i2
=
1√
2k · du(G)
ξu +
1
2
ξul
i2
, (3.10)
where vertex uli2 in Ml is adjacent to vertex u
l
i1
.
Similarly, for any uli2 ∈Ml, this yields
(1− ζ)ξul
i2
=
1√
dul
i1
(S2k)dul
i2
(S2k)
ξul
i1
+
1√
dv(S2k)dul
i2
(S2k)
ξv
=
1
2
ξul
i1
+
1√
2k · dv(G)
ξv. (3.11)
Combining Eq.(3.11) and Eq.(3.10), one arrives at
2
(
ζ − 1
2
)(
ζ − 3
2
)
ξul
i1
=
2(1− ζ)√
2k · du(G)
ξu +
1√
2k · dv(G)
ξv. (3.12)
Substituting Eq.(3.12) to Eq.(3.9), one gets
2
(
ζ − 1
2
)(
ζ − 3
2
)(
1− ζ)ξu = k · ∑
v∈NG(u)
(
1− ζ
k · du(G)ξu +
1
2k
√
du(G)dv(G)
ξv
)
= (1 − ζ)ξu + 1
2
∑
v∈NG(u)
1√
du(G)dv(G)
ξv, (3.13)
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where ζ 6= 12 , 32 .
By a explicit analysis of Eq.(3.13), that is
[
1− ζ(4ζ2 − 12ζ + 9)]ξu = ∑
v∈NG(u)
1√
du(G)dv(G)
ξv,
for ζ 6= 12 , 32 .
According to Eq.(3.8), one gets ζ(4ζ2 − 12ζ + 9) is an eigenvalue of L (G). Moreover, there exits a
bijection between µ and ζ 6= 12 , 32 , thus the multiplicity of ζ 6= 12 , 32 is same as that of ζ.
This completes the proof.
Now, we proceed by going into more details on the proofs of the normalized Laplacians of Sk(G) and
S2k(G). Our first goal in the following is determined the eigenvalues of L (Sk(G)).
3.1. The proof of Theorem 1.1
At this point, we slightly to observe those two functions that defined in the subsection 1.2 as follows.
f1(x) =
2 +
√
4− 2x
2
, f2(x) =
2−√4− 2x
2
. (3.14)
Assume that σ(σ 6= 1) is an eigenvalue of L (Sk(G)) and λ an eigenvalue of L (G), then by Lemma
3.1, one has λ = 4σ − 2σ2. Put it in another way, one obtains σ = 2±
√
4−2λ
2 , σ 6= 1.
It is routine to check that L (G) has an eigenvalue 0 and its multiplicity is 1. Then substituting 0
into Eq.(3.14), we get σ = 0, 2 with the multiplicity 1.
The graph Sk(G) is bipartite whether G is bipartite or not. By Lemma 3.1, one obtains the rest of
the eigenvalues of Sk(G) are 1. Further, 1 is with the multiplicity km−n+2 if G is bipartite and km−n
otherwise.
3.2. The proof of Theorem 1.2
Assume that L (S2k(G)) has an eigenvalue ζ(ζ 6= 12 , 32 ) and L (G) has an eigenvalue λ, then by Lemma
3.2, one has λ = ζ(4ζ2 − 12ζ + 9). Namely, one gets
4ζ3 − 12ζ2 + 9ζ − λ = 0, ζ 6= 1
2
,
3
2
. (3.15)
It is worthy to mention that 0 is a normalized Laplacian eigenvalue of G with the multiplicity 1.
Combining Eq.(3.15) and λ = 0, this gives ζ = 0, 32 ,
3
2 .
Note that L (G) has an eigenvalue 2 with the multiplicity 1, when G is bipartite. Substituting λ = 2
into Eq.(3.15), then one arrives at ζ = 2, 12 ,
1
2 .
Assume that G is non-bipartite. Combining Eq.(3.12) and ζ = 12 , one gets
ξu√
du(G)
= − ξv√
dv(G)
. (3.16)
There must be an odd cycle in G due to G is non-bipartite. Assume that the length of that odd cycle
is p and those vertices are named t1, t2, . . . , tp. Thus
ξt1√
dt1(G)
= − ξt2√
dt2(G)
= · · · = ξtp√
dtp(G)
= − ξt1√
dt1(G)
.
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From the above equation, one has ξu = 0, u ∈ V (G). Alone with Eq.(3.9), we have
k−1∑
l=0
∑
ul
i1
∈Ml(u)
1√
2k · du(G)
ξul
i1
= 0,
namely,
∑
q∈M(u)
ξq = 0, M(u) =
k−1⋃
l=0
Ml(u). (3.17)
Substituting ζ = 12 and ξu = 0, u ∈ V (G) into Eq.(3.10), one obtains ξuli1−ξuli2 = 0, l = 0, 1, . . . , k−1.
ξu011
= ξu012
= y01 , ξu111
= ξu112
= y11 , . . . , ξuk−111
= ξ
u
k−1
12
= yk−11 ,
ξu021
= ξu022
= y02 , ξu121
= ξu122
= y12 , . . . , ξuk−121
= ξ
u
k−1
22
= yk−12 ,
...
ξu0m1
= ξu0m2
= y0m, ξu1m1
= ξu1m2
= y1m, . . . , ξuk−1m1
= ξ
u
k−1
m2
= yk−1m .
Let
y0 = (y
0
1 , y
0
2 , . . . , y
0
m)
T , y1 = (y
1
1 , y
1
2 , . . . , y
1
m)
T , . . . , yk−1 = (yk−11 , y
k−1
2 , . . . , y
k−1
m )
T .
Assume that B(G) = (α1, α2, . . . , αn)
T is the incident matrix of G and y = (y0, y1, . . . , yk−1)T . According
to Eq.(3.17), one can write it by another way, that is
Cy = 0, (3.18)
where C = (β1, β2, . . . , βn)
T , β1 = (α1, α1, . . . , α1︸ ︷︷ ︸
k
),β2 = (α2, α2, . . . , α2︸ ︷︷ ︸
k
),. . . ,βn = (αn, αn, . . . , αn︸ ︷︷ ︸
k
).
Evidently, r(B(G)) = r(C). Thus, Eq.(3.18) has km − n linearly independent solutions based on
Lemma (2.3). Put it in another way, the multiplicity of the eigenvalue 12 of L (S2k(G)) is km − n.
Therefore, the multiplicity of the eigenvalue 32 of L (S2k(G)) is km− n+ 2.
The graph S2k(G) is bipartite when G is bipartite, then . As we know, the eigenvalues of L (S2k(G))
are symmetric about 1, thus the multiplicities of 12 and
3
2 are equal to km− n+ 2.
4. Applications of Theorem 1.1
In what follows, the expected hitting time and any two-points resistance distance between any vertices
i and j of Sk(G) are given. At here, we disgress to propose the adjacency and degree diagonal matrices
of Sk(G).
A(Sk(G)) =


0 B(G) · · · B(G)
B(G)T 0 · · · 0
...
...
. . .
...
B(G)T 0 · · · 0

 , D(Srk(G)) =


kD(G) 0 · · · 0
0 2Im · · · 0
...
...
. . .
...
0 0 · · · 2Im

 .
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One arrives at
N(Sk(G)) = D(G)
− 12A(G)D(G)−
1
2
=


0 1√
2k
D(G)−
1
2B(G) · · · 1√
2k
D(G)−
1
2B(G)
1√
2k
B(G)TD(G)−
1
2 0 · · · 0
...
...
. . .
...
1√
2k
B(G)TD(G)−
1
2 0 · · · 0

 .
In the following lemma, we proposed the orthonormal eigenvectors of the corresponding eigenvalues
in terms of Theorem 1.1 of N(Sk(G)).
Lemma 4.1. Assume that G is a (n,m)-graph. One has
• N(Sk(G)) has the eigenvalues ±
√
1+λa
2 , a = 1, 2, . . . , n and 0 with multiplicities respectively 1 and
km− n, if G is non-bipartite graph. Then the corresponding orthonormal eigenvectors are
1√
2


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi

 , i = 1, 2, . . . , n;


0
1√
2(1+λi)
BTD−
1
2 vi
− 1√
2(1+λi)
BTD−
1
2 vi
0
0
...
0


,


0
1√
6(1+λi)
BTD−
1
2 vi
1√
6(1+λi)
BTD−
1
2 vi
−
√
2
3(1+λi)
BTD−
1
2 vi
0
...
0


, . . . ,


0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


;


0
yz
0
...
0

 ,


0
0
yz
...
0

 , . . . ,


0
0
0
...
yz

 , z = 1, 2, . . . ,m− n,
where (y1, y2, . . . , ym−n) is an orthonormal basis of the kernel space of the matrix B(G).
• N(Sk(G)) has the eigenvalues ±
√
1+λa
2 , a = 1, 2, . . . , n− 1 and 0 with multiplicities respectively 1
and km− n+ 2, if G is bipartite graph. Then the corresponding orthonormal eigenvectors are
1√
2


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi

 , i = 1, 2, . . . , n− 1;
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

0
1√
2(1+λi)
BTD−
1
2 vi
− 1√
2(1+λi)
BTD−
1
2 vi
0
0
...
0


,


0
1√
6(1+λi)
BTD−
1
2 vi
1√
6(1+λi)
BTD−
1
2 vi
−
√
2
3(1+λi)
BTD−
1
2 vi
0
...
0


, . . . ,


0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


;


vn
0
0
...
0

 ,


0
yz
0
...
0

 ,


0
0
yz
...
0

 , . . . ,


0
0
0
...
yz

 , z = 1, 2, . . . ,m− n+ 1,
where (y1, y2, . . . , ym−n+1) is an orthonormal basis of the kernel space of the matrix B(G).
Proof. According to the properties of orthogonal matrix and B(G)B(G)T = A(G) +D(G), then
• If G is non-bipartite graph, then
yTi yj =
{
1, if i = j;
0, if i 6= j.
On the one hand,
N(Sk(G))


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi

 = ±
√
1 + λi


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi

 ,
N(Sk(G))


0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


=


0
0
0
0
0
...
0


, N(Sk(G))


0
yz
0
...
0

 =


0
0
0
...
0

 .
On the other hand,

vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi


T 
vj
± 1√
k(1+λj)
BTD−
1
2 vj
...
± 1√
k(1+λj)
BTD−
1
2 vj

 =
{
2, if i = j and the signs are the same;
0, else.
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

0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


T 

0√
1
k(k−1)(1+λj )B
TD−
1
2 vj√
1
k(k−1)(1+λj )B
TD−
1
2 vj√
1
k(k−1)(1+λj )B
TD−
1
2 vj√
1
k(k−1)(1+λj )B
TD−
1
2 vj
...
−
√
k−1
k(1+λj)
BTD−
1
2 vj


=
{
1, if i = j;
0, else.


0
yi
0
...
0


T 
0
yj
0
...
0

 =
{
1, if i = j;
0, else.
Moreover, one obtains that


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi


T


0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


= 0,


vi
± 1√
k(1+λi)
BTD−
1
2 vi
...
± 1√
k(1+λi)
BTD−
1
2 vi


T 
0
yz
0
...
0

 = 0,


0√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi√
1
k(k−1)(1+λi)B
TD−
1
2 vi
...
−
√
k−1
k(1+λi)
BTD−
1
2 vi


T


0
yz
0
...
0

 = 0,
Hence, those orthonormal eigenvectors of the corresponding eigenvalues for the graph Sk(G) as
shown in theorem.
• If G is non-bipartite graph, the proofs of this case are similar to the above procedure. Hence, we
omit here.
The result as desired.
The Lemma 4.5 has given the orthonormal eigenvectors of the corresponding eigenvalues in terms
of Theorem 1.1 of N(Sk(G)). At this point, we will put the orthonormal eigenvectors of N(Sk(G)) in
another way.
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1. The orthonormal eigenvectors of the corresponding eigenvalues ±
√
1+λ1
2 = ±1 are as follows.(√
kd1
4km
,
√
kd2
4km
, . . . ,
√
kdn
4km
,
√
2
4km
,
√
2
4km
, . . . ,
√
2
4km
)T
,(√
kd1
4km
,
√
kd2
4km
, . . . ,
√
kdn
4km
,−
√
2
4km
,−
√
2
4km
, . . . ,−
√
2
4km
)T
,
respectively.
2. The eigenvectors uj of the corresponding eigenvalue ±
√
1+λa
2 , a = 2, 3, . . . , n are as follows.
uj =
{ √
2
2 vkj , if j ∈ V (G);
±
√
1
2k(1+λa)
(
vas√
ds
+ vat√
dt
)
, if j ∈ N with NSk(G)(j) = {s, t}.
Based on the properties of the orthogonal matrix, yields
m−n∑
l=1
y2lj = 1−
1
km
−
n∑
a=2
1
k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
−
n∑
a=1
k − 1
k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
= 1− 1
m
−
n∑
a=2
1
1 + λa
(
vas√
ds
+
vat√
dt
)2
,
if G is non-bipartite graph.
3. The eigenvectors uj of the corresponding eigenvalue ±
√
1+λa
2 , a = 2, 3, . . . , n− 1 are as follows.
uj =
{ √
2
2 vkj , if j ∈ V (G);
±
√
1
2k(1+λa)
(
vas√
ds
+ vat√
dt
)
, if j ∈ N with NSk(G)(j) = {s, t}.
Based on the properties of the orthogonal matrix, yields
m−n+1∑
l=1
y2lj = 1−
1
km
−
n−1∑
a=2
1
k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
−
n−1∑
a=1
k − 1
k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
= 1− 1
m
−
n−1∑
a=2
1
1 + λa
(
vas√
ds
+
vat√
dt
)2
,
if G is bipartite graph.
According to the structures of the graph Sk(G), the selections of vertices i and j can be divided into
three cases while determine the hitting time between vertices i and j.
Case 1. i, j ∈ V (G) and G is non-bipartite graph, then
EiTj(Sk(G)) = 4km
n∑
a=2
(
1
1−
√
1+λa
2
+
1
1 +
√
1+λa
2
)(
v2aj
2kdj
+
vajvai
2k
√
didj
)
= 4km
n∑
a=2
4
1− λa
(
v2aj
2kdj
+
vajvai
2k
√
didj
)
= 8m
n∑
a=2
1
1− λa
(
v2aj
dj
+
vajvai√
didj
)
= 4EiTj(G),
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while G is bipartite graph, then
EiTj(Sk(G)) = 4km
[
n−1∑
a=2
(
1
1−
√
1+λa
2
+
1
1 +
√
1+λa
2
)(
v2aj
2kdj
+
vajvai
2k
√
didj
)
+
v2nj
kdj
+
vnjvni
k
√
didj
]
= 4km
[
n−1∑
a=2
2
k
· 1
1− λa
(
v2aj
dj
+
vajvai√
didj
)
+
v2nj
kdj
+
vnjvni
k
√
didj
]
= 8m
n∑
a=2
1
1− λa
(
v2aj
dj
+
vajvai√
didj
)
= 4EiTj(G).
Hence, EiTj(Sk(G)) = 4EiTj(G) holds whatever G is bipartite graph or not.
Case 2. i ∈ N, j ∈ V (G) and NSk(G)(i) = {s, t}, then
EiTj(Sk(G)) = 1 +
1
2
(
EsTj(Sk(G)) + EtTj(Sk(G))
)
= 1 + 2EsTj(G) + 2EtTj(G).
For EjTi(Sk(G)), one obtains the following equation based on Lemma 2.5, Enumerates 1 and 2.
EjTi(Sk(G)) = 4km
[
1
4km
+
n∑
a=2
(
1
2− 2
√
1+λa
2
+
1
2 + 2
√
1+λa
2
)
1
2k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
−
n∑
a=2
(
1
2k − 2k
√
1+λa
2
− 1
2k + 2k
√
1+λa
2
)
vaj√
2(1 + λa)dj
(
vas√
ds
+
vat√
dt
)
+
m−n∑
l=1
y2li
2
+
n∑
a=1
k − 1
2k(1 + λa)
(
vas√
ds
+
vat√
dt
)2]
= 4km
[
n∑
a=2
1
k(1 + λa)(1 − λa)
(
vas√
ds
+
vat√
dt
)2
−
n∑
a=2
1
k(1− λa)
(
vasvaj√
dsdj
+
vatvaj√
dtdj
)
+
1
4km
+ 1− 1
m
−
n∑
a=2
1
1 + λa
(
vas√
ds
+
vat√
dt
)2
+
n∑
a=1
k − 1
2k(1 + λa)
(
vas√
ds
+
vat√
dt
)2]
= 2km− 1 + 4m
n∑
a=2
1
1− λa
[
1
2
(
vas√
ds
+
vat√
dt
)2
− vasvaj√
dsdj
− vatvaj√
dtdj
]
= 2km− 1 + 4m
n∑
a=2
1
1− λa
(
v2as
ds
+
v2at
dt
− vasvaj√
dsdj
− vatvaj√
dtdj
− v
2
as
2ds
− v
2
at
2dt
+
vasvat√
dsdt
)
= 2km− 1 + 2[EjTs(G) + EjTt(G)] − [EtTs(G) + EsTt(G)],
if G is non-bipartite graph.
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In the same way, one arrives at
EjTi(Sk(G)) = 4km
[
1
4km
+
n∑
a=2
(
1
2− 2
√
1+λa
2
+
1
2 + 2
√
1+λa
2
)
1
2k(1 + λa)
(
vas√
ds
+
vat√
dt
)2
−
n−1∑
a=2
(
1
2k − 2k
√
1+λa
2
− 1
2k + 2k
√
1+λa
2
)
vaj√
2(1 + λa)dj
(
vas√
ds
+
vat√
dt
)
+
m−n+1∑
l=1
y2li
2
+
n∑
a=1
k − 1
2k(1 + λa)
(
vas√
ds
+
vat√
dt
)2]
= 2km− 1 + 4m
n−1∑
a=2
1
1− λa
(
v2as
ds
+
v2at
dt
− vasvaj√
dsdj
− vatvaj√
dtdj
− v
2
as
2ds
− v
2
at
2dt
+
vasvat√
dsdt
)
= 2km− 1 + 2[EjTs(G) + EjTt(G)] − [EtTs(G) + EsTt(G)],
if G is bipartite graph.
Case 3. i, j ∈ N , NSk(G)(i) = {s, t} and NSk(G)(j) = {p, q}. According to Case 2, then
EiTj(Sk(G)) = 1 +
1
2
[
EsTj(Sk(G)) + EtTj(Sk(G))
]
= 1 +
1
2
[
2km− 1 + 2(EsTp(G) + EsTq(G)) − (EqTp(G) + EpTq(G))]
+
1
2
[
2km− 1 + 2(EtTp(G) + EtTq(G)) − (EqTp(G) + EpTq(G))]
= 2km+ EsTp(G) + EsTq(G) + EtTp(G) + EtTq(G)− EqTp(G)− EpTq(G).
In the same way, one obtains
EjTi(Sk(G)) = 2km+ EpTs(G) + EqTs(G) + EpTt(G) + EqTt(G)− EsTp(G)− EpTs(G).
Combining Cases 1, 2 and 3, we get the following theorem.
Theorem 4.2. Assume that G is a (n,m)-graph, then the expected hitting time between vertices i and j
in Sk(G) are as follows.
• i, j ∈ V (G), then
EiTj(Sk(G)) = 4EiTj(G).
• i ∈ N, j ∈ V (G) and NSk(G)(i) = {s, t}, then
EiTj(Sk(G)) = 1 + 2EsTj(G) + 2EtTj(G),
EjTi(Sk(G)) = 2km− 1 + 2
[
EjTs(G) + EjTt(G)
] − [EtTs(G) + EsTt(G)].
• i, j ∈ N , NSk(G)(i) = {s, t} and NSk(G)(j) = {p, q}, then
EiTj(Sk(G)) = 2km+ EsTp(G) + EsTq(G) + EtTp(G) + EtTq(G) − EqTp(G)− EpTq(G),
EjTi(Sk(G)) = 2km+ EpTs(G) + EqTs(G) + EpTt(G) + EqTt(G)− EsTp(G)− EpTs(G).
Based on Lemma 2.6 and above theorem, leads
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Corollary 4.3. Assume that G is a (n,m)-graph, then any two-points resistance distance between vertices
i and j in Sk(G) are as below.
• i, j ∈ V (G), then
Ωij(Sk(G)) =
2
k
Ωij(G).
• i ∈ N, j ∈ V (G) and NSk(G)(i) = {s, t}, then
Ωij(Sk(G)) =
k + 2Ωsj(G) + 2Ωtj(G) − Ωst(G)
2k
.
• i, j ∈ N , NSk(G)(i) = {s, t} and NSk(G)(j) = {p, q}, then
Ωij(Sk(G)) =
2k +Ωsp(G) + Ωsq(G) + Ωtp(G) + Ωtq(G)− Ωpq(G) − Ωst(G)
2k
.
Remark 1. While k = 2, we can get the Theorem 4.2 of [20]. Indeed, one can compute the multiplicative
degree-Kirchhoff index of Sk(G) through any two-points resistance distance between vertices i and j in
Sk(G). But in this paper, we prefer to use the normalized Laplacian spectra of Sk(G) to calculate the
multiplicative degree-Kirchhoff index of Sk(G)(see Eq.(4.20)). This seems much easier.
According to the relation between the expected hitting time and expected commute time, the following
corollary can be immediately obtained.
Corollary 4.4. Assume that G is a (n,m)-graph, then the expected commute time between vertices i and
j in Sk(G) are as below.
• i, j ∈ V (G), then
Cij(Sk(G)) =
4m
k
Ωij(G).
• i ∈ N, j ∈ V (G) and NSk(G)(i) = {s, t}, then
Cij(Sk(G)) = m · k + 2Csj(G) + 2Ctj(G)− Cst(G)
k
.
• i, j ∈ N , NSk(G)(i) = {s, t} and NSk(G)(j) = {p, q}, then
Cij(Sk(G)) = m · 2k + Csp(G) + Csq(G) + Ctp(G) + Ctq(G)− Cpq(G)− Cst(G)
k
.
It remains to now look at the relation between the normalized Laplacians of G and Sk(G). First goal
is to determine the eigenvalues of L (Sk(G)) with r iterations, i.e., the eigenvalues of L (S
r
k(G)). Second,
we provide in this part the explicit formulas for Kf∗(Sk(G))(Kf∗(Srk(G)) resp.), Ke(Sk(G))(Ke(S
r
k(G))
resp.) and τ(Sk(G))(τ(S
r
k(G)) resp.).
Let S0k(G) = G, S
1
k(G) = Sk(S
0
k(G)), . . . , S
r
k(G) = Sk(S
r−1
k (G)). Then denote |E(Srk(G))| and
|V (Srk(G))| the edge set and vertex set of Srk(G), |Er| and |Vr | for simplify. According to the construction
of Srk(G), one has
|Er | = 2k|Er−1|, |Vr | = |Vr−1|+ k|Er−1|.
It is easy to obtain
|Er| = m(2k)r, |Vr| = n+ km (2k)
r − 1
2k − 1 .
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Assume that U is a finite multiset of real numbers. To obtain the normalized Laplacians of Srk(G),
we also have to define two new multisets in the line with Eq.(3.14) as follows.
f1(U) =
⋃
x∈U
{f1(x)}, f2(U) =
⋃
x∈U
{f2(x)}.
With those notation in hand, the normalized Laplacians of Srk(G) can be determined immediately by
Theorem 1.1 and the structure of Srk(G).
Theorem 4.5. Assume that Srk(G) is the r-th iterations of the graph Sk(G), then the normalized Lapla-
cian spectra of Srk(G) are as follows.

f1(Γ(G)\{0, 2})
⋃
f2(Γ(G)\{0, 2})
⋃{0, 2}⋃{1, 1, . . . , 1︸ ︷︷ ︸
km−n+2
}, r = 1 and G is bipartite;
f1(Γ(G))
⋃
f2(Γ(G))
⋃{1, 1, . . . , 1︸ ︷︷ ︸
km−n
}, r = 1 and G is nonbipartite;
f1(Γ(S
r−1
k (G))\{0, 2})
⋃
f2(Γ(S
r−1
k (G))\{0, 2})
⋃{0, 2}⋃{1, 1, . . . , 1}, r > 1,
where Γ(Sr−1k (G)) is the normalized Laplacian spectrum of S
r−1
k (G), the multiplicities are respectively
2r−1(n − 1) +∑rj=2 2j−2(k|Er−j | − |Vr−j | + 2) and k|Er−1| − |Vr−1| + 2 of f1(Γ(Sr−1k (G))\{0, 2}) and
{1, 1, . . . , 1} for r > 1.
According to the normalized Laplacians of Srk(G), we derive the explicit formulas for Kf
∗(Srk(G)),
Ke(Srk(G)) and τ(S
r
k(G)).
Theorem 4.6. Assume that G is a (n,m)-graph. One has
Kf∗(Srk(G)) = (8k)
rKf∗(G) +
(2k)r(4r − 1)
3
(m− 2mn) + k(4k)
r(kr − 2r)
k − 2 m
2
−k(2k)
r[4r − 2k(4r − 1) + 3(2k)r − 4]
3(k − 2)(2k − 1) m
2,
where k > 2, r ≥ 1.
Proof. According to Theorem 1.1 and λi 6= 2, one has f1(λi) and f2(λi) are two roots of −2σ2+4σ−λi =
0, then
1
f1(λi)
+
1
f2(λi)
=
4
λi
, f1(λi)f2(λi) =
λi
2
. (4.19)
In addition, 11 +
1
1 = 2, 1 × 1 = 22 = 1, thus λi = 2 also satisfy Eq.(4.19). Based on Lemma (2.1), one
obtains
Kf∗(S1k(G)) = 4km
( n∑
i=2
(
1
f1(λi)
+
1
f2(λi)
)
+
1
2
+ km− n
)
= 4km
( n∑
i=2
4
λi
+
1
2
+ km− n
)
= 8k ·Kf∗(G) + 2km(1 + 2km− 2n). (4.20)
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By Eq.(4.20) and the construction of Srk(G), we get
Kf∗(Srk(G)) = 8k ·Kf∗(Sr−1k (G)) + 2k|Er−1|(1 + 2k|Er−1| − 2|Vr−1|)
= (8k)rKf∗(G) + 2k
r−1∑
i=0
(8k)r−1−i|Ei|(1 + 2k|Ei| − 2|Vi|)
= (8k)rKf∗(G) +
(2k)r(4r − 1)
3
(m− 2mn) + k(4k)
r(kr − 2r)
k − 2 m
2
−k(2k)
r[4r − 2k(4r − 1) + 3(2k)r − 4]
3(k − 2)(2k − 1) m
2.
This completes the proof.
Remark 2. When k = 1, it is
Kf∗(S(G)) = 8 ·Kf∗(G) + 2m(1 + 2m− 2n).
This coincides the Theorem 4.1 of [19].
Remark 3. When k = 2, it satisfies
Kf∗(S12(G)) = 16 ·Kf∗(G) + 4m(1 + 4m− 2n).
This equals the Theorem 4.1 of [20].
For Sr2(G), the multiplicative degree-Kirchhoff index is as below.
Kf∗(Sr2(G)) = 16 ·Kf∗(Sr−12 (G)) + 4|Er−1|(1 + 4|Er−1| − 2|Vr−1|)
= (16)rKf∗(G) + 4
r−1∑
i=0
(16)r−1−i|Ei|(1 + 4|Ei| − 2|Vi|)
= (16)rKf∗(G) +
4r(4r − 1)
3
m− 2 · 4
r(4r − 1)
3
mn
+
2 · 4r[2(4r − 1) + 3r · 4r]
9
m2.
Theorem 4.7. Assume that G is a (n,m)-graph. One has
Ke(Srk(G)) = 4
rKe(G) +
4r − 1
6
(1− 2n) + 2
r−1k(kr − 2r)
k − 2 m−
k[4r − 2k(4r − 1) + 3(2k)r − 4]
6(k − 2)(2k − 1) m,
where k > 2, r ≥ 1.
Proof. By Lemma (2.2) and the relation between Ke(G) and Kf∗(G), one gets
Ke(S1k(G)) =
1
4km
Kf∗(S1k(G)) = 4Ke(G) +
1
2
(1 + 2km− 2n).
Further,
Ke(Srk(G)) =
1
2m(2k)r
Kf∗(Srk(G))
=
(8k)r
2m(2k)r
Kf∗(G) +
(2k)r(4r − 1)
6m(2k)r
(m− 2mn) + k(4k)
r(kr − 2r)
2m(2k)r(k − 2)m
2
−k(2k)
r[4r − 2k(4r − 1) + 3(2k)r − 4]
6m(2k)r(k − 2)(2k − 1) m
2
= 4rKe(G) +
4r − 1
6
(1− 2n) + 2
r−1k(kr − 2r)
k − 2 m−
k[4r − 2k(4r − 1) + 3(2k)r − 4]
6(k − 2)(2k − 1) m.
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The proof has completed.
Remark 4. When k = 2, this yields
Ke(Sr2(G)) =
1
2m · 4rKf
∗(Sr2(G))
= 4rKe(G) +
4r − 1
6
(1 − 2n) + 2(4
r − 1) + 3r · 4r
9
m.
While r = 1, we can directly obtain the theorem 4.1 in [20].
In the latest part of this section, the formula for τ(Srk(G)) is determined.
Theorem 4.8. Assume that G is a (n,m)-graph. One has
τ(Srk(G)) = 2
km· 1−(2k)r1−2k −r · knr+km·
(2k)r−2kr+r−1
(1−2k)2
−r
τ(G),
where k ≥ 1, r ≥ 1.
Proof. Based on Eq.(3.2), it is routine to check
n+km∏
i=1
di(Sk(G)) = 2
km ·
n∏
i=1
kdi(G) = 2
km · kn ·
n∏
i=1
di(G). (4.21)
By Eq.(4.21) and Lemma (2.4), we obtain
τ(S1k(G)) =
2
∏n+km
i=1 di(Sk(G))
∏n
i=2 f1(λi)f2(λi)
4km
=
2km · kn ·∏ni=1 di(G)∏ni=2 λi
4km
= 2km−1 · kn−1 · τ(G).
Hence, one arrives at
τ(Srk(G)) = 2
k|Er−1|−1 · k|Vr−1|−1 · τ(Sr−1k (G))
= 2
∑r−1
i=0 (k|Ei|−1) · k
∑r−1
i=0 (|Vi|−1)τ(G)
= 2km·
1−(2k)r
1−2k −r · knr+km·
(2k)r−2kr+r−1
(1−2k)2
−r
τ(G).
The result as desired.
5. Applications of Theorem 1.2
Let S02k(G) = G, S
1
2k(G) = S2k(S
0
2k(G)), . . . , S
r
2k(G) = S2k(S
r−1
2k (G)). Then denote |E(Sr2k(G))|
and |V (Sr2k(G))| the edge set and vertex set of Sr2k(G), |E′r | and |V ′r | for simplify. According to the
construction of Sr2k(G), one has
|E′r| = 3k|E′r−1|, |V ′r | = |V ′r−1|+ 2k|E′r−1|.
It is easy to obtain
|E′r| = m(3k)r, |V ′r | = n+ 2km
(3k)r − 1
3k − 1 .
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Denote g1(λi), g2(λi) and g3(λi) the roots of the equation 4ζ
3− 12ζ2+9ζ−λi = 0. We at here define
three new multiset as below.
g1(U) =
⋃
x∈U
{g1(x)}, g2(U) =
⋃
x∈U
{g2(x)}, g3(U) =
⋃
x∈U
{g3(x)}.
In what follows, the normalized Laplacians of Sr2k(G) are given directly based on those notation and
the structure of Sr2k(G).
Theorem 5.1. Assume that Sr2k(G) is the r-th iterations of the graph S2k(G), then the normalized
Laplacian spectra of Sr2k(G) are as follows.

g1(Γ(S
r−1
2k (G))\{0, 2})
⋃
g2(Γ(S
r−1
2k (G))\{0, 2})
⋃
g3(Γ(S
r−1
2k (G))\{0, 2})⋃{0, 2}⋃{ 1
2
,
1
2
, . . . ,
1
2
,
1
2︸ ︷︷ ︸
k|E′
r−1|−|V ′r−1|+2
}⋃{ 3
2
,
3
2
, . . . ,
3
2
,
3
2︸ ︷︷ ︸
k|E′
r−1|−|V ′r−1|+2
}
, if G is bipartite,
g1(Γ(S
r−1
2k (G))\{0})
⋃
g2(Γ(S
r−1
2k (G))\{0})
⋃
g3(Γ(S
r−1
2k (G))\{0})⋃{0}⋃{ 1
2
,
1
2
, . . . ,
1
2
,
1
2︸ ︷︷ ︸
k|E′
r−1|−|V ′r−1|
}⋃{ 3
2
,
3
2
, . . . ,
3
2
,
3
2︸ ︷︷ ︸
k|E′
r−1|−|V ′r−1|+2
}
, if G is nonbipartite.
Based on the normalized Laplacians of Sr2k(G), the closed-form formulas forKf
∗(Sr2k(G)), Ke(S
r
2k(G))
and τ(Sr2k(G)) are given.
Theorem 5.2. Assume that G is a (n,m)-graph. One has
Kf∗(Sr2k(G)) = (27k)
rKf∗(G) +
16k2(9k)r−1(kr − 3r)
k − 3 m
2 +
11k2(3k)r−1(9r − 1)
8
m
−6k2(3k)r−2(9r − 1)n+ 4k
3(3k)r−2[9− 9r + 3k(9r − 1)− 8(3k)r]
(3k − 1)(k − 3) m
2.
where k is integer and k 6= 3, r ≥ 1.
Proof. According to Theorem 1.2 and λi 6= 0, 2, one has ζ1, ζ2 and ζ3 are three roots of 4ζ3 − 12ζ2 +
9ζ − λi = 0, then
1
ζ1
+
1
ζ2
+
1
ζ3
=
9
λi
, ζ1ζ2ζ3 =
λi
4
. (5.22)
In addition, 2+2+ 12 =
9
2 , 2× 12 × 12 = 24 = 12 , hence λi = 2 also satisfy Eq.(5.22). Based on the definition
of Kf∗(G), one obtains
Kf∗(S12k(G)) = 6km
( n∑
i=2
(
1
ζ1
+
1
ζ2
+
1
ζ3
)
+ 2(km− n) + 2
3
(km− n+ 2) + 1
2
)
= 6km
( n∑
i=2
9
λi
+ 2(km− n) + 2
3
(km− n+ 2) + 1
2
)
= 27k ·Kf∗(G) + 16k2m2 − 16kmn+ 11km. (5.23)
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By Eq.(5.23) and the construction of Sr2k(G), one has
Kf∗(Sr2k(G)) = 27k ·Kf∗(Sr−12k (G)) + 16k2|E′r−1|2 − 16k|E′r−1||V ′r−1|+ 11k|E′r−1|
= (27k)rKf∗(G) + 16k2
r−1∑
i=0
(27k)r−1−i|E′i|2
−16k
r−1∑
i=0
(27k)r−1−i|E′i||V ′i |+ 11k
r−1∑
i=0
(27k)r−1−i|E′i|
= (27k)rKf∗(G) +
16k2(9k)r−1(kr − 3r)
k − 3 m
2 +
11k2(3k)r−1(9r − 1)
8
m
−6k2(3k)r−2(9r − 1)n+ 4k
3(3k)r−2[9− 9r + 3k(9r − 1)− 8(3k)r]
(3k − 1)(k − 3) m
2.
This completes the proof.
Remark 5. When k = 3, one has
Kf∗(S16(G)) = 81 ·Kf∗(G) + 144m2 − 48mn+ 33m.
For Sr6(G), the multiplicative degree-Kirchhoff index is as follows.
Kf∗(Sr6(G)) = 81 ·Kf∗(Sr−16 (G)) + 144|E′r−1|2 − 48|E′r−1||V ′r−1|+ 33|E′r−1|
= 81r ·Kf∗(G) + 144
r−1∑
i=0
(81)r−1−i|E′i|2 − 48
r−1∑
i=0
(81)r−1−i|E′i||V ′i |+ 33
r−1∑
i=0
(81)r−1−i|E′i|
= 81r ·Kf∗(G) + 11 · 3
2r−1(9r − 1)
8
m− 2 · 32r−1(9r − 1)mn
+
32r−1[3(9r − 1) + 8r · 9r]
2
m2.
Theorem 5.3. Assume that G is a (n,m)-graph. One has
Ke(Sr2k(G)) = 9
rKe(G) +
8k · 3r−2(kr − 3r)
k − 3 m−
9r − 1
3m
n+
11k(9r − 1)
48
+
2k[9− 9r + 3k(9r − 1)− 8(3k)r]
9(3k − 1)(k − 3) m,
where k is integer and k 6= 3, r ≥ 1.
Proof. According to the relation between Ke(G) and Kf∗(G), one gets
Ke(S12k(G)) =
1
6km
Kf∗(S12k(G)) = 9Ke(G) +
1
6
(16km− 16n+ 11).
Additionally,
Ke(Sr2k(G)) =
1
2m(3k)r
Kf∗(Sr2k(G))
=
(27k)r
2m(3k)r
Kf∗(G) +
16k2(9k)r−1(kr − 3r)
2m(3k)r(k − 3) m
2 +
11k2(3k)r−1(9r − 1)
16m(3k)r
m
−6k
2(3k)r−2(9r − 1)
2m(3k)r
n+
4k3(3k)r−2[9− 9r + 3k(9r − 1)− 8(3k)r]
2m(3k)r(3k − 1)(k − 3) m
2
= 9rKe(G) +
8k · 3r−2(kr − 3r)
k − 3 m−
9r − 1
3m
n+
11k(9r − 1)
48
+
2k[9− 9r + 3k(9r − 1)− 8(3k)r]
9(3k − 1)(k − 3) m.
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As desired.
Remark 6. While k = 3, this leads
Ke(Sr6(G)) =
1
2m · 9rKf
∗(Sr6(G))
= 9rKe(G) +
9r − 1
48
(11− 16n) + 3(9
r − 1) + 8r · 9r
12
m.
Before proceeding, we shall give an equation and define a function that will use in the following results.
On the one hand, by Eq.(3.7), then
n+2km∏
i=1
di(S2k(G)) = 2
2km ·
n∏
i=1
kdi(G) = 2
2km · kn ·
n∏
i=1
di(G). (5.24)
On the other hand, we define
ϕ(r) =
2km(r − 1− 3kr + 3rkr)
(3k − 1)2 .
Theorem 5.4. Assume that G is a (n,m)-graph. One has
τ(Sr2k(G)) =
(
1
2
)r(1−n)−ϕ(r)(
3
2
)r(2−n)−ϕ(r)
3
km(3rkr−1)
3k−1 −1knr−1+ϕ(r)τ(G),
where k ≥ 1, r ≥ 1.
Proof. By Eq.(5.24) and Lemma (2.4), one obtains
τ(S12k(G)) =
2
∏n+2km
i=1 di(S2k(G))
∏n
i=2 ζ1ζ2ζ3
(
1
2
)km−n( 3
2
)km−n+2
6km
=
22km · kn ·∏ni=1 di(G)∏ni=2 λi( 12)km−n+1( 32)km−n+2
6km
=
(
1
2
)1−n(
3
2
)2−n
3km−1kn−1 · τ(G).
Moreover, the above equation yields
τ(Sr2k(G)) =
(
1
2
)1−|V ′r−1|(3
2
)2−|V ′r−1|
3k|E
′
r−1|−1k|V
′
r−1|−1 · τ(Sr−12k (G))
=
(
1
2
)∑r−1
i=0 (1−|V ′i |)(3
2
)∑r−1
i=0 (2−|V ′i |)
3k
∑r−1
i=0 (|E′i|−1)k
∑r−1
i=0 (|V ′i |−1)τ(G)
=
(
1
2
)r(1−n)−ϕ(r)(
3
2
)r(2−n)−ϕ(r)
3
km(3rkr−1)
3k−1 −1knr−1+ϕ(r)τ(G).
The result as desired.
Acknowledgments
The work of was partly supported by the National Science Foundation of China under Grant Nos.
11601006, 11801007, China Postdoctoral Science Foundation Under Grant No. 2017M621579.
21
References
[1] J. A. Bondy, U. S. R. Murty, Graph Theory with Applications, American Elsevier, New York, 1976.
[2] K. Tarmissi, A. B. Hamza, Information-theoretic hashing of 3D objects using spectral graph theory, Expert
Syst. Appl. 36 (5) (2009) 9409-9414.
[3] A. D. Perkins, M. A. Langston, Threshold selection in gene co-expression networks using spectral graph
theory techniques, BMC bioinformatics. 10 (11) (2009) 1-11.
[4] J. Tang, L. Shao, X. Li, K. Lu, A local structural descriptor for image matching via normalized graph
Laplacian embedding, IEEE T. Cybernetics. 46 (2) (2015) 410-420.
[5] S. Barik, R. B. Bapat, S. Pati, On the Laplacian spectra of product graphs, Appl. Anal. Discrete Math. 9
(2015) 39-58.
[6] S. Barik, S. Pati, B. K. Sarma, The spectrum of the corona of two graphs, SIAM J. Discrete Math. 21 (2007)
47-56.
[7] S. Barik, G. Sahoo, On the Laplacian spectra of some variants of corona, Linear Algebra Appl. 512 (2017)
32-47.
[8] D. M. Cardoso, M. A. A. de Freitas, E. A. Martins, M. Robbiano, Spectra of graphs obtained by a general-
ization of the join graph operation, Discrete Math. 313 (2013) 733-741.
[9] S. Y. Cui, G. X. Tian, The spectrum and the signless Laplacian spectrum of coronae, Linear Algebra Appl.
437 (2012) 1692-1703.
[10] D. M. Cvetkovic´, Spectrum of the total graph of a graph, Publ. Inst. Math. 16 (1973) 49-52.
[11] I. Gopalapillai, The spectrum of neighborhood corona of graphs, Kragujevac J. Math. 35 (2011) 493-500.
[12] Y. Hou, W.-C. Shiu, The spectrum of the edge corona of two graphs, Electron. J. Linear Algebra, 20 (2010)
586-594.
[13] G. Indulal, Spectrum of two new joins of graphs and infinite families of integral graphs, Kragujevac J. Math.
36 (2012) 133-139.
[14] J. Lan, B. Zhou, Spectra of graph operations based on R-graph, Linear Multilinear A. 63 (2014) 1401-1422.
[15] X. Liu, P. Lu, Spectra of subdivision-vertex and subdivision-edge neighbourhood coronae, Linear Algebra
Appl. 438 (2013) 3547-3559.
[16] X. Liu, S. Zhou, Spectra of the neighbourhood corona of two graphs, Linear Multilinear A. 62 (2014) 1205-
1219.
[17] C. McLeman, E. McNicholas, Spectra of coronae, Linear Algebra Appl. 435 (2011) 998-1007
[18] S. Y. Cui, G. X. Tian, The spectrum and the signless Laplacian spectrum of coronae, Linear Algebra Appl.
437 (2012) 1692-1703.
[19] P. C. Xie, Z. Z. Zhang, F. Comellas, The normalized laplacian spectrum of subdivisions of a graph, Appl.
Math. Comput. 286 (2016) 250-256.
[20] Z. Guo, S. C. Li, X. Liu, X. Mei, Expected hitting times for random walks on the di-
amond hierarchical graphs involving some classical parameters, Linear Algebra Appl. (2019)
https://doi.org/10.1080/03081087.2019.1643822.
[21] Y. J. Yang, D. J. Klein, Two-point resistances and random walks on stellated regular graphs, J. Phys. A:
Math. Theor. (2018) https://doi.org/10.1088/1751-8121/aaf8e7
[22] P. C. Xie, Z. Z. Zhang, F. Comellas, On the spectrum of the normalized laplacian of iterated triangulations
of graphs, Appl. Math. Comput. 273 (2016) 1123-1129.
[23] D. Q. Li, Y. P. Hou, The normalized laplacian spectrum of quadrilateral graphs and its applications, Appl.
Math. Comput. 297 (2017) 180-188.
[24] Y. Pan, J. Li, S. C. Li, W. Luo, On the normalized Laplacians with some classical parameters involving
graph transformations, Linear Multilinear A. (2018) https://doi.org/10.1080/03081087.2018.1548556.
[25] J. Huang, S. C. Li, On the normalised laplacian spectrum, degree-Kirchhoff index and spanning trees of
graphs, Bull. Aust. Math. Soc. 91 (2015) 353-367.
[26] J. Huang, S. C. Li, The normalized Laplacians on both k-triangle graph and k-quadrilateral graph with their
applications, Appl. Math. Comput. 320 (2018) 213-225.
[27] Y. Pan, J. Li, Kirchhoff index, multiplicative degree-Kirchhoff index and spanning trees of the linear crossed
hexagonal chains, Int. J. Quantum Chem. 118 (24) (2018) e25787.
22
[28] J.-B. Liu, J. Zhao, Z. X. Zhu, On the number of spanning trees and normalized Laplacian of linear octagonal-
quadrilateral networks, Int. J. Quantum Chem. 119 (17) (2019) e25971.
[29] C. He, S. C. Li, W. Luo, L. Sun, Calculating the normalized Laplacian spectrum and the number of spanning
trees of linear pentagonal chains, J. Comput. Appl. Math. 344 (2018) 381-393.
[30] S. Butler, Algebraic aspects of the normalized Laplacian, In Recent Trends in Combinatorics, Springer,
Cham, (2016) 295-315.
[31] K. Thulasiraman, M. Yadav, K. Naik, Network Science Meets Circuit Theory: Resistance Distance, Kirchhoff
Index, and Foster’s Theorems With Generalizations and Unification, IEEE T. Circuits-I. 66 (3) (2018) 1090-
1103.
[32] D. J. Klein, M. Randic´, Resistance distances, J. Math. Chem. 12 (1993) 81-95.
[33] D. J. Klein, Resistance-distance sum rules, Croat. Chem. Acta. 75 (2002) 633-649.
[34] H. Y. Chen, F. J. Zhang, Resistance distance and the normalized Laplacian spectrum, Discrete Appl. Math.
155 (2007) 654-661.
[35] J. J. Hunter, The role of Kemeny’s constant in properties of Markov chains, Commun. Stat. Theor. Methods.
43 (2014) 1309-1321.
[36] E. Teufl, S. Wagner, On the Number of Spanning Trees on Various Lattices, Phys. A: Math. Theor. 43 (2010)
415001.
[37] A.K. Chandra, P. Raghavan, W.L. Ruzzo, R. Smolensky, P. Tiwari, The electrical resistance of a graph
captures its commute and cover times, Comput. Complex. 6 (1996/1997) 312-340.
[38] A. Georgakopoulos, S. Wagner, Hitting times, cover cost, and theWiener index of a tree, J. Graph Theory.
84 (3) (2017) 311-326.
[39] H. Y. Chen, F. J. Zhang, The expected hitting times for finite Markov chains, Linear Algebra Appl. 428
(2008) 2730-2749.
[40] G. F. Lawler, Expected hitting times for a random walk on a connected graph, Discrete Math. 61 (1986)
85-92.
[41] H. Y. Chen, Hitting times for random walks on subdivision and triangulation graphs, Linear Multilinear
Algebra, 66 (1) (2018) 117-130.
[42] J. Huang, S. C. Li, Expected hitting times for random walks on quadrilateral graphs and their applications,
Linear Multilinear Algebra.66 (12) (2018) 2389-2408.
[43] F. R. K. Chung, Spectral Graph Theory, American Mathematical Society Providence, RI, 1997.
[44] L. Lova´sz, Random walks on graphs: survey. Bolyai Society, Mathematical Studies, 2 (1993) 1-46.
23
