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1. INTRODUCTION 
The process of chemical reaction is often modelled by a reaction-dif- 
fusion system. When the chemical system can be divided into the fast- and 
slow-reaction subsystems, the behavior of this system can be represented by 
the following reaction-diffusion equation: 
II, = su,, + f(u, v), 
v, = TV,, + Mu, VI, 
--co<x< +a. 
(l.la) 
(l.lb) 
Here u(x, t) E R” and v(x, t) E R” denote the concentrations of the fast- and 
slow-reaction components, respectively, p is a small parameter, f and g are 
smooth functions of (u, v) which represent the chemical kinetics, and S and 
T are diffusion matrices given by 
S = diag(s,, . . . . s,), 
>o, for i= 1, . . . . m,, 
si 
=o, for i=m, + l,..., m=m, +m,, 
T-diag(t,, . . . . t,) 
>o, for 
ti 
i= 1, . . . . n,, 
=o, for i=n,+l,...,n=n,+n,. 
In some chemical systems, e.g., the Belousov-Zhabotinskii system [3], 
we can observe steady propagation of spatially periodic structure. This 
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phenomenon corresponds to a periodic travelling wave solution of 
Eq. (1.11, 
(u, v) = ($(=), w(z)), : = s + ct, 
($(i + L), V(= + L)) s ($(ZL W(z)), 
where c is a propagation speed and L is a spatial period. Substituting this 
in Eq. (1.1 ), we obtain 
w;, - 4, + f(44 v) = 0, 
TV,, - cwz + a($, w ) = 0. (1.2b) 
In order to prove the existence of periodic travelling solutions of Eq. (l.l), 
we must prove the existence of periodic solutions of Eq. (1.2). However, to 
prove the existence of periodic solutions of Eq. (1.2) is, in general, very 
difficult both analytically and numerically, in particular when the system 
includes many components. 
In order to overcome this difficulty, we consider a perturbation problem 
around p = 0. If we put p =0 in Eq. (l.lb), we obtain a spatially 
homogeneous solution v(x, t) = a, where a E R” is an arbitrary constant 
vector. Substituting this in Eq. (l.la), we obtain 
u, = Su.,, + f(u, a). (1.3) 
Since the order of this system is lower than that of Eq. (l.l), the analysis is 
much easier. In this paper we assume that an L-periodic travelling solution 
or stationary wave solution is obtained for Eq. (1.3), and study the 
existence of an L-periodic travelling solution of Eq. (1.1) for sufficiently 
small p by using a perturbation method. 
In Section 2, we consider the following case: 
Case I. Equation (1.3) has an L-periodic travelling wave solution 
u = w(z), z = x + c0 t, i.e., there exists a nonconstant L-periodic function 
w(i) which satisfies 
SW,= - cow, + f(w, a) = 0, w(z + L) - w(z). 
Under this situation, we shall prove the following two theorems: 
(1.4) 
THEOREM 1. If w(z) satisfies 
s 
L g(w(z), a) dz #O, 
0 
(1.5) 
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then Eq. ( 1.1) has no L-periodic travelling solution of the form 
(Q(z), v(z)) 1: (w(z), a), 
c 2 co, p Lx 0. 
(1.6) 
THEOREM 2. Assume that w(z) satisfies 
I L g(w(z), a) dz = 0. 0 (1.7) 
if nondegeneracy conditions (Hl ) and (H2) (which will be stated in 
Section 2.2) hold, then Eq. ( 1.1) has an L-periodic travelling solution of the 
f orm 
Nz; cl) = w(z) +/Jut;; PL), (1.8a) 
vk P) = a + PV(Z; P), (1.8b) 
c=co+c,(P)P, P = 0, (1.8~) 
where U(z; u), V(z; u), and c,(u) depend on u smoothly. 
In Section 3, we consider the following case: 
Case II. Equation (1.3) has an L-periodic stationary wave solution 
u = y(x), i.e., there exists a nonconstant L-periodic function y(x) which 
satisfies 
TY,, + f(y, a) = 0, y(x + L) = y(x). 
Under this situation, we shall prove the following two theorems: 
(1.9) 
THEOREM 3. Zf y(x) satisfies 
I 
L 
g(y(x), a) d.u + 0, (1.10) o 
then Eq. (1.1) has no L-periodic travelling solution of the form 
(d4zh v(z)) = (Ye a), 
c z 0, /l E 0. 
THEOREM 4. Assume that y(x) satisfies 
(1.11) 
i 
L 
g(y(x), a) dx = 0. 
0 
(1.12) 
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Zf nondegeneracy conditions (H3) and (H4) (Lvhich ,t,ill be stated in 
Section 3 ) hold, then Eq. ( 1.1 ) has an L-periodic traceliing solution of‘ the 
form 
@(z; c) = y(z) + cU(z; c), (1.13a 
~(2; c) = a + cV(Z; c), (1.13b 
P = PO(C) c2, c 210, (1.13c 
where U(z; c), V(z; c), and p@(c) depend on c smoothly. 
2. CASE I 
2.1. Proof of Theorem 1 
In this section we study the existence of an L-periodic travelling solution 
of Eq. ( 1.1) in Case I. First we prove Theorem 1. Suppose that Eq. ( 1.1) has 
an L-periodic travelling solution of the form (1.6). Integrating (1.2b) on 
[0, L] and using v(z) - w(z + L), we obtain 
I L g($(z), v(z)) dz = 0. 0 
However, if (4(z), v(z)) is sufficiently close to (w(z), a), it follows from 
(1.5) that 
i nL g(W), w(=)) dz f 0. 
This is a contradiction. Hence Eq. (1.1) has no L-periodic travelling 
solution of the form (1.6). 
2.2. Preliminaries for a Proof of Theorem 2 
Before proving Theorem 2, we assume the existence of an L-periodic 
travelling solution (+(z; p), ~(2; p)) of Eq. (1.1) of the form (1.8), and con- 
sider some properties of (+(z; II), ~(z; p)). Since Eq. (1.2) does not depend 
on z explicitly, ($(z + z,; p), w(z + z,; p)) satisfies Eq. (1.2) for an arbitrary 
constant zO. Hence, in order to lix the solution ($(z; p), ~(z; p)), we need 
to normalize the phase by an appropriate condition. In this section we fix 
the solution ($(z; p), ~(z; p)) as follows. Since w(z) is a nonconstant 
function of Z, we may assume, by translating w(z) in z and changing the 
order of the components if necessary, that w(z) - (W,(Z), . . . . W,(Z))’ satisfies 
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w~(O)#O. Now we fix the phase of (Q(z; p), ~(z;P)) by demanding 
fj,(O; p) = W,(O) or, equivalently, 
U,(O; p) = 0. (2.1) 
We also note that, since the solution ($(z; p), ~(z; p)) is L-periodic, 
(U(Z; p), V(Z; p)) also is L-periodic, i.e., 
(W + L; PI, V(z + L; If)) = (W; PI, V(z; Pu)). (2.2) 
Substituting (1.8) in (1.2), we obtain 
S(~+~U),,-(c~+c,(~)~)(w+~U),+f(w+~U,a+~V) 
= SwzT - cow, + f(w, a) 
+ p(SU,; - cOUZ - C,(P) wz + f,U + f,V) + /J*F 
= 0, (2.3a) 
T(a + W,, - (CO + cI(h4(a + PV), + kii(w + 14 a + PV) 
= d;yYzz - coVz + g(w, a)) 
+~*(-~L(~)v,+g,u+gVv)+~~G 
= 0, (2.3b) 
where 
f. = f (w, a), fvzg(w,a), 
ag 
and F and G are smooth functions defined by 
P*F = -C,(P) p*U; + f(w + ,~JU, a + PV) - f(w, a) - p(f,U + f,V), 
p2G = g(w + PU, a + PV - g(w, a) -p(g.U + g,V). 
According to (1.4), the zeroth order term of p in (2.3a) is identically 0. 
Hence Eq. (2.3) can be rewritten as 
S-U,, - coUZ + f.U = c,(p) w, - f,V - /IF, (2.4a) 
TV.-= - coVI = -g(w, a) + p(cl(p) V, - g,U - gvV) - p*G. (2.4b) 
Let us consider the homogeneous equations 
su,; - cou; + f”U = 0, (2Sa) 
m,; - covz = 0, (2Sb) 
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and their adjoint equations 
sU,,+c,U,+f;U=o. 
TV,, + COVr = 0. 
Differentiating (1.4) by -i, we obtain 
SW,,, - cow,, + f”W; = 0. 
This means that U = w,(z) is an L-periodic solution of Eq. (2Sa). 
Here we impose the following hypothesis: 
(2.6a) 
(2.6b) 
(2.7) 
(Hl) U= w,(z) is the unique L-periodic solution of Eq. (2Sa) up to 
multiplication by constants. 
It is worth mentioning that this hypothesis is equivalent to the fact that 
U = w(z) is not on the bifurcation point of Eq. (1.4) when the period L is 
taken as a parameter. 
Since the number of independent L-periodic solutions of Eq. (2.5a) is 
equal to that of its adjoint equation, Eq. (2.6a) has an L-periodic solution 
U = U*(s) which is unique up to multiplication by constants. On the other 
hand, it is easily seen that Eq. (2.6b) has just n linearly independent 
L-periodic solutions given by 
v = v*‘(z) = (0, . . . . 0, 1, 0, . . . . O)‘, i = 1, . . . . n. 
A 
Let C’,j denote a function space on z E R defined by 
C’.j, {p(z) E R’+‘I p(z) = p(z + L), 
p,EC’fork= 1 , . . . . i, pk E Co for k = i + 1, . . . . i + j}. 
If we introduce a norm II.11 ‘J by 
Ilp(s)lliJ= ,:;:, (I Pklr I P/A I P,I )1 
. . 
i+ ldl<i+J 
OCZ4L 
then C’,’ becomes a Banach space. With this function space, the following 
lemma holds by virtue of the Fredholm’s Alternative Theorem [6]. 
LEMMA 2.1. Let P(Z) E C”‘3”’ and q(z) E C”1,“2. Then the inhomogeneous 
equations 
su,, - C@Uz + f”U = p(z), (2.8a) 
TV,, - c,V, = q(z) (2.8b) 
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have L-periodic solutions ifand only ifp(z) and q(z) are orthogonal to U*(z) 
and V*‘(z), respectively, i.e., if and only ifp(z) and q(z) satisfy 
I 
L 
U*‘(z) p(z) dz = 0, (2.9a) 
0 
s 
oLq(z)dz=O. (2.9b) 
Furthermore, It-hen these conditions are satisfied, the L-periodic solutions of 
Eq. (2.8) are given bll 
U(z) = CL G(z, s) p(s) ds + fiw=(z), (2.10a) 
0 
V(z)= joL H( z;s)q(s)ds+y, (2.10b) 
and sati&> U(z) E C”‘.“z and V(z) E C”‘*“2. Here BE R and y E R” are 
integral constants, and the m x m matrix function G(z, s) and the n x n 
matrix function H(z, s) are generalized Green’s functions defined b, 
G(z + L, s) = G(z, s), 
s 
L 
w;(z) G(z, s) dz = 0, (2.11a) 
0 
TH,, - c,, H, = (6(z -s) - l/L) Z,, 
H(z + L, s) = H(z, s), 
H(z, s) dz = O,, (2.11b) 
respectively, where Zk denotes a k x k unit matrix, Ok denotes a k x k zero 
matrix, and 6( ’ ) is Dirac’s delta function. 
If U(z; ,u) and V(z; p) are L-periodic, the right-hand sides of (2.4) also 
are L-periodic. This means, by Lemma 2.1, that, if Eq. (2.4) has an 
L-periodic solution of the form (1.8), the right-hand sides of (2.4) must 
satisfy the solvability conditions (2.9), i.e., they must satisfy 
I 
L 
U*‘(cI(p)wz-f,V-pF)dz=O, (2.12a) 
0 
s 
oL {-g(w,a)+p(c,(p)V,-g,U-g,V)-p*Gfdz=O. (2.12b) 
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Further, by (2.10), (U(z; ii), V(z; p)) must satisfy the integral equations 
U(;;~l)=SLG(-..~){C,(~)W_-f~V-IIFi(S)~~+P(IoWI, (2.13a) 
0 
V(z; p) = j,’ H(z, s){ -g( w,a)+~(c,(~c)V,-g,U-g,V) 
-P~GHW~+Y(P). (2.13b) 
where j?(p) and y(p) are functions of p which are to be determined by the 
normalization condition (2.1) and the solvability conditions (2.12). Conver- 
sely, if U(z; p) and V(z; p) satisfy (2.12) and (2.13), (U(z; p), V(z; p)) is an 
L-periodic solution of Eq. (2.4). 
Thus the following lemma is obtained. 
LEMMA 2.2. Equation (2.4) is equioalent to the integral Eq. (2.13) with 
the soltlability conditions (2.12 ). 
Now let us consider the properties of (U(z; p), V(z; p)) as p + 0. Letting 
p + 0 in (2.4b), we obtain 
7V,= - c,V, = -g(w, a). (2.14) 
If (1.7) is satisfied by W(Z), this equation satisfies the solvability condition 
(2.9b). Hence, by Lemma 2.1, Eq. (2.14) has an L-periodic solution given 
by 
V(z; 0) ZE Y(z) + y(O), (2.15) 
where 
Y(z)= -6 H( z, s) g(w(s), a) 4 
and y(0) E R” is an integral constant. 
Letting p -, 0 and substituting (2.15) in (2.4a), we obtain 
suz; - couz + f”U = c,(O) w, - f,(Y + y(0)). 
According to Lemma 2.1, this equation has an L-periodic solution U(z; 0) 
if and only if 
w; - f,(Y + y(O))} dz = 0. (2.16) 
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When this condition is satisfied, the L-periodic solution U(z; 0) is given by 
w; 0) = loL G(z, s){c,(O) w;- fv(Y + Y(O))}(S) ds+ P(O) wz, (2.17) 
where the integral constant j?(O) is to be determined by the normalization 
condition U,(O; 0) = 0 when c,(O) and y(O) are given. 
Next let us consider Eq. (2.4b) once again. By (l.S), the solvability 
condition (2.12b) can be rewritten as 
1‘ ,L {c,(p)V,-gJJ-g,V-pG} dz=O. 
Letting here p + 0 and taking into account that 16 VI dz = 
V(L; p) - V(0; p) = 0, we obtain 
s 
‘(gJJ+gJ)dz=O. 
0 
Substituting (2.15) and (2.17) in this and using 
s L g,(w(z), a) w,(z) dz = &w(L), a) - g(w(O), a) = 0, 0 
we obtain 
LG(~,s)jc,(0)w,-f”(Y+~(O))}(s)ds+g,(Y+y(O)) dz=O. 1 
(2.18) 
Thus, by (2.16) and (2.18), c,(O) and y(O) must satisfy the following linear 
equation, 
= b, (2.19) 
where A is an (n + 1) x (n + 1) matrix defined by 
u*‘w- -u*‘f v 
s 
’ 
dz, (2.20) 
G(z, s) w,(s) ds -g, G(z, s) f,(s) ds + g, 
0 
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and b is an (n + 1)-dimensional vector defined by 
,* L 
!! J 
U*‘f .Y \ 
b= 
-L 
dz. 
0 
EL G(-7 s)(f,Y}(s) ds -g,y 
0 
Here we impose the following nondegeneracy hypothesis: 
(H2) The matrix A is nonsingular. 
If A is nonsingular, c,(O) and y(O) are determined uniquely by Eq. (2.19). 
2.3. Proof of Theorem 2 
Let Q,(p) be a set of (6(z), 8(z), 2,)~ C”“,“‘x C”‘,“‘“R satisfying (2.1), 
(2.12), and 
IIcJ(z) - U(z; O))llnr’.‘n2 < 6, 
115(z) - V(z; O))ll”‘~” < 6, 
Ii;, - c,(O)1 < 6, (2.21) 
where 6 > 0 is a small number. Let @ : Q,(p) + C”‘l,ml and 
Y: Q,(p) + PJQ be integral operators defined by 
@(zr(z), V(z), 2,; p) = i LG(z,s){- 
c,wl-f,~-~F(zr,2’;~))(S)ds, 
0 
YqJ(z), O(z), F, ; p) = 
s L ff(=, s){ --a 
w,a)+p(E,P,-g&gJ) 
0 
-P’G@J, q; P)}(S) ds, 
respectively. 
The following lemma will be proved in Section 2.4. 
LEMMA 2.3. Let (n(z), o(z), i;,)~Q,(p). rf IpI is sufficiently small, 
then there exist smooth functionals j?(e, v, I?~; p), #J, v’, ?,; p), and 
?,(a, 0, FI ; p) which satisfy 
S,(O) + /7WLr(0) = 0, (2.22a) 
s 
L u*l( 1 c,w,-f,(p++)-pF(n, p+?;p)} dz=O, (2.22b) 
0 
s L {g.~+g,(~++)+CIG(~++w,, p++;p)} dz=O, 
(2.22~) 
0 
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and 
Btw; 01, w; 01, c,(O); 0) =P(O), (2.23a) 
WJtz; O), V(z; Oh c,(O); 0) = Y(O), (2.23b) 
E,(U(z; O), V(z; O), c,(O); 0) = c,(O), (2.23~) 
where p= !P(a, 8,F,;p), &=@(n, p+t, P,;p), and 6,(O) denotes afirst 
component of 6 at z = 0. 
By (2.22), (U(z), V(z), c,) = (8 + flwz, p+ 9, cZ,) satisfies the nor- 
malization condition (2.1) and the solvability conditions (2.12). On the 
other hand, Eq. (2.13) can be written as 
utz; p)= mJ(z; PI, V(z; PO, c,(P); PO + B(P) w,, 
V(z; PI= WJtz; PI, wz; PL), c,(P); P) + Y(P), 
and (U(z; 0), V(z; 0)) satisfies 
(2.24a) 
(2.24b) 
U(z; 0) = @(U(z; O), Y(U(z; O), V(z; O), c,(O); 0) + y(O), c,(O); 0) 
+ B(O) WAZ), (2.25a) 
V(z; 0) = Y(U(z; O), V(z; O), c,(O); 0) + y(0). (2.25b) 
Hence, if 6 >O and 1~1 are sufficiently small, by (2.23) and by the 
smoothness of @ and Y, there exists a small number 6’>0 such that 
(&+fiw=, ~+~,P,)E&!,(~). Hence we can define a mapping 
T,:Q,(p)-+Q,.(p) by 7-,(U,~,i;,)=(d+j?w,, p+q,&). 
The following lemma will be proved in Section 2.5. 
LEMMA 2.4. If I,u( is sufficient!v small, then T,, is a contraction mapping 
from Q,(p) into itself, i.e., if we put 
(0, 8, C,)= T,(a, 8, C,), 
(a’, P’, C;) = TV@‘, 8’, F’, ), 
then 
(i) (U, V, ?,)EQ&) for any (a, t, c’,)~Q,(p), and 
(ii) there exists a constant 0 c K < 1 such that 
K{II&~‘ll”‘-+ II~-~fII”‘.“2+ I~,-~‘,\} 
> ~~O-UII”‘~“‘+ llv-v’Jln’,n*+ IC1-Cc;I (2.26) 
for any (0,8, ?,) E Q,(p) and (u’, 8’, c”;) E Q,(p). 
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By this lemma, we can apply the contraction mapping principle [l] to 
show that the mapping T,, has, in Q,(p), a fixed point which depends on p 
smoothly. If we denote this fixed point by (U(;; p), V(;; p), c,(ji)), by 
(2.22) and (2.24), it must satisfy (2.1), (2.12), and (2.13). Hence it is shown 
by Lemma 2.2 that there exists an L-periodic solution of Eq. (1.1) of the 
form (1.8). 
2.5. Proof of Lemma 2.3 
According to (2.22a), fl must satisfy 
fl(tJ, P, t,; p)= -~~(o)/u~,;(o). (2.27) 
Since 6 ,(O) depends on E, and 9 smoothly, (2.27) means that b is given as 
a smooth function of e, and 9. If we substitute (2.27) in (2.22b), (2.22c), 
and denote the left-hand sides of (2.22b), (2.22~) by H(o, v, 2,, e,, p; ,n) 
and I(a, t, E,, 2,, 9; II), respectively, (2.22b), (2.22~) are rewritten as 
H=O and I=O. According to (2.16) and (2.18), we have 
WA=; Oh V(z; O), c,(O), c,(O), y(O); 0) =O, (2.28a) 
I(U(z; O), vt,-; 01, c,(O), c,(O), y(O); O)=O. (2.28b) 
On the other hand, it is easily verified that the Jacobian matrix of H and I 
with respect to t, and 4 satisfies 
aH dH 
aE, a? 
i - 
ar ar 
zg z$ 
=A, 
0 = U(r; 0) 
v = V(z;O) 
F, = c,(O) 
i, = c,(O) 
$ = Y(O) 
p=O 
where A is the matrix which was defined by (2.20). Since A is assumed to 
be nonsingular, we can apply the implicit function theorem [ 1 ] to show 
that, if (fi, 0, E,; p) is sufficiently close to (U(z; 0), V(z; 0), c,(O); 0), the 
equations H = 0 and I = 0 can be solved with respect to 2, and q and that 
E, and 9 depend on (a, 8, F,; p) smoothly. Thus the existence of the 
functionals f, and 9 is proved. The equalities (2.23b), (2.23~) are obtained 
from (2.28). The existence of fl is proved by the fact that fi is given as a 
smooth function of e, and 4, and the equality (2.23a) is obtained from 
(2.25a) and (2.27). 
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2.6. Proof of Lemma 2.4 
Subtracting (2.16) from (2.22b), we obtain 
I oL u*yv, -c,(O)) wz-fv(P-YWf dz 
= LU*r{fv(@%Y)+pF(6, p++;p)}dz, 
s 
(2.29) 
0 
and subtracting (2.18) from (2.22c), we obtain 
G(z, s){ (f, - c,(O)) w,-fvW~(W)(s)ds 
+ gv(? - y(O)) 1 dz 
L 
= i[ 1 gu LG(z,s){f,(%Y)}(s)ds-g,(%Y) 0 0 
-pC@++w,, ‘?++;/A) 1 dz. (2.30) 
Here, 
=P I LH(z,s){~,Cr,-gYfr-g”~-~G(6,P;~)}(S)ds 0 
= O(P). (2.31) 
This means that the right-hand sides of (2.29) and (2.30) are of the order of 
O(,U). Hence we obtain 
Since A is nonsingular, this means 
I?* - c,(O)1 = O(P), 
II? -Y(o)ll”‘~“* = O(P). 
(2.32a) 
(2.32b) 
505/16/1-9 
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On the other hand. by (2.3 1) and (2.32), we have 
6 - i,’ G( z, s)k,(O) w, - fv(Y + y(O)) J(s) ds 
= LG(~,s){(E,-c,(0))w,-f,(~-Y+~-y(O)) 
s 0 
+pF(ij, !i+++;p)}(s)ds 
= O(P). 
Hence, by (2.1), (2.17), and (2.22a), we obtain (j?--/I(O))w,,(O)=O(~), 
i.e., 
if-m=o(Po. (2.33) 
Now let us prove Lemma 2.4(i). By the definition of p and by (2.24b), 
we have 
P(z) - V(z; 0) = !P+ f - V(z; 0) 
= p foL H(z, s){~,V,-g,~-g”B-~G(B, v;p)}(s)ds 
+ 9 -Y(O). 
Hence, by (2.32b), we obtain 
IIP(z) - V(z ; O)lln’- = O(p). (2.34) 
Similarly we have 
U(z) - U(z; 0) = 6 + jw, - U(z; 0) 
= LG(z,s){(2,-c,(0))w,-f,(~-Y+f-y(0)) 
f 0 
+pF(tk ~++;~)}(s)ds+(B-B(O))w;. 
This means, by (2.31)-(2.33), 
llU(z) - U(z; O)llm’.m? = O(p). (2.35) 
Hence, by (2.32a), (2.34), and (2.35), we have (0, P, ?,)~a&) if 1~1 is 
suffkiently small. Thus the proof of Lemma 2.4(i) is completed. 
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Next we prove Lemma 2.4(ii). We put 
By definitions, we have 
o(z) - o’(z) = SOL G(z, s){ ( +E;)w,-f,(!P-- P+9-y) 
-p(F(tJ, p+v;p)-F(6’+~‘;p))}(s)ds+&fl’)w;, 
(2.36a) 
B(z)-P’(z) 
=P s 
LH(z,S){~,gZ-E;B~-g,(6-81)-g,(p-9f) 
0 
- p(G(e, v; /K) - G(t?, 8’; p)))(s) ds + 9 - 9’. (2.36b) 
Here, by smoothness, IE, --i;j, 1) !&- ~jI”t~“2, 119 -9’jj”‘*“z, and )a-/?‘] are 
of the order of O{~(l)fr-U’l)m’*m~+ I(t-~‘llnl.n2+ Ic’,-?il)}. (This can 
be proved in a manner similar to that in (2.31)-(2.33). We omit details of 
its proof.) Hence, by (2.36), we obtain 
=O{~(IIB-U’II~‘~~~+ll~-~‘ll”~~“~+I~I-i;;l)). 
Therefore, if 1~1 is sufficiently small, the inequality (2.26) holds. 
3. CASE II 
In this section we study the existence of an L-periodic travelling solution 
of Eq. ( 1.1) in Case II. Theorem 3 can be proved easily in the same way as 
Theorem 1. So we omit its proof. Theorem 4 is proved in a manner similar 
to that in Theorem 2. However, its proof is slightly different due to the dif- 
ference of the manner of the dependency on the parameter, i.e., the travell- 
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ing solution (4(=; p), W(Z; ~0) of the form (1.8) depends on p smoothly, 
while the travelling solution (+(z; c), w(:; c)) of the form (1.13) depends on 
c smoothly. but does not depend on p smoothly. 
As in Section 2, we assume the existence of an L-periodic travelling 
solution ($(z; c), ~(2; c)) of the form (1.13), and study some properties of 
(Q(z; c), ~(2; c)). We assume y,,(O) #O and normalize the phase of 
(+(z; c), V(Z; c)) by demanding 
b,(O; c) = J,(O). (3.1) 
We also note that (U(z; c), V(z; c)) must satisfy 
(U(z + L; c), V(z + L; c) = (U(z; c), V(z; c)). 
Substituting (1.13) in (1.2), we obtain 
S(y + cU),= - c(y + cU), + f(y + cU, a + cV) 
=Sy,,+f(y,a)+c(SU,,-y,+f,U+f,V)+c’F 
= 0, 
T(a + cV);, - c(a + cV), + pa(c) c2g(y + cU, a + cV) 
= cm,, + c2( -V, +,4(c) gk a)) 
+ c3~,(4(gJJ + g,V) + c4&) WJ, V, cl 
= 0, 
(3.2) 
(3.3a) 
(3.3b) 
where 
and F and G are smooth functions defined by 
c2F - -c2Uz + f(y + cU, a + cV) - f(y, a) - c(f,U + f,V), 
c2G = g(y + cU, a + cV) - g(y, a) - c(g,U + g,V). 
According to (1.9). the zeroth order term of c in (3.3a) is identically 0. 
Hence Eq. (3.3) can be rewritten as 
SU,= + fuU = y, - f,V - cF, (3.4a) 
T,Vlzz = 4VLz -h(c) g,(y, a)) - c2h(ckluU + glvV) 
-c3rdc)G,, (3.4b) 
V2= =dc) g,(y, a) + cdc)(g2,U + g2,V) + c2~dc) G2, (3.4c) 
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where we put T, = diag(t,, . . . . t,,), and V = (z;), g = (ii), G = (g;) 
(E R”’ x Rnz). 
Let us consider the homogeneous equation 
suz,+f,U=O 
and its adjoint equation 
su,;+f~U=O. 
Differentiating (1.9) by x, we obtain 
SY J’IX +f,y,=O. 
This means that U = y,(z) is an L-periodic solution of Eq. (3.5). 
Here we impose the following hypothesis. 
(3.5) 
(3.6) 
(3.7) 
(H3) U = yZ(z) is the unique L-periodic solution of Eq. (3.5) up to 
multiplication by constants. 
Since the number of independent L-periodic solutions of Eq. (3.5) is 
equal to that of its adjoint equation, Eq. (3.6) has an L-periodic solution 
U=U*(z) which is unique up to multiplication by constants. 
The following lemmas can be obtained in a manner similar to those in 
Lemmas 2.1 and 2.2. 
LEMMA 3.1. Let P(Z)E Cml~“” and q(z)= (:;)E C”l*“2. Then the 
inhomogeneous equations 
su,, + f,U = p(z), (3.8a) 
T,V,zz=q,(z), (3.8b) 
VZr; = 42(z) (3.8~) 
have L-periodic solutions if and only if 
I 
L U*‘(z) p(z) dz = 0, (3.9a) 
0 
s 
Lq(z)dz=O. 
0 
(3.9b) 
When these conditions are satisfied, the L-periodic solutions of Eq. (3.8) are 
given bq 
U(z) = j’ H(z, s) p(z) dz + BwZ, 
0 
(3.10a) 
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V,(z)= /LH,(~;s)q,(.Fw~+y,, (3.10b) 
-0 
V,(z)=joL H,(=;s)q,(s)ds+y,, (3.1Oc) 
and satisfy U(z) E C”‘.“z and V(z) E PI-“?. Here fi E R and y = (;;) E R” are 
integral constants, and the m x m matrix function G(z, s), the n, x n, matrix 
function H,(z, s), and the n, x n2 matrix function H,(,-, s) are generalized 
Green’s functions corresponding to (3.8a)-( 3.8c), respective@. 
LEMMA 3.2. Equation (3.4) is equivalent to the integral equations 
U(z;c)= jo’G( 2, s,{Y,- fv V - cF}(s) ds + B(c) Y,(=), 
VI@; P) = JboL H,(G s){cW,, - dc) g,(y, a)) 
- c*&k,dJ - g,vV) - c3dc) G, l(s) ds+ y,(c), 
V2(z; c) = jL H2k s){dc) g2(y7 a) + cdcNg2,U + g2,V 
0 
+ c*P,(c) G,)(s) ds+ YAc), 
with the solvability conditions 
s 
L 
U*‘(y,-f,V-cF)dz=O, 
0 
i oL {g(y,a)+c(g,U-g,V)+c*G} dz=O. 
(3.1 la) 
(3.11b) 
(3.1 lc) 
(3.12a) 
(3.12b) 
Now let us consider the properties of (U(z; c), V(z; c)) as c + 0. Letting 
c + 0 in (3.4b), (3.4c), we obtain 
T,V,,, = 0, (3.13a) 
V2, = h(O) g2(Y3 a). (3.13b) 
If (1.12) is satisfied, these equations satisfy the solvability condition (3.9b). 
Hence, by Lemma 3.1, Eqs. (3.13a), (3.13b) have an L-periodic solution 
given by 
V(z; 0) =/lo(O) Y(z) + y(O), (3.14) 
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where 
0 
Y(z) E 
- s L HAz, s) g,(y(s), a) A ’ 0 1 
and y(O) E R” is an integral constant. 
Letting c -+ 0 and substituting (3.14) in (3.4a), we obtain 
fj-u,, + f,U = Y,(Z) - fAPo(O) Y(z) + Y(O)). 
According to Lemma 3.1, this equation has an L-periodic solution U(z; 0) 
if and only if 
I L U*‘(z){y,(z)-f,(~,(O)Y(z)+y(O))} dz=O. (3.15) 0 
When this condition is satisfied, the L-periodic solution U(z; 0) is given by 
U(z; 0) - JboL G(z, s){y; - fvh(O) Y + Y(W)(S) ds + B(O) YAz), (3.16) 
where the integral constant B(O) is to be determined by the normalization 
condition U,(O; 0) = 0 when ~~(0) and y(0) are given. 
Next let us consider Eq. (3.4b), (3.4~) once again. By (1.12), the 
solvability condition (3.12b) can be rewritten as 
i 
L(g,U+gvV+cG)dz=O. 
0 
Letting c + 0, substituting (3.14) and (3.16) in this, and using 
s L k,W), a  y (z) dz =g(y(L), a) - g(y(O), a) =O0 
we obtain 
L 
J[ J g” LG(z,s){~r-f,(~o(0)Y+~(O))J(~)~~+g,(~o(O)Y+~(O)) dz=O. 0 0 1 
(3.17) 
Thus, by (3.15) and (3.17), ~~(0) and y(0) must satisfy the following linear 
equation, 
A PO(O) 
( > y(0) = bv 
(3.18) 
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where A is an (n + 1) x (n + 1) matrix defined by 
U*‘f Y U*‘f \ 
A= -L 
i 
. v 
J 
d- -, 
’ g,SoLG(Z,sljf.Yj(s)d~-g,Y g.jj:G(;,S)f,(S)ds-go 
and b is an (n + I)-dimensional vector defined by 
b=JoL (guJ;;;;;;;;zcsJdj d” 
Here we impose the following nondegeneracy hypothesis: 
(H4) The matrix A is nonsingular. 
If A is nonsingular, ~~(0) and y(O) are determined uniquely by Eq. (3.18). 
The proof of Theorem 4 can be obtained in the same way as that of 
Theorem 2.2. So we omit details of the proof. 
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