Abstract. A celebrated theorem of Kanai states that quasi-isometries preserve isoperimetric inequalities between uniform Riemannian manifolds (with positive injectivity radius) and graphs. Our main result states that we can study the (Cheeger) isoperimetric inequality in a Riemann surface by using a graph related to it, even if the surface has injectivity radius zero (this graph is inspired in Kanai's graph, but it is different form it). We also present an application relating Gromov boundary and isoperimetric inequality.
Introduction
Isoperimetric inequalities are of interest in pure and applied mathematics (see, e.g., [14] , [32] ). There are close connections between isoperimetric inequality and some conformal invariants of Riemannian manifolds and graphs, namely Poincaré-Sobolev inequalities, the bottom of the spectrum of the Laplace-Beltrami operator, the exponent of convergence, and the Hausdorff dimensions of the sets of both bounded geodesics and escaping geodesics in a negatively curved surface (see [7] , [10, p.228] , [15] , [17] , [18] , [19] , [20] , [21] , [29] , [31] , [40, p.333] ). The Cheeger isoperimetric inequality is closely related to the project of Ancona on the space of positive harmonic functions of Gromov-hyperbolic manifolds and graphs ( [2] , [3] and [4] ). In fact, in the study of the Laplace operator on a hyperbolic manifold or graph X, Ancona obtained in these three last papers interesting results, under the additional assumption that the bottom of the spectrum of the Laplace spectrum λ 1 (X) is positive. The well-known Cheeger inequality λ 1 (X) ≥
4 h(X)
2 , where h(X) is the isoperimetric constant of X, guarantees that λ 1 (X) > 0 when h(X) > 0 (see [9] for a converse inequality). Hence, the results of this paper are useful in order to obtain these Ancona's results.
Given any Riemannian n-manifold M , the Cheeger isoperimetric constant of M is defined as h(M ) = inf non-exceptional Riemann surfaces, even if the injectivity radius is zero (although, unfortunately, the LII is not preserved by quasi-isometries between Riemann surfaces with injectivity radius zero, see [12, Example 2.3] ). Although this result is interesting by itself, we present in the last section an application of Theorem 3.7 relating Gromov boundary and LII (see Theorem 4.12) . Finally, we want to remark that [24, Theorem 5.5] gives that every orientable and complete Riemannian surface with pinched negative curvature (with Gaussian curvature K satisfying −k 2 2 ≤ K ≤ −k 2 1 < 0) is bilipschitz equivalent to a non-exceptional Riemann surface (and therefore with constant negative curvature −1). [24, Theorem 5.5] shows that it suffices to work with surfaces of curvature −1 (instead of pinched negative curvature) in order to check LII, since this inequality is invariant by bilipschitz maps. This fact enlarges the scope of Theorems 3.7 and 4.12.
Background and technical results
A geodesic domain in a non-exceptional Riemann surface S is a domain G ⊂ S (which is not simply or doubly connected) such that ∂G consists of finitely many simple closed geodesics, and A S (G) is finite. G does not have to be relatively compact since it may "surround" finitely many cusps. We can think of a cusp as a boundary geodesic of zero length. Recall that if γ is a closed curve in S and [γ] denotes its free homotopy class in S, then there is a unique simple closed geodesic of minimal length in the class, unless γ is homotopic to zero or surrounds only a cusp; in this case it is not possible to find such geodesic because there are curves in the class with arbitrarily small length.
In [21, Lemma 1.2] it was proved the following.
Lemma 2.1. If a non-exceptional Riemann surface S satisfies
for some constant c and every geodesic domain G in S, then S has LII.
In fact, if we define h g (S) as
where G ranges over all geodesic domains in S, then [28, Theorem 7] gives h(S) −1 ≤ h g (S) −1 + 1.
Definition 2.2. Given a non-exceptional Riemann surface S, a subset Ω ⊂ S and a positive constant δ, let us denote by ∂ δ Ω the set of points z ∈ ∂Ω such that the connected component of ∂Ω containing z has length at least δ. A non-exceptional Riemann surface X is δ-regular if there exists a positive constant c such that every geodesic domain G in X satisfies that L(∂ δ G) ≥ c CC(∂G\ ∂ δ G) (where CC(A) denotes the cardinality of the set of connected components of A). We say that X is regular if it is δ-regular for some δ > 0.
Theorem 2.3. If a non-exceptional Riemann surface is not regular, then it does not have LII.
Proof. Since the non-exceptional Riemann surface S is not regular, for each n ∈ N there exists a geodesic domain G n in S with
If m, p and g denote the cardinality of the simple closed geodesics in ∂G n , the cusps surrounded by G n and the genus of G n , respectively, it is well-known that Gauss-Bonnet Theorem gives A S (G n ) = 2π(m+p−2+2g) and so, m + p − 2 + 2g ≥ 1. Note that m = CC(∂G n ). We are going to prove
Thus, S does not have LII.
Remark 2.4. Theorem 2.3 shows that, in order to study LII in non-exceptional Riemann surfaces, it suffices to consider regular surfaces.
Next, we need to consider also bordered Riemann surfaces whose boundary is a finite union of disjoint simple closed curves. They will always arise as closed subsets of some open non-exceptional Riemann surface, and we give them the metric induced from the Poincaré metric of the host open surface. Such induced metric has of course curvature K = −1. An example of such a bordered Riemann surface is the closure of any geodesic domain.
A Y-piece is a compact bordered Riemann surface which is topologically a sphere without three open disks and whose boundary curves are simple closed geodesics. Given three positive numbers a, b, c, there is a unique (up to conformal mapping) Y-piece such that their boundary curves have lengths a, b, c (see, e.g., [36, p.410] A generalized Y-piece is a bordered or non-bordered Riemann surface which is topologically a sphere without n open disks and m points, with integers n, m ≥ 0 such that n + m = 3, so that the n boundary curves are simple closed geodesics and the m deleted points are cusps. Observe that a generalized Y-piece is topologically the union of a Y-piece and m cylinders, with 0 ≤ m ≤ 3. It is clear that the interior of every generalized Y-piece is a geodesic domain. Furthermore, it is known that the closure of every geodesic domain is a finite union (with pairwise disjoint interiors) of generalized Y-pieces [1, Proposition 3.2].
The following example shows that regularity is not a sufficient condition in order to have LII.
Example 2.5. Let X be a non-exceptional Riemann surface built as follows: Consider the generalized Ypieces {Y i } i∈Z with one cusp and such that
, L(∂G n ) = 2 and X does not have LII. However, for any geodesic domain G and any
, and X is regular.
A collar in a non-exceptional Riemann surface S about a simple closed geodesic γ is a doubly connected domain in S "bounded" by two Jordan curves (called the boundary curves of the collar) orthogonal to the pencil of geodesics emanating from γ; such collar is equal to {p ∈ S : d S (p, γ) < d}, for some positive constant d. The constant d is called the width of the collar.
Let S be a non-exceptional Riemann surface with a cusp r (if S ⊂ C, every isolated point in ∂S is a cusp). A collar in S about r is a doubly connected domain in S "bounded" both by r and a Jordan curve (called the boundary curve of the collar) orthogonal to the pencil of geodesics emanating from r. It is well-known that the length of the boundary curve is equal to the area of the collar (see, e.g., [6] ). A collar of area λ about r is called a λ-collar. We denote by C(r, λ) the λ-collar of the cusp r with area 0 < λ ≤ 2.
We will use several times the following result known as Collar Lemma (see [36] ).
Lemma 2.6. If γ is a simple closed geodesic in a non-exceptional Riemann surface S, then there exists a collar about γ of width w, where cosh w = coth(L S (γ)/2).
Remark 2.7. Along this paper, γ will denote a simple closed geodesic in S and w the width of the collar of γ, where cosh w = coth(L S (γ)/2). Denote by C(γ, h) the collar of γ of width h and by C(γ) the collar of γ of width w. It is well-known that if γ 1 and γ 2 are disjoint simple closed geodesics, then C(γ 1 ) ∩ C(γ 2 ) = ∅.
For each cusp there exists a 2-collar and 2-collars of different cusps are disjoint. Besides, the collar C(γ) of the simple closed geodesic γ does not intersect the 2-collar of a cusp (see [36] , [39] and [10, Chapter 4] ).
We will use the thick-thin decomposition of Riemann surfaces given by Margulis Lemma (see, e.g., [5, p.107] ). Concretely, for any ε < Arcsinh 1 any Riemann surface, S, can be partitioned into a thick part, S ε := {z ∈ S : inj(z) ≥ ε}, and a thin part, S \ S ε , whose connected components are either collars of cusps or collars of simple closed geodesics of length less than 2ε. In fact, [12, Lemma 4.9] gives the following.
Lemma 2.8. Let S be a non-exceptional Riemann surface and z ∈ S. If inj(z) < Arcsinh 1, then the shortest geodesic loop η with base point z is contained either in the 2-collar of a cusp or in the collar C(γ) of a simple closed geodesic γ.
We collect below a well-known hyperbolic trigonometric formula (see, e.g., [10, p.454 ]) which will be useful.
Proposition 2.9. The following formula holds for polygons on the unit disk (and then for simply connected polygons on any non-exceptional Riemann surface).
Let us consider a geodesic quadrilateral with three right angles and let φ the other angle. If α, β are the lengths of the sides which meet with angle φ and a is the length of the opposite side to the side with length α, then sinh α = sinh a cosh β. Lemma 2.10. Let S be a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and C a connected component of {z ∈ S | inj(z) < ε}. By Margulis Lemma, C is a collar.
(1) If C is a collar of a simple closed geodesic γ, then C = C(γ, h) ⊂ C(γ) and h = Arccosh
If C is a collar of a cusp r, then C = C(r, λ) ⊂ C(r, 2) and λ = 2 sinh ε.
Proof. Assume first that C = C(γ, h) is a collar of a simple closed geodesic γ. Fix z ∈ ∂C. Since inj(z) = ε < Arcsinh 1, Lemma 2.8 gives that the shortest geodesic loop σ with base point z is contained in C(γ). Let l := L S (γ). By Proposition 2.9, we have
.
Collar Lemma gives that there exists a collar about γ of width w, where cosh w = coth(l/2). Thus,
h < w and C is contained in C(γ).
Assume now that C = C(r, λ) is a collar of a cusp r. Fix z ∈ ∂C. Since inj(z) = ε < Arcsinh 1, Lemma 2.8 gives that the shortest geodesic loop σ with base point z is contained in C(r, 2).
As usual, consider a fundamental domain for S in the upper half-plane H contained in {ζ ∈ H : 0 ≤ ℜζ ≤ 1} and such that {ζ ∈ H : 0 ≤ ℜζ ≤ 1, ℑζ > 1/2} corresponds to C(r, 2). Thus, {ζ ∈ H : 0 ≤ ℜζ ≤ 1, ℑζ > 1/λ} corresponds to C(r, λ). Without loss of generality we can assume that i/λ corresponds to z. Thus, we can represent σ in the upper half-plane by means of a geodesic with endpoints i/λ and 1 + i/λ. We have
λ = 2 sinh ε < 2 and C is contained in C(r, 2).
Lemma 2.11. Let S be a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and C a connected component
Proof. By Margulis Lemma, C is a collar. Assume first that C is a collar of a simple closed geodesic γ. Lemma 2.10 gives that C = C(γ, h) ⊂ C(γ) and h = Arccosh
Since the function f (t) = t − tanh t satisfies f ′ (t) = 1 − (cosh t) −2 > 0 for every t > 0, we conclude f (t) > f (0) = 0, t > tanh t and t cosh t > sinh t for every t > 0. Since the function g(t) = t/ sinh t satisfies
for every t > 0, the function g is decreasing on (0, ∞). Consequently, g(t) < lim x→0 g(x) = 1 for every t > 0, and
Assume now that C is a collar of a cusp r. Lemma 2.10 gives that C = C(r, λ) ⊂ C(r, 2) and λ = 2 sinh ε.
Lemma 2.12. Let S be a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and C a connected component of {z ∈ S | inj(z) < ε} that is a collar of a simple closed geodesic γ. Then
. It is well-known that A S (C) = 2l sinh h, and so,
Since the function g(t) = t/ sinh t is decreasing on (0, ∞), we have
Lemma 2.13. Let S be a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and C a connected component of {z ∈ S | inj(z) < ε} that is a collar of a simple closed geodesic γ with
Then, δ 0 < h and
Proof. By Lemma 2.10 we have C = C(γ, h).
Besides, δ 0 ≤ 
Denote by
Finally, by Lemma 2.12, since
we have
Lemma 2.14. Let S be a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and C 1 , C 2 two different connected components of {z ∈ S | inj(z) < ε}. Let K 1 be the collar given by the Collar Lemma corresponding to C 1 . Then
Proof. By Margulis Lemma, C 1 and C 2 are collars. Assume that C 1 is a collar C(γ, h) for some simple closed geodesic γ. Collar Lemma gives that there exists a collar C(γ) = K 1 about γ of width w, where cosh w = coth(L S (γ)/2). Lemma 2.10 gives that C 1 is contained in K 1 and
If 0 < t < ε, then we define the function
Thus,
Hence,
Assume now that C 1 is a collar C(r, λ) for some cusp r. Consider a fundamental domain for S in the upper half-plane H contained in {ζ ∈ H : 0 ≤ ℜζ ≤ 1} and such that {ζ ∈ H : 0 ≤ ℜζ ≤ 1, ℑζ > 1/2} corresponds to C(r, 2) = K 1 . Thus, {ζ ∈ H : 0 ≤ ℜζ ≤ 1, ℑζ > 1/λ} corresponds to C 1 , and Lemma 2.10 gives that λ = 2 sinh ε < 2 and C 1 is contained in C(r, 2). Hence,
Since collars of geodesics and cusps are pairwise disjoint by Remark 2.7, we conclude
Let X be a non-exceptional Riemann surface and 0 < ε < Arcsinh 1. Consider the thick-thin decomposition given by Margulis Lemma: X ε = {z ∈ X | inj(z) ≥ ε} and X \ X ε .
Given the cusps {r i } i∈I in X, let us consider for each r i the collar in X about r i with area 2 sinh ε, C i = C(r i , 2 sinh ε), and let σ i = ∂C(r i , 2 sinh ε).
Given the simple closed geodesics {γ j } j∈J in X with L X (γ j ) < 2ε, let us consider for each γ j its collar K j in X of width h j = Arccosh sinh ε sinh(LX (γj )/2) . By Lemma 2.10, we have
The following result is well-known.
Lemma 2.15. Let S be a non-exceptional Riemann surface, z ∈ S and r > 0. Then
Surfaces and graphs
We are going to construct a graph associated to any non-exceptional Riemann surface.
A subset A in a metric space (X,
Fix 0 < ε < Arcsinh 1. Given any ε-approximation A ε of X, the graph Γ Aε = (V, E) with V = A ε and E := {xy | x, y ∈ A ε with 0 < d(x, y) ≤ 2ε} is called an ε-net.
Given any δ > 0 satisfying
, where J denotes the index set of the collars about simple closed geodesics in the thick-thin decomposition from equation (2.4). Note that δ 1 < ε and so, δ < ε.
δ is the surface X without the collars C i = C(r i , 2 sinh ε) about the cusps and the collars 
Remark 3.1. From the definition of Γ δ (X), it follows that no pair of vertices in {w i } i∈I ∪ {v j } j∈J δ can be adjacent in Γ δ (X). By Lemma 2.14, {N (w i )} i∈I ∪ {N (v j )} j∈J δ are pairwise disjoint sets in Γ δ (X).
We have the following result in [26, Lemma 2.3].
Lemma 3.2. Let X be a complete Riemannian n-manifold whose Ricci curvature is bounded from below by −(n − 1)K 2 (K > 0), and let P be an ε-separated subset of X. Then we have |{p ∈ P : x ∈ B r (p)}| ≤ ν for all r > 0 and for all x ∈ X, where ν = ν(n, K, ε, r) > 0. Consequently, every ε-net in a complete Riemannian manifold whose Ricci curvature is bounded from below is uniform. Lemma 3.2 has the following consequence.
Lemma 3.3. If X is a non-exceptional Riemann surface and [
Proposition 3.4. If X is a non-exceptional Riemann surface, 0 < ε < Arcsinh 1 and 0 < δ < δ 1 , then Γ δ (X) is uniform. If v = w i is the vertex corresponding to a collar C i = C(r i , 2 sinh ε) then, by Lemma 2.11, ∂C i = σ i satisfies L(σ i ) ≤ 2 sinh ε < 2. Let {x 1 , . . . , x n } be a maximal δ-separated set in σ i . Then, n ≤ Let X be a non-exceptional Riemann surface and Γ δ (X) the associated graph with vertex set
Remark 3.5. Let X be a non-exceptional Riemann surface and Γ δ (X) the associated graph defined above. Given a geodesic domain G, then ∂S G is the set of vertices w ∈ [A] δ \ G satisfying one of the following conditions:
w is adjacent to a vertex v ∈ S G with v = v j for some j ∈ J δ and so, C(γ j , h j ) ∩ ∂G = ∅.
Notice that w = v j for every j ∈ J δ with C(γ j , h j ) ∩ G = ∅, since, by Lemma 2.14, the distance from C(γ j , h j ) to G is at least log 1 sinh ε > δ. Note also that, since the collars are pairwise disjoint, given a geodesic domain G and a collar C i , we have either
Let ∂ 2δ S G denote the set of vertices w ∈ [A] δ \ G satisfying condition a) above.
Remark 3.6. For every vertex w
Theorem 3.7. Given a (2δ 2 )-regular non-exceptional Riemann surface X, 0 < ε < Arcsinh 1 and 0 < δ < min{δ 1 , δ 2 }, X satisfies LII if and only if Γ δ (X) satisfies LII.
Proof. Suppose X satisfies LII. Consider any non-empty finite subset of vertices S in Γ δ (X). Let us define
Then we have the following:
• for any pair of vertices
and 2.15 give δ ′ /2 < h j and A(C(γ j , h j − δ ′ /2)) > A ′ for every j ∈ J δ , and
. By Lemmas 2.15 and 2.11,
Since, by Proposition 3.4, Γ δ (X) is µ-uniform for some constant µ > 0, we have |∂
Thus, since X satisfies LII, there is some constant h such that A(Ω) ≤ h L(∂Ω) and, hence,
and Γ δ (X) satisfies LII. Assume now that Γ δ (X) satisfies LII. By Lemma 2.1, it suffices to check that X satisfies LII on every geodesic domain. Let G be any geodesic domain and consider the set S G ⊂ V (Γ δ (X)). Then, since
we have, by Lemmas 2.15, 2.10 and 2.12,
For any connected component γ of ∂ 2δ G consider a maximal δ-separated set {x 1 , . . . , x n }. Notice that n ≤ L(γ) δ . By Remark 3.6, for every point v ∈ ∂ 2δ S G , d(v, ∂ 2δ G) ≤ 2δ and since {x 1 , . . . , x n } is a maximal δ-separated set, there is some
Therefore, by Lemma 3.3, there exists a constant µ(δ) such that
Also, by Remark 3.5, if w ∈ ∂S G \ ∂ 2δ S G , then w is adjacent to some v j with j ∈ J δ and, by Proposition 3.4, it follows that for every such v j there exist at most ∆ vertices adjacent to it. Hence,
Since X is (2δ 2 )-regular and 0 < δ < δ 2 , X is also (2δ)-regular and there exists c > 0 such that L(∂ 2δ G) ≥ c CC(∂G \ ∂ 2δ G). Therefore, by inequalities (3.6) and (3.7), it follows that
Thus, since Γ δ (X) satisfies LII, there is some constant h such that |S G | ≤ h |∂S G |, and so,
Hence, X satisfies LII on every geodesic domain, finishing the proof.
Remark 3.8. Note that the hypothesis of regularity in Theorem 3.7 is not restrictive at all, since Theorem 2.3 gives that non-regular surfaces do not have LII.
Gromov boundary and LII
We present in this section an application of Theorem 3.7 relating Gromov boundary and LII (see Theorem 4.12). First of all, we need some background on Gromov hyperbolicity.
Let X be a metric space. Fix a base point o ∈ X and for x, x ′ ∈ X let (x|x
The number (x|x ′ ) o is non-negative and it is called the Gromov product of x, x ′ with respect to o.
Definition 4.1. A metric space X is (Gromov) hyperbolic if it satisfies the δ-inequality
for some δ ≥ 0, for every base point o ∈ X and all x, y, z ∈ X.
If X is a metric space and I ⊂ R is an interval, we say that the curve γ :
(then γ is equipped with an arc-length parametrization). A geodesic ray is a geodesic defined on the interval [0, ∞).
A geodesic metric space is a metric space such that for every couple of points there exists a geodesic joining them.
Let us recall the following from [27] . Let X be a hyperbolic space and o ∈ X a base point.
The relative geodesic boundary of X with respect to the base point o is the set of equivalence classes
X is a geodesic ray with γ(0) = o}, where two geodesic rays γ 1 , γ 2 are equivalent if there exists some K > 0 such that d(γ 1 (t), γ 2 (t)) < K, for every t ≥ 0.
In fact, the definition above is independent from the base point. Therefore, the set of classes of geodesic rays is called geodesic boundary of X, ∂ g X. Herein, we do not distinguish between the geodesic ray and its image.
A sequence of points {x i } ⊂ X converges to infinity if
This property is independent of the choice of o since
Using the δ-inequality, we easily see that this defines an equivalence relation for sequences in X converging to infinity. The sequential boundary at infinity ∂ ∞ X of X is defined to be the set of equivalence classes of sequences converging to infinity. Note that given a geodesic ray γ, the sequence {γ(n)} converges to infinity and two equivalent rays induce equivalent sequences. Thus, in general, ∂ g X ⊆ ∂ ∞ X. We say that a metric space is proper if every closed ball is compact. Every uniform graph and every complete Riemannian manifold are proper geodesic metric spaces. For every ξ, ξ ′ ∈ ∂ ∞ X, its Gromov product with respect to the base point o ∈ X is defined as
where the infimum is taken over all sequences {x i } ∈ ξ, {x ′ i } ∈ ξ ′ . A metric d on the sequential boundary at infinity ∂ ∞ X of X is said to be visual, if there are o ∈ X, a > 1 and positive constants c 1 , c 2 , such that
In this case, we say that d is a visual metric with respect to the base point o and the parameter a. Let X be a regular non-exceptional Riemann surface and consider some constants 0 < δ < ε such that Theorem 3.7 holds. Then, for every collar C(γ j , h j ) of every simple closed geodesic γ j with L(γ j ) < 2δ, consider ∂C(γ j , h j ) = η Proof. Let Γ δ (X)/ ∼ δ be the graph defined by Γ δ (X) where vertices {w i } i∈I and {v j } j∈J δ are removed and a new edge is defined between any pair of vertices adjacent to the same vertex v j . Notice that the vertex set of
Since {N (w i )} i∈I ∪{N (v j )} j∈J δ are pairwise disjoint sets by Remark 3.1, in order to prove that Γ δ (X)/ ∼ δ is quasi-isometric to Γ δ (X), it suffices to check that there is a constant C > 0 such that given any two vertices,
Claim: Given any pair of points v, w
+ 2 , where µ(δ) is the constant in Lemma 3.3. Consider any geodesic path γ in [X]/ ∼ δ joining v to w and let P γ = {u ∈ Γ δ (X)/ ∼ δ : B δ (v) ∩ γ = ∅}. It is clear that {B δ (u) : u ∈ P γ } covers γ and d Γ (v, w) ≤ |P γ |. Denote by ⌈t⌉ the upper integer part of t, i.e., the smallest integer greater than or equal to t.
+ 2 . If u 1 , u 2 are adjacent to some v ∈ {w i } i∈I , it follows by Lemma 2.11 that d(u 1 , u 2 ) ≤ 2δ + sinh ε. Then, by the claim above 
, then u i−1 and u i are adjacent to the same vertex v j in Γ δ (X); therefore, since the length of each connected component of ∂K j is at most 2 sinh ε by Lemma 2.11,
and h is a (max{
2δ , 2δ + sinh ε}, 4δ)-quasi-isometric embedding. It is trivial to check that h is δ-full. To determine if a geodesic metric space has a pole is not a difficult task. There are many results that allow to determine if a non-exceptional Riemann surface is hyperbolic (see, e.g., [33] , [34] , [35] , [37] , [38] , [41] Proposition 4.13. Let X be a geodesic metric space, {K n } n compact subsets of X and X ′ the quotient space obtained from X by identifying the points of each K n in a single point k n . Assume that there are positive constants c 1 , c 2 , such that diam X K n ≤ c 1 and d X (K n , K m ) ≥ c 2 if n = m, and that X ′ is a geodesic metric space. Then X and X ′ are quasi-isometric, and X is hyperbolic if and only if X ′ is hyperbolic. Furthermore, if X (respectively, X ′ ) is δ-hyperbolic, then X ′ (respectively, X) is δ ′ -hyperbolic, with δ ′ a universal constant which just depends on δ, c 1 and c 2 .
Let us consider a geodesic metric space X, a family of geodesic metric subspaces {X n } n ⊂ X such that ∪ n X n = X, η nm := η mn := X n ∩ X m are compact sets, and positive constants c 1 , c 2 . We say that {X n } n is a (c 1 , c 2 )-decomposition of X if X \ η nm is not connected for each non-empty set η nm , diam Xn (η nm ) ≤ c 1 for every n, m, and d Xn (η nm , η nk ) ≥ c 2 for every n and m = k with non-empty sets η nm and η nk . Proposition 4.14. Let X be a geodesic metric space and {X n } n ⊂ X a family of geodesic metric spaces which is a (c 1 , c 2 )-decomposition of X. Then X is hyperbolic if and only if there exists a constant c 3 such that X n is c 3 -hyperbolic for every n. Furthermore, if there exists such a constant c 3 , then X is δ-hyperbolic with δ a universal constant which only depends on c 1 , c 2 and c 3 ; if X is δ-hyperbolic, then c 3 is a universal constant which only depends on c 1 , c 2 and δ.
Let X be a non-exceptional Riemann surface. For each choice of doubly connected domains {V j } j in X we define D X ({V j } j ) := sup and X \ η j 1 is connected . Proposition 4.15. Let X be a non-exceptional Riemann surface, {V j } j doubly connected domains in X, and r, s positive constants with L(∂V j ) ≤ r for every j, and d(V j , V k ) ≥ s for every j = k. If D X ({V j } j ) = ∞, then X is not hyperbolic.
Lemma 4.16. Let X be a non-exceptional Riemann surface and 0 < δ < ε < Arcsinh 1. Then there exists a universal constant ∆ such that C i and K j are ∆-hyperbolic for every i ∈ I and j ∈ J δ .
Proof. Given i ∈ I, let us consider a geodesic ray g i in C i joining ∂C i with the cusp r i , and the inclusion h : g i → C i . Given j ∈ J δ , let us consider a geodesic γ j in K j joining the two connected components of ∂K j , and the inclusion h : γ j → K j . If η is a connected component of ∂C i or ∂K j , then Lemma 2.11 gives that L(η) < 2. Thus, in both cases h is a 1-full (1, 0)-quasi-isometry and, since g i and γ j are 0-hyperbolic, Theorem 4.9 gives the result. = ∞, and we conclude, by Proposition 4.15, that X is not hyperbolic. Consequently, it suffices to prove that if Λ(X) > 0, then X is hyperbolic if and only if [X]/ ∼ δ is hyperbolic. Denote by {X r } r the connected components of X \ ∪ i∈I ∂C i ∪ ∪ j∈J δ \J c δ ∂K j . Lemma 2.14 gives that if σ 1 , σ 2 ⊂ ∂X r are connected components of ∪ i∈I ∂C i ∪ ∪ j∈J δ \J c δ ∂K j and they belong to the closure of different collars, then d Xr (σ 1 , σ 2 ) ≥ d X (σ 1 , σ 2 ) ≥ 2 log 1 sinh ε . Therefore, if we define c 2 = min{2 Arccosh sinh ε sinh δ , 2 log 1 sinh ε }, we have that {X r } r , {C i } i∈I , {K j } j∈J δ \J c δ is a (1, c 2 ) -decomposition of X. By Proposition 4.14 and Lemma 4.16, X is hyperbolic if and only if there exists a constant c 3 such that X r is c 3 -hyperbolic for every r.
For each r, let X
