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Abstract
In 1933 a family of skew Hadamard difference sets was described by Paley using matrix language and was
called the Paley–Hadamard difference sets in the literature. During the last 70 years, no new skew Hadamard
difference sets were found. It was conjectured that there are no further examples of skew Hadamard differ-
ence sets. This conjecture was proved to be true for the cyclic case in 1954, and further progress in favor
of this conjecture was made in the past 50 years. However, the conjecture remains open until today. In this
paper, we present a family of new perfect nonlinear (also called planar) functions, and construct a family
of skew Hadamard difference sets using these perfect nonlinear functions. We show that some of the skew
Hadamard difference sets presented in this paper are inequivalent to the Paley–Hadamard difference sets.
These new examples of skew Hadamard difference sets discovered 70 years after the Paley construction
disprove the longstanding conjecture on skew Hadamard difference sets. The class of new perfect nonlinear
functions has applications in cryptography, coding theory, and combinatorics.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
A k-element subset D of a finite multiplicative group G of order v is called a (v, k, λ)-
difference set in G provided that the multiset {d1d−12 : d1, d2 ∈ D, d1 = d2} contains each
nonidentity element of G exactly λ times.
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families of difference sets of this type. The first family is the Paley–Hadamard difference sets
defined by the set of nonzero quadratic residues of a finite field Fq for any prime power q
with q ≡ 3 (mod 4). The second family is the so-called Singer difference sets with parameters
(2d+1 − 1,2d − 1,2d−1 − 1) for every d  2, which are equivalent to binary maximum-length
sequences. The third and the fourth families are the twin-prime difference sets and the Hall
difference sets which are derived from cyclotomy. We refer to Jungnickel [9] for a survey, Jung-
nickel and Schmidt [10] for an update of this survey, and Beth et al. [1, Chapter VI] for more
information on difference sets.
A difference set D in an additive group G is called a skew difference set (or antisymmetric
difference set) if and only if G is the disjoint union of D, −D, and {0}. Skew difference sets must
have parameters (4n−1,2n−1, n−1), and are called skew Hadamard difference sets in general.
The only known examples of skew Hadamard difference sets are the classical Paley–Hadamard
difference sets formed by the nonzero quadratic residues of a finite field and described by Paley in
1933 [19]. During the last 70 years, no other skew Hadamard difference sets have been found. It
is conjectured that there are no further examples [7,11], [10, p. 275]. This conjecture was proved
to be true in the cyclic case 50 years ago by Kelly [11] (see also Johnson [7]). Further efforts in
this direction were made by Camion and Mann [2] in 1972, Jungnickel [8] in 1990, and Chen
et al. [4] in 1994. However, the problem as to whether there are other skew Hadamard difference
sets remains open until today. A weaker conjecture is that an abelian group G must be elementary
abelian if it contains a skew Hadamard difference set. This weaker conjecture remains also open
in general.
In this paper, we first present a new family of perfect nonlinear functions (also called planar
functions in finite geometry), and then apply them to construct a family of skew Hadamard differ-
ence sets. We finally show that some of the skew Hadamard difference sets presented in this paper
are inequivalent to the Paley–Hadamard difference sets. These new examples of skew Hadamard
difference sets discovered 70 years after the Paley construction disprove the longstanding con-
jecture on skew Hadamard difference sets. The class of new perfect nonlinear functions has
applications in cryptography, coding theory, and combinatorics.
2. A new family of perfect nonlinear functions
Let f be a function from a finite abelian group (A,+) to another finite abelian group (B,+).
We say that f is linear if and only if f (x + y) = f (x) + f (y) for all x, y ∈ A. A function g is
affine if and only if g = f + b, where f is linear and b is a constant. Clearly, the zero function is
linear. In the case where |A| is odd and |B| is a power of 2, the only linear function from A to B
is the zero function. In this case, all affine functions are constant functions.
The (Hamming) distance between two functions f and g from A to B , denoted by d(f,g), is
defined to be d(f,g) = |{x ∈ A: f (x) − g(x) = 0}|.
One way of measuring the nonlinearity of a function f from (A,+) to (B,+) is to use the
minimum distance between f and all affine functions from (A,+) to (B,+). With this approach
the nonlinearity of f is defined to be Nf = minl∈L d(f, l), where L denotes the set of all affine
functions from (A,+) to (B,+).
This measure of nonlinearity has applications in coding theory and cryptography. But it is not
useful in some general cases. For example, as pointed out above, in the case where |A| is odd and
|B| is a power of 2, this measure makes little sense as there are no nonconstant affine functions
from (A,+) to (B,+).
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Pf = max
0=a∈A
max
b∈B
|{x ∈ A: f (x + a) − f (x) = b}|
|A| .
The smaller the value of Pf , the higher the corresponding nonlinearity of f (if f is linear, then
Pf = 1). In some cases, it is possible to find the exact relation between the two measures on
nonlinearity.
It is easily seen that Pf  1|B| [3]. This lower bound can be considered as an upper bound
for the nonlinearity of f . For applications in coding theory and cryptography we wish to find
functions with the smallest possible Pf . A function f :A → B has perfect nonlinearity if
Pf = 1|B| . We refer to Carlet and Ding [3] for a survey of highly nonlinear functions. Perfect
nonlinear functions are also called planar functions in finite geometry. We refer to Coulter and
Matthews [5] for information about planar functions.
Let p be an odd prime, and q = pm. All known perfect nonlinear functions from Fq to Fq are
equivalent to one of the following [3,5]:
• f1(x) = x2.
• f2(x) = xpk+1, where m/gcd(m, k) is odd (Dembowski and Ostrom [6]).
• f3(x) = x(3k+1)/2, where p = 3, k is odd, and gcd(m, k) = 1 (Coulter and Matthews [5]).
• f4(x) = x10 + x6 − x2, where p = 3, m = 2 or m is odd (Coulter and Matthews [5]).
We now present a class of new perfect nonlinear functions, and will then use them to construct
new skew Hadamard difference sets in the next section.
Let m > 0 be odd. For any u ∈ F3m , the Dickson polynomial Dn(x,u) of the first kind is
defined by [12, p. 8]
Dn(x,u) :=
n/2∑
j=0
n
n − j
(
n − j
j
)
(−u)j xn−2j .
When n = 5, we have D5(x,−u) = x5 − ux3 − u2x. We then define for any u ∈ F3m ,
gu(x) := D5
(
x2,−u)= x10 − ux6 − u2x2.
Proposition 2.1. For any u ∈ F3m , gu(x) is a perfect nonlinear function from F3m to F3m , where m
is odd.
Proof. Since m is odd, −1 is a quadratic nonresidue in F3m . For any a = 0, we have gu(x +a)−
gu(x) = ax9 + ua3x3 + (a9 + u2a)x + gu(a). This is a permutation polynomial if and only
if the linearized polynomial La,u(x) = x9 + ua2x3 + (a8 + u2)x is a permutation polynomial.
Since La,u(x) is a F3-linear mapping defined over F3m , it then follows from [13, pp. 107–124]
that gu(x + a) − gu(x) is a permutation polynomial if and only if La,u(x) = 0 for all x = 0.
Suppose there is an x = 0 such that La,u(x) = 0. So we have x8 + a8 + ua2x2 + u2 = 0. This
is equivalent to (x4 + a4)2 + (a2x2 − u)2 = 0. Since x4 + a4 = 0 (otherwise −1 = ( a2
x2
)2 is a
quadratic residue), we have −1 = ( a2x2−u
x4+a4 )
2
. This is contrary to the fact that −1 is a quadratic
nonresidue. The conclusion then follows. 
We remark that the new family of perfect nonlinear functions gu contains the previously
known f4(x) = x10 + x6 − x2 and f2(x) = x10.
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In this section we employ the family of new perfect nonlinear functions gu(x) to construct new
Hadamard difference sets. To this end, we need to prove certain properties of the functions gu.
Proposition 3.1. For any u ∈ F3m , D5(x,−u) is a permutation polynomial of F3m , where m
is odd.
Proof. Note that gcd(5,32m − 1) = 1 because m is odd. The conclusion follows from Theo-
rem 3.2 in [12, p. 38]. 
For a perfect nonlinear mapping f from Fq to Fq , we are interested in its image, which is
denoted by Image(f ) and defined by Image(f ) = {f (x): x ∈ Fq}.
Proposition 3.2. Let m > 0 be odd. Then | Image(gu)| = (3m + 1)/2, u ∈ F3m .
Proof. For any u ∈ F3m , the conclusion follows from the fact that gu(0) = 0, gu(x) = gu(−x) =
D5(x2,−u) for any x ∈ Fq , and Proposition 3.1. 
We remark that | Image(f )| may not be equal to (q + 1)/2 for a perfect nonlinear function f
from Fq to Fq with f (0) = 0 and that f may not be two-to-one in F∗3m . For example, the function
g(x) = x10 + x6 − x2 + x is a perfect nonlinear function from F33 to F33 . However, it is easily
verified that | Image(g)| = 20 and that g is not two-to-one in F∗3m . In general, it may be hard to
determine the size of the image of perfect nonlinear functions.
Now we investigate the structure of Image(gu).
Lemma 3.3. Let m > 0 be odd, u ∈ F3m , and x, y ∈ F3m . Then gu(x) + gu(y) = 0 if and only if
(x, y) = (0,0).
Proof. Let s = x + y and t = x − y. It is easy to show that x4 + y4 = −(s4 + t4). Then we have
gu(x) + gu(y)
= x10 − ux6 − u2x2 + y10 − uy6 − u2y2
= (x2 + y2)[(x8 − x6y2 + x4y4 − x2y6 + y8)− u(x4 − x2y2 + y4)− u2]
= (x2 + y2)[x8 + y8 − x4y4 − x6y2 − x4y4 − x2y6 − u(x4 − x2y2 + y4)− u2]
= (x2 + y2)[(x4 + y4)2 − x2y2(x4 + x2y2 + y4)− u(x4 − x2y2 + y4)− u2]
= (x2 + y2)[(x4 + y4)2 − x2y2(x2 − y2)2 − u(x2 + y2)2 − u2]
= −(s2 + t2)[(s4 + t4)2 − (s2 − t2)2s2t2 − u(s2 + t2)2 − u2]
= −(s2 + t2)[s8 + t8 − s4t4 − (s4 + t4 + s2t2)s2t2 − u(s4 + t4 − s2t2)− u2]
= −(s2 + t2)[s8 + t8 − s6t2 − s2t6 + s4t4 − us4 − ut4 + us2t2 − u2].
Let β ∈ F32 such that β2 = −1. Then β /∈ F3m but β ∈ F32m . Then it is easy to verify
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(
s2 + t2)[(s4 + t4 + s2t2 + u)+ β(s2t2 + u)]
× [(s4 + t4 + s2t2 + u)− β(s2t2 + u)]. (1)
Suppose that(
s4 + t4 + s2t2 + u)+ β(s2t2 + u)= 0 (2)
for a pair (s, t) ∈ F23m . If s2t2 + u = 0, then β = −(s4 + t4 + s2t2 + u)/(s2t2 + u) ∈ F3m , which
is contrary to the fact that β /∈ F3m . So we have s2t2 +u = 0, and consequently s4 + t4 = 0. Then
we must have s = t = 0, for otherwise s = 0, t = 0, and −1 = ( s2
t2
)2, which is contrary to the fact
that −1 is a quadratic nonresidue in F3m . Hence (s4 + t4 + s2t2 + u) + β(s2t2 + u) = 0 for all
pairs (s, t).
Similarly, we can prove that (s4 + t4 + s2t2 + u)− β(s2t2 + u) = 0 for all pairs (s, t). It then
follows from (1) that gu(x) + gu(y) = 0 if and only if s2 + t2 = 0.
Again because −1 is a quadratic nonresidue, s2 + t2 = 0 if and only if (s, t) = (0,0). By
definition, (x, y) = (0,0) if and only if (s, t) = (0,0). Whence, gu(x)+ gu(y) = 0 if and only if
(x, y) = (0,0). 
Proposition 3.4. Let m be odd, and u ∈ F3m . For any b ∈ F∗3m , one and only one of the equations
gu(x) = b and gu(x) = −b has a solution x ∈ F∗3m .
Proof. It follows from Lemma 3.3 that at most one of the two equations has a solution. The
conclusion then follows from Proposition 3.2. 
Note that Proposition 3.4 is not true for general perfect nonlinear functions. One example is
the perfect nonlinear function g(x) = x10 + x6 − x2 + x from F33 to F33 .
The following follows from Proposition 3.4.
Corollary 3.5. Let m be odd, and u ∈ F3m . Then
F3m =
(
Image(gu) \ {0}
)∪ [−(Image(gu) \ {0})]∪ {0}.
Proposition 3.6. Let m be odd, and u ∈ F3m . The set Image(gu) \ {0} is a (3m, (3m − 1)/2,
(3m − 3)/4) skew Hadamard difference set in the abelian group (F3m,+).
Proof. By Proposition 3.2, | Image(gu) \ {0}| = (3m − 1)/2. We now consider the number of so-
lutions (x, y) ∈ F23m to the equation gu(x)−gu(y) = b for any nonzero b ∈ F3m . By the definition
of perfect nonlinearity and Proposition 2.1, for any a = 0,
x − y = a, gu(x) − gu(y) = b
have exactly one solution (x, y). Therefore gu(x) − gu(y) = b has 3m − 1 solutions (x, y) for
any nonzero b ∈ F3m .
By Proposition 3.4, gu(x)−gu(y) = b has exactly two solutions of the forms (0, y) and (x,0)
for any nonzero b ∈ F3m . Thus the total number of solutions (x, y) of gu(x) − gu(y) = b with
xy = 0 is equal to 3m − 1 − 2. Since gu(x) = gu(−x), we have then
∣∣(Image(gu) \ {0})∩ [(Image(gu) \ {0})+ b]∣∣= 3
m − 34
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difference set of F3m . It then follows from Corollary 3.5 that this difference set is skew. 
We now give an example of the skew Hadamard difference sets. When m = 3, Image(g−1)\{0}
is a (27,13,6) skew Hadamard difference set in F27 defined by {w18,w23,w2,w3,w25,w17,w7,
w21,w6,w,w11,w9,1}, where w is a primitive element of F27. In this difference set, only four
elements are quadratic residues.
The following follows from the proof of Proposition 3.6.
Corollary 3.7. Let m be odd, and let u ∈ F3m . Then the set Image(gu) is a (3m, (3m + 1)/2,
(3m + 1)/4) difference set in the abelian group (F3m,+).
4. The inequivalence of the skew Hadamard difference sets with the Paley–Hadamard
difference sets
Throughout this section, let q = pm ≡ 3 (mod 4) and let p be a prime. It is well known that
any mapping from Fq to Fq can be expressed as a polynomial over Fq . A linear transformation
L from Fq to Fq is a mapping from Fq to Fq such that L(x +y) = L(x)+L(y) for all x, y ∈ Fq .
An affine transformation from Fq to Fq is the sum of a linear transformation and an element
of Fq .
A polynomial of the form L(x) =∑m−1i=0 lixpi with coefficients in Fq is called a p-polynomial
over Fq . Such polynomials are also referred to as linearized polynomials.
Lemma 4.1. [21] Every linear transformation L from Fq to Fq must be a p-polynomial over Fq .
By Lemma 4.1, every affine transformation from Fq to Fq must be an affine p-polynomial of
the form A(x) =∑m−1i=0 aixpi + a, where ai and a are in Fq . An affine transformation is nonsin-
gular if it is a one-to-one mapping.
Two difference sets in Fq are said equivalent if one can be obtained by applying a nonsingular
affine transformation to the other. The nonsingularity here guarantees that equivalent difference
sets have the same parameters.
Lemma 4.2. Let Q (respectively N ) be the set of all quadratic residues (respectively nonresidues)
in Fq , where m  3. For any nonzero quadratic nonresidue a ∈ Fq , Q − a cannot be a skew
Hadamard difference set.
Proof. Since Q is the classical Paley–Hadamard difference set, Q − a is a difference set. We
now prove that (Q− a)∩ [−(Q− a)] = ∅. Since −1 is a quadratic nonresidue, Q = −N . Notice
that a−1 ∈ N . It follows from the cyclotomic numbers of order 2 [22] that
∣∣(Q + a)∩ N ∣∣= ∣∣(a−1Q + 1)∩ a−1N ∣∣= ∣∣(N + 1) ∩ Q∣∣= q − 3
4
 6.
Hence, there are an element g1 ∈ Q and an element s ∈ N such that g1 + a = s. Note that
N = −Q. There is a g2 ∈ Q such that s = −g2. Hence, g1 − a = −(g2 − a). This means that
(Q − a) ∩ [−(Q − a)] = ∅. By definition, Q − a is not a skew difference set. 
Lemma 4.3. If an affine permutation A over Fq maps a skew Hadamard difference set D into
the Paley–Hadamard difference set Q, then A must be linear.
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skew Hadamard difference set D in Fq into Q. Since D is skew, 0 /∈ D. By assumption, L(D) =
Q− a. Hence a cannot be a quadratic residue. Since L is linear and one-to-one, L(D) is a skew
Hadamard difference set. It follows that Q−a is a skew Hadamard difference set. By Lemma 4.2,
this is possible only when a = 0. This completes the proof. 
With the preparations above, we are ready to look at the inequivalence issue. We first mention
that our skew Hadamard difference sets Image(gu) \ {0} are equivalent to the Paley–Hadamard
difference set when m = 3. For example, A(Image(g1)\ {0}) = Q, where A(x) = w9x −w8x3 −
w12x9 is a linear permutation of F33 , and w is a generator of F33 satisfying w3 − w + 1 = 0. So
we consider the inequivalence only for the case m 5.
Traditionally, the p-rank and the Smith normal form are used to distinguish inequivalent dif-
ference sets (see [23] for the definitions and a survey). However, skew Hadamard difference sets
with the same parameters have the same p-rank [9, pp. 297–299] and the same Smith normal
form [16]. Thus they cannot be used to distinguish inequivalent skew Hadamard difference sets.
In view of this, we present a coding-theoretic approach to the inequivalence problem below.
We first introduce some notions and notations in coding theory. The permutation group H
of an [n, k] linear code over a finite field consists of all the permutations on {0,1, . . . , n − 1}
that preserve the code. An element of H acts on a codeword by permuting the coordinates of
the codeword. Two linear codes are called isomorphic or permutation equivalent if there is a
permutation of coordinates which sends one to the other.
The conclusions of the following lemma are obvious and well known. They will be used to
show that some of the skew Hadamard difference sets described in this paper are new.
Lemma 4.4. The sizes of the permutation groups of two isomorphic linear codes must be the
same. In addition, the weight distributions of two isomorphic linear codes must be the same.
Let p = 3 now. Suppose α is a primitive element of Fq . Then the set B = {1, α, . . . , αm−1}
is a basis of Fq over Fp . Throughout, given an element x ∈ Fq , we will denote its coordinate
vector under the basis B by v(x), i.e., if x = x0 + x1α + · · · + xm−1αm−1 with xi ∈ Fp , then
v(x) = (x0, x1, . . . , xm−1).
Let n = (q − 1)/2. For any subset of Fq with size n, we will define a linear code of length n
over Fp as follows.
Definition 4.5. Suppose S = {s0, s1, . . . , sn−1} is an arbitrary subset of Fq with n elements. For
each a ∈ Fq , we define a codeword
ca =
(
Tr(as0),Tr(as1), . . . ,Tr(asn−1)
)
,
where Tr denotes the trace function from Fq to Fp . We define a linear code C(S) = {ca : a ∈ Fq}.
Lemma 4.6. The code C(S) has the generator matrix
GS =
(
v(s0)
T v(s1)
T . . . v(sn−1)T
)
,
where v(si)T denotes the transpose of v(si).
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as
M =
⎛
⎜⎜⎝
Tr(1) Tr(α) . . . Tr(αm−1)
Tr(α) Tr(α2) . . . Tr(αm)
...
...
. . .
...
Tr(αm−1) Tr(αm) . . . Tr(α2m−2)
⎞
⎟⎟⎠ .
Then we have Tr(asi) = v(a)Mv(si)T . By writing this for all i, we have ca = v(a)MGS. Thus
MGS is a generator matrix of the code C(S). It follows from [13, Theorem 2.37] that the matrix
M is nonsingular. Thus GS is a generator matrix of the code C(S). 
Lemma 4.7. Every linear permutation L(x) over Fq can be expressed as
L(x) = (1 α . . . αm−1)Lm×mv(x)T ,
where Lm×m is an m × m nonsingular matrix over Fp .
Proof. By the definition of v(x), we have x = (1 α . . . αm−1)v(x)T . It follows that L(x) =
(L(1) L(α) . . . L(αm−1))v(x)T . Let
L(αi) = (1 α . . . αm−1)(l0,i l1,i . . . lm−1,i )T
for all i. Since L is nonsingular, the matrix (li,j ) is nonsingular. 
Lemma 4.8. Let S = {s0, s1, . . . , sn−1} and U = {u0, u1, . . . , un−1} be two n-subsets of F∗q . If
there is a linear permutation L that maps S to U , then the codes C(S) and C(U) are isomorphic.
Proof. After a proper permutation of the subscripts, we can assume that ui = L(si) for all i with
0 i  n − 1. Then we have
ui = L(si) =
(
1 α . . . αm−1
)
Lm×mv(si)T
for all i. Therefore, we obtain Tr(aui) = v(a)MLm×mv(si)T . Thus, the codeword ca defined by a
in the code C(U) is given by ca = v(a)MLm×mGS. Since MLm×m is nonsingular, the code C(U)
has the same generator matrix GS . Hence, the two codes C(S) and C(U) are isomorphic. 
We are now in the position to show that the skew Hadamard difference set Image(gu)\{0} with
u = ±1 is inequivalent to the Paley–Hadamard difference set Q when m = 5,7. With the help
of Magma, the sizes of the permutation groups of the codes C(Image(g1) \ {0}), C(Image(g−1) \
{0}), and C(Q) are given in Table 1.
By Lemmas 4.4 and 4.8, Image(g1) \ {0} and Image(g−1) \ {0} are inequivalent to the Paley–
Hadamard difference set and thus new when m = 5 and 7. But the size of the permutation group
cannot be used to distinguish Image(g1) \ {0} from Image(g−1) \ {0}.
Table 1
Linear code C(Image(g1) \ {0}) C(Image(g−1) \ {0}) C(Q)
Size of group, m = 5 5 5 605
Size of group, m = 7 7 7 7651
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Image(g−1) \ {0}, and Q in the case m 9.
Remark. Akihiro Munemasa and Hiroki Tamura verified that Image(g1)\ {0}, Image(g−1)\ {0},
and Q are pairwise inequivalent when m = 5, with the help of Magma and a technique which is
different from all our approach. Alexander Pott proposed a totally different technique and verified
that these three skew Hadamard difference sets are pairwise inequivalent when m = 7, with the
help of Magma.
5. Concluding remarks
Planar functions were introduced by Dembowski and Ostrom [6] in 1968 for the study of
affine planes. The bent functions introduced by Rothaus [18] in 1976, and the perfect nonlinear
functions introduced by Nyberg [17] in 1993 for the study of block ciphers are nothing new, but
special planar functions.
In addition to their applications in finite geometry, planar functions have applications in other
areas. They can be used to construct optimal linear codes, optimal constant weight codes, and
optimal constant composition codes. In cryptography, they can be used to construct S-boxes for
block and stream ciphers, and authentication codes. In combinatorics, they can be used to ob-
tain generalized Hadamard matrices, difference families, relative difference sets, and difference
sets. So the class of new planar functions gu(x) described in this paper have nice applications
not only in difference sets, but also in other areas such as those mentioned above. In view of
these important applications, it would be nice if new planar functions from Fq to Fq could be
constructed.
We showed that Image(g1) \ {0} and Image(g−1) \ {0} are new skew Hadamard difference
sets when m = 5,7, although we were unable to prove that the skew Hadamard difference sets
Image(gu)\{0} are inequivalent to the Paley–Hadamard difference sets when m 9 in this paper.
These were the first group of new skew Hadamard difference sets discovered 70 years after
the Paley construction in 1933, and disproved the longstanding conjecture on skew Hadamard
difference sets.
Finally, we mention that certain connections between difference sets, almost difference sets,
relative difference sets, and perfect nonlinear functions and almost perfect nonlinear functions
were known. We refer to Carlet and Ding [3], Ma [14], Ma and Pott [15] and Pott [20] for infor-
mation. It is not surprising that the new skew Hadamard difference sets were constructed from
highly nonlinear functions. In fact, most difference sets are related to or derived from functions
with optimal nonlinearity.
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