Abstract-This article considers the establishment of a dynamic visual sensor from monocular cameras to enable a reconfigurable environmental perception. The cameras are mounted on Micro Aerial Vehicles (MAV) which are coordinated by a Model Predictive Control (MPC) scheme to retain overlapping field of views and form a global sensor with varying baseline. The specific merits of the proposed scheme are: a) the ability to form a configurable stereo rig, according to the application needs, and b) the simple design, the reduction of the payload and the corresponding cost. Moreover, the proposed configurable sensor provides a glpobal 3D reconstruction of the surrounding area, based on a modified Structure from Motion approach. The efficiency of the suggested flexible visual sensor is demonstrated in simulation results that highlight the novel concept of cooperative flying cameras and their 3D reconstruction capabilities.
I. INTRODUCTION
Micro Aerial Vehicles and especially multi rotors are gaining more and more attention for accomplishing complex tasks, considering their simple mechanical design and their versatile movement. Their ability to hover over a target or fly close to an object make them suitable for a wide range of applications, such as environment inspection mission [1] , as well as aerial manipulation tasks [2] . Advanced perception capabilities towards autonomous aerial agents could play a major role for a successful mission accomplishment. Conventionally, these tasks are handled by laser range finders, stereo/monocular and RGB-D cameras. In certain applications such as infrastructure inspection and monitoring as well as object tracking, visual feedback is essential, which can be provided by vision based sensors. However, depth perception in far ranges is challenging for camera sensors, specially in stereo cameras as the depth perception is bounded by the predefined baseline which degenerates them to monocular cameras [3] . For the monocular camera case sufficient parallax between camera frames is needed to provide accurate depth information. Varying baseline approaches could be addressed when scene-depth estimation is challenging. In this particular case, multiple cameras will form a global flexible sensor, where the distance between the UAVs will correspond to the new flexible baseline. To support these attributes control strategies and vision schemes are an important factor.
In the field of vision for aerial robotics, the concept of scene perception and tracking based on monocular stereo rigs has not been extensively investigated before. The main reason is due to the mathematical complexity in combining cooperative vision, with cooperative aerial agent navigation. Nonetheless, there exist a few approaches that study flexible stereo visual rigs formed by cooperative monocular cameras. In [4] , a multi-camera feature based collaborative localization and mapping scheme in static and dynamic environments has been developed. In this study collaborative pose estimation, map construction as well as camera group management issues were addressed. In [5] the relative pose estimation of two MAVs in an absolute scale to form a flexible stereo rig, has been proposed. In this approach, the extracted information from the monocular cameras was fused with inertial sensors in an error state Extended Kalman Filter (EKF), to resolve the scaling ambiguity. However, in this article there has been no synchronous flying, one UAV per time, while there has been no contribution towards the controlling of the UAVs and the corresponding sparse reconstruction from the proposed scheme. In [6] , a centralized system, where each agent performed pose estimation using monocular visual odometry was introduced. In this approach the information extracted from individual platforms was merged by a mapping ground station to create a global consistent map. Finally, in [7] a framework for multi-agent cooperative navigation and mapping has been introduced. The main idea in this approach was based on monocular SLAM using RGB-D sensors for solving the scaling problems and Inertial Measurement Unit (IMU) for data fusion. The UAVs were capable of high rate pose estimation as well as sparse and dense environment reconstruction. These works are mainly focused in the performance of odometry and mapping but were not considering posing specific vision constraints in the corresponding control cost functions.
Based on the presented state of the art, the main contribution of this article is the introduction and establishment of the flexible virtual stereo rig based on MPC controlled MAVs. The proposed approach delivers the framework for adjustable depth perception of the platforms by using the concept of varying baseline. The main sensory system for this approach are monocular cameras, thus retaining a low payload and low computational processing. The second contribution of the proposed scheme is a modified SfM approach for sparse reconstruction, which is adopted for the flexible stereo rig concept. Finally, the third contribution consists the evaluation of the proposed scheme in multiple close to reality simulations where the agents navigate using model based control while guaranteeing the overlapping field of view and formulate the visual sensor according to the application needs.
The rest of the article is organized as follows. Firstly, the establishment of the novel cooperative virtual stereo rig is presented in Section II, while the proposed control scheme is studied in Section III. Section IV presents the extended simulation results that prove the efficiency of the proposed scheme and finally concluding remarks are drawn in Section V.
II. DYNAMIC VISUAL SENSOR
This Section describes the establishment of the dynamic visual sensor formulated by monocular cameras. This multicamera system is treated as a global sensor with independently moving components used for relative motion estimation and structure reconstruction. The key idea of this approach stems from conventional feature based Structure from Motion (SfM) [8] , adjusted for a virtual stereo rig with a varying baseline. Within this research the reconstruction capabilities of the cooperative flexible rig are the main focus.
Before describing the methodology for the sensor some important assumptions are established. Firstly, the cameras are calibrated with known intrinsic (K) and distortion (d) parameters. Additionally, the sensor operates when the cameras share a common field of view. As mentioned in Section III, the controller regulates the quadrotors' attitude to guarantee an overlapping field of view for the cameras. Furthermore, a smooth camera trajectory is considered to avoid abrupt movements that will deteriorate the sensor performance. In this approach the left camera's coordinate frame is considered as the origin of the sensor. The camera frames are synchonised to maintain the epipolar constraint. Finally, the system does not consider any metric information about the environment, like 3D landmark positions or actual distances between objects. In the remaining part of this section two major steps are presented: a) the camera relative pose estimation, and b) the global structure and motion calculation.
A. Relative Pose Estimation
The first step towards building the 3D map of the environment, is to group spatially the cameras with overlapping field of views under a global stereo sensor. It is necessary to estimate the relative distance t and the orientation R between the cameras employing epipolar geometry [9] calculations. Figure 1 depicts the main idea for relative pose estimation among different viewpoints. The proposed approach is feature based, thus distinctive points need to be extracted from the background and matched across different viewpoints. Various methods have been proposed to track these salient features (points, shapes, lines etc.) in each view. Considering M input images I l (l #images), the set W (where
In this study, the Oriented Fast Rotated Brief (ORB) feature extractor [10] is used, since it is a fast binary descriptor with rotation in-variance, which is important for the performance in wide baselines [11] . Furthermore, the detected features stored in sets W l are matched with candidate sets within their local neighborhood from different viewpoints that define overlapping parts of the scene. More specifically, the matching process is based on the nearest neighborhood search technique described in [12] , while the output of this process will be used to retrieve 3D positions of the detected features that have enough disparity for triangulation.
This appearance-based feature matching process is prone to outliers, without guaranteeing that the 2D points in the image plane correspond to the same 3D point in the world frame. Thus, to filter the induced outliers, an additional step is followed that verifies the geometric consistency satisfying the epipolar constraint [13] .
In order to acquire the relative camera pose, a transformation matrix that maps points from different views is required. In the proposed approach the cameras are calibrated and loosely coupled, therefore the transformation that describes the geometry relation on each image pair is expressed through the essential matrix E [9] . Given N homogeneous points m 1 , m 2 ∈ R 3 in 2 different views and the estimated intrinsic camera matrices K 1 and K 2 the geometric verification is showed in the following equation:
1 m 1 are the normalized points respectively. The essential matrix E includes the relative rotation R and the relative translation D defined as:
with
and E is estimated from point correspondences by utilizing a 5-point algorithm proposed by [14] with good performance in general purpose applications. In the sequel, Singular Value Decomposition (SVD) [15] is employed to recover the rotation matrix R and the translation vector t. The decomposition of the essential matrix provides a rotation estimation without any ambiguity but position is estimated up to a scale. The scaling problem is a well known issue for monocular cameras and it is inherited in this flexible configuration, since the cameras are freely moving with no knowledge about the environment. Thus, the scale is propagating among views and requires a solid estimation scheme. Within this article, and without a generality loss, the scaling issue is assumed solved using information from external sources, e.g. a motion capture system or other on-board sensor fusion. Thus the main focus is to establish a controlled aerial stereo rig where Figure 1 depicts the general camera spatial configuration for the epipolar geometry. This algorithm continuously tracks the identified features in sequential overlapping frames. The pair of frames where the number of tracked features is below a threshold, are considered the new keyframes and the feature extraction as well as the relative pose estimation steps are repeated. In this manner, the scene is constantly updated when new points are identified. Algorithm 1 describes the aforementioned procedure.
Algorithm 1 Relative Pose
Require:
Detect features in frames
Nearest neighborhood matching between f 1 and
Matched features Remove false matches → inlier matches (
B. 3D Structure Calculation
This subsection describes the process where the structure is retrieved from a set of points
The overall mapping framework consists of two layers. Firstly, an initial map is created and afterwards, a sequential map refinement is performed. Moreover, to estimate the relative pose pairwise, camera projection matrices P = K[R|t] are defined. These matrices express the projection from the Euclidean R 3 to the image R 2
space. An initialization of the position of the identified points in the image pairs is performed using Direct Linear Triangulation [16] . As the visual system moves around, new parts of the scene are introduced and added to the global map. The absolute pose of the resulting virtual sensor in a global coordinate frame at each instance k can be calculated (Equation 4).
The obtained map M is defined as:
where I k is the keyframe that contains the detected points. Triangulation is a process where uncertainties in the camera poses propagate to estimated points. This algorithm drifts fast to a non recoverable condition when there is lack of absolute measurements. Given a set of camera and world points local Bundle Adjustment [17] is employed in the current keyframes' neighborhood to optimize both the camera poses and 3D map points. The main idea behind this optimization step is the minimization of the re-projection error of the identified world points into the camera image plane under the assumption that are corrupted by Gaussian noise. The optimization is formulated in Equation 6 .
where π(·) defines the camera projection model. In the sequel, the calculated 3D landmark positions are assembled in a compact pointcloud form for further processing in order to be merged to a global map. More specifically, for each keyframe a pointcloud is generated and is compared with the previous one to minimize the relative pose, while the Iterative Closest Point method [18] is used to align the two clouds. In this way a global pointcloud is incrementally registered. The resulting map consists of the positions of the detected features, therefore it is sparse. The overall pipeline is briefly presented in the Algorithm 2. 
III. MODEL PREDICTIVE CONTROL FOR FLEXIBLE STEREO RIG
The quaternion model of the UAV is extracted by representing the quadrotor as a solid body evolving in the 3D space [19] . In this case, the translation and the rotation are the two components of the motion of a rigid body and the following equations are obtained. ⎡
where m is the quadrotor mass, T is the total thrust and q i express rotation in quaternions. The rotational dynamics can be summarized as:
where I is the inertia matrix, τ x , τ y and τ z are related to the rotations of the quadrotor andẇ represent the angular velocities.
In the case of single quadrotor the controller takes as input the position and orientaion references and generates T , τ x , τ y and τ z . For simplicity, instead of T, τ x , τ y , τ z the vector U = {u 1 , u 2 , u 3 , u 4 } is used, while u 1 , u 2 , u 
where J(k) is the cost function for the motion control and it is defined as a quadratic cost: 
where b, d are the thrust and drag coefficients. 2) Velocity Constraints: The longitudinal and angular velocities are bounded between v min , v max and w min , w max respectively and thus the following constraint for each quadrotor can be defined:
3) Vision Constraints: It is necessary that all quadrotors have a common field of view and thus the agents should have the same direction of monocular cameras, which can be established by the following constraints:
where q r is the reference orientation for the first quadrotor, q 1 * is the conjugate of the first quadrotor orientation and q 1 * is the predicted quaternion value of the first quadrotor (
In the MPC formulation, the prediction horizon N P (N P ≥ 1) stands for the length of the time interval that the system behavior is predicted. For stability and good performance a long prediction horizon in required. Moreover, the length of the horizon should cover the slowest system's dynamic. The sampling time is recommended to be shorter than the fastest system's dynamic so that the MPC could react to external disturbances.
IV. EVALUATION RESULTS
The proposed method has been evaluated in the simulation environment Gazebo along with the Robot Operating System (ROS) framework. The Ascending Technologies Hummingbird quadrotor [20] has been selected for the simulations. The simulation environment provides multiple external sensory systems (e.g. cameras, laser scanners, odometry sensor etc.) that can be mounted on the agents, while each quadrotor is equipped with a monocular camera. The overall dynamic parameters of the Hummingbird considered in the controller part are depicted in Table I . The simulation studies contain two components: a) the global dynamic sensor (monocular cameras) and b) the quadrotor control. The dynamic visual sensor is implemented using OpenCV, OpenGV and PCL libraries, while the controller is implemented within ROS framework. The proper interactions among the simulation environments have been implemented as indicated in Figure 2 . Generally, the proposed global sensor is applicable with any kind of robotic platform as long as field of view overlap is guaranteed. Within this paper, the simulation scenario considers the formulation of the global sensor from two MAVs that follow a sinusoidal movement keeping constant distance D y among them. Additionally, the camera streams are synchronised through ROS framework. The designed virtual world consists of cubes with volume 1m 3 placed in columns with different heights for visualization purposes during the 3D reconstruction. In Figure 3 the utilized Gazebo simulated virtual world is presented. T respectively. It is assumed that the second quadrotor starts with different position and different yaw angle (π/2) and the vision constraints for the second quadrotor will be activated after obtaining the formation. The controller parameters are presented in Table II . The linear and angular velocity bounds are assumed to be same in all directions without losing the generality. The prediction horizon N p = 4 is assigned for both inner and outer loop controllers, while the control horizon time is 0.1 s.
The established MPC scheme needs a full state feedback and thus in the presented scenario it is assumed that both quadrotors provide the corresponding orientation, translation and their derivatives, without a loss of generality using a generic odometry sensor supported from the simulation environment.
The resulting sinusoidal path that the two quadrotors followed, based on the MPC is depicted in Figure 4 . The reference path is assigned to the first quadrotor while the second quadrotor starting with different orientation (yaw) from a different position initially takes off and follows the optimal path until it reaches the constant distance with desired orientation relative to the leader quadrotor. In this case, the second quadrotor tries to follow the leader considering the vision posed constraints as described in Section III. These constraints play a major role in the perception of the camera and the performance of the dynamic virtual rig. Therefore the dynamic sensing part is activated the moment both UAVs move in formation and guarantee overlapping field of views. In this manner it is feasible for the feature based algorithm to provide a sparse global map from distinctive landmarks of the scene. In the performed simulations, the virtual cameras were chosen to provide a resolution of 640×480 with a frame rate of 20Hz. Furthermore, the cameras were located in front of the aerial vehicles with 5
• inclination to the Y -axis. Before multiple simulations were performed in various configurations for the cameras to identify problems and constraints of the approach presented.
In Figure 5 the resulting sparse 3D reconstruction during the cooperative flight of the two quadrotors and the utilization of the flexible cooperative rig based on the MPC is being depicted for the case of a constrained relative distance of 1m. From the obtained results, the overall established scheme is able to provide a sparse reconstruction of the environment constituting the collaborative stereo rig functional. It should be also highlighted that the UAVs moved towards the virtual structure capturing mainly one part of it. Generally, the more passes the quadrotors are making over the object from different perspectives during the inspection task, the more points are registered to the global scene reconstruction and the more consistent the map will be. Overall, the requirement for the online execution of the sparse reconstruction and the corresponding induced time delay in the point cloud processing, creates a trade off in the mapping accuracy, while a sequential further refinement is needed to be performed offline for producing a dense map, from the presented sparse points. The mean absolute error between φ, θ, and ψ of the two quadrotors was calculated 0.02 rad, 0.02 rad and 0.07 rad correspondingly, guaranteeing continuous overlapping field of view among the cameras making the global sensor functional throughout the whole exploration time.
V. CONCLUSIONS
In this article a collaborative visual sensor was constructed based on monocular flying cameras being coordinated to retain a flexible stereo rig by a MPC. The proposed collaborative control scheme had two aims: a) to retain the formation of two UAVs, while the distance between two quadrotors remains constant, and b) to guarantee a common field of view, which was a necessary factor for the existence of the flexible stereo rig. Based on the proposed scheme, during the flight, the cameras provided a sparse reconstruction of the environment to prove the efficiency and the overall concept of the proposed collaborative scheme. Future work on this topic consist the experimental evaluation of the scheme addressing challenges like scaling, measurement noise, processing time and disturbances.
