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Abstract—Despite significant advances in image-to-image (I2I)
translation with Generative Adversarial Networks (GANs) have
been made, it remains challenging to effectively translate an
image to a set of diverse images in multiple target domains
using a pair of generator and discriminator. Existing multimodal
I2I translation methods adopt multiple domain-specific content
encoders for different domains, where each domain-specific
content encoder is trained with images from the same domain
only. Nevertheless, we argue that the content (domain-invariant)
features should be learned from images among all the domains.
Consequently, each domain-specific content encoder of existing
schemes fails to extract the domain-invariant features efficiently.
To address this issue, we present a flexible and general SoloGAN
model for efficient multimodal I2I translation among multiple
domains with unpaired data. In contrast to existing methods,
the SoloGAN algorithm uses a single projection discriminator
with an additional auxiliary classifier, and shares the encoder
and generator for all domains. As such, the SoloGAN model can
be trained effectively with images from all domains such that
the domain-invariant content representation can be efficiently
extracted. Qualitative and quantitative results over a wide range
of datasets against several counterparts and variants of the
SoloGAN model demonstrate the merits of the method, especially
for the challenging I2I translation tasks, i.e., tasks that involve ex-
treme shape variations or need to keep the complex backgrounds
unchanged after translations. Furthermore, we demonstrate the
contribution of each component using ablation studies.
Index Terms—Image-to-Image translation, generative adver-
sarial network, image synthesis.
I. INTRODUCTION
IMAGE-TO-IMAGE (I2I) translation aims to learn a func-tion that changes the domain-specific part/style of a given
image to the target while preserving its domain-invariant
part/content [1], [2]. A variety of vision and graphics prob-
lems, e.g., semantic segmentation, object detection, and de-
blur can be formulated as the I2I problems (Fig. 1(a)). The
Generative Adversarial Networks (GANs) [3] have received
extensive attention in recent years, and a number of GAN
based methods have been developed for vision tasks, e.g.,
person re-identification [4], [5], super-resolution [6], [7], text-
to-image synthesis [8], [9], facial attribute manipulating [10]–
[12]. Significant advances have been made in the I2I trans-
lation tasks with the help of GANs [13]–[17]. Among them,
Pix2Pix [13] trains a conditional GAN with paired training
data for supervised I2I tasks. In contrast, some works attempts
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to learn I2I translation without supervision [18]–[21]. For
instance, the CycleGAN [20] method introduces the cycle
consistency loss for unsupervised I2I translation.
Although much progress has been made, those methods are
not able to translate a single image to a set of diverse images in
a target domain, known as multimodal image translation [22].
Fig. 1(b) shows one example of the multimodal I2I trans-
lation task, where a horse is translated to a few zebras but
with diverse appearances. To address this issue, a number of
multimodal image translation algorithms have been proposed
in recent years, e.g., MUNIT [1] and DRIT [2], where the
main idea is to employ a pair of content and style encoders
to embed an image from a specific domain into a domain-
invariant space and a domain-specific space, and then use a
generator to map the latent codes to diverse outputs in a target
domain (Fig. 2(a)). However, those methods are less efficient
since multiple pairs of content and style encoders, as well as
GANs, are required for multimodal image translation among
multiple domains. Furthermore, these approaches use different
domain-specific content encoders to learn domain-invariant
features for different domains and train the model of each
domain using the images from the same domain independently.
Nevertheless, the domain-invariant features should be learned
from images from all the domains. As such, it is unlikely for
these schemes to effectively translate objects of different scales
with complex backgrounds. As a result, existing methods
may fail to translate objects with diverse appearance but in
the complex background (e.g., translation from a horse in
the wild to a zebra and vise verse as shown in Fig. 3(b)),
since the translation methods should be aware of the diverse
backgrounds among different domains are also the domain-
invariant components.
For effective multimodal image translation among multi-
ple domains, we propose an unsupervised image translation
method. A single content encoder is used to encode the
domain-invariant features of all the images from multiple
domains; the style encoder and generator are shared among
different domains in a conditional manner. In addition, a pro-
jection discriminator [23] with an additional auxiliary classifier
is constructed, instead of multiple discriminators.
Specifically, we use an image and its label as input to the
style encoder for domain-specific representation extraction,
and feed the latent codes along with the target labels to
the generator for generating a set of diverse target images.
The general framework of our proposed method, SoloGAN,
is presented in Fig. 2(b), which is able to learn multimodal
mappings among multiple domains using a single pair of
generator and discriminator.
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(b) Multimodal I2I translations
Fig. 1: Image-to-image translation results synthesized by (a) an unimodal variant of SoloGAN and (b) SoloGAN.
z
De
Cb
dogscat
style
content
z
tigerscat
style
content
Cb
De
(a) Existing multimodal I2I translation methods
…
Cb
…
contentcat
z
style
cats
tigers
dogs
labels
De
Cd
Cd
(b) Our method
Fig. 2: Illustration of the workflows of existing multimodal I2I translation methods (a) and our method (b), where De, Cb,
and Cd represent Decompose, Combine, and Condition, respectively. To translate an image from a source domain into a target
domain, the latent space of the image is first decomposed into the content and style. A generator will combine the content and
different style vectors (z, the random samples from N(0, 1)) to generate different target images. Taking the translation from
the same cat into dogs and tigers as an example, existing methods need to decompose the cat twice and combine the content
with different styles by using two different domain-specific encoders and generators, respectively. In contrast, our method can
get objects of different domains with the same encoder and generator when given different target domain labels.
TABLE I: Comparisons of existing GAN-based image translation methods.
Method Pix2Pix [13] CycleGAN [20] StarGAN [12] BicycleGAN [22] MUNIT [1] DRIT [2] SingleGAN [24] SoloGAN
Unsupervised X X X X X X
MultiDomain X X X
MultiModal X X X X X
SinglePair X X
To better validate the performance of the proposed Solo-
GAN model, we modify existing datasets to be more challeng-
ing, where the images contain complex backgrounds or the
translation of these images requires shape changes. Further-
more, we propose an evaluation method to assess the perfor-
mance of I2I translation models more comprehensively. Since
the failure of I2I models should be taken into consideration,
the Fre´chet Inception Distance (FID) [25] and classification
error are adopted. Qualitative and quantitative comparisons
against variants of SoloGAN and counterparts demonstrate the
effectiveness of each component of SoloGAN and the merits
of the whole method. The main contributions of this work are
summarized as follows:
• Different from existing multimodal image translation
methods using multiple GANs, a single pair of generator
and discriminator are adopted in the SoloGAN model
efficiently.
• A projection model discriminator with an auxiliary clas-
sifier is proposed, which enables the SoloGAN model for
effective multi-domain I2I translation.
• We provide more challenging datasets and propose an
evaluation method for I2I translation. Qualitative and
quantitative results demonstrate the efficiency and effec-
tiveness of the SoloGAN model.
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Fig. 3: (a) and (b) present images translation with simple and
complex backgrounds achieved by MUNIT [1], respectively.
MUNIT performs well in these simple backgrounds, but fails
in these complex backgrounds.
II. RELATED WORK
A. Generative Adversarial Networks
Generative Adversarial Networks (GANs) [3] have gained
much attention in recent years. To improve the training process
as well as the quality and diversity of generated samples, some
staple adversarial losses [26], [27] and regularization tech-
niques [28], [29] have been proposed. In addition, conditional
GANs [30] have been developed to help generate samples of
desired classes. For instance, the ACGAN [31] method uses an
auxiliary classifier to train the generator for generating samples
of the desired classes. Image translation methods can be also
formulated based on conditional GANs since the synthesized
images belong to a specifically desired domain.
B. Image-to-Image Translation
The I2I translation task aims to learn a function to transfer
the domain-specific part of a given image to the target do-
main [32]. In the Pix2Pix [13] method, a paired training dataset
is used to train a cGAN [30] in a supervised manner. To allevi-
ate the issues with collecting a large amount of paired training
data, the CycleGAN [20] model uses a cycle consistency
loss to preserve the key attributes between the input and the
translated image. Despite demonstrated success, these methods
have limited scalability in handling I2I translation among
multiple domains, since different generative models should
be trained for each pair of source/target domains. Instead
of training multiple GANs for multi-domain I2I translation,
e.g., ComboGAN [33], a number of methods explore multi-
domain translation using a single GAN, e.g., StarGAN [12]
and GANimation [11].
Numerous I2I translation problems are inherently multi-
modal. The BicycleGAN [22] model explicitly encourages a
bijection between two spaces in a supervised manner, which
makes it possible to generate different images using different
latent codes. The MUNIT [1] and DRIT [2] methods are
developed based on partially shared latent space, and use a
content encoder as well as a style encoder to decompose the
latent space of images into a domain-invariant part and a
domain-specific part, respectively. As a result, these methods
are able to translate images while preserving the domain-
invariant properties without supervision. Closely related to this
work is the recently proposed SingleGAN [24] scheme which
shares the style encoder and generator using a conditional
approach. Nevertheless, the SingleGAN model still requires
multiple discriminators to determine the domain of each im-
age, and does not split the latent space into a domain-invariant
and domain-specific parts. Table I shows the comparisons of
existing I2I translation methods.
III. SOLOGAN
The goal of this work is to learn multimodal mappings
among multiple domains using a single GAN. The overall
network structure of our proposed SoloGAN is shown in
Fig. 4(a), which consists of an encoder E (including a content
Ec and a style Es ), a generator G and a discriminator D.
Fig. 4(b) shows a sample of multimodal image-to-image trans-
lation among multiple domains by SoloGAN. In addition, the
Central Biasing Instance Normalization (CBIN) [34] scheme
is used for inductive bias.
A. Encoder
The encoder is used to map the input image into the latent
space. As aforementioned, an image can be decomposed into
the content as well as style in the latent space, and hence we
design a content encoder and a style encoder, respectively. The
content is domain-invariant that can be learned by a typical
encoder, and the style is encoded using a conditional encoder
with the domain labels being the condition (i.e., domain labels
are transferred to one-hot vector). Furthermore, the style is
distilled in a low-dimensional vector, where the length is set
to 8 in this work.
B. Generator
Conditioned by a target domain label, the generator in the
SoloGAN model maps the given content and style to the output
directly. Specifically, the target domain label vector is first
concatenated with the given style vector, and fed into the
generator network by using the CBIN scheme [34].
C. Discriminator
In contrast to the existing I2I methods that separate multiple
domains into individuals and use multiple domain-specific
discriminators to distinguish the target translated images, we
use a single discriminator as in conventional class-conditional
image generation [31], [35], [36]. Motivated by the classi-
fier based discriminator [31] (Fig. 5(a)) and the projection
discriminator (PD) [23] (Fig. 5(b)), we propose a new dis-
criminator (as shown in Fig. 5(c)) in this work. The classifier
based discriminator incorporates the label information into the
objective function by augmenting the original discriminator
objective with the likelihood score of the classifier on both the
generated and training images. On the other hand, the projec-
tion operator incorporates the label into the discriminator by
taking an inner product between the embedded one-hot vector
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Fig. 4: SoloGAN overview. The y is a domain label, where the label vector presented y is the one-hot vector of y (e.g. given
y = 2, y = (0, 0, 1)), while FCs, IP, and Cls represent a few of fully connected layers, inner product operation, and a classifier,
respectively. Both z represent style vectors sampling from N(0, 1) randomly, while ‘010’ and ‘001’ are the one-hot label for
dog and tiger, respectively.
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Fig. 5: Three kinds of discriminator models for conditional
GANs, where x and y are image and the label respectively,
and ω, θ, and ϕ are learnable parameters.
domain label y and the intermediate output feature vector,
which significantly improves the quality of class conditional
image generation. However, the projection discriminator is
not effective in punishing the generator to translate the input
image into a target domain. In the proposed projection with
classification discriminator, a part of the projection model
structure is shared with an auxiliary classifier, which helps the
projection discriminator classify the translated images into a
target domain. Instead of using multi-scale discriminators [37]
as in most I2I GAN-based models (e.g., MUNIT [1] and
DRIT [2]), we use a single-scale discriminator in this work.
D. Loss Fucntions
Adversarial loss. To make the images generated by our
generator indistinguishable from the real images in the target
domains, we use the least-square adversarial loss [26]:
LDadv = Ex,y′,z∼N(0,1)[D(xˆ)2] + Ex[(1−D(x))2],
LGadv = Ex,y′,z∼N(0,1)[(1−D(xˆ))2], (1)
where xˆ is an image in domain y′ translated from x by
G(c, z, y′), and c denotes the content extracted from x with
Ec. Given an input pair (x, y) and a target domain label y′,
the goal is to translate image x from domain y into domain
y′. The generator G synthesizes an image xˆ conditioned on
both the content of x (i.e. c) and target domain label y′, while
the discriminator D aims to classify and distinguish between
real and fake. We refer to the term D(x) as a probability that
an input x is a real sample in the domain y.
Domain classification loss. To force the generator to translate
an input image into a target domain when conditioned by a
target label, we use the domain classification loss of both real
and translated images when optimizing D, G, and E:
Lrcls = Ex,y [− logDcls(y|x)] ,
Ltcls = Exˆ,y′ [− logDcls(y′|xˆ)] ,
where Lrcls and L
t
cls are used to optimize the D and the joint
of G and E, respectively.
Cycle consistence loss. When there lack paired training
samples for supervised learning, training G with respect to the
adversarial loss in (1) does not guarantee that the translated
images will preserve the content of the given image while only
changing the style. To alleviate this problem, we apply a cycle
consistency loss [20] to the generator:
Lcyc = Ex,y,xˆ,y′,s [||x−G(Ec(xˆ), s, y)||1] ,
5TABLE II: Detailed structures of the proposed style and
content encoder.
Input RBG image x ∈ R256×256×3
CONV-(C64, K4x4, S2, P1) CONV-(C64, K7x7, S1, P3), IN, ReLU
CD-ResBlock-(C128) CONV-(C128, K4x4, S2, P1), IN, ReLU
CD-ResBlock-(C256) CONV-(C256, K4x4, S2, P1), IN, ReLU
CD-ResBlock-(C256) R-ResBlock-(C256)
CBIN, ReLU R-ResBlock-(C256)
GAP R-ResBlock-(C256)
FC-(8) R-ResBlock-(C256)
Output s ∈ R8 Output c ∈ R64×64×256
Style Encoder Content Encoder
where s denotes the style extracted from x with Es. Note that
c, xˆ (as given in (1)), and s are used as consistent denotations
in the following unless otherwise specified. Specifically, an
image x should be able to be reconstructed after being
translated to xˆ within the target domain y′.
Bidirectional reconstruction loss. In order to encourage a
bijection between two spaces, we introduce a bidirectional
reconstruction loss as proposed in the MUNIT [1] method.
When the generator maps the latent code of an image to
the output, the output should be the same to the given
image (image reconstruction), and an encoder should learn the
mapping from the output back to the same latent code (latent
reconstruction) with the following losses:
• Image reconstruction. The image reconstruction loss
requires that the translated image could be reconstructed
back to x by recombining its content and style:
Limgrec = Ex,y,c,s[||x−G(c, s, y))||1].
• Latent reconstruction. The latent reconstruction is pre-
sented in the BicycleGAN [22] scheme for style recon-
struction to alleviate the mode collapse problem. The
MUNIT [1] method adds the content reconstruction loss
to encourage the preservation of the semantic content in
the input image during the translation with:
Llatentrec = Exˆ,y′,z∼N(0,1)[||z − Es(xˆ, y′)||1] +
Exˆ,c[||c− Ec(xˆ)||1].
Full objective. We jointly train the pair of style and content
encoder and generator while the discriminator is trained inde-
pendently, and the final objective functions for the joint (LGE)
and discriminator (LD) are:
LGE =L
G
adv + λclsL
t
cls + λcycLcyc
+ λimgrec L
img
rec + λ
latent
rec L
latent
rec ,
LD =L
D
adv + λclsL
r
cls,
where λcls, λcyc, λimgrec , and λ
latent
rec are hyper-parameters
that control the relative importance of corresponding losses
compared to the adversarial loss, which are set to 1, 10, 10,
and 1 as suggested in prior work [1], [2], respectively.
IV. EXPERIMENTS
We first describe implementation details and introduce eval-
uation metrics as well as datasets in the experiments. The
effectiveness of our model is validated by ablation studies and
TABLE III: Detailed structures of our proposed generator and
discriminator. h is the output of global average pooling layer
(GAP), d is the result from the fully connected layer given h
as input, and n denotes the number of domains.
Input content c ∈ R64×64×256, style s ∈ R8 Input RBG image x ∈ R256×256×3
CONV-(C256, K3x3, S1, P1), CBIN, ReLU CONV-(C64, K4x4, S2, P1), LReLU
C-ResBlock-(C256) CONV-(C128, K4x4, S2, P1), LReLU
C-ResBlock-(C256) CONV-(C256, K4x4, S2, P1), LReLU
C-ResBlock-(C256) CONV-(C512, K4x4, S2, P1), LReLU
C-ResBlock-(C256) GAP
C-ResBlock-(C256), CBIN, ReLU FC-(1)
TrCONV-(C128, K4x4, S2, P1), CBIN, ReLU dis = Embed(y)·h+ d
TrCONV-(C64, K4x4, S2, P1), CBIN, ReLU CONV-(C1024, K4x4, S2, P1), LReLU
CONV-(C3, K7x7, S1, P3), Tanh cls = CONV-(Cn, K4x4, S1, P0)
Output RBG image xˆ ∈ R256×256×3 Output dis ∈ R1, cls ∈ Rn
Generator Discriminator
TABLE IV: Statistics of evaluated datasets.
Dataset cat↔ dog ↔ tiger black ↔ blond↔ brown
Samples
cat dog tiger black blond brown
train test train test train test train test train test train test
771 100 1264 100 1173 100 5000 300 5000 300 5000 300
Dataset summer ↔ winter edges↔ bags&shoessummer winter edges bags edges shoes
Samples train test train test train test train test train test train test1231 309 962 238 2500 150 2500 150 2500 150 2500 150
Dataset horse↔ zebra leopard↔ lion↔ tiger ↔ bobcathorse zebra leopard lion tiger bobcat
Samples train test train test train test train test train test train test1545 100 1070 100 620 100 919 100 777 100 530 100
Dataset day ↔ night photo↔Monet↔ V anGogh↔ Cezzanday night photo Van Gogh Monet Cezzan
Samples train test train test train test train test train test train test1000 100 993 100 1231 309 400 400 1072 121 525 58
comparisons with other the state-of-the-art image translation
methods. We then discuss limitations of the SoloGAN method.
A. Implementation Details
In this work, the Spectral Normalization (SN) [29] method is
applied to the weights of the discriminator, generator as well
as encoder in the training process, where the spectral norm
of each layer is restricted. For all the experiments, the input
image is of 256×256 pixels, and the Adam optimizer [38] with
β1 = 0.5, β2 = 0.999 is used to train our model. Each mini-
batch consists of one image from each domain. The Xavier
initialization is used to assign the initial network weights of
E, G, and D. The initial learning rate of E, G, and D is 0.0002
for the first n epochs, and it will decay to zero linearly in the
rest n epochs, where n is set to 50 unless otherwise noted.
The network structures of the style encoder and content
encoder are shown in Table II, and the structures of of the
generator as well as discriminator are shown in Table III.
In the tables, C is the number of output channels, K is the
kernel size, S is the stride size, P is the padding size, IN
denotes the Instance Normalization, CBIN denotes the Central
Biasing Instance Normalization, GAP is the Global Average
Pooling layer, LReLU is the Leaky ReLU, and TrCONV is the
Transposed CONVolution. The architectures of three different
ResBlocks are shown in Fig. 6. The source code and trained
models will be made available to the public.
6Conv 3x3
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Fig. 6: (a) Conditional downsample residual block (CD-
ResBlock) in our proposed style encoder where “Avg 2, 2”
denotes an average pooling layer with both kernel and stride
size set to 2. (b) Regular residual block (R-ResBlock) in our
proposed content encoder. (c) Conditional residual block (C-
ResBlock) used in our proposed generator.
B. Datasets
Table IV shows the datasets and statistics in the experiments.
We briefly describe the properties of teach dataset below:
• Day ↔ night. The images are obtained from the Tran-
sient Attributes dataset [39] with different cloud patterns
and lighting conditions.
• Summer ↔ winter. This dataset is used for translation
of landscapes in summer and winter [20].
• Edges ↔ bags&shoes. This dataset is used to translate
images between edges and real contents (i.e., handbags
and shoes). A set of images are randomly sampled
with equal probability from the edges2hangbags and
edges2shoes sets [13], which contain thousands of images
of shoes and handbags.
• Horse ↔ zebra and leopard ↔ lion ↔ tiger ↔
bobcat. The images are obtained from the Animals With
Atrributes dataset [40]. These images contain objects at
different scales across different backgrounds.
• Cat ↔ dog ↔ tiger. The dog and cat images are
from [2] and the tiger pictures are collected by ourselves.
The translation task among these domains needs to ac-
count for large shape changes.
• Black ↔ blond ↔ brown. This dataset is used to
translate the color of human hair, which is randomly
selected from the CeleA [41] dataset containing 202,599
face images with 40 attributes.
• Photo ↔ V anGogh ↔ Monet ↔ Cezanne. We
extract images of the VanGogh, Monet, and Cezanne
paintings from the photo2vangogh, photo2monet, and
photo2cezanne datasets [20]. The summer images are
from the summe2winter dataset [20].
C. Quantitative Evaluation Metrics
We present the metrics for quantitatively evaluating the
quality and diversity of translated images.
Quality. The Inception Score (IS) [42] and Fre´chet Inception
Distance (FID) [25] are two widely-used metrics for measuring
the quality of the generated images by GANs. For IS, we
use an Inception-V3 classifier [43] fine-tuned on our specific
dataset and 10k translated images (100 input images and 100
translated samples per given input) are used to evaluate the IS.
For FID, we use the ImageNet-pretrained Inception V3 [43]
with 100 input images from each domain and 10 translated
samples per given input. A lower FID value indicates a higher
quality image whereas a higher IS score is better.
Diversity. For diversity assessment, we introduce the LPIPS
distance [44], which is computed by the weighted L2 dis-
tance between deep features of 19 paired images per given
input. There are 100 different input images per domain, and
the ImageNet-pretrained AlexNet [45] is used as the feature
extractor. In addition, we introduce the Conditional Inception
Score (CIS) [1], which is modified from IS to measure the
diversity of outputs conditioned on a single input image. It is
calculated as the IS but with a different estimated equation as
given in [1]. A higher value of either IS or CIS indicates an
image with wider diversity.
Classification error. Since the above evaluation metrics are
not effective to explicitly reflect whether a translation is
successful, we propose to compute the classification error of
translated images as an additional performance metric. We use
the above-mentioned finetuned Inception-V3 model, with a
classification error of 0.50% on the test set, as a classifier.
We then perform image translation on 100 test images for
each domain, where 10 translated images given each test
image are selected to make a new test set. Finally, we classify
those images with annotated target domain labels. A lower
classification error reflects the model has a higher success rate
to translate input images into target domains.
User preference. We conduct a user study to evaluate the
realism of translated images. We study 2×n input images for
each translation task between two domains, e.g., n images of
the cat are input for translation from the cat to the dog while
n images of dog need to be translated to cats. In this work, we
set n to 50, and choose cat↔ dog as well as horse↔ zebra.
We use these two datasets since they are two representative
translation tasks that need to account for large shape changes
or maintain the complex background unchanged.
D. Evaluated Methods
Three variants of SoloGAN, i.e., w/o latent, w/o Cls, and
w/o PD, are presented to validate the functionality of each
component in the SoloGAN model. The first two variants
ablate Llatentrec and classifier respectively, and the third one re-
places the projection model discriminator with a conventional
discriminator.
We evaluate the proposed method against the StarGAN [12],
MUNIT [1], DRIT [2] and SingleGAN [24] models. The Star-
GAN method is an unimodal model that addresses the issue
of using multiple GANs for translation among multiple do-
mains. The MUNIT and DRIT models focus on unsupervised
multimodal image translation via disentangled representations,
which consist of an encoder (i.e. style encoder as well as
content encoder) and a GAN for each domain. Given a number
7Input w/o latent w/o Cls w/o PD SoloGAN MUNIT DRIT SingleGAN
Day → night
Dog → cat
Fig. 7: Synthesized images by different multimodal I2I translation methods.
of n domains, both MUNIT and DRIT models need to train n
encoders and GANs for image translation. The SingleGAN
method shares the style encoder and generator using the
domain labels as a condition, while multiple discriminators
are required for distinguishing images in different domains. In
contrast to the MUNIT, DRIT and SingleGAN methods which
have all employed multi-scale discriminators, the proposed
SoloGAN model adopts one single-scale discriminator.
E. Empirical Results
The cat ↔ dog dataset is derived from cat ↔ dog ↔
tiger database. For fair comparisons, we train all the evaluated
methods for 100 epochs.
1) Qualitative Evaluation: Fig. 7 shows synthesized images
by the SoloGAN, MUNIT, DRIT, SingleGAN, methods and
three variants of the SoloGAN model on the day → night
and cat ← dog datasets. Fig. 8 shows additional results on
the cat → dog and horse ↔ zebra dataset synthesized by
the SoloGAN, MUNIT, DRIT, and SingleGAN models. The
generated results by the SoloGAN and StarGAN models for
multi-domain translation are shown in Fig. 9 on the tiger →
cat, dog, and bobcat→ leopard, lion, tiger datasets.
The SoloGAN method suffers from the partial mode col-
lapse problem without Llatentrec (w/o latent). Similarly, the Solo-
GAN is less effective in generating diverse and realistic images
without the projection discriminator (w/o PD) or classifier (w/o
Cls).
Overall, the proposed SoloGAN model performs well in
translating images with wider diversity. In contrast, the other
methods are less effective in image translation tasks that
involve significant shape changes, e.g, translating dog to cat
images. Meanwhile, the three evaluated methods are less
effective in image translation on the cat → dog dataset.
Although the other methods are able to translate horse into
zebra images and vice versa, these schemes are less effective
in retaining complex background than the proposed approach.
Furthermore, the StarGAN model does not translate tiger
to cat or dog images well (as an effective model needs
to account for large shape changes in image translation).
The SoloGAN algorithm performs significantly better on the
bobcat → leopard, lion and tiger dataset than the StarGAN
model.
2) Quantitative Evaluation: Table V shows quantitative
results of the evaluated methods. Without Llatentrec , the LPIPS
score of the SoloGAN model drops dramatically from 0.300 to
8TABLE V: Quantitative results, where P and T represent the parameters of the generator (including encoder) and the run time
when translating an input image to 100 images of a target domain, respectively.
Method day ↔ night cat↔ dog # P (M) # T (s)LPIPS Cls error (%) CIS IS FID
SoloGAN 0.300 0.05 1.031 1.050 0.226 13.99 1.053
SoloGAN w/o latent 0.217 0.05 1.045 1.018 0.221 13.99 1.053
SoloGAN w/o Cls 0.253 0.40 1.028 1.062 0.244 13.99 1.053
SoloGAN w/o PD 0.254 0.50 1.074 1.030 0.304 13.99 1.053
MUNIT [1] 0.191 5.40 1.075 1.185 0.490 2× 15.03 1.447
DRIT [2] 0.280 5.10 1.048 1.172 0.753 2× 10.65 0.976
SingleGAN [24] 0.323 32.15 1.113 1.315 0.732 9.8 0.795
Input SoloGAN MUNIT DRIT SingleGAN
Cat → dog
Horse → zebra
Zebra → horse
Fig. 8: More qualitative comparison samples on cat → dog
and horse↔ zebra translation tasks.
TABLE VI: Classification errors for multi-domain translation
generated by SoloGAN and StarGAN. For fair comparisons,
we sample one image randomly from the multimodal outputs
obtained by SoloGAN given an input image.
Dataset SoloGAN StarGAN
cat↔ dog ↔ tiger 0.83% 61.00%
leopard↔ lion↔ tiger ↔ bobcat 7.92% 58.75%
0.217. When using only the proposed classifier or projection
discriminator, the SoloGAN method does not perform well
in terms of the LPIPS, IS, and FID values. Furthermore, the
classification errors achieved by these two variants are about
10 times as large as that generated by the proposed model.
These results indicate the proposed components play important
roles for translating images into target domains effectively.
As shown in Table V, the proposed SoloGAN model per-
forms well in generating diverse images on day ↔ night
dataset when compared with the SingleGAN method (0.300
vs 0.323), and outperforms the MUNIT and DRIT schemes.
In terms of classification error, the SoloGAN model performs
favorably against the evaluated schemes. We note that all the
other methods achieve better IS scores but worse FIDs than
the SoloGAN model on the cat ↔ dog. In addition, the FID
scores of these methods are proportional to the classification
errors. As the FID score is designed to compare the statistics
of synthetic samples and real-world samples, it can be used
to to detect translation failures. We also evaluate all the
translation methods in terms of parameters of the generator
(including encoder) and the run time using a single Tesla
V100. Different from the MUNIT and DRIT methods, the
parameters of our model do not increase with the number of
domains. Overall, the SoloGAN model performs efficiently
and effectively against the evaluated methods.
Fig. 10 shows user study results where the results synthe-
sized by the SoloGAN model are considered more realistic
than those by the other schemes. Table VI shows classification
errors of the StarGAN and SoloGAN methods for multi-
domain image translation. The results shows that the SoloGAN
model is effective in handling unsupervised I2I translation
among multiple domains in terms of both effectiveness and
efficiency.
In addition to control over the translation output of desired
target domains, our SoloGAN can provide example-guided
image translation due to the disentangled representation of
content and style vectors. Given a content image x1 from
domain y1 and a style image x2 of domain y2, our generator
9Tiger → cat and dog
Bobcat → leopard, lion and tiger
Input StarGANSoloGAN
Fig. 9: Synthesized images by different multi-domain I2I translation methods.
Cat <-> Dog Horse <-> Zebra
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Fig. 10: User preference results collected from 100 reports,
where the vertical axis indicates the percentage of preference.
produce an image xˆ1 that recombines the content of x1 and
the style of x2 by G(Ec(x1), Es(x2), y2). Some example-
guided translation results by the SoloGAN model are shown
in Fig. 11, which demonstrate its success in disentangling
contents and styles with the same content encoder and style
encoder. Additional translation results on two-domain datasets
are presented in Fig. 12. Fig. 13 and Fig. 14 show synthesized
results by the proposed SoloGAN for three-domain or four-
domain datasets. For the translation task of leopard↔ lion↔
tiger ↔ bobcat, the stripes and dots of the translated leopards
and tigers are different from each other (i.e., diverse translated
images).
F. Limitations
Although the proposed SoloGAN model performs well in
image translation for multiple domains, it is a data-driven
approach and thus limited by the images in the training set
(e.g., number of images and pose). left. For example, as there
are no images in cat dataset with the same head pose as the
tiger, the SoloGAN method fails to translate images in the
target domain, as shown in Fig. 15(a). Similarly, the proposed
method does not perform well when only a few training images
of white horses are available (Fig. 15(b)).
content
st
y
le
s
content
st
y
le
s
Fig. 11: Example-guided image translations synthesized by the
proposed SoloGAN model. Each row has the same content
while each column has the same style.
V. CONCLUSION
We proposed a method for multimodal multi-domain image-
to-image translation using a single pair of GANs. In the
SoloGAN model, the content and style encoder as well as the
generator are shared among multiple domains, and a projection
with classification discriminator is proposed. Experimental re-
sults demonstrate that the SoloGAN model performs favorably
in terms of both effectiveness and efficiency, especially for the
translations tasks that involve complex image backgrounds or
large shape changes.
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