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1.1 Hintergrund 1
1 Einleitung
1.1 Hintergrund
Die Entwicklung von unbemannten Fluggeräten (Unmanned Air Vehicle (UAV)) geht bis an den
Anfang des vorigen Jahrhunderts zurück [5]. Meist durch militärischen Bedarf begründet wurden
verschiedenste Fluggeräte entwickelt. Aufgrund der zu dieser Zeit fehlenden Technologien wa-
ren diese Fluggeräte meist ungesteuert und konnten nur in sehr geringem Maße sinnvoll genutzt
werden. Erst mit dem technischen Fortschritt, besonders in der Automatisierungstechnik, war es
möglich, unbemannte Fluggeräte für spezielle Aufgaben einzusetzen. Dadurch haben die Entwick-
lung und der Einsatz von unbemannten Fluggeräten seit den fünfziger Jahren stetig zugenommen.
In den letzten Jahren ist das Interesse, vor allem das militärische, an unbemannten Fluggeräten
nochmals stark angestiegen, da sie durch immer ausgereiftere Technologien heute deutlich mehr
Aufgaben übernehmen können, für die bisher bemannte Fluggeräte erforderlich waren.
Abb. 1.1.1: Unbemannte Fluggeräte: links Global Hawk [45], rechts X-45-UCAV [8]
Durch diese gestiegenen Fähigkeiten unbemannter Fluggeräte ergeben sich zahlreiche neue An-
wendungsmöglichkeiten und Einsatzgebiete im militärischen und zunehmend auch im zivilen Be-
reich. Die Entwicklung führt dabei einerseits zu immer größeren unbemannten Fluggeräten, die
die Funktionen ihrer bemannten Vorbilder vollständig übernehmen. Beispiele dafür sind der Glo-
bal Hawk (Abb. 1.1.1, links) und das von Boeing entwickelte unbemannte Kampfflugzeug (UCAV)
X-45 (Abb. 1.1.1, rechts). Auf der anderen Seite werden aber auch immer kleinere Fluggeräte bis
zu den Abmessungen von kleinen Vögeln entwickelt. Gerade durch die gestiegenen Sicherheitsbe-
dürfnisse der Staaten erfahren diese kostengünstigen, vielseitig einsetzbaren und schwer zu orten-
den Kleinstfluggeräte (Micro Air Vehicles) ein erhebliches Interesse.
Die amerikanische Defense Advanced Research Projects Agency (DARPA) vergab 1996-1997
einen Forschungsauftrag, der die Realisierungsmöglichkeiten solcher Micro Air Vehicle (MAV)
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untersuchen und aufzeigen sollte. Die Definition der DARPA begrenzte die Größe der Fluggeräte
auf eine maximale Abmessung von 15 cm [42]. Begründet war dieser Forschungsauftrag einer-
seits durch das Interesse an einer neuartigen Klasse von Fluggeräten, die auf nahezu jedem Gebiet
neuartige Technologien notwendig macht und auf der anderen Seite durch die wachsenden Anfor-
derungen des Militärs für die Aufklärung im Nahbereich, vor allem in urbanen Gebieten.
Ausgelöst durch diese Forschungsaktivitäten stieg das internationale Interesse an Kleinstfluggerä-
ten in den letzten Jahren sprunghaft an. Als kleine, leichte und kostengünstige unbemannte Sensor-
plattformen sind MAVs, mit verschiedenen Sensoren ausgestattet, in vielen Anwendungsgebieten
vorstellbar. Diese reichen vom Einsatz in der Land- und Forstwirtschaft zur Überwachung großer
Flächen, über die Verkehrsüberwachung bis hin zum Einsatz bei Natur- und Umweltkatastrophen.
Die Überwachung von Grenzen oder die militärischen Aufklärung, wie sie von der DARPA vor-
gesehen wurde, stellen weitere Einsatzmöglichkeiten für Kleinstfluggeräte dar. Als Beispiele für
realisierte Kleinstfluggeräte zeigt Abbildung 1.1.2 das im Rahmen des DARPA Forschungspro-
jektes entstandene Black Widow MAV [22] der Firma Aerovironment und ein am Lehrstuhl für
Flugdynamik der RWTH Aachen entwickeltes Kleinstfluggerät.
Abb. 1.1.2: Kleinstfluggeräte: links Black Widow MAV, rechts MAV20
Mittlerweile werden verschiedene Begriffe für diese Art der Fluggeräte verwendet. Ob Mikroflug-
zeug, Kleinstfluggerät oder der von der DARPA definierte Begriff Micro Air Vehicle, alle Be-
zeichnungen sind gebräuchlich zur Beschreibung von Fluggeräten mit maximalen Abmessungen
kleiner als 50 cm, da ihre Größe damit immer noch deutlich unterhalb der Abmessungen bisher
eingesetzter UAVs liegt.
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Aufgrund des großen Anwendungsspektrums und der Komplexität des Gesamtsystems “Kleinst-
fluggerät“ beschäftigen sich zahlreiche Forschungsprojekte mit diesem Thema. Die einzelnen Pro-
jekte lassen sich verschiedenen Forschungsschwerpunkten zuordnen. Eine erste Einteilung kann
anhand des Grundkonzeptes der Fluggeräte durchgeführt werden: Es werden Fragestellungen zu
Drehflüglern, Schlagflüglern und Starrflüglern bearbeitet. Die Arbeiten an jedem dieser Konzepte
lassen sich in weitere Teilbereiche aufspalten. Die Forschungen an Drehflüglern befassen sich so
zum Beispiel mit verschiedenen Rotorkonzepten [70], wie zum Beispiel Koaxial-Helikoptern [9],
Tandem-Rotor Konfigurationen, oder Konfigurationen mit einer größeren Zahl von Rotorachsen
(z.B. Quadrocopter). Die Arbeiten an Schlagflüglern sind eng mit der Bionik verknüpft, da sie sich
stark am Vogelflug orientieren. Das Verständnis der Zusammenhänge zwischen der Schlagbewe-
gung und den aerodynamischen Kräften und Momenten stellt die Grundlage für die erfolgreiche
Realisierung von Schlagflüglern (auch Ornithopter genannt) dar und ist daher der Schwerpunkt
der Forschungsaktivitäten auf diesem Gebiet [30], [31], [32], [44]. Die Realisierung dieser Schlag-
bewegung stellt einen weiteren Forschungsschwerpunkt dar [11], [52], welcher eng mit der Er-
probung verschiedener Flügelstrukturen einhergeht [47], [62]. Es werden aber auch neuartige An-
triebskonzepte mit Schlagbewegungen untersucht, die erste viel versprechende Erfolge verzeich-
nen können [29].
Ein sehr großer Anteil der Forschungsprojekte zum Thema Kleinstfluggeräte beschäftigt sich mit
Starrflügel-Konfigurationen. Ein Schwerpunkt dieser Forschungsaktivitäten ist die Untersuchung
der Aerodynamik solcher Starrflügel-MAVs. Die Auswahl des Flügelprofils, der Flügelkonfigura-
tion und der aerodynamischen Steuerflächen beeinflusst die anderen Teilsysteme des Fluggerätes
in noch höherem Maße, als dies bei konventionellen Fluggeräten der Fall ist. Aufgrund der ge-
ringen Abmessungen und niedrigen Fluggeschwindigkeiten liegen die Reynoldszahlen in einem
Bereich zwischen 50000 und 300000 und damit weit unterhalb der Reynoldszahlbereiche bishe-
riger Fluggeräte. Über diesen Reynoldszahlbereich sind bisher wenig detaillierte Kenntnisse vor-
handen. In den letzten Jahren wurden daher zahlreiche experimentelle [23], [36], [43], [44] und
theoretische [44], [53] Arbeiten zu diesem Thema durchgeführt. Diese haben das Verständnis der
aerodynamischen Zusammenhänge deutlich verbessert. Es sind jedoch noch zahlreiche weitere
Fragen bezüglich der Aerodynamik von Kleinstfluggeräten zu klären, bevor die Zusammenhänge
zwischen den einzelnen Einflussfaktoren so deutlich sind, wie dies für größere Reynoldszahlen der
Fall ist. Das hat zur Folge, dass auch gesicherte theoretische Auslegungsverfahren für das Profil
und die Flügelkonfiguration zur Zeit noch nicht verfügbar sind und daher auf Näherungsansätze zur
Ermittlung der aerodynamischen-flugmechanischen Kenngrößen zurückgegriffen werden muss.
In einem weiteren Forschungsfeld kann die Entwicklung und Untersuchung von Ausrüstungskom-
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ponenten für Kleinstfluggeräte zusammengefasst werden. Aufgrund der speziellen Anforderungen
sind angepasste Entwicklungen für nahezu alle Komponenten sinnvoll. Insbesondere miniaturi-
sierte Sensorplattformen, kombiniert mit leistungsfähigen Rechnerbausteinen, stehen hier im Mit-
telpunkt der Entwicklungsarbeiten [14], [13], [48], [69], [68]. Sie sind bisher nur mit wenigen
Ausnahmen als serienreifes Produkt im Handel verfügbar. Auch für die anderen Komponenten
wird an Neuentwicklungen gearbeitet. Meist wird jedoch, um Kosten zu sparen, auf handelsübli-
che (COTS) Komponenten zurückgegriffen. Diese stammen überwiegend aus dem Modellbaube-
reich. Zur Zeit sind diese Komponenten aufgrund ihrer Eigenschaften nur bedingt für den Einsatz
in Kleinstfluggeräten geeignet, werden aber durch die sich ständig verbessernde Mikroelektronik
zunehmend besser für MAVs nutzbar. Da für die meisten Komponenten aus dem Modellbaube-
reich keine detaillierten Informationen über ihre Eigenschaften vorliegen, müssen diese vermessen
werden [39], [49], [59]. Durch die gemessenen Daten ist eine Modellierung möglich, wie sie z.B.
zur vollständigen Simulation der Fluggeräte oder zur Auslegung von Regel- und Navigationsalgo-
rithmen notwendig ist [28], [35], [49]. Flugregelungssysteme sind notwendig, um die Flugführung
der Kleinstfluggeräte zu vereinfachen und zu automatisieren. Das Ziel dabei ist der vollständig
autonome Flug der Fluggeräte.
Ein weiteres Hauptaugenmerk bei den Komponenten ist auf den Antrieb und die Energieversor-
gung gerichtet. Aufgrund der deutlich geringeren Geräuschentwicklung von Elektromotoren und
der, gegenüber Verbrennungsmotoren, besseren Regelbarkeit, werden fast ausschließlich Elektro-
motoren verwendet. Den größten Fortschritt bei den Antriebskomponenten gibt es zur Zeit bei den
Energiespeichern. Begründet durch die immer weitere Verbreitung von mobilen, kabellosen Mul-
timediageräten als Massenprodukt, wird die Forschung an Energiespeichern stark vorangetrieben.
Die dadurch entstehenden Neuentwicklungen können oft auch für die Anwendung in Kleinstflug-
geräten genutzt werden, wie zum Beispiel die Lithium Polymer Technologie [27].
Da für die Elektromotoren, Drehzahlsteller und Energiespeicher meist handelsübliche Komponen-
ten verwendet werden, beschränkt sich die Auslegung des Antriebs hauptsächlich auf die optimale
Anpassung der Komponenten aufeinander [54]. Ein großes Potenzial bei der Optimierung des An-
triebs liegt in der Auslegung der Luftschraube, was z.B. durch Grasmeyer [22] gezeigt wurde. Hier
werden zur Zeit theoretische und experimentelle Untersuchungen durchgeführt [46].
Für die Realisierung der Struktur von Kleinstfluggeräten gibt es ebenfalls verschiedene Ansätze.
Allen gemeinsam ist das Ziel, eine möglichst leichte und extrem robuste Struktur zu schaffen, so
dass auch eine harte Landung ohne Deformation überstanden wird und so keine Veränderung der
Flugeigenschaften auftritt.
Ein Ansatz ist die Verwendung von Faserverbundwerkstoffen, die in zum Teil neuartigen Fer-
tigungsprozessen in die entsprechende Form gebracht werden [26]. Zusätzlich wird dabei die
Möglichkeit untersucht, flexible Strukturen zur Abschwächung der Böenanfälligkeit und sogar
zur Steuerung zu verwenden [10], [37]. Eine weitere Möglichkeit besteht in der Verwendung
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von extrem widerstandsfähigen Schaumstoffen, wie z.B. expandiertem Polypropylen (EPP). Diese
Schaumstoffe verbinden die Vorteile einer geringen Dichte mit einer guten Bearbeitbarkeit und
Formbeständigkeit.
Die bisher beschriebenen Forschungsergebnisse bilden die Grundlage für den Entwurf von Kleinst-
fluggeräten. Weitgehend unbeachtet blieb bisher beim Entwurf von Kleinstfluggeräten, wie er
z.B. bei Grasmeyer [22] beschrieben wird, die Einbeziehung eines Regelungssystems in den Ent-
wurfsprozess. Der Entwurf umfasst meist nur das geometrische Konzept des Fluggerätes, während
das für eine Vereinfachung der Flugführung und eine erhöhte Nutzlastfunktion notwendige Re-
gelungssystem dann anschließend an die Eigenschaften des entworfenen Kleinstfluggerätes ange-
passt wird [22]. Es ergibt sich damit ein sequenzieller Ablauf des Entwurfs.
Aufgrund der Eigenschaften der in Frage kommenden miniaturisierten Sensorik und Aktuatorik
führt die Integration eines Regelungssystems aber zu Randbedingungen, welche neue Konzepte
für den Entwurf erforderlich machen. Die zahlreichen Kopplungen zwischen den Teilsystemen,
insbesondere zwischen der aerodynamisch-flugmechanischen Konfiguration und dem Regelungs-
system, machen multidisziplinäre Methoden für einen optimierten Entwurf zwingend erforderlich.
Das Regelungssystem muss direkt in den Entwurf integriert werden [50].
Das angestrebte Konzept eines integrierten multidisziplinären Entwurfsverfahrens für Kleinstflug-
geräte, welches auch ein Regelungssystem mit in den Entwurfsprozess einbezieht, stellt daher eine
wesentliche Neuerung und Verbesserung der zur Zeit angewendeten Entwurfsmethoden dar.
1.3 Ziele und Randbedingungen der Arbeit
1.3.1 Ziele
Das Ziel der vorliegenden Arbeit ist es, Entwurfsmethoden zur multidisziplinären Auslegung von
Kleinstfluggeräten zu entwickeln und diese in einem automatisierten Verfahren zusammen zu fas-
sen. Das Verfahren soll dabei den vollständigen Entwurf bzw. die Auswahl aller Teilsysteme des
MAV, inklusive aller Ausrüstungskomponenten und des Regelungssystems, umfassen und dabei
die Kopplungen zwischen den Teilsystemen berücksichtigen. Ausgehend von anwenderspezifi-
schen Anforderungen an das Fluggerät und die durchzuführende Mission soll das Verfahren ein
auf diese Anforderungen hin optimiertes Kleinstfluggerät auslegen.
Die Motivation für diese Arbeit ist, die Möglichkeit zu schaffen, Kleinstfluggeräte für bestimmte
Missionsanforderungen zu optimieren. Aufgrund der vielfältigen Anwendungsmöglichkeiten von
Kleinstfluggeräten unterscheiden sich auch die Missionsanforderungen an die Kleinstfluggeräte
sehr stark. Das gesamte Potenzial eines Fluggerätes kann aber nur dann ausgeschöpft werden,
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wenn es optimal an die gestellten Anforderungen angepasst ist. Dies soll durch das Verfahren er-
möglicht werden. Zusätzlich soll der bisher meist sequenziell ablaufende Auslegungsprozess, bei
dem die Teilsysteme aufeinander aufbauend ausgelegt werden, durch ein integriertes Verfahren,
bei dem alle Teilsysteme gleichzeitig betrachtet werden, ersetzt werden. Dadurch ist eine wei-
ter verbesserte Funktionalität des Gesamtsystems zu erwarten, da die gegenseitige Beeinflussung
zwischen den Teilsystemen schon beim Auslegungsprozess berücksichtigt und der optimale Kom-
promiss zwischen verschiedenen, oft auch widersprüchlichen Forderungen gefunden werden kann.
Das Verfahren soll weiterhin das Wissen über das Gesamtsystem Kleinstfluggerät mit seinen zahl-
reichen, eng miteinander verknüpften Teilsystemen vertiefen.
Aufgrund der extremen Miniaturisierung der Fluggeräte und ihrer Komponenten sind vorhandene
Modelle und Verfahren für konventionelle Fluggeräte nur sehr eingeschränkt oder gar nicht für eine
Anwendung auf Kleinstfluggeräte geeignet. Die schon erwähnten Verknüpfungen und Kopplungen
zwischen den einzelnen Teilsystemen sind deutlich höher, als dies bei konventionellen Fluggeräten
der Fall ist. Insbesondere die Verwendung von handelsüblichen Komponenten verursacht zusätzli-
che Randbedingungen und Kopplungen. Für die Umsetzung eines multidisziplinären Auslegungs-
verfahrens sind daher neue Methoden zur Auslegung und Analyse einzelner Teilsysteme und des
Gesamtsystems zu erarbeiten. Soweit dies möglich ist, soll dabei auf experiementelle Ergebnisse
zurückgegriffen werden, um die Realitätsnähe des Verfahrens zu steigern.
Zur Überprüfung des Entwurfsverfahrens wird es auf verschiedenen Missionen angewendet. Zu-
sätzlich wird für ein bestimmtes Anforderungsprofil das aus dem Auslegungsprozess resultieren-
de MAV realisiert und in Flugversuchen erprobt, um so eine Bewertung des Entwurfsverfahrens
durchführen zu können.
1.3.2 Randbedingungen
Wie schon erwähnt, sind zahlreiche verschiedene Konfigurationen, Antriebsarten und auch Aus-
rüstungskomponenten für Kleinstfluggeräte nutzbar. Um das Verfahren erfolgreich realisieren zu
können, wurden Randbedingungen aufgestellt, die den Entwurf und die Anzahl der veränderli-
chen Parameter einschränken. Eine vollständige Freiheit z.B. bei der Wahl des Konfigurationstyps
(Trapezflügel, Kreisscheibe, Drachenkonfiguration, Nurflügel) würde zu einer so großen Zahl von
Parametern führen, dass eine Konvergenz in Richtung eines Optimums einer Konfiguration nicht
zu erwarten ist. Eine schrittweise Erweiterung des Verfahren ist jedoch zukünftig durchaus vor-
stellbar.
Das Verfahren soll daher in dieser Arbeit auf Nurflügel mit trapezförmigen Flügelformen und
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einem einzelnen Seitenleitwerk ohne Seitenruder beschränkt werden. Können nicht alle Ausrü-
stungskomponenten in die Flügelstruktur integriert werden, wird zusätzlich ein Rumpf vorgesehen.
Der Antrieb soll elektrisch sein und mit wiederverwendbaren Energiespeichern versorgt werden.
Für den Antrieb, ebenso wie für alle anderen Ausrüstungskomponenten, sollen handelsübliche
Bauteile verwendet werden.
Die Auswahl dieses Konfigurationstyps ist damit begründet, das Kleinstfluggeräte dieses Typs in
verschiedenen Projekten [50] erfolgreich realisiert werden konnten. Die in diesen Projekten ge-
sammelten Erkenntnisse stellen eine wesentliche Grundlage für das in dieser Arbeit beschriebene
Auslegungsverfahren dar.
1.4 Aufbau der Arbeit
Die vorliegende Arbeit erläutert den Aufbau des Verfahrens, erklärt die Vorgabe der Missionsanfor-
derungen und beschreibt die angewendeten Auslegungsmethoden. Anhand von Anwendungsbei-
spielen wird der Ablauf des Auslegungsprozesses vorgestellt und die Ergebnisse werden diskutiert.
Durch einen Vergleich mit den Ergebnissen aus Flugversuchen wird eine Bewertung des Verfah-
rens durchgeführt.
In Kapitel 2 werden zunächst die Missionsanforderungen erläutert. Aufgeteilt sind diese nach An-
forderungen an die Flugleistungen, die Flugeigenschaften, sowie an das Flugregelungssystem, die
Abmessungen und die Masse. Für diese Anforderungen, mit denen der Anwender seine Mission
definiert, wird das Kleinstfluggerät vom Verfahren ausgelegt. Kapitel 3 erläutert die im Entwurfs-
verfahren verwendeten Berechnungs- und Abschätzungsmethoden. Die Methoden werden dabei
einzeln vorgestellt, ihre Zusammenhänge erläutert und ihre Eigenschaften diskutiert. Nach der
Beschreibung der verwendeten Auslegungsmethoden wird in Kapitel 4 auf den eigentlichen Aus-
legungsprozess eingegangen, welcher sich in zwei Teile gliedert. Im ersten Teil wird eine Startkon-
figuration ermittelt. Diese basiert auf den bisher gesammelten Erfahrung mit der Auslegung und
Realisierung von Kleinstfluggeräten. Sie stellt die Grundlage für den weiteren Auslegungs- und
Optimierungsprozess dar und erfüllt einen Großteil der Flugleistungsanforderungen. Zur Anpas-
sung der Flugeigenschaften an die Anforderungen und zur Erfüllung der zusätzlichen Vorgaben des
Anwenders wird ein Optimierungsverfahren eingesetzt, welches den zweiten Teil des Auslegungs-
prozesses bildet. Dieses Optimierungsverfahren gewährleistet, dass der bestmögliche Kompromiss
zwischen den gestellten, teils sich widersprechenden Forderungen gefunden wird. Der Ablauf des
Optimierungsverfahrens lässt sich in drei Schritte unterteilen. Im ersten Schritt wird die aktuelle
Konfiguration bewertet. Dies erfolgt anhand einer Kostenfunktion, in der die Bewertungskriterien
der einzelnen Optimierungsgrößen zusammengefasst sind. Die Bewertungskriterien beinhalten die
Aussage, ob eine Optimierungsgröße die Anforderung schon erfüllt, oder ob sie noch außerhalb
des geforderten Bereichs liegt. Der zweite Schritt beinhaltet die Auswahl des Optimierungspara-
8 1.4 Aufbau der Arbeit
meters, dessen Variation die Kostenfunktion am stärksten vermindert. Die Auswahl des Optimie-
rungsparameters erfolgt anhand eines Gradientenverfahrens. Als weniger rechenintensives Alter-
nativverfahren wird ebenfalls die Verwendung neuronaler Netze vorgestellt. Den letzten Schritt
des Optimierungsverfahrens bildet die Neuberechnung der Konfiguration mit dem geänderten Op-
timierungsparameter. Durch die unterschiedlich großen Einflüsse der Optimierungsparameter auf
die Optimierungsgrößen konnten zwei verschiedene Rückkopplungsweiten im Entwurfsprozess
realisiert werden, die in Kapitel 4 ebenfalls erläutert werden.
Kapitel 5 beschreibt die Realisierung der in den vorhergehenden Kapiteln erläuterten Verfahren
zu einem automatisierten rechnergestützten Auslegungsprozess. Der modulare Aufbau unter dem
Programmpaket MATLAB/SIMULINK wird erläutert und die Verknüpfungen der einzelnen Ver-
fahren untereinander werden dargestellt.
In Kapitel 6 wird die Anwendung des Verfahrens anhand von Beispielen demonstriert und die Er-
gebnisse werden diskutiert. Dabei werden die Missionsanforderungen variiert, um ihren Einfluss
auf das Entwurfsergebnis zu verdeutlichen. Um das Verfahren weiter zu verifizieren, wird in Kapi-
tel 7 ein Vergleich zwischen den Ergebnissen des Entwurfsverfahrens und Flugversuchergebnissen
eines realisierten Entwurfs durchgeführt. Das Kapitel beschreibt die Realisierung des Fluggerä-
tes und erläutert dabei die einzelnen Bauphasen, die Messtechnik und die Versuchsdurchführung.
Die erhaltenen Messergebnisse werden ausgewertet und den Ergebnissen des Entwurfsverfahrens
gegenübergestellt. Die Übereinstimmungen und Abweichungen werden diskutiert und sich erge-
bende Modifikationen für das Entwurfsverfahren werden beschrieben. Abschließend werden die
aus dieser Arbeit gewonnenen Erkenntnisse zusammengefasst.
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2 Missionsanforderungen
Aufgrund der vielfältigen Einsatzmöglichkeiten können die Aufgaben von Kleinstfluggeräten sehr
unterschiedlich sein und damit auch die Anforderungen, die an sie gestellt werden. Die Hauptun-
terschiede bei den Missionsanforderungen sind dabei eher im Bereich der Flugleistungen als im
Bereich der Flugeigenschaften zu sehen, da ein stabiles Flugverhalten mit gut gedämpften, nieder-
frequenten Schwingungsformen für nahezu alle Missionen sinnvoll ist. Die Flugzeit, die Flug- und
Steiggeschwindigkeit können aber, je nach Mission, deutlich variieren. Auch die Höhe über N.N.,
in der das Fluggerät eingesetzt werden soll, kann sich deutlich unterscheiden und ist beim Entwurf
zu berücksichtigen.
Abbildung 2.0.1 zeigt als Beispiel für eine mögliche Mission das Flugprofil einer Aufklärungs-
mission. Nach dem Start steigt das Fluggerät auf eine ausreichende Höhe, um z.B. Gebäude oder
ein Waldstück zu überfliegen. Das Aufklärungsgebiet liegt hinter diesem Hindernis. Zur besse-
ren Erkennung von Details anhand des Videobildes wird über dem Aufklärungsgebiet ein Sinkflug
durchgeführt und das Gebiet mehrfach in niedriger Höhe überflogen. Anschließend steigt das Flug-
gerät wieder und kehrt zum Startpunkt zurück, wo nach einem Sinkflug die Landung durchgeführt
wird.
Abb. 2.0.1: Flugprofil einer Aufklärungsmission für Kleinstfluggeräte
Das in dieser Arbeit beschriebene Verfahren gibt dem Anwender die Möglichkeit, seine Anfor-
derungen an das Kleinstfluggerät bezüglich Flugleistungen, Flugeigenschaften und Nutzlast zu
definieren. Dazu stehen ihm verschiedene Größen zur Verfügung, die im Folgenden erläutert wer-
den.
Die vom Anwender definierten Forderungen stellen das Entwurfsziel für das Verfahren dar. Dabei
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wird zwischen zwei Arten von Anforderungen unterschieden. Ein Teil der Anforderungen, wie z.B.
die Flugzeit oder die Flughöhe, wird beim Entwurf direkt vorgegeben und ist daher stets erfüllt.
Der andere Teil kann erst nach dem vollständigen Entwurf überprüft werden. Für diese Anforde-
rungen, die im weiteren Verlauf der Arbeit als Optimierungsgrößen bezeichnet werden, ist es nicht
sinnvoll exakte Werte vorzugeben, da sie den Optimierungsprozess stark einschränken würden.
Stattdessen können Toleranzbereiche definiert werden. Diese Bereiche teilen die Anforderungen
in unakzeptable, akzeptable und einen idealen Bereich ein (Abb. 2.0.2 [33]). Durch die fließenden
Übergänge zwischen den Bereichsgrenzen ist es der Optimierung möglich, den besten Kompro-
miss zwischen allen Anforderungen zu ermitteln. Nähere Einzelheiten dazu werden in Kapitel 4
erläutert.
akzeptabelakzeptabel unakzeptabelunakzeptabel gut
Abb. 2.0.2: Toleranzbereiche zur Definition der Anforderungen
2.1 Flugleistungen
Um seine Anforderungen an die Flugleistungen zu definieren, stehen dem Anwender folgende
Größen zur Verfügung:
• Fluggeschwindigkeit V im Reiseflug
• Steiggeschwindigkeit w
• Flugzeit t f lug
• Reichweite R
• Starthöhe H der Mission über N.N.
• Gleitverhältnis CA/CW
• Flächenbelastung G/S.
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Die gewünschte Fluggeschwindigkeit von Kleinstfluggeräten im Reiseflug kann je nach Einsatz-
bedingungen und Einsatzart des MAVs stark variieren. Bei einer Aufklärungsmission bei ruhigen
Wetterbedingungen kann z.B. eine geringe Fluggeschwindigkeit erwünscht sein, während bei ei-
nem Einsatz bei starkem Wind eine höhere Geschwindigkeit erforderlich ist, um den Erfolg der
Mission zu gewährleisten. Die Fluggeschwindigkeiten liegen dabei meist in einem Bereich zwi-
schen 10 m/s und 25 m/s. In direktem Zusammenhang mit der Fluggeschwindigkeit steht die Flä-
chenbelastung des Fluggerätes. Ist die geforderte Fluggeschwindigkeit niedrig, ist es sinnvoll ei-
ne niedrige Flächenbelastung zu wählen. Wird eine höhere Fluggeschwindigkeit gefordert, kann
auch die Flächenbelastung erhöht werden. Durch die Kopplung von Fluggeschwindigkeit und Flä-
chenbelastung, die nicht zwingend ist, wird erreicht, dass der Auslegungsflugzustand im Reiseflug
immer in einem niedrigen Anstellwinkelbereich liegt, was sich positiv auf die Flugleistungen aus-
wirkt. Wird die Flächenbelastung bei kleinen Fluggeschwindigkeiten erhöht, muss der zusätzlich
notwendige Auftrieb durch einen höheren Anstellwinkel erzeugt werden. Dadurch steigt auch der
Widerstand an und es wird mehr Antriebsleistung benötigt. Aus diesem Grund wurde die Flä-
chenbelastung als zusätzliche Anforderung in die Optimierung integriert. Die geforderte Flugge-
schwindigkeit wird beim Entwurf direkt berücksichtigt und gehört damit zu den Vorgaben. Die
Flächenbelastung dagegen ergibt sich erst aus dem Gesamtsystem und wird daher als Optimie-
rungsgröße während des Optimierungsprozesses berücksichtigt. Die geforderte Steiggeschwindig-
keit wird ebenfalls direkt bei der Auslegung des Antriebsstranges berücksichtigt und kann daher
mit dem ausgewählten Antrieb auch immer erreicht werden.
Die Flugzeit und Reichweite können vom Anwender in weiten Bereichen frei gewählt werden.
Hier ist zu beachten, dass lange Flugzeiten aufgrund der notwendigen Kapazität der Energiespei-
cher zu größeren Fluggeräten führen. Die Reichweite spielt nur eine Rolle bei der Auswahl der
Ausrüstungskomponenten, da sie hauptsächlich die Datenübertragung beeinflusst und diese auch
durch Modifikationen an der Bodenstation entsprechend erhöht werden kann. Die Anforderun-
gen an Flugzeit und Reichweite gehören zu den Vorgaben, die direkt beim Entwurf berücksichtigt
werden und daher stets erfüllt sind. Auch die geforderte Starthöhe der Mission geht über die Luft-
dichte direkt in den Entwurfsprozess ein, so dass das Fluggerät auch für diese Höhe ausgelegt ist.
Die Flughöhe über Grund wird im Entwurfsprozess vernachlässigt, da sie für MAV-Missionen in
einem Bereich zwischen 50 und 100 Metern liegt und die Auslegung nur unwesentlich verändern
würde.
2.2 Flugeigenschaften
Die Anforderungen an die Flugeigenschaften von Kleinstfluggeräten variieren in weniger starkem
Maße, als dies bei den Flugleistungen der Fall ist. Da die Fluggeräte unbemannt sind, müssen
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keine Grenzen durch die Belastung des Piloten berücksichtigt werden. Auch die heutigen Elektro-
nikkomponenten stellen kaum einschränkende Anforderungen an die Belastungen. Dadurch ist es
möglich, die Flugeigenschaftsanforderungen in weiteren Bereichen zu variieren, als dies bei be-
mannten Fluggeräten der Fall ist.
Anforderungen, die eine Definition bestimmter Grenzen aber erforderlich machen, entstehen da-
durch, dass die Fluggeräte auch von ungeübten Nutzern eingesetzt werden sollen. Zusätzlich müs-
sen auch Forderungen durch die transportierte Nutzlast berücksichtigt werden. Wird z.B. eine Vi-
deokamera eingesetzt, muss das Fluggerät über gut gedämpfte Eigenbewegungen verfügen, um so
die Aufnahmen in guter Qualität aufzeichnen und auswerten zu können.
Zur Anpassung der Flugeigenschaften an die Aufgabe stehen dem Anwender folgende Optimie-
rungsgrößen zur Verfügung:
• Anstellwinkel-Nickmomentenderivativ Cmα
• Schiebewinkel-Giermomentenderivativ Cnβ
• Schiebewinkel-Rollmomentenderivativ Clβ
• Frequenz fAS und Dämpfung DAS der Anstellwinkelschwingung
• Frequenz fPH und Dämpfung DPH der Phygoide
• Frequenz fT S und Dämpfung DTS der Taumelschwingung
• Spiralzeitkonstante TS
• Rollzeitkonstante TR.
Diese Größen charakterisieren die statischen und dynamischen Eigenschaften der Konfiguration.
Die ersten drei geben Auskunft über die statische Stabilität der ungeregelten Konfiguration. Die
übrigen Größen stellen die charakteristischen Eigenbewegungen der geregelten Konfiguration dar.
Vorgegeben werden können die Anforderungen an die Frequenzen und Dämpfungen der periodi-
schen Eigenbewegungen Phygoide, Anstellwinkelschwingung und Taumelschwingung, sowie die
Zeitkonstanten der aperiodischen Roll- und Spiralbewegung.
Flugeigenschaftskriterien, wie sie für größere bemannte und auch unbemannte Fluggeräte [63]
aufgestellt wurden, liegen für Kleinstfluggeräte zur Zeit noch nicht vor. Eine Aufstellung solcher
Kriterien für Kleinstfluggeräte ist trotz der zahlreichen unterschiedlichen Einsatzmöglichkeiten
sinnvoll, ist aber nicht Gegenstand der vorliegenden Arbeit. Die zur Erprobung des Verfahrens
verwendeten Anforderungen werden an entsprechender Stelle in Kapitel 6 erläutert.
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2.3 Flugregelung
Die Flugeigenschaften des Fluggerätes hängen bei der Verwendung eines Regelungssystems stark
von diesem ab. Das Flugregelungssystem kann primär zum Erreichen der Flugeigenschaftsanfor-
derungen eingesetzt werden. Zusätzlich soll es die Flugführung für den Bediener erleichtern und
auch autonome Flugphasen ermöglichen.
Um diese Anforderungen erfüllen zu können, muss das Regelungssystem über die notwendige
Hard- und Software verfügen. Hier sind zahlreiche unterschiedliche Ausführungen vorstellbar,
die in ihrer Gesamtheit nicht durch das Auslegungsverfahren erfasst werden können. Daher wird
im Auslegungsprozess ein am Lehrstuhl für Flugdynamik der RWTH Aachen entwickeltes Re-
gelungssystem betrachtet, dessen Regelungskomponenten und Regelungsalgorithmen in Kapitel
3.4.3 beschrieben werden. Das Regelungssystem verfügt über folgende Funktionen:
• Fahrthaltung
• Höhenhaltung
• Regelung der Azimutänderung
• unterlagerte Lagestabilisierung und Kurvenkompensation.
Sollten zukünftig weitere Regelungssysteme zur Verfügung stehen oder der Funktionsumfang des
existierenden erweitert werden, lassen sich diese Änderungen ohne Probleme in das Entwurfsver-
fahren integrieren.
2.4 Abmessungen und Masse
Ziel des Verfahrens ist der Entwurf eines Fluggerätes, welches alle Anforderungen mit minimalen
Abmessungen und minimaler Masse erfüllt, so dass diese Größen als weitgehend unabhängig von
anwenderspezifischen Anforderungen angesehen werden können. Trotzdem hat der Anwender die
Möglichkeit, durch die Vorgabe eines gewünschten Bereiches für die Spannweite einen Einfluss auf
die Entwurfsgröße zu nehmen. Die Spannweite zählt damit ebenfalls zu den Optimierungsgrößen.
Die Vorgabe einer gewünschten Gesamtmasse ist nicht möglich, da diese zu stark von anderen
Anforderungen, wie z.B. der Flugzeit, abhängt.
2.5 Nutzlast
Der Anwender kann die Art, die Abmessungen und die Masse der Nutzlast definieren. Auch die
Position der Nutzlast kann für den Anwender eine große Bedeutung haben. Zur Zeit kommen als
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Nutzlast hauptsächlich Mini-Funk-Videokameras zum Einsatz, die eine Echtzeit-Bildübertragung
zum Boden ermöglichen. Sie bieten die Möglichkeit der Bildauswertung, werden aber auch zur
Steuerung durch den Piloten oder zur Ermittlung der Fluglage für das Regelungssystem herange-
zogen [20]. Für alle drei Anwendungen ist eine Anordnung im vorderen Bereich des Fluggerätes
mit einem nach vorne und leicht nach unten geneigtem Blickwinkel sinnvoll. Aus diesem Grunde
wird der Nutzlast im Entwurfsverfahren eine solche Position automatisch zugewiesen.
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3 Auslegungsmethoden
Für einen multidisziplinären Auslegungsprozess von Kleinstfluggeräten ist es erforderlich jedes
Teilsystem mit seinen Zusammenhängen zu erfassen. Dazu müssen Methoden ermittelt werden,
die eine Berechnung und Modellierung ermöglichen und so die erforderlichen Entwurfsparameter
zur Verfügung stellen.
Im Folgenden werden die verwendeten Auslegungsmethoden einzeln erläutert. Soweit dies mög-
lich ist, orientiert sich die Reihenfolge der Darstellung am Ablauf des Auslegungsprozesses. Durch
die im Verlauf des Verfahrens auftretenden Rückkopplungen kann die Reihenfolge aber nicht im-
mer eingehalten werden.
3.1 Aerodynamik
3.1.1 Aerodynamisch-flugmechanische Beiwerte und Derivative
Die Bestimmung der aerodynamischen Eigenschaften der Konfiguration stellt den Kern des gesam-
ten Auslegungsprozesses dar. Da sie Einfluss auf nahezu alle anderen Teilsysteme des Fluggerätes
nehmen, hängt die Güte des Gesamtentwurfs von der Genauigkeit der berechneten aerodynamisch-
flugmechanischen Beiwerte und Derivative ab. Die Ermittlung dieser Kenngrößen stellt gleichzei-
tig aber ein großes Problem dar. Zur Zeit sind noch keine gesicherten Rechenmodelle für die Aero-
dynamik bei kleinen Reynoldszahlen (siehe Kap. 1.2) vorhanden. Aus diesem Grund muss auf be-
kannte Verfahren zur Auslegung von Fluggeräten konventioneller Größe zurückgegriffen werden,
mit denen die erforderlichen Größen näherungsweise bestimmt werden können. Als zusätzliche
Bedingung an diese Verfahren werden für den Einsatz im Auslegungsprozess kurze Rechenzeiten
gefordert, um so eine möglichst zügige Optimierung zu erreichen. Aus diesem Grund scheiden
aufwendige numerische Verfahren für die Anwendung (z.B. CFD-Verfahren) hier von vornherein
aus.
Als zur Zeit geeignetes und verfügbares Verfahren zur Berechnung der aerodynamisch-flugmecha-
nischen Kenngrößen wurde das USAF Stability and Control Digital Datcom (im Folgenden: Digi-
tal Datcom) [65] ausgewählt. Dieses Fortran-Programm basiert auf einer Sammlung von theoreti-
schen und empirischen Methoden zur aerodynamischen Analyse, dem USAF Stability and Control
Datcom (im Folgenden: Datcom) [64]. Das Entwicklungsziel des Datcom war es, ein in sich ab-
geschlossenes Verfahren zur Verfügung zu stellen, welches die Möglichkeit bietet, statische und
dynamische Beiwerte und Derivative für Fluggeräte aus deren Geometriedaten zu berechnen. Das
Datcom besteht aus einer Vielzahl von theoretisch und experimentell ermittelten Gleichungen,
Graphen und Tabellen, die die Berechnung der Kenngrößen ermöglichen. Aufgrund dieser Fülle
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von Daten stellt die Ermittlung der gesuchten Größen mit Hilfe von Datcom einen sehr großen Ar-
beitsaufwand dar. Um die Handhabung dieser Datenmengen zu vereinfachen, wurde das Datcom
in den 70er Jahren neu überarbeitet und automatisiert. Mittels der automatisierten Version (Digital
Datcom) lassen sich in kürzester Zeit eine Vielzahl der statischen und dynamischen Beiwerte und
Derivative einer Konfiguration bestimmen. Dadurch ist das Verfahren ideal für eine Anwendung
im Auslegungsprozess geeignet. Die Nutzung ist ebenfalls einfach. Mittels eines Eingabedaten-
satzes, welcher alle erforderlichen Geometrieparameter und die Flugzustände enthält, werden die
Daten an das Berechnungsprogramm übergeben, das dann die Ergebnisse dem Anwender in Form
einer Ausgabedatei zur Verfügung stellt.
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Abb. 3.1.1: Vergleich der Beiwerte der Längsbewegung zwischen Windkanalmessung und Digital-Datcom-
Rechnung für ein Kleinstfluggerät mit b = 0.4 m, li = 0.3 m, la = 0.16 m und ϕVK = 36◦ bei
einer Reynoldszahl von 225000
Digital Datcom ist für manntragende Fluggeräte und damit für weit höhere Reynoldszahlen kon-
zipiert, als sie bei Kleinstfluggeräten auftreten. Um eine Aussage über die Güte der Ergebnis-
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se bei kleinen Reynoldszahlen zu erlangen, wurden statische Windkanalversuche an verschiede-
nen Kleinstfluggeräten durchgeführt. Die erhaltenen Ergebnisse wurden mit den Digital-Datcom-
Ergebnissen verglichen. Als Beispiel werden im Folgenden die Ergebnisse eines solchen Ver-
gleichs vorgestellt. Das untersuchte Kleinstfluggerät hat folgenden Abmessungen: b = 0.4 m, li =
0.3 m, la = 0.16 m, ϕVK = 36◦. Es wurde bei einer Reynoldszahl von 225000 vermessen. Die Lage
des Schwerpunktes, der den Bezugspunkt zur Auswertung der Kraft- und Momentenmessungen
im Windkanal darstellt, wurde anhand der Digital-Datcom-Daten ermittelt. Dazu wurde aus den
Digital-Datcom-Daten die Neutralpunktlage bestimmt und mit einem Stabilitätsmaß von 5%, d.h.
der Schwerpunkt liegt 0.05 · lµ vor dem Neutralpunkt, die Lage des Schwerpunktes festgelegt. Eine
detailierte Beschreibung dieses Vorgehens erfolgt in Kapitel 3.1.4. Die Lage des Schwerpunktes
konnte anhand von Flugversuchen eines realisierten Flugmodells mit identischen Abmessungen
verifiziert werden, was eine erste positive Aussage über die mittels Digital Datcom berechnete
Neutral- und Schwerpunktlage zulässt.
Alle Beiwerte und Derivative werden von Digital Datcom im Stabilitätsachsensystem ermittelt.
Für den Vergleich mit den Digital-Datcom-Daten wurden die im aerodynamischen Koordinaten-
system ermittelten Windkanalergebnisse entsprechend transformiert. Die folgenden Abbildungen
geben die Beiwerte und Derivative im Stabilitätsachsensystem wieder. Die Umwandlung der Bei-
werte und Derivative ins körperfeste Koordinatensystem nach DIN9300 [16] erfolgt direkt in der in
Kapitel 3.6 beschriebenen nichtlinearen Simulation. Die im Folgenden dargestellten Abbildungen
zeigen ungetrimmte Polaren.
In Abbildung 3.1.1 sind die Beiwerte der Längsbewegung dargestellt. Beim Auftriebsbeiwert CA
zeigt sich eine gute qualitative Übereinstimmung zwischen den beiden Datensätzen. Beide weisen
bis zum Beginn der Strömungsablösung den für Flügel kleiner Streckung typischen nichtlinea-
ren Verlauf [57] auf. Der Unterschied in den Absolutwerten von etwa ∆CA = 0.05 ist gering und
spielt nur in den Flugleistungsberechnungen eine Rolle. Auch beim Widerstandsbeiwert CW zeigt
sich eine gute Übereinstimmung der parabelähnlichen Verläufe. Die Differenz in den Absolutwer-
ten ist hier jedoch viel deutlicher als beim Auftriebsbeiwert. Der von Digital Datcom ermittelte
Widerstandsbeiwert ist im Vergleich zur Windkanalmessung etwa um den Faktor 2 zu hoch. Die
Auswirkungen dieser Differenz werden am Ende dieses Kapitels diskutiert.
Die Übereinstimmungen und auch Differenzen der Auftriebs- und Widerstandsbeiwerte werden
besonders offensichtlich bei der Betrachtung der Auftriebs-Widerstands-Polaren (Abb. 3.1.1 rechts
unten). Zur Verdeutlichung der guten qualitativen Übereinstimmungen ist dort eine dritte Polare
eingefügt, welche die Digital-Datcom-Daten durch einfache Korrekturen (CA +0.05, CW/1.8) an
die Windkanalergebnisse anpasst.
Der Verlauf des Nickmomentenbeiwertes Cm zeigt auf den ersten Blick sowohl Differenzen im
Verlauf, wie auch bei den Absolutwerten der verglichenen Daten. Bei näherer Betrachtung wird
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aber deutlich, dass im niedrigen Anstellwinkelbereich bis α = 8◦ der für die statische Längssta-
bilität wichtige Gradient Cmα nahezu übereinstimmt. Die Differenz des Absolutwertes ist für die
Stabilitätsbetrachtung von geringerem Interesse, hat aber durch die notwendige Trimmung Aus-
wirkungen auf den Auslegungspunkt.
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Abb. 3.1.2: Vergleich der Derivative der Seitenbewegung zwischen Windkanalmessung und Digital-
Datcom-Rechnung für ein Kleinstfluggerät mit b = 0.4 m, li = 0.3 m, la = 0.16 m und ϕVK = 36◦
bei einer Reynoldszahl von 225000
Zum Vergleich der Einflussgrößen der Seitenbewegung werden in Abbildung 3.1.2 die Derivative
CQβ , Cnβ und Clβ betrachtet. Aus den Windkanaldaten wurden die Derivative durch eine Mittel-
wertbildung über die bei verschiedenen Schiebewinkeln vermessenen Beiwerte ermittelt. Insge-
samt ergeben sich bei den Derivativen der Seitenbewegung deutlichere Differenzen zwischen den
gemessenen und berechneten Werten, als dies bei der Längsbewegung der Fall ist.
Bei allen drei Derivativen zeigt sich bei den Windkanalergebnissen eine Abhängigkeit vom An-
stellwinkel α. Diese wird nur bei Clβ durch die Digital-Datcom-Werte näherungsweise wiederge-
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geben. Bei CQβ weist der Gradient ein anderes Vorzeichen als beim Windkanalergebnis auf und
bei Cnβ wird die Abhängigkeit vom Anstellwinkel gar nicht erfasst. Die Absolutwerte zeigen bei
den Derivativen CQβ und Cnβ starke Abweichungen zwischen der Digital-Datcom-Lösung und den
Windkanalmessungen. Der Verlauf des Derivativs Clβ stimmt dagegen besser mit dem gemesse-
nen Verlauf überein. Die Auswirkungen dieser Unterschiede sind erst durch einen Vergleich eines
Entwurfsergebnisses mit dem realen Verhalten eines Fluggerätes (Kapitel 7) zu bewerten.
Gute Übereinstimmungen ergeben sich bei den in Abbildung 3.1.3 dargestellten Ruderwirksam-
keiten. Hier stimmen alle ermittelten Gradienten mit den Werten aus den Windkanalversuchen sehr
gut überein. Ein positiver Höhenruderausschlag η führt erwartungsgemäß zu einer Auftriebserhö-
hung und zu einem kopflastigen Nickmoment. Zusätzlich erhöht sich durch den Ausschlag der Wi-
derstand der Konfiguration. Ein positiver Querruderausschlag ξ erzeugt den erwarteten negativen
Rollmomentenbeiwert Cl . Der Einfluss des Querruderausschlags auf den Giermomentenbeiwert Cn
ist so gering, dass er durch Windkanalmessungen nicht eindeutig bestimmt werden konnte. Somit
ist auch ein Vergleich mit Digital-Datcom-Daten nicht möglich. Auch bei diesen zeigt sich jedoch
ein sehr geringer Einfluss, so dass auch hier von der gleichen Größenordnung ausgegangen werden
kann.
Die guten Übereinstimmungen der von Digital Datcom ermittelten Ruderwirksamkeiten mit den
gemessenen Werten bildet die Grundlage für eine sinnvolle Reglerauslegung, da die Regelkreis-
verstärkungen direkt von den Ruderwirksamkeiten abhängen.
Für die von Digital Datcom berechneten dynamischen Derivative liegen keine vergleichenden
Windkanalmessungen vor. Aufgrund der geringen Abmessungen und der sehr kleinen Kräfte steht
zur Zeit noch keine Möglichkeit zur einer messtechnischen Erfassung dieser Größen im Windka-
nal zur Verfügung. In [51] wurden die mittels Digital Datcom berechneten dynamischen Derivative
mit Literaturangaben (Etkin [19] und Schlichting-Truckenbrodt [57]) verglichen. Es ergaben sich
dabei nur geringe Differenzen.
Aufgrund der Abweichungen der berechneten von den gemessenen Werten wurde über die Bestim-
mung von Korrekturfaktoren nachgedacht. Eine Anpassung der Digital-Datcom-Ergebnisse an die
Windkanalergebnisse durch Korrekturfaktoren ist für einige Größen durchführbar, wie das Beispiel
der CA/CW -Polare in Abbildung 3.1.1 exemplarisch zeigt. Dies gilt aber nicht für alle Beiwerte und
Derivative. Bei dem dargestellten Cm-Verlauf ist dies trotz Anwendung aufwendiger Ausgleichs-
rechnungen nur schlecht möglich. Weiterhin zeigen die Vergleiche der Digital-Datcom-Ergebnisse
verschiedener Kleinstfluggeräte mit Windkanalmessungen, dass die Abweichungen von der Geo-
metrie der Konfiguration abhängig sind. Das bedeutet, dass die Korrekturfaktoren in Abhängigkeit
der Geometrie der Konfiguration gewählt oder Mittelwerte gebildet werden müssten. Beides wür-
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Abb. 3.1.3: Vergleich der Ruderwirksamkeiten bei einem Anstellwinkel von α = 5◦ zwischen Windkanal-
messung und Digital-Datcom-Rechnung für ein Kleinstfluggerät mit b = 0.4 m, li = 0.3 m,
la = 0.16 m und ϕVK = 36◦ bei einer Reynoldszahl von 225000
de eine große Anzahl von Windkanalversuchen voraussetzen, die im Rahmen dieser Arbeit nicht
durchführbar sind. Die Bildung von Mittelwerten würde die Entwurfsunsicherheiten auch nicht
beseitigen, da dann keine Aussage möglich ist, ob der tatsächliche Werte unter oder über dem
Mittelwert liegt. Dies wiederum wurde die Einführung von Sicherheiten bedeuten, um diese Ent-
wurfsunsicherheiten abzufangen. Wäre zum Beispiel der durch die Mittelwertbildung ermittelte
Widerstand zu gering, würde der Antriebsstrang zu schwach ausgelegt und das Fluggerät kann die
geforderten Flugleistungen nicht erreichen. Dies müsste durch einen entsprechenden Sicherheits-
faktor bei der Antriebsauslegung verhindert werden.
Aus den erläuterten Gründen und aufgrund der Tatsache, dass die Korrektur einzelner Faktoren
des aerodynamischen Datensatzes die Größenordnungen zwischen den einzelnen Beiwerten und
Derivativen verändern und damit den Datensatz verzerren würde, ist der Verzicht auf Korrektur-
faktoren die sinnvolle Konsequenz. Gestützt wird diese Entscheidung durch die positiven Erfah-
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rung mit der Verwendung von Digital Datcom. In [49] wurden anhand einer auf Digital-Datcom-
Ergebnissen basierenden nichtlinearen Simulation die Flugeigenschaften eines Kleinstfluggerätes
analysiert und mit den Verhalten des Fluggerätes während der Flugerprobung verglichen. Es zeigte
sich bei der visuellen Beobachtung eine gute Übereinstimmung zwischen den theoretischen Er-
gebnissen und der Flugerprobung. Eine genauere Aussage war aufgrund fehlender Messwerte in
diesem Fall nicht möglich.
Trotz dieser positiven Erfahrungen mit Digital Datcom ist zu berücksichtigen, dass sich die fest-
gestellten Abweichungen des Digital-Datcom-Datensatzes in den Entwurfsergebnissen widerspie-
geln werden. Insbesondere der deutlich erhöhte Widerstand hat Einfluss auf die Leistungsberech-
nung und damit auf die Antriebsauslegung. Hier ist zu erwarten, dass der ausgewählte Antriebs-
strang die Flugleistungsanforderungen übertrifft, da der vom Verfahren ermittelte Schub- und Lei-
stungsbedarf aufgrund des Widerstandes deutlich zu hoch angenommen wird. Diese Tatsache wird
jedoch im Entwurfsverfahren bewusst verwendet, um auf die oben schon erwähnten Sicherheiten
in der Antriebsauslegung verzichten zu können. Es ist anzunehmen, dass die Abweichungen der
aerodynamischen Kenngrößen der Seitenbewegung von den tatsächlichen Werten ebenfalls in den
Entwurfsergebnissen deutlich werden. Detaillierte Aussagen über die Auswirkungen der Differen-
zen im aerodynamischen Datensatz wird der in Kapitel 7 durchgeführte Vergleich zwischen den
Entwurfsergebnissen und einem realisierten Fluggerät liefern.
Steht zukünftig ein verbessertes Verfahren zur Ermittlung der aerodynamischen Kenngrößen bei
kleinen Reynoldszahlen zur Verfügung, kann dieses einfach anstelle von Digital Datcom in das
Verfahren integriert werden. Solange dies nicht der Fall ist, bietet Digital Datcom, trotz der darge-
stellten Unzulänglichkeiten, die einzige Möglichkeit, den aerodynamischen Datensatz im benötig-
ten Umfang und mit ausreichender Genauigkeit zu ermitteln.
3.1.2 Profil
Auf eine Optimierung der Profilgeomterie und auf eine Variation des Profils wird im Entwurfsver-
fahren verzichtet. Begründet ist dies mit der Tatsache, dass der Entwurf eines neuen, angepassten
Profils zahlreiche weitere Optimierungsparameter zu Folge hätte. Das würde die Komplexität des
Gesamtverfahrens deutlich erhöhen und eine Konvergenz der Lösung erschweren, da sich die aero-
dynamischen Eigenschaften bei jedem Iterationsschritt stark verändern könnten. Aus dem gleichen
Grund wurde auch von einer Variation des Flügelprofils anhand der Profile aus Profildatenbanken
abgesehen. Zusätzlich ergaben sich Schwierigkeiten, die Profilauswahl sinnvoll in das Entwurfs-
verfahren zu integrieren, da die aktuelle Konfiguration in jedem Iterationsschritt für alle enthal-
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tenen Profile berechnet werden müsste. Dies würde die Rechenzeit soweit ansteigen lassen, dass
eine sinnvolle Anwendung des Verfahrens fraglich wäre.
Aus diesen Gründen wird dem Entwurfsverfahren das MH64 Profil von Martin Hepperle [25] fest
vorgegeben. Da mit diesem Profil schon diverse Kleinstfluggeräte mit Abmessungen zwischen 1
m und 20 cm Spannweite erfolgreich realisiert wurden, ist die Eignung des Profils hinreichend
nachgewiesen. Das Profil wurde speziell für Nurflügel-Flugmodelle bei kleinen Reynoldszahlen
konzipiert. Die Ziele des Profilentwurfs [25] waren:
• die Reduzierung des induzierten Widerstandes
• die Erhöhung des maximalen Auftriebs
• die Reduzierung des Nickmomentenbeiwertes Cm.
Das Profil hat eine relative Dicke von 8.61%. Abbildung 3.1.4 zeigt das Profil und seine charakte-
ristischen Polaren für verschiedene Reynoldszahlen. Die angegeben Reynoldszahlen beziehen sich
dabei auf eine konstante Profiltiefe von einem Meter, während die Geschwindigkeit variiert wurde.
3.1.3 Steuerflächen
Als Steuerflächen wurden kombinierte Höhen- und Querruder, sogenannte Elevons, gewählt. Der
Grund dafür ist, dass diese nur zwei Aktuatoren benötigen, die die Steuerflächen direkt ansteuern.
Dadurch kann auf eine aufwendige Mechanik oder eine größere Anzahl von Aktuatoren verzichtet
werden. Bei bisher realisierten Kleinstfluggeräten wurde auf ein Seitenruder verzichtet, um die
Masse und den notwendigen Energiebedarf des zusätzlichen Aktuators einzusparen. Aufgrund der
gemachten Erfahrungen bei der Flugerprobung von Kleinstfluggeräten ist ein Seitenruder auch zu-
künftig nicht erforderlich, so dass auch im Entwurf darauf verzichtet wird.
Von einer Optimierung der Abmessungen der Steuerflächen im Entwurfprozess wurde abgesehen.
Versuche, diese auf Basis der Digital-Datcom-Daten in die Optimierung einzubeziehen, führten
dazu, dass ihre Abmessungen maximiert wurden. Im Optimum bildet der gesamte Flügel die Steu-
erfläche. Dies ist dadurch zu erklären, dass eine große Steuerfläche weniger Ausschlag benötigt
und damit weniger zusätzlich Widerstand verursacht. Nur durch starke Einschränkungen, die einer
Vorgabe der Abmessungen gleich kommen, konnte dieses Verhalten unterdrückt werden. Es wird
daher ganz darauf verzichtet und die Größe der Ruder fest vorgegeben.
Die Abmessungen werden auf Basis der bisher gesammelten Erkenntnisse mit Kleinstfluggeräten
bestimmt. Die Tiefe der Ruder richtet sich nach der Wurzeltiefe des Flügels. Über der Spannweite
haben die Ruder eine konstante Tiefe von 8.5% der Wurzeltiefe der Startkonfiguration. Die Breite
der Ruder erstreckt sich über die gesamte Halbspannweite des Flügels. Ausgenommen ist dabei
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Abb. 3.1.4: Profil MH64 mit charakteristischen Polaren, berechnet mit Xfoil [17]
ein 3 cm breites Stück rechts und links der Flügelsymmetrielinie, wo der eventuell notwendige
Rumpf der Konfiguration angebracht ist. Diese Abmessungen konnten bei realisierten Fluggeräten
als ausreichend verifiziert werden.
Das Ruderschaniermoment wurde bei den Überlegungen zur Dimensionierung der Ruder nicht
berücksichtigt, da auf Basis der bisher gemachten Erfahrungen alle in der Datenbank enthaltenen
Aktuatoren die erforderlichen Stellmomente aufbringen können.
3.1.4 Neutralpunkt
Die Berechnung des Neutralpunktes ist notwendig zur Bestimmung des Sollschwerpunktes, der für
statische Stabilität erforderlich ist. Der Neutralpunkt berechnet sich aus dem Gradienten dCm/dCA
und der Lage des aktuellen Momentenbezugspunktes xRe f :
xNP =−dCmdCA · lµ + xRe f . (3.1.1)
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Ist die Lage des Neutralpunktes bekannt, kann die Lage des Sollschwerpunktes in Abhängigkeit
des Stabilitätsmaßes berechnet werden. Für das Stabilitätsmaß wird ein Wert von 5% angenommen,
der für alle Anforderungen eine ausreichende statische Längsstabilität gewährleistet. Daraus ergibt
sich für den Abstand xN zwischen Schwerpunkt und Neutralpunkt ein Wert von 0.05 · lµ und für
die Lage des Schwerpunktes folgt:
xSP = xNP− xN . (3.1.2)
Die geometrischen Zusammenhänge der Größen können Abbildung 3.1.5 entnommen werden.
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Abb. 3.1.5: Geometrische Zusammenhänge zur Ermittlung der Schwerpunktlage
3.1.5 Auslegungspunkt
Der Auslegungspunkt für das Fluggerät ist dadurch bestimmt, dass bei der geforderten Flugge-
schwindigkeit ein ausgetrimmter Horizontalflug (γ = 0) durchgeführt wird. Um diese Forderung
zu erfüllen, wird das Kräftegleichgewicht in x- und z-Richtung, sowie das Momentengleichge-
wicht um die y-Achse im aerodynamischen Koordinatensystem betrachtet:
• xa-Richtung
Xa = 0 =−ρ2V
2S(CW (α)+CW (η))+F cos(α+ iF)−mg sinγ (3.1.3)
• za-Richtung
Za = 0 =−ρ2V
2S(CA(α)+CA(η))−F sin(α+ iF)+mg cosγ (3.1.4)
• um ya-Achse
Ma = 0 =
ρ
2
V 2S(Cm(α)+Cm(η))+ zF F . (3.1.5)
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Damit sich das Fluggerät in einem ausgetrimmten Zustand befindet, müssen die Summen der an-
greifenden Kräfte und Momente gleich Null sein. Als Variationsparameter stehen hierzu der An-
stellwinkel α, der Höhenruderausschlag η und der Schub F zur Verfügung. Als Anfangswerte für
die notwendige Iteration dienen die vereinfachten Zusammenhänge:
ρ
2
V 2SCA(α) = mgcosγ ⇒ α0
Cm(α) = Cm(η) ⇒ η0
ρ
2
V 2SCW (α) = F ⇒ F0 .
Sind die Variationsparameter α, η und F für den Auslegungspunkt bestimmt, können die aerodyna-
misch-flugmechanischen Beiwerte und Derivative des Auslegungspunktes bestimmt werden.
3.2 Masse, Schwerpunkt, Trägheits- und Deviationsmomente
Die Berechnung der Masse, des Schwerpunktes, sowie der Trägheits- und Deviationsmomente
wird mehrfach im Gesamtverfahren verwendet. Grundsätzlich werden diese Berechnungen für drei
verschiedene Fälle durchgeführt, für die auch unterschiedliche Verfahren notwendig sind:
• Bestimmung der Größen der Struktur
• Bestimmung der Größen der Ausrüstungskomponenten
• Bestimmung der Größen der Gesamtkonfiguration.
Zur Bestimmung dieser Größen wird das körperfeste Hilfskoordinatensystem (Index ff) nach Ab-
bildung 3.2.1 links verwendet. Der Ursprung liegt in der Flügelspitze, die x-Achse ist positiv in
Richtung der Flügeltiefe und die z-Achse positiv zur Flügeloberseite gerichtet.
Zur späteren Verwendung in der nichtlinearen Simulation werden die Trägheits- und Deviations-
momente der Gesamtkonfiguration in das körperfeste Koordinatensystem (Index f) nach DIN9300
[16] (Abb. 3.2.1 rechts) transformiert. Dieses Koordinatensystem hat seinen Ursprung im Schwer-
punkt des Fluggerätes und eine andere Orientierung der einzelnen Achsen.
Struktur
Zur Struktur des Fluggerätes gehören der Flügel, das Seitenleitwerk und ein optionaler Rumpf. Die
Struktur wird aus Schaumstoffmaterialien konstanter Dichte gefertigt. Der Flügel und der Rumpf
werden aus expandiertem Polypropylen (EPP) mit einer Dichte von 20 kg/m3 und das Seitenleit-
werk aus Depron mit einer Dichte von 40 kg/m3 gefertigt. Aufgrund der konstanten Dichte der
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Abb. 3.2.1: Links: körperfestes Koordinatensystem zur Ermittlung der Trägheits- und Deviationsmomente
Rechts: körperfestes Koordinatensystem nach DIN9300 [16]
Werkstoffe lassen sich die gesuchten Größen ermitteln, indem die Struktur in infinitisimal klei-
ne Quader unterteilt wird. Dabei wird der Schwerpunkt der Quader im Mittelpunkt angenommen
und die Eigenträgheitsmomente der Quader vernachlässigt. Mit den bekannten Abmessungen und
der Position der Quader lassen sich, mittels einer Integration über alle Quader, die Masse, der
Strukturschwerpunkt und auch die Trägheits-und Deviationsmomente der verschiedenen Struktur-
komponenten berechnen (Teil A des Anhangs). Besitz der Flügel zusätzlich eine V-Stellung ν,
ergeben sich veränderte Zusammenhänge für die Trägheits- und Deviationsmomente, die ebenfalls
im Anhang formelmäßig erfasst sind.
Ausrüstungskomponenten
Für die Berechnung der Trägheits- und Deviationsmomente der Ausrüstungskomponenten werden
diese als zylindrisch oder rechteckig angenähert und vereinfacht eine homogene Massenvertei-
lung vorausgesetzt. Mit diesen Annahmen können die erforderlichen Größen mit den bekannten
Zusammenhängen [4] für homogene Körper berechnet werden. Aufgrund der homogenen Massen-
verteilung und der damit verbundenen mittigen Schwerpunktlage sind die Deviationsmomente der
Komponenten zu vernachlässigen.
Gesamtsystem
Die Gesamtmasse ergibt sich aus der Summe der Einzelmassen. Die Einzelmassen mi sind durch
die vorhergehenden Zusammenhänge oder direkt aus den Datenbanken bekannt. Aus der berechne-
ten Gesamtmasse und den bekannten Positionen der Massenschwerpunkte der Einzelmassen wird
der Gesamtschwerpunkt bestimmt.
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Ist die Schwerpunktlage bekannt, werden die Trägheits- und Deviationsmomente der Gesamtkon-
figuration anhand der Trägheits- und Deviationsmomente der Einzelkomponenten und der entspre-
chenden Steiner Anteile [4] berechnet. Auch hier sind die formelmäßigen Zusammenhänge in Teil
A des Anhangs aufgeführt.
3.3 Leistungsrechnung
Bei bekannten aerodynamischen Daten für die Auslegungspunkte und bei bekannter Masse des
Fluggerätes kann der erforderliche Schub und die erforderliche Leistung für das Fluggerät ermittelt
werden. Der Schub kann über den Zusammenhang aus Gleichung 3.1.3 berechnet werden.
F =
ρ
2V
2S(CW (α)+CW (η))+mg sinγ
cos(α+ iF)
. (3.3.1)
Die erforderliche Leistung ergibt sich dann durch die Multiplikation mit der Fluggeschwindigkeit:
P = FV . (3.3.2)
Für die Auslegung des Antriebsstranges ist sowohl der Schub im Horizontalflug (γ = 0), wie auch
im Steigflug (γ =−arcsin(w/V )) von Interesse. Daher wird die obige Berechnung für beide Flug-
zustände durchgeführt. Die Auslegung des Antriebsstranges, basierend auf diesen Schubwerten,
wird in Kapitel 3.4.4 erläutert.
3.4 Auswahl der Ausrüstungskomponenten
Die Eigenschaften der verwendeten Ausrüstungskomponenten, zu denen hier alle Bauteile außer
den Strukturanteilen gezählt werden, spielen ein große Rolle für den Entwurf des Fluggerätes. Ei-
nerseits beeinflussen sie durch ihre Abmessungen und Massen die Geometrie der Konfiguration,
andererseits spielen aber auch die dynamischen Eigenschaften, z.B. die der Aktuatoren, eine we-
sentliche Rolle bei der Auslegung und dem Verhalten des Regelungssystems.
Um das Verfahren so realitätsnah wie möglich zu gestalten, ist es daher notwendig, die Eigenschaf-
ten und Kenngrößen der entsprechenden Komponenten in den Entwurfs- und Optimierungsprozess
zu integrieren. Dies wurde in Form von Datenbanken realisiert, die alle erforderlichen Informa-
tionen der Komponenten enthalten. Die Auswahl einer Komponente erfolgt anhand bestimmter
Kriterien, die im Folgenden beschrieben werden.
3.4.1 Empfänger
Der Empfänger, der die Kommandos des Bedieners empfängt und in die entsprechenden Signale
für das Regelungssystem oder die Aktuatoren umsetzt, ist eine passive Komponente, die, außer
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durch ihre Abmessungen und Masse, nur einen geringen Einfluss auf weitere Teilsysteme hat. Die
Eigenschaften des Empfängers, wie z.B. die Reichweite, sind stark abhängig von der verwendeten
Sendeanlage am Boden. Daher werden nur die grundsätzlichen Kenngrößen für die Auswahl her-
angezogen.
Ein Kriterium für die Auswahl des Empfängers ist die Anzahl der erforderlichen Steuerkanäle.
Zur Zeit verfügen alle in der Datenbank enthaltenen Empfänger über die vier minimal erforderli-
chen Kanäle, so dass dieses Kriterium hier nicht anwendbar ist. Stattdessen werden die Empfangs-
reichweite und Masse als Auswahlkriterien verwendet. Es wird der Empfänger ausgewählt, dessen
Empfangsreichweite größer als die geforderte Reichweite ist und der dabei die geringste Masse be-
sitzt. Die Angabe der Reichweite bezieht sich dabei auf die Sendeleistung eines handelsüblichen
Fernsteuersenders. Natürlich kann durch Erhöhung der Sendeleistung am Boden auch die Emp-
fangsreichweite erhöht werden, ein Empfänger mit einer hohen Empfangsreichweite bei normaler
Sendeleistung ist jedoch deutlich weniger störanfällig. Aufgrund der geringen Abmessungen der
Fluggeräte, bei denen alle Komponenten auf engstem Raum arbeiten, ist eine solche erhöhte Un-
empfindlichkeit gegenüber EMV-Störungen dringend notwendig.
3.4.2 Aktuatoren
Die Aktuatoren, im Fall von Kleinstfluggeräten meist handelsübliche Modellbauservos, beeinflus-
sen durch ihre Eigenschaften in hohem Maße die Funktionen des Regelungssystems und damit
auch direkt die Flugeigenschaften. Es ist daher notwendig, ihre Eigenschaften möglichst genau zu
kennen und bei der Auslegung zu berücksichtigen. Da die Hersteller von Modellbauservos keine
Informationen über das dynamische Verhalten der Stellsysteme veröffentlichen, ist eine Vermes-
sung dieser Eigenschaften notwendig.
Vermessung
Aus diesem Grunde wurde ein Prüfstand entwickelt [39], der so konstruiert wurde, dass eine Viel-
zahl der auf dem Modellbaumarkt verfügbaren Servos vermessen werden können. Die Steuerung
des Messablaufs übernimmt die DS1103 Controller-Karte der Firma dSPACE. Durch die Verknüp-
fung mit dem Softwarepacket MATLAB/SIMULINK lässt sich die Controller-Karte flexibel an
unterschiedlichste Aufgaben anpassen. Zur Vereinfachung von Versuchsaufbauten und Messein-
richtungen verfügt sie über verschiedenste vorkonfigurierte Schnittstellen zum Einlesen und Aus-
geben von Signalen.
Für die Vermessung der Stellsysteme übernimmt das dSPACE-Modul folgende Aufgaben:
• die Steuerung der Versorgungsspannung des Servos über ein externes Netzteil
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• die Messung des Versorgungsstroms des Servos über ein externes Netzteil
• die Ansteuerung des Servos mit definierten PWM-Signalen
• die Aufnahme der Servoreaktion.
Die Ansteuerung erfolgt dabei nach dem im Modellbau üblichen Prinzip der Pulsenweitenmodu-
lation mittels Rechteckimpulsen. Bei einem festen Impulsabstand wird die Bewegung des Servos
über die Länge des Impulses gesteuert. Das Signal wird direkt von der Controller-Karte erzeugt.
Die Servoreaktion wird über ein auf der Drehachse des Servos spielfrei angebrachtes Potentio-
meter erfasst. Die Ausgangsspannung des Potentiometers wird über einen 16-Bit A/D-Wandler
eingelesen, so dass eine minimale Winkeländerung von 0.0055◦ erfasst werden kann. Die Taktrate
für die Ansteuerung und die Aufzeichnung der Messdaten beträgt 1 kHz.
Der Ablauf der Messung ist durch die Verwendung der Controller-Karte vollständig automatisiert.
Als Variationsparameter stehen dabei die Betriebsspannung des Servos und der Impulsabstand
der Ansteuerung zur Verfügung. In einem ersten Schritt wird die Kennlinie des Servos, d.h. der
Zusammenhang zwischen Impulslänge und Servodrehwinkel, vermessen. Anschließend werden
Sprungantworten des Servos mit verschiedenen Amplituden untersucht und zuletzt der Frequenz-
gang des Servos ermittelt. Dieser Ablauf wird für verschiedene Versorgungsspannungen und Im-
pulswiederholraten durchgeführt.
Abb. 3.4.1: Servoprüfstand
Die Ergebnisse verschiedener Servos der 6 g-Klasse, die auch in der Datenbank des Entwurfs-
verfahren enthalten sind, zeigen eine starke Abhängigkeit des Verhaltens sowohl von der Betriebs-
spannung, als auch von der Impulswiederholrate. Je höher die Versorgungsspannung und je kleiner
die Impulswiederholrate, desto höher ist die Stellreaktion und -geschwindigkeit der Servos. Beiden
Größen sind selbstverständlich Grenzen gesetzt, die Versorgungsspannung ist vom Hersteller auf
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maximal 6 V begrenzt und die minimale Impulswiederholrate hängt von der internen Elektronik
des Servos ab, liegt ab nicht unter 10 ms. Eine Kombination dieser beiden Maximalwerte führte
bei der überwiegenden Anzahl der untersuchten Servos zu einem Totalausfall der Elektronik, so
dass eine Kombination beider Größen sorgfältig gewählt werden muss.
Abbildung 3.4.2 links zeigt exemplarisch die Änderung der maximalen Stellgeschwindigkeit über
der Versorgungsspannung. Auffallend sind die großen Unterschiede zwischen den einzelnen Ser-
vos. Diese werden noch deutlicher bei der Darstellung der Sprungantwort der Servos in Abbildung
3.4.2 rechts.
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Abb. 3.4.2: Links: Maximale Stellgeschwindigkeit der Servos in Abhängigkeit der Versorgungsspannung
bei einem Impulsabstand von 20 ms,
Rechts: Sprungantworten verschiedener Servos bei einer Versorgungsspannung von 5 Volt und
einem Impulsabstand von 20 ms
Modellierung
Zur Integration der Eigenschaften der Aktuatoren in den Auslegungsprozess, ist ihre Modellie-
rung erforderlich. Die Auswertung der Messergebnisse ergibt, dass das reale Verhalten am besten
durch die Kombination aus einem Totzeitglied und einem PT2-Glied angenährt werden kann. Zu
erwähnen ist, dass die Totzeit der Servos nicht konstant ist und somit für die Modellierung ein Mit-
telwert angenommen wird. Weiterhin ergibt sich eine Abhängigkeit der Kreisfrequenz ω0 von der
Amplitude. Für den Entwurfsprozess wird diese Abhängigkeit vernachlässigt und im Modell eine
feste Frequenz ω0 für eine 10◦ Amplitude angenommen, da bei einem optimierten Entwurf auch
nur kleine Servoausschläge zu erwarten sind. Außerdem wurde das Modell aus den Messdaten für
eine Betriebsspannung von 5 V und eine Impulswiederholrate von 20 ms extrahiert. Die Versor-
gungsspannung von 5 V wurde gewählt, da die Servos über die BEC-Seite des Drehzahlstellers
versorgt werden und diese in der Regel eine 5 V Spannung liefert. Für die Impulswiederholrate
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wurden 20 ms gewählt, um Probleme mit geringeren Impulswiederholraten, wie z.B. Servozittern,
ausschließen zu können. Abbildung 3.4.3 zeigt Ergebnisse der Modellierung im Vergleich mit den
gemessenen Verläufen. Rechts ist der Vergleich zwischen der gemessenen und modellierten Reak-
tion des Servos HS-50 auf eine Sprungeingabe und links der Vergleich der Reaktionen des Servos
C1081 auf ein stochastisches Eingangssignal dargestellt. Die gute Übereinstimmung der gemesse-
nen und modellierten Reaktion lässt sich erkennen. Zusätzliche Ergebnisse der Vermessung und
Modellierung sind in [39] zu finden.
Die Auswahl des Servos für das Entwurfsverfahren erfolgt anhand der maximalen Stellgeschwin-
digkeit und die Masse der Servos. Es wird das Servos ausgewählt, für das die folgende Kosten-
funktion den geringsten Wert aufweist:
G = 1[grd/s] · 1
vstell
[s/grd]+0.5[kg−1] ·m[kg] . (3.4.1)
Anhand der Kostenfunktion erkennt man, dass die Stellgeschwindigkeit gegenüber der Masse stär-
ker gewichtet ist. Dies ist damit begründet, dass sie die zentrale Eigenschaft der Aktuatoren ist,
von der die Eigenschaften des gesamten Regelungssystems abhängen, wie zum Beispiel die Mög-
lichkeit zur Dämpfung hochfrequenter Bewegungen.
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Abb. 3.4.3: Vergleiche zwischen den gemessenen und den modellierten Servoreaktionen
Links: Reaktion des Servos HS-50 auf ein sprungförmiges Kommando
Rechts: Reaktion des Servos C1081 ein stochastischen Kommando
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3.4.3 Regelungssystem
Das Regelungssystem soll die erfolgreiche Durchführung der Mission gewährleisten, indem es die
Flugführung des Piloten vereinfacht und die Flugeigenschaften verbessert. Im Rahmen der For-
schungstätigkeiten auf dem Gebiet der Kleinstfluggeräte wurde am Lehrstuhl für Flugdynamik der
RWTH Aachen ein Konzept für ein solches Regelungssystems entwickelt. Ziel dabei war es, ein
möglichst kleines und leichtes On-board-Regelungssystem aufzubauen, welches mit einem mini-
malen Aufwand bezüglich Steuerflächen, Sensorik und Signalverarbeitung auskommt. Auf der
einen Seite sollte das Regelungssystem die Flugeigenschaften positiv beeinflussen und dadurch
die Nutzlastfunkton verbessern. Im Falle einer Videokamera als Nutzlast erleichtern z.B. die er-
höhten Dämpfungen der Eigenbewegungen die Auswertung des Videomaterials und verbessern
damit die Nutzlastfunktion. Auf der anderen Seite sollte aber auch die Flugführungsaufgabe des
Bedieners möglichst vereinfacht werden, um so auch ungeübten Anwendern eine Nutzung von
Kleinstfluggeräten zu ermöglichen. Dazu sollte das Regelungssystem eine möglichst gute Beibe-
haltung von Höhe, Fahrt und Flugrichtung auch bei Windstörungen gewährleisten.
Regelungskomponenten
Das angestrebte Ziel konnte mit Verwendung folgender Komponenten erreicht werden:
• Microcontroller als Bordrechner
• barometrischer Höhensensor zur Ermittlung der Flughöhe
• Staudrucksensor zur Ermittlung der Fluggeschwindigkeit
• drei piezoelektrische Drehratensensoren zur Ermittlung der körperfesten Drehgeschwindig-
keiten.
Die Signalverarbeitung erfolgt durch den Microcontroller an Bord des Fluggerätes. Die Steu-
erkommandos des Piloten werden mittels der handelsüblichen Modellbaufernsteueranlage (Sen-
der/ Empfänger) an den Microcontroller übertragen. Dieser verarbeitet die Kommandosignale und
die Messwerte der Sensorik und ermittelt entsprechend den implementierten Regelungsalgorith-
men die notwendigen Stellkommandos. Diese werden über den Drehzahlsteller an den Motor und
über die Servos an die Steuerflächen übertragen. Als Steuerflächen werden Elevons (kombinierte
Höhen-/Querruder) verwendet, auf ein Seitenruder wurde, wie schon erläutert, wegen des erhöhten
Energiebedarfs und der zusätzlichen Masse des weiteren Servos verzichtet. Damit stehen als Stell-
größen der Regelung der Antrieb, das Höhenruder und die Querruder zur Verfügung. Abbildung
3.4.4 zeigt den prinzipiellen Aufbau des Systems.
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Abb. 3.4.4: Schematischer Aufbau des On-board-Regelungssystems
Regelungsalgorithmen
Um die gestellten Anforderungen an das Regelungssystem zu erfüllen, wurde die in Abbildung
3.4.5 dargestellte Reglerstruktur entwickelt. Auf die Darstellung der erforderlichen Tiefpässe zur
Filterung der Sensordaten wurde in der Abbildung verzichtet, da sie aufgrund ihrer kleinen Zeit-
konstanten hier nicht weiter betrachtet werden. Die Reglerstruktur basiert auf konventionellen
Flugregelungsalgorithmen und bietet die Voraussetzungen, um die Flugführungsaufgabe des Be-
dieners auf ein Höhen- und Kursänderungskommando zu reduzieren und die Eigenbewegungen
des Fluggerätes zu modifizieren. Für Erprobungszwecke wurde zusätzlich die Kommandierung ei-
ner Fahrtänderung ermöglicht.
Die Regelung umfasst folgende Reglerfunktionen:
• Fahrtregelung
• Höhenregelung
• Regelung der Azimutänderung
• unterlagerte Lagestabilisierung und Kurvenkompensation.
Diese Reglerfunktionen werden im Folgenden näher erläutert. Zunächst wurde ein Basisregler ent-
wickelt, der dann um die Autopilotenfunktionen erweitert wurde.
Die Aufgaben des Basisreglers ist primär die Lagestabilisierung und die Dämpfung der Eigenbe-
wegungsformen. Der klassische Basisregler der Seitenbewegung besteht aus einem Rolllageregler,
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kombiniert mit einem Gierdämpfer und einer Kurvenkoordination [3]. Da kein Seitenruder zur
Verfügung steht, ist keine direkte Gierdämpfung und keine Kurvenkoordination möglich.
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Abb. 3.4.5: Reglerstruktur des On-board-Reglers
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Da auch der Hängewinkel Φ als Messgröße nicht verfügbar ist, wird für die Basisregelung der
Seitenbewegung eine unkonventionelle Lösung verwendet [49]. Nach Brockhaus [12] kann für
kleine Längsneigungswinkel Θ und Schiebenwinkel β der Hängewinkel im stationären Kurvenflug
mit
Φ = arcsin
(
r
V0
g
)
(3.4.2)
angenährt werden. Eine Rückführung der gemessenen Gierrate auf das Querruder führt also auf
eine Pseudo-Lagehaltung, die das Fluggerät unter der Annahme idealer Messwerte nach Steuer-
oder Störeinflüssen wieder in den Horizontalflug führt. Mit der Beziehung für die stationäre Azi-
mutänderung
˙Ψ = g
V0
tanΦ (3.4.3)
wird deutlich, dass durch diese Regelung auch die Flugrichtung bei Windstörung möglichst bei-
behalten wird, wodurch die Regelung der Azimut-Änderung realisiert wird. Die Steuerung der
Seitenbewegung durch eine Gierratenvorgabe über einen Querruderausschlag entspricht mit den
Gleichungen 3.4.2 und 3.4.3 der Vorgabe eines Hängewinkels und damit auch der Vorgabe einer
Azimutänderung.
Zur zusätzlichen Lagestabilisierung der Seitenbewegung wird die Rollrate nach Pseudointegration
durch ein Filter mit der Übertragungsfunktion
G = kξ ˆΦ
T
ˆΦ
T
ˆΦs+1
(3.4.4)
auf den Querruderausschlag aufgeschaltet. Unterstützt wird diese Reglerfunktion durch die propor-
tionale Aufschaltung der Rollrate auf das Querruder. Dies entspricht der klassischen Realisierung
eines Rolldämpfers.
Der üblicherweise verwendete Basisregler der Längsbewegung besteht aus einem Nickdämpfer
und einer Nick-Lageregelung [12]. Der Nickdämpfer, basierend auf der Aufschaltung der Nick-
rate auf das Höhenruder ist klassisch umgesetzt. Da bei den verwendeten Komponenten aber
kein Messwert zur Bestimmung der Nicklage vorhanden ist, ist eine direkte Nick-Lageregelung
nicht möglich. Stattdessen wird hier auf eine Lagestabilisierung mittels einer Pseudointegration
der Nickrate q zurückgegriffen. Die Übertragungsfunktion der Pseudointegration lautet:
G = kη ˆΘ
T
ˆΘ
T
ˆΘs+1
. (3.4.5)
Die Verwendung von q als Messwert zur Regelung führt für die Nickdämpfung und die Pseudoin-
tegration auf ein Problem. Im Kurvenflug misst der Drehratensensor die Drehrate q zu:
q = ˙ΘcosΦ+ ˙Ψ sinΦcosΘ . (3.4.6)
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Geht man davon aus das Θ ≈ 0, ˙Θ ≈ 0 und ˙Ψ über die Gleichung 3.4.3 angenährt wird, so ergibt
sich daraus im Kurvenflug ein Messwert für die Drehrate q von:
q =
gsin2 Φ
V0 cosΦ
. (3.4.7)
Dieser Messwert führt im Kurvenflug zu einem positiven Höhenruderausschlag und damit zu ei-
nem ungewollten Abnicken des Fluggerätes, weshalb dieser Anteil von q kompensiert werden
muss. Dazu kann die schon bei der Seitenbewegung verwendete Hängewinkelnäherung aus Glei-
chung 3.4.2 angewendet werden. Damit ergibt sich, unter der Annahme nicht zu großer Hängewin-
kel, die gemessene Nickrate im Kurvenflug zu:
q = r2
V0
g
. (3.4.8)
Da die Gierrate r als Messgröße zur Verfügung steht, kann das im Kurvenflug zusätzlich gemesse-
ne q über diese Näherung kompensiert werden.
Da das Fluggerät im Kurvenflug nicht an Höhe verlieren soll, muss zusätzlich die Vertikalkom-
ponente des Auftriebs, die das Gewicht des Fluggerätes ausgleicht, konstant gehalten werden. Im
Kurvenflug ergibt sich für den notwendigen Auftrieb zur Kompensation der Gewichtskraft [12] im
stationären Kurvenflug die Beziehung:
A =
mg
cosΦ
≈ mg
(
1+
1
2
Φ2
)
. (3.4.9)
Das bedeutet, in Abhängigkeit des Hängewinkels Φ muss der Auftrieb erhöht werden. Auch hier
wird der Hängewinkel durch die Näherung aus Gleichung 3.4.2 ersetzt. Daraus ergibt sich für den
notwendigen Auftrieb im Kurvenflug:
A = mg
(
1+
1
2
(
r
V0
g
)2)
(3.4.10)
Der zur Kurvenkompensation notwendige Anteil des Auftriebs wird in dieser Gleichung durch
den Term 12
(
r
V0
g
)2
wiedergegeben. Dieser wird durch die Aufschaltung der quadrierten Gierrate
auf das Höhenruder (Gl. 3.4.11) realisiert. Notwendig ist die Kurvenkompensation, um eine di-
rekte Abweichung der Höhe zu vermeiden. Die im Folgenden beschriebene Höhenregelung würde
den Höhenverlust zwar ebenfalls durch eine Auftriebserhöhung kompensieren, durch die erst lang-
sam einsetzende Höhenänderung würde sie aber zunächst zu größeren Regelabweichungen führen.
Die bisher beschriebenen Funktionen des Basisreglers sind von der Auslegungsfluggeschwindig-
keit V0 abhängig und erzeugen auch nur für diese Geschwindigkeit das gewünschte Verhalten.
Weicht die Fluggeschwindigkeit deutlich von V0 ab, kann die Regelung ihre Aufgabe nicht mehr
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ausreichend erfüllen.
Die Funktionen des Basisregler sind die Grundlage für die übergeordnete Höhen- und Fahrtrege-
lung. Diese Autopilotenfunktionen ermöglichen autonome Flugphasen des Fluggerätes ohne Ein-
griff des Anwenders. Die Höhe wird dabei über einen Absolutdrucksensor ermittelt, während für
die Fahrt der Staudruck als Messgröße verwendet wird. Die Vorgabe der Sollhöhe und Sollfahrt
erfolgt über die Fernbedienung.
Für die Zuordnung der Stellgrößen dieser Funktionen wurde die konventionelle Art und Weise
ausgewählt. Die Höhe wird über das Höhenruder geregelt, die Fahrt über die Drehzahl des Motors.
Diese Entscheidung basiert auf einer Untersuchung der Vor- und Nachteile verschiedener Regler-
strukturen, die in [15] durchgeführt wurden.
Aus den dargestellten Zusammenhängen ergeben sich für die Stellgrößen folgende Regelungsal-
gorithmen für eine Abweichung vom ausgetrimmten Flugzustand:
η = kηH (Hc−H)+ kηq
(
q− kηr22 r
2
)
+ kη ˆΘ
T
ˆΘ
T
ˆΘs+1
(
q− kηr22 r
2
)
+ kηr21 r
2 (3.4.11)
ξ = kξrcrc + kξrr + kξpp+ kξˆφ
T
ˆΦ
T
ˆΦs+1
p (3.4.12)
ωM = kωq¯ (q¯c− q¯) . (3.4.13)
Die vorgestellten Regelungskomponenten und -algorithmen wurden mit Hilfe eines MAV-Versuchs-
trägers [49] erprobt. Die Auslegung der Reglerparameter erfolgte anhand einer nichtlinearen Si-
mulation. Für die Zeitkonstanten T
ˆΘ und T ˆΦ ergaben sich dabei Werte von fünf Sekunden, die auch
durch die Funktion des Reglers in Flugversuchen mit MAVs verschiedener Abmessungen bestätigt
wurden. Daher werden die Zeitkonstanten in dieser Arbeit ebenfalls auf T
ˆΘ = 5 s und T ˆΦ = 5 s
festgesetzt.
Die abschließende Überprüfung des Regelungssystem erfolgte im Flugversuch [50]. Dabei ließ
sich die angestrebte Verbesserung der Flugeigenschaften ebenso nachweisen wie eine deutliche
Vereinfachung der Flugführung durch den Piloten. Seine Vorgaben beschränken sich auf die Vorga-
be von Höhen- und Kursänderungskommandos und entsprechen damit den Joystick-Kommandos
hoch/runter und rechts/links. Wie schon erwähnt, wurde die Änderung der Sollfahrt (Staudruck)
nur für die Erprobungsphase vorgesehen.
Mittlerweile stehen drei Realisierungsstufen dieses Regelungssystems zur Verfügung (Abb. 3.4.6).
Die Funktionsweise der drei Realisierungsstufen ist identisch. Durch eine konsequente Verwen-
dung von SMD-Komponenten konnten jedoch vorher externe Komponenten, wie z.B. die Druck-
sensoren oder der notwendige 5 V-Spannungswandler, auf der Platine integriert werden. Die Mas-
se der Realisierungsstufen konnte so stetig reduziert werden. Die Realisierungsstufe drei verfügt
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Breite = 30 mm
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externer 5V-Spannungsregler
externe Drucksensoren
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Breite = 30 mm
Höhe = 30 mm
Masse = 30 g
integrierte Datenaufbereitung
integrierte Telemetrie
Abb. 3.4.6: Entwicklungsstufen des Flugregelungssystems
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trotz der geringsten Masse zusätzlich über einen weiteren Microcontroller zur Datenaufbereitung
(Manchester Coding) und einen Telemetrie Sender, der eine Übertragung der Sensordaten zur Bo-
denstation ermöglicht. Dadurch wird eine objektive Beurteilung der Flugeigenschaften ermöglicht,
wie sie z.B. zur Validierung der Entwurfsergebnisse (Kapitel 7) notwendig ist.
Die Eigenschaften der verwendeten Sensorik spielen beim Entwurfsprozess eine untergeordnete
Rolle, da die hohe Dynamik der Sensorelemente im Vergleich zur Dynamik der Aktuatoren ver-
nachlässigt werden kann. Wichtig ist jedoch eine Kalibrierung der Sensorik für die anschließende
Realisierung der Entwurfsergebnisse. Im folgenden Abschnitt werden die Durchführung der Ka-
librierung und ihre Ergebnisse erläutert. Die Darstellung bezieht sich dabei auf die Sensoren der
dritten Realisierungsstufe.
Alle Sensoren besitzen analoge Ausgangssignale, welche über A/D-Wandler vom Microcontroller
eingelesen werden. Diese digitalen Signale der A/D-Wandler sind die Eingangssignale für die Re-
gelungsalgorithmen. Zur Anpassung der Reglerkreisverstärkungen ist daher die Kenntnis des Zu-
sammenhangs zwischen der Messgröße und dem Ausgangssignal des A/D-Wandlers notwendig.
Zur Vermessung dieses Zusammenhangs wurde für die drei Drehratensensoren ein Drehtisch be-
nutzt. Für unterschiedliche Drehgeschwindigkeiten wurden die Ausgangssignale der A/D-Wandler,
in diesem Fall der internen 10 bit A/D-Wandler des Microcontrollers, gemessen. Die Ergebnisse
sind in Abbildung 3.4.7 oben links zu sehen. Deutlich ist die lineare Abhängigkeit des Ausgangs-
signals von der Drehrate zu erkennen. Die Steigungen der Kennlinien der einzelnen Achsen unter-
scheiden sich nur geringfügig, was durch Bauteiltoleranzen zu erklären ist. Aus den Messergeb-
nissen lässt sich eine mittlere Auflösung der Sensoren von 0.94 grd/s pro bit ermitteln.
Für die Messung des Absolut- und des Staudrucks kommen zwei unterschiedliche Drucksensoren
zum Einsatz. Ein Absolutdrucksensor mit einer Vakuum-Referenz zur Ermittlung der barometri-
schen Höhe und ein Differenzdrucksensor zur Bestimmung des Staudruckes. Beide Druckaufneh-
mer basieren auf piezoresistiven Membranen mit kurzen Ansprechzeiten und sind elektronisch
temperaturkompensiert. Trotzdem tritt in den ersten fünf Betriebsminuten eine Drift auf, die bei
der Verwendung der Drucksensoren, vor allem bei der Flugerprobung, beachtet werden muss.
Zur Kalibrierung wurden die Sensoren mit definierten Drücken beaufschlagt und die resultieren-
den bit-Werte der A/D-Wandler aufgezeichnet. Für das Höhensignal wird dazu ein externer 16 bit
A/D-Wandler verwendet, um die Auflösung zu erhöhen. Der Staudruck wird über einen der inter-
nen 10 bit A/D-Wandler des Microcontrollers eingelesen. Es ergeben sich die erwarteten linearen
Abhängigkeiten der Ausgangssignale von der Druckdifferenz. Aufgrund der unterschiedlichen Ar-
ten der Sensoren ergeben sich jedoch andere Vorzeichen der Ausgangssignale.
Für eine anschaulichere Darstellung des Höhensensors wurde der angelegte Druck über die Formel
3.4.14 [12] in eine Höhe in Metern umgerechnet.
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Abb. 3.4.7: Ergebnisse der Sensor-Kalibrierung
Die Messergebnisse zeigt die Abbildung 3.4.7 oben rechts. Aus ihnen ergibt sich eine rechnerische
Auflösung von 15 cm pro bit.
H =
T0
τ
[(
p
p0
−τR
g −1
)]
(3.4.14)
mit τ = dT/dH =−6.5K/km R - Gaskonstante
p0 - stat. Druck in Bezugshöhe T0 - Standardtemperatur bei N.N. (15◦C)
Die Vermessung des Staudrucksensors erfolgte direkt über das Prandtl-Rohr, so dass dort den
Messergebnissen auch direkt eine Geschwindigkeit zugeordnet werden kann. Das lineare Verhal-
ten zeigt sich erwartungsgemäß bei der Darstellung über dem Staudruck, während die Darstellung
über der Geschwindigkeit einen parabelförmigen Verlauf besitzt. Die entsprechenden Ergebnisse
zeigt die Abbildung 3.4.7 unten.
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3.4.4 Antrieb
Der Antriebsstrang besteht aus den Komponenten Luftschraube, Motor, Drehzahlsteller und Ener-
giespeicher. Da diese Komponenten aufeinander abgestimmt ausgewählt werden müssen, werden
Sie hier zusammen betrachtet. Motor, Drehzahlsteller und Energiespeicher werden aus Datenban-
ken ausgewählt. Die Luftschraube, ein Zweiblattpropeller, wird an den Auslegungsflugzustand
angepasst ausgelegt, und stellt damit die wirksamste Möglichkeit zur Optimierung des Antriebs-
stranges dar.
Für die Auslegung des Antriebsstranges wird angenommen, dass das Fluggerät 80 Prozent der
Flugzeit im horizontalen Reiseflug und 20% im Steigflug fliegt. Dieser Aufteilung liegt eine MAV-
Mission zugrunde, bei der das Fluggerät während der Mission verschiedene Flughöhen über Grund
anfliegt, d.h. mehrere Steig- und Sinkflüge durchführt. Die Steigflugphasen haben dabei einen An-
teil an der Flugzeit von 20%. Der Anteil der Sinkflüge an der Flugzeit wird nicht berücksichtigt.
Die Energieeinsparungen im Sinkflug werden stattdessen vom Auslegungsverfahren als Sicher-
heit für die Auswahl der Energiespeicher verwendet. Sollte diese prozentuale Aufteilung zwischen
Reise- und Steigflug nicht für die aktuelle Mission zutreffen, kann sie vom Anwender jederzeit
geändert werden.
Die Auslegung und Auswahl der Antriebskomponenten erfolgt iterativ. Der Iterationsprozess läuft
folgendermaßen ab: Im ersten Schritt werden der Durchmesser und die Drehzahl der Luftschraube
als Startwerte der Antriebsoptimierung vorgegeben. Mit diesen Größen wird die Luftschraube so
ausgelegt, dass sie für den erforderlichen Schub im Auslegungspunkt mit maximalem Wirkungs-
grad arbeitet. Anschließend werden das notwendige Drehmoment und die Drehzahl für den im
Steigflug benötigten Schub bestimmt. Damit sind die erforderlichen Wellenleistungen des Motors
für beide betrachteten Flugzustände bekannt. Anhand der Motorkennlinien, die durch die Kenn-
größen der Motordatenbank berechnet werden können, werden alle Motoren ausgewählt, die diese
Wellenleistung aufbringen können. In weiteren Schritten wird für jeden dieser Motoren eine op-
timale Kombination aus Energiespeicher und passendem Drehzahlsteller bestimmt. Als optimaler
Antriebsstrang wird dann derjenige ausgewählt, der die geringste Gesamtmasse besitzt. Dabei wird
vorausgesetzt, dass die geringste Masse mit einem hohen Gesamtwirkungsgrad des Antriebs ein-
hergeht. Durch Variation der Eingangsgrößen, Durchmesser und Drehzahl der Luftschraube, wird
so iterativ der optimale Antrieb für das Fluggerät ermittelt.
Abbildung 3.4.8 verdeutlicht den Ablauf des Optimierungsprozesses. Die Verfahren zur Ausle-
gung, Analyse und Auswahl der einzelnen Komponenten werden im Folgenden näher erläutert.
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Abb. 3.4.8: Ablaufschema Antriebsauslegung
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Luftschraube
Die Auslegung und die Analyse der Luftschraube basiert auf einer Kombination aus Impuls- und
Blattelementethoerie. Ziel der Auslegung ist die Bestimmung einer Luftschraube mit minimalem
Energieverlust, d.h. mit einem maximalen Wirkungsgrad. Die verwendeten Zusammenhänge die-
ses Verfahrens sind von Adkins in [1] ausführlich beschrieben worden.
Nach der Vorgabe des Luftschraubendurchmessers, der Blattanzahl und der Drehzahl bestimmt
das Verfahren für den geforderten Schub bei Auslegungsgeschwindigkeit die Luftschraube mit
dem höchsten Wirkungsgrad. Dazu werden die Blattsteigung und die Blattiefe in Abhängigkeit
des Blattradius ermittelt.
Ist die Luftschraube mit dem minimalem Energieverlust für den Auslegungsflugzustand, den Ho-
rizontalflug bestimmt, wird sie für den Steigflug-Flugzustand analysiert. Es werden die Leistungs-
aufnahme und der Wirkungsgrad der Luftschraube berechnet, die sie hat, wenn sie den für den
Steigflug erforderlichen Schub liefert. Diese Daten sind Voraussetzungen für die Auslegung der
weiteren Antriebskomponenten. Für die Analyse werden dabei ebenfalls die von Adkins beschrie-
benen Zusammenhänge der Impuls- und Blattelementetheorie verwendet.
Elektromotor
Ziel der Motorauswahl ist es, den Motor zu ermitteln, der bei der von der Luftschraube benötigten
Drehzahl das erforderliche Drehmoment bereitstellen kann und dabei die geringste Eigenmasse
besitzt. Da der Motor die maximale Leistung im Steigflug liefern muss, stellt dieser Betriebspunkt
das Auswahlkriterium für den Motor dar.
Bei den Elektromotoren hat es in den letzten Jahren im Modellbaubereich eine Verschiebung von
Bürstenmotoren hin zu bürstenlosen Motoren gegeben. Dies ist einerseits durch die Preisentwick-
lung begründet, die die hochwertigen bürstenlosen Motoren auch für den Hobbybereich nutzbar
gemacht hat und andererseits durch die Entwicklung von bürstenlosen Außenläufer-Motoren. Die-
se besitzen eine rotierende Motorglocke und eine feststehende Wicklung. Dadurch haben sie eine
niedrige Drehzahl und ein sehr hohes Drehmoment. Sie machen damit ein Getriebe in vielen Fällen
überflüssig. Auch für Kleinstfluggeräte konnten kleine Versionen dieser Außenläufer erfolgreich
eingesetzt werden. Problematisch für die Integration solcher, aus dem Modellbaubereich stam-
mender Motoren in das Entwurfsverfahren ist, dass keine Daten oder Motorkennlinien über sie zur
Verfügung stehen. Da die Ermittlung dieser Daten sehr zeit- und arbeitsaufwändig ist, wurde für
das Entwurfsprogramm auf hochwertige Industriemotoren zurückgegriffen. Parallel dazu wurde
ein Motorprüfstand entwickelt, der zukünftig die Ermittlung der Motorkennlinien kleiner Elektro-
motoren ermöglicht [34].
Die Datenbank enthält Motoren der Firmen Maxon und Faulhaber. Motoren dieser Firmen wurden
erfolgreich in realisierten Kleinstfluggeräten eingesetzt. Die Motoren zeichnen sich durch ein sehr
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niedriges Leistungsgewicht und eine hohe Lebensdauer aus. Sie sind in vielen verschiedenen Bau-
größen und Leistungsklassen verfügbar. Durch die von den Firmen bereitgestellten Kenndaten der
Motoren ist es möglich, die vollständigen Motorkennlinien im Auslegungsprozess zu verwenden.
Momentan umfasst die Datenbank die typischen Kennwerte zur Berechnung der Motorkennlinien,
sowie die Massen und Abmessungen von über 180 verschiedenen Motoren. Mit diesen Daten kön-
nen die Betriebspunkte der Motoren für die geforderten Drehzahl-Drehmoment-Kombinationen
berechnet [40] und miteinander verglichen werden. Abbildung 3.4.9 zeigt die der Motorauswahl
zugrunde liegenden Kennlinien.
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Abb. 3.4.9: Motorauswahl anhand der charakteristischen Kennwerte der Motoren
Im ersten Schritt wird die theoretische Leerlaufdrehzahl n0theor des Motors für die geforderte Drehzahl-
Drehmoment-Kombination der Luftschraube ermittelt. Diese ergibt sich aus der motorcharakteri-
stischen Steigung der n-M-Kennlinie:
n0theor = nB +
∆n
∆M MB . (3.4.15)
Ist die theoretische Leerlaufdrehzahl bekannt, wird die Spannung bestimmt, mit der der Motor
betrieben werden muss, um diese Drehzahl aufzubringen. Dazu dient die Drehzahlkonstante kn,
die ebenfalls für jeden Motor charakteristisch ist:
UB =
n0theor
kn
. (3.4.16)
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Mit Hilfe der Drehmomentkonstante kM lässt sich in ähnlicher Weise der benötigte Strom in diesem
Betriebspunkt ermitteln:
IB =
MB
kM
. (3.4.17)
Abschließend wird anhand der vorher bestimmten Werte der Wirkungsgrad des Motors im Betriebs-
punkt berechnet:
η = 2pi ·MBnB60 · IBUB . (3.4.18)
Die Berechnung der Spannung, des Stroms und des Wirkungsgrades wird für beide Betriebspunk-
te, Horizontalflug und Steigflug, durchgeführt. Eine erste Vorauswahl der Motoren erfolgt dann
anhand der notwendigen Versorgungsspannung im Steigflug. Es kommen nur Motoren mit ei-
ner Versorgungsspannung kleiner als 11.1 V in die engere Auswahl. Diese Spannung entspricht
der Nennspannung von drei in Reihe geschalteten Lithium-Polymer Zellen. Diese Begrenzung
wurde aufgrund der verfügbaren Drehzahlsteller eingefügt. Diese versorgen über ihre BEC-Seite
den Empfänger und die Servos mit den notwendigen 5 V. Dazu muss die Akkuspannung durch
Spannungsregler auf diese 5 V herunter geregelt werden. Bei einer hohen Akkuspannung bedeutet
dies eine hohe Verlustleistung, die in Form von Wärme abgeführt werden muss. Eine hohe Span-
nungsdifferenz führt dadurch in vielen Fällen zu einer Überhitzung und zum Ausfall der BEC-
Versorgung. Die gleichen Zusammenhänge treten auch bei der Versorgung des Regelungssystem
auf, welches ebenfalls über einen Spannungsregler mit 5 V versorgt wird. Durch die eingefügte
Begrenzung wird die Ausfallwahrscheinlichkeit dieser Komponenten und damit der Verlust des
Fluggerätes stark reduziert.
Für den Motor kann die Versorgungsspannung theoretisch beliebig erhöht werden, allerdings wird
durch die auftretende Überhitzung die Berechnung anhand der Kennlinien unmöglich und die Le-
bensdauer der Motoren stark herabgesetzt. Deshalb werden im Optimierungsverfahren nur Moto-
ren ausgewählt, deren Versorgungsspannung ihre Nennspannung um nicht mehr als das 3.5-fache
überschreitet. Dieser Faktor konnte aus den bisherigen Einsätzen der Motoren als Grenzwert iden-
tifiziert werden, bei dem die Motorlebensdauer in einem vertretbaren Maße verkürzt wird.
Drehzahlsteller
Der Drehzahlsteller hat die Aufgabe, dass Kommando des Regelungssystems oder des Piloten in
eine entsprechende Motorspannung umzusetzen. Dazu wird die Versorgungsspannung des Akkus
in Impulse zerlegt. Je kleiner die Impulse, desto geringer ist die am Motor anliegende Spannung.
Der Drehzahlsteller muss in der Lage sein die geforderte Leistung an den Motor abzugeben, d.h.
Spannung und Strom dürfen die Grenzwerte des Drehzahlstellers nicht überschreiten.
Zusätzlich muss der Drehzahlsteller den Empfänger und die Servos über sein BEC-System mit
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einer 5 V-Spannung versorgen. Dies ist bei allen heutigen Drehzahlstellern Standard und kann
deshalb nicht als Auswahlkriterium genutzt werden. Die Leistung die BEC-Versorgungsstufe kann
sich jedoch durchaus unterscheiden. Eine hohe Leistung ist hier aufgrund der oben schon erwähn-
ten hohen Wärmeentwicklung von Vorteil, jedoch auch nicht relevant für die Auswahl des Dreh-
zahlstellers. Da über die Wirkungsgrade der Drehzahlsteller keine Erkenntnisse vorliegen, können
auch sie nicht für die Auswahl genutzt werden. Neben den Kennwerten für Strom und Spannung
ist daher die Masse das Auswahlkriterium. Es wird der Drehzahlsteller ermittelt, der die Anforde-
rungen mit der geringsten Masse erfüllt.
Energiespeicher
Der Energiespeicher stellt aufgrund seiner großen Masse eine weitere wichtige Komponente für
den gesamten Auslegungsprozess dar. In den letzten Jahren wurde der Markt der Energiespeicher
durch die Einführung immer neuer Technologien revolutioniert. Durch die immer weitere Ver-
breitung von kabellosen Geräten wie Mobiltelefonen, Organizern oder Notebooks wird die Ent-
wicklung auf dem Gebiet der Energiespeicher sehr schnell vorangetrieben. Zur Zeit sind dabei
Lithium-Polymer-Zellen der Stand der Technik. Aber eine neue Technologie der Firma fortu [21]
mit einem anorganischen Batterieprinzip verspricht eine nochmals erhöhte Energiedichte. Ein En-
de der Entwicklung scheint hier noch nicht erreicht. Abbildung 3.4.10 [21] zeigt die theoretisch
erreichbare und die in der Praxis übliche Energiedichte zur Zeit verfügbarer Akkutypen. Die Dif-
ferenz zeigt deutlich, dass auch bei existierenden Typen das Optimum noch nicht erreicht ist.
Im Entwurfsverfahren werden die aktuell verfügbaren Lithium-Polymer-Zellen betrachtet. Diese
stellen im Moment das Optimum der möglichen Energiedichte dar. Auch ihr anfänglicher Nachteil
einer geringen Belastbarkeit wird durch immer neuere Entwicklungen zunehmend behoben. Die
Datenbank enthält die zur Zeit erhältlichen Zellentypen der marktführenden Firma Kokam.
Die Auswahl des Zellentyps und der Verschaltung der Zellen untereinander erfolgt in Abhängigkeit
der Motordaten und der vom Anwender geforderten Flugzeit. Dazu wird in einem ersten Schritt
die notwendige Kapazität in Ah berechnet:
C =
t f lug
3600 ·
(
0.8 · IMhor +0.2 · IMsteig + IKomp
)
. (3.4.19)
Der Strom IKomp entspricht dabei dem Strombedarf der übrigen elektrischen Komponenten und
wird im Entwurfsverfahren mit einem Wert von 500 mA angenommen. Ist die geforderte Kapa-
zität bekannt, werden alle in der Datenbank enthaltenen Zellentypen untersucht. Anhand der vom
jeweiligen Motor benötigten Versorgungsspannung wird die Anzahl der in Reihe geschalteten Ak-
kuzellen bestimmt. Da jede Zelle eine Nennspannung von 3.7 Volt besitzt, ergibt sich die Anzahl
der Zellen zu
nAkku =
UM
3.7
(3.4.20)
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Abb. 3.4.10: Vergleich der praktischen und theoretischen spezifischen Energie verschiedener existierender
Zellenarten [21]
wobei nAkku auf den nächst höheren Wert aufgerundet wird. Im nächsten Schritt wird nun ermittelt,
ob die Kapazität oder die maximale Strombelastbarkeit der einzelnen Akkus geringer ist, als benö-
tigt. Ist dies der Fall, wird ein weiterer Akkublock parallel geschaltet, was bei Lithium-Polymer-
Zellen ohne Probleme möglich ist. Mit der Parallelschaltung verdoppeln sich die Kapazität, sowie
die Belastbarkeit. Dieser Vorgang wird für jeden Zellentyp solange wiederholt, bis beide Forde-
rungen erfüllt sind. Ist dies für alle Zellentypen durchgeführt worden, wird der Zellentyp ausge-
wählt, der die Forderungen mit der geringsten Gesamtmasse erfüllt. Ist dabei die Massendifferenz
zwischen verschiedene Antriebskombinationen kleiner als 5 g, wird die Kombination mit einer
geraden Anzahl von Akkupacks ausgewählt, da dann eine höhere Wahrscheinlichkeit besteht, die
Akkus vollständig in die Flügelstruktur integrieren zu können.
3.5 Anordnung der Ausrüstungskomponenten
Die Anordnung der einzelnen Ausrüstungskomponenten an sinnvolle Positionen stellt einen sehr
komplexen Vorgang dar. Mit der Anordnung werden mehrere Ziele verfolgt. Das wichtigste Ziel
ist, die Bauteile so anzuordnen, dass der berechnete Sollschwerpunkt erreicht wird. Weiterhin soll
eine Symmetrie des Fluggerätes bezüglich seiner Längsebene (xz-Ebene) entstehen, so dass eine
zusätzliche Kopplung der Längs-und Seitenbewegung weitgehend vermieden werden kann. Die
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Ausrüstungskomponenten sollen dabei möglichst in die Flügelflächen integriert werden, damit der
Rumpfquerschnitt und damit auch der Formwiderstand gering bleiben. Als Nebeneffekt der An-
ordnung sollen die Trägheitsmomente maximiert werden, um so die Frequenzen der Eigenbewe-
gungen niedrig zu halten.
Um diese Ziele zu erfüllen, wurde die Vorgehensweise an das praktische Vorgehen beim Bau ei-
nes Flugmodells angelehnt. Es wurde eine bestimmte Reihenfolge für die einzelnen Komponenten
festgelegt und auch ihre Position untereinander weitgehend fixiert. Zur Anordnung der Komponen-
ten wird das in Abbildung 3.2.1 links dargestellte Hilfskoordinatensystem (Index ff) verwendet.
Als erste Komponente wird der Motor angeordnet. Er liegt mittig im Flügel und seine Vorderkante
schließt mit der Flügelvorderkante ab. Auf eine Anordnung als Heckantrieb wird verzichtet, da
durch die Verwendung der leichten Lithium-Polymer-Akkus der Schwerpunkt dann nicht mehr
ohne zusätzlichen Bauaufwand, z.B. durch die Verwendung einer Fernwelle, erreichbar ist. Als
nächste Komponente wird der Drehzahlsteller positioniert. Da die Verbindungskabel vom Motor
zum Drehzahlsteller möglichst kurz sein sollen, um Störungen weitgehend zu vermeiden, wird
dieser mit geringen Abstand direkt hinter dem Motor angeordnet. Nach der Anordnung des Dreh-
zahlstellers wird der Flugregler platziert. Er wird 2 cm hinter dem Drehzahlsteller soweit in die
Struktur eingelassen, dass seine Oberkante nicht mehr aus der Flügelstruktur ragt. Anschließend
wird der Empfänger 1 cm hinter dem Regler eingebaut, wodurch eine gute räumliche Trennung
zwischen dem Empfänger und den Antriebskomponenten gewährleistet ist. Es wird dabei über-
prüft, ob die Position des Empfängers die Länge der Wurzeltiefe überschreitet. Ist dies der Fall,
wird der Empfänger um 90 Grad gedreht, so dass er seine geringste Abmessung in x-Richtung
besitzt.
Die Anordnung der Aktuatoren richtet sich nach ihrer Anzahl und ihrer Funktion. Die Servos
für die kombinierten Höhen-/Querruder, die sogennanten Elevons, werden soweit wie möglich in
Spannweitenrichtung nach vorne und nach außen geschoben. Damit sollen einerseits eine vordere
Schwerpunktlage und andererseits größtmögliche Trägheitsmomente gewährleistet werden. Auf-
grund der Geometrie der Konfiguration kann es jedoch auch nötig sein, Servos mittig anzuordnen.
Dies ist z.B. bei einem sehr dünnen Flügel notwendig. Dann ist eine Überprüfung notwendig, die
Positionskonflikte mit den anderen Bauteilen vermeidet. Die Servos werden dann soweit wie nötig
und möglich in der Mitte neben den weiteren Bauteilen angeordnet. Als nächste Komponente wird
die Nutzlast angeordnet. Hier wird von einer Videokamera ausgegangen, die nach vorne schauen
soll. Daher wird sie unterhalb des Motors integriert.
Als letzte Ausrüstungskomponente mit der höchsten Masse werden die Akkuzellen positioniert.
Ihre x-Position ist durch die Lage des Sollschwerpunktes und der bis dahin bestimmten Ist-Schwer-
punktlage definiert:
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xAkku f f =
∑i mi · xSPSoll f f −∑i mi · xi f f
mAkku
. (3.5.1)
Anhand der Verschaltung der Akkuzellen wird ihre Anordnung im Flügel bestimmt. Ist eine ge-
rade Anzahl von parallelgeschalteten Akkupacks vorhanden, wird versucht, diese rechst und links
gleichmäßig in die Flügelstruktur zu integrieren. Ist dies aufgrund der x-Position, der Profildicke
oder der Lage anderer Komponenten nicht möglich, so werden die Akkus unterhalb der anderen
Bauteile mittig platziert. Ist eine ungerade Anzahl von parallelgeschalteten Akkuzellen vorhan-
den, wird ebenfalls versucht, die darin enthaltenen geraden Anteil in die Flügel zu integrieren. Der
einzelne Akkublock wird dann mittig platziert wird. Gibt es bei der Anordnung im Flügel Konflik-
te mit weiteren Bauteilen, werden alle Akkus hintereinander, mittig unter den anderen Bauteilen
angeordnet. Liegt nach der Anordnung die Vorderkante der Akkus vor der Motorvorderkante, wer-
den alle in der Symmetrieebene (xz-Ebene) positionierten Komponenten in Richtung Flügelspitze
verschoben, bis die Akkuvorderkante hinter der Motorvorderkante liegt. Im letzten Schritt wird
der Motor so in z-Richtung verschoben, dass die Schubachse durch den Schwerpunkt läuft. Damit
wird ein zusätzliches Nickmoment durch den Motor vermieden.
Sind alle Komponenten platziert, wird überprüft, welche Komponenten an welcher Stelle aus der
Flügelstruktur ragen. Anhand dieser Daten wird dann ein entsprechender, aus Ellipsenanteilen kon-
struierter, Rumpf generiert.
3.6 Simulation
Die nichtlineare Simulation des Gesamtsystems dient der Analyse des dynamischen Verhaltens
der Konfiguration als Reaktion auf Steuer- und Störgrößen. Zur realistischen Wiedergabe des Ver-
haltens enthält die Simulation Modelle der einzelnen Teilsysteme, wie z.B. das in Kapitel 3.4.2
beschriebene Aktuatormodell. Ebenfalls in die Simulation integriert ist ein Wind- und Turbulenz-
modell, welches auf die niedrigen Fluggeschwindigkeiten von Kleinstfluggeräten abgestimmt ist
und zur Simulation äußerer Störungen benötigt wird.
Während des Entwurfs- und Optimierungsverfahrens wird die Simulation linearisiert und zur Er-
mittlung der Eigenbewegungsformen verwendet. Sie stellt das Kernmodul zur Beurteilung der
Flugeigenschaften der Konfiguration dar. Ist die Auslegung beendet, werden mit Hilfe der nichtli-
nearen Simulation die Reaktionen des Fluggerätes auf verschiedene Steuerkommandos und äußere
Störungen untersucht. Für die Bewertung des Auslegungsverfahrens können die Simulationsergeb-
nisse direkt mit gemessenen Daten aus den Flugversuchen verglichen werden. Nähere Einzelheiten
dazu werden in Kapitel 7 erläutert.
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3.6.1 Bewegungsgleichungen
Als Grundlage für die numerische Simulation wird das nichtlineare Differentialgleichungssystem
nach Brockhaus [12] verwendet, das für die Anwendung auf unsymmetrische Fluggeräte entspre-
chend erweitert wurde.
Die Aufstellung der Gleichungen erfolgt im flugzeugfesten Koordinatensystem (Index f) nach DIN
9300 [16]. Die Bewegung des Fluggerätes in sechs Freiheitsgraden lässt sich durch vier Vektor-
differentialgleichungen beschreiben. Die aerodynamischen Kräfte und Momente sowie die Schub-
kräfte und -momente sind in diesen Gleichungen zu resultierenden Kräften und Momenten zusam-
mengefasst.
Die erste dieser Differentialgleichungen ist die der Translationsgeschwindigkeiten. Sie ergibt sich
aus dem Impulssatz im Flugzeugschwerpunkt und lautet:
(
d ~VK
dt
) f
f
=


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v˙K
w˙K

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
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pKvK −qKuK


f
. (3.6.1)
Aus dieser Differentialgleichung kann durch Transformation und Integration die Differentialglei-
chung der Flugzeugposition relativ zu einem Startpunkt bestimmt werden:
d~sg
dt =
~VKg =

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x˙
y˙
z˙

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g
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f
. (3.6.2)
Die dritte Gleichung ergibt sich aus dem Drehimpulssatz zur Berechnung der Drehgeschwindig-
keiten. Sie beschreibt das Momentengleichgewicht um den Schwerpunkt. Die folgende Differen-
tialgleichung gilt für ein unsymmetrisches Fluggerät, da die Gleichung mit einem vollbesetzten
Trägheitstensor aufgestellt wurde:
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mit
T−1 =
1
det(T)


IyIz− I2yz IzIxy− IyzIxz IyIxz− IxyIyz
IzIxy− IyzIxz IxIz− I2xz IxIyz− IxyIxz
IyIxz− IxyIyz IxIyz− IxyIxz IxIy− I2xy

 (3.6.4)
det(T) = IxIyIz−2IxyIxzIyz− IxI2yz− IyI2xz− IzI2yz . (3.6.5)
Die Integration der Drehgeschwindigkeitskomponenten liefert die Zustandsvariablen der Flug-
zeuglage. Die entsprechende Gleichung lautet:
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Grundsätzlich kann davon ausgegangen werden, dass die Fluggeräte nach der Bauteilanordnung
eine symmetrische Massenverteilung bezüglich der xz-Ebene besitzt. Um das Entwurfsverfahren
aber nicht auf diese Fälle zu beschränken, wurden die Gleichungen für einen vollbesetzten Träg-
heitstensor aufgestellt.
Wind- und Turbulenzmodell
Um die Reaktionen der Fluggeräte auf äußere Störungen untersuchen zu können, ist ein Wind-
und Turbulenzmodell in die Simulation integriert. Da auf Grund der Nichtlinearität der strömungs-
mechanischen Gleichungen eine vollständige Beschreibung der Luftbewegung aber unmöglich ist,
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wurden zur Abschätzung der Windeinflüsse vereinfachte Modelle implementiert. Sie erlauben so-
wohl die Simulation von stochastischem Wind in Form von Turbulenz, als auch die Vorgabe von
bestimmten Böen und Windrichtungen als deterministischer Wind. Da für die vorliegende Arbeit
nur die Vorgabe von deterministischem Wind verwendet wird, beschränkt sich auch die folgende
Darstellung auf diesen Fall.
Der deterministischen Wind kann durch die zeitliche oder räumliche Vorgabe der drei Komponen-
ten des Windvektors
~VWg =


uW
vW
wW


g
(3.6.7)
in die Simulation integriert werden. In der Simulation implementiert sind die Möglichkeiten zur
Vorgabe eines konstanten Windes, einer Stufenböe, einer Rampenböe und einer (1-cos)-Böe. Bei
allen Windvorgaben kann der Betrag und die Richtung des Windes bestimmt werden.
Die Kopplung zwischen dem Wind und der Flugzeugbewegung erfolgt über die Geschwindigkeits-
beziehung
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die in die Berechnung der aerodynamischen Kräfte und Momente eingeht. Die Matrix M f g ist die
Transformationsmatrix vom erdfesten in das flugzeugfeste Koordinatensystem. Sie hat folgende
Form:
M f g =


cosΨcosΘ sinΨcosΘ −sinΘ
cosΨsinΘsinΦ− sinΨcosΦ sinΨsinΘsinΦ+ cosΨcosΦ cosΘsinΦ
cosΨsinΘcosΦ+ sinΨsinΦ sinΨsinΘcosΦ− cosΨsinΦ cosΘcosΦ

 . (3.6.9)
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3.6.2 Linearisierung
Da die vollständige Simulation des Fluggerätes während des Entwurfs- und Optimierungsprozes-
ses zu zeitaufwändig und auch die Ermittlung der Flugeigenschaften aus den numerischen Ergeb-
nissen zu komplex ist, wird die Simulation im Arbeitspunkt, dem Flugzustand des Reisefluges,
linearisiert. Dieser Flugzustand entspricht dem in Kapitel 3.1.5 beschriebenem Auslegungspunkt,
bei dem das Fluggerät einen ausgetrimmten Horizontalflug durchführt.
Durch die Linearisierung ergibt sich ein lineares Zustands-Gleichungssystem in der Form
x˙(t) = A x(t)+Bu(t) (3.6.10)
y(t) = C x(t)+Du(t) . (3.6.11)
Dieses Gleichungssystem ermöglicht die Analyse des dynamischen Verhaltens des Systems bei
kleinen Abweichungen vom Arbeitspunkt. Im Entwurfsverfahren wird das Gleichungssystem zur
Bestimmung der Eigenbewegungsformen verwendet und befindet sich daher immer im Gültigkeits-
bereich. Für diese Beurteilung der Flugeigenschaften mit Hilfe der Eigenbewegungsformen wird
während des Entwurfsprozesses nur der homogene Teil der Differentialgleichung x˙(t) = A x(t)
benötigt. Dieser charakterisiert die Eigenbewegungen des Systems.
3.6.3 Bestimmung der Eigenbewegungsformen
Die Eigenwerte, die das Eigenverhalten bestimmen, erhält man aus der Matrix A durch Lösen der
charakteristischen Gleichung:
det (λI−A) = 0 . (3.6.12)
Die Zuordnung der Eigenwerte zu den Bewegungsformen der Konfiguration ist jedoch proble-
matisch, da kein mathematischer Zusammenhang zwischen dem Aufbau der Matrix A und ihren
Eigenwerten besteht, der eine direkte Zuordnung ermöglicht. Weiterhin verfügt die Matrix A, ne-
ben den Eigenwerten der charakteristischen Bewegungen, über zusätzlich Eigenwerte, die durch
die dynamischen Anteile der nichlinearen Simulation, wie z.B. die Aktuatordynamik, begründet
sind. Diese Eigenwerte erschweren die Indentifizierung der charakteristischen Eigenbewegungen.
Die einzige Möglichkeit der Zuordnung der Eigenwerte zu den Eigenbewegungen basiert daher auf
dem Zusammenhang zwischen den Eigenvektoren, die die Bewegungsanteile der Zustandsgrößen
gewichten, und den Eigenwerten:
(eiI−A)vi = 0 . (3.6.13)
Kann eine Bewegungsform einem Eigenvektor zugeordnet werden, dann kann auch der entspre-
chende Eigenwert der Bewegung bestimmt werden. Notwendig dazu ist die Kenntnis der Anord-
nung der Zustandsgrößen im Vektor x˙, wodurch die Einträge der Eigenvektoren als Bewegungen
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in diesen Zustandsgrößen interpretiert werden können.
Da aufgrund der Bauteilanordnung immer ein bezüglich der Längsebene symmetrisches Fluggerät
vorhanden ist, können in einem ersten Schritt die Eigenwerte nach der Zugehörigkeit zu Längs- und
Seitenbewegung aufgeteilt werden. Die Aufteilung erfolgt durch eine Betrachtung der Eigenvekto-
ren. Beschränkt man die Betrachtung auf die zwölf in Kapitel 3.6.1 betrachteten Zustandsgrößen,
so sind für die Längsbewegung alle Elemente der Eigenvektoren der Zustandsgrößen der Seiten-
bewegung gleich Null. Sie haben keinen Anteil an den Bewegungsformen der Längsbewegung. In
gleicher Weise kann die Betrachtung auch für die Seitenbewegung durchgeführt werden. In einem
weiteren Schritt können, durch Fallunterscheidungen anhand der Eigenwerte, die Eigenvektoren
der charakteristischen Bewegungen des Fluggerätes von den weiteren Eigenvektoren getrennt wer-
den.
Damit müssen diese Eigenvektoren, die schon nach Längs- und Seitenbewegung getrennt sind, den
einzelnen Eigenbewegungsformen zugeordnet werden. Dies erfolgt anhand der einzelnen Bewe-
gungsanteile in den Eigenvektoren, zusammen der Kenntnis, dass die im Entwurfsverfahren be-
trachteten Kleinstfluggeräte über die für Starrflügelfluggeräte typische Wurzelverteilung des cha-
rakteristischen Polynoms verfügen. Die Längsbewegung ist durch die periodischen Bewegungen
der Anstellwinkelschwingung und der Phygoide bestimmt, die durch zwei konjugiert komplexe
Polstellen deutlich werden. Die Seitenbewegung wird durch eine periodische Bewegung, die Tau-
melschwingung, und durch die zwei aperiodischen Bewegungen, Roll- und Spiralbewegung, cha-
rakterisiert. Die Seitenbewegung ist somit durch ein konjugiert komplexes Polpaar und zwei reele
Pole bestimmt.
Anhand von Abbildung 3.6.1, die die Eigenvektoren der charakteristischen Bewegungen und die
zugehörigen Eigenbewegungsformen zeigt, soll dieses Vorgehen erläutert werden.
Nach den oben erläuterten Zusammenhängen sind für die Längsbewegung 4 Eigenvektoren zu
betrachten. Jeweils zwei dieser Eigenvektoren gehören zu einem komplexen Polpaar der charakte-
ristischen Gleichung und sind betragsmäßig gleich. Vergleicht man nun die beiden betragsmäßig
verschiedenen Eigenvektoren, die in Abbildung 3.6.1 der Phygoide und der Anstellwinkelschwin-
gung schon zugeordnet sind, so wird deutlich, dass sich die Hauptanteile der Bewegungen deutlich
unterscheiden. Bei dem Eigenvektor der Phygoide haben die Geschwindigkeitskomponente u f , so-
wie der Koordinaten xg und zg die größten Anteile an der Bewegung. Dies stimmt mit der Tatsache
überein, dass die Phygoide eine Bahnschwingung ist, an der hauptsächlich die Bahngeschwin-
digkeit und der Bahnwinkel beteiligt sind. Mit der Änderung der Bahngeschwindigkeit ändern
sich auch die körperfesten Geschwindigkeitskomponenten. Da bei der Phygoide der Anstellwin-
kel näherungsweise konstant bleibt, ist die betragsmäßig größte Änderung in u f zu erwarten. Die
Bewegungsanteile der Koordinaten xg und zg geben über die Beziehung γ = arctan(−z˙g/x˙g) den
Bahnwinkel wieder. Aus dieser Betrachtung lässt sich dieser Eigenvektor der Phygoide zuordnen.
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Bestätigt wird diese Zuordnung durch die Betrachtung des zweiten Eigenvektors. Hier liegen die
Haupt-Bewegungsanteile in der Geschwindigkeitskomponente w f und der Nickrate q f . Beide Zu-
standsgrößen deuten auf die Anstellwinkelschwingung hin. Die Geschwindigkeitkomponente w f
repräsentiert dabei die Anstellwinkeländerung, während q f direkt auf die Anstellwinkelschwin-
gung schließen lässt, da diese in der Nickrate besonders ausgeprägt ist. Bezieht man die Kenntnis
in die Zuordnung mit ein, dass die Phygoide meist niederfrequenter und schwächer gedämpft ist
als die Anstellwinkelschwingung, so lässt sich die Zuordnung dadurch nochmals bestätigen.
Für die Seitenbewegung kann diese Betrachtung in ähnlicher Weise durchführt werden. Dabei lässt
sich die Taumelschwingung aufgrund ihrer konjugiert komplexen Eigenvektoren direkt identifizie-
ren. Auch die Bewegungsanteile des zugehörigen Eigenvektors, die Geschwindigkeitskomponente
v f , sowie die Drehraten p f und r f lassen hier auf die Taumelschwingung schließen. Die Aufteilung
zwischen Roll- und Spiralbewegung erfolgt ebenfalls problemlos, wie man auch anhand der Abbil-
dung 3.6.1 nachvollziehen kann. Die Rollbewegung wird hauptsächlich durch eine Bewegung in
p f charakterisiert, während bei der Spiralbewegung der Haupteinfluss in der Koordinaten y f liegt.
Auch hier kann die Zuordnung durch den Vergleich mit der Lage der Eigenwerte bestätigt werden,
da die Spiralbewegung meist deutlich näher am Stabilitätsrand liegt als die Rollbewegung.
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Abb. 3.6.1: Eigenvektoren: Anteile der Zustandsgrößen an den charakteristischen Bewegungen
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4 Auslegungsprozess
Der Auslegungsprozess des Kleinstfluggerätes lässt sich in zwei Arbeitsschritte einteilen. Im er-
sten Schritt wird eine Startkonfiguration ausgelegt, bei deren Bestimmung die Vorgaben an die
Flugleistungen berücksichtigt werden. Im zweiten Schritt wird diese Konfiguration mit Hilfe ei-
nes Optimierungsverfahrens an die weiteren Missionsanforderungen angepasst. Das Endergebnis
des Auslegungsprozesses ist dann ein bestmöglich auf die Missionsanforderungen abgestimmtes
Fluggerät.
4.1 Startkonfiguration
Die Auswahl der Startkonfiguration basiert auf den bisher gemachten Erfahrungen mit der Aus-
legung und Erprobung von Kleinstfluggeräten und den daraus gewonnenen Erkenntnissen. Diese
Erkenntnisse ermöglichen eine optimierte Auslegung der Startkonfiguration, die die Grundlage für
das anschließende Optimierungsverfahren bildet.
4.1.1 Massenabschätzung
Der erste Schritt zur Bestimmung der Startkonfiguration ist die Abschätzung der Gesamtmasse des
Fluggerätes. Da der Anwender nur die in Kapitel 2 vorgestellten Missionsanforderungen vorgibt,
muss die Massenabschätzung auf diesen basieren.
Für die Abschätzung wird davon ausgegangen, dass die geforderte Flugzeit und die zu transportie-
rende Nutzlastmasse den größten Einfluss auf die Gesamtmasse des Fluggerätes besitzen. Einflüsse
anderer Anforderungen, wie z.B. der Reichweite, werden in der Abschätzung nicht berücksichtigt,
da sie nur eine untergeordnete Rolle spielen.
Die Abschätzung basiert auf Faktoren, die multipliziert mit einem Nutzlastfaktor die Massenantei-
le einzelner Teilsysteme repräsentieren:
m∗T S = cT S fNutzlast . (4.1.1)
Der Nutzlastfaktor, der im folgenden Abschnitt näher erläutert wird, hängt kubisch von der vom
Anwender vorgegebenen Nutzlastmasse ab und berechnet sich nach der folgenden Formel:
fNutzlast = m3Nutzlast ·50[kg−2]+0.006[kg] . (4.1.2)
Für die Massenabschätzung wird das Fluggerät in drei Teilsysteme aufgeteilt. Der erste Faktor
wird zur Ermittlung der Strukturmasse verwendet, der zweite beschreibt den Massenanteil der not-
wendigen Ausrüstungskomponenten zur Steuerung des Fluggerätes, wie zum Beispiel Regler und
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Aktuatoren, und der dritte Faktor gibt den Anteil des Antriebsstranges, bestehend aus Motor, Dreh-
zahlsteller und Energiespeicher wieder. Da nur von wenigen Kleinstfluggeräten detaillierte Anga-
ben über die Massenaufteilungen verfügbar sind und diese sich größtenteils deutlich von der hier
untersuchten Konfigurationsart unterscheiden, konnten die Faktoren nicht von vorhandenen Daten
abgeleitet werden. Die Faktoren wurden daher mittels Beispielrechnungen anhand des Entwurfs-
verfahrens ermittelt. Während für die Faktoren des Strukturanteils und des Anteils der Steuerungs-
komponenten konstante Werte angenommen werden, enthält der Faktor für den Antriebsanteil die
Abhängigkeit von der Flugzeit. Die Beispielrechnungen führten zu folgenden Faktoren:
Strukturfaktor: cStruktur = 3
Hardwarefaktor: cHardware = 6.5
Antriebsfaktor: cAntrieb = 6+(t f lug/600[s−1])2 .
Die abgeschätzte Gesamtmasse der Startkonfiguration ergibt sich dann nach der Gleichung
m∗ = fNutzlast(1+ cStruktur + cHardware + cAntrieb) ·1.1 (4.1.3)
aus der Summe der Faktoren, einschließlich des Faktors 1 für die Nutzlast selber, multipliziert mit
dem Nutzlastfaktor und einer zusätzlichen Erhöhung um 10%. Diese 10% repräsentieren zusätz-
liche Massen durch Klebstoffe, Kabel oder Stecker. Da diese Anteile nicht direkt erfasst werden
können, werden sie während des gesamten Auslegungsprozesses durch eine Erhöhung der Gesamt-
masse um 10% berücksichtigt.
Der Nutzlastfaktor nach Gleichung 4.1.2, der die Massenabschätzung maßgeblich beeinflusst, wur-
de ebenfalls mittels des Entwurfsverfahrens ermittelt. Dazu wurde die tatsächliche Masse von
Kleinstfluggeräten für verschiedene Nutzlastmassen und Flugzeiten anhand des Verfahrens berech-
net. Der Nutzlastfaktor wurde so gewählt, dass die Massenabschätzung stets zu einer geringeren
Masse führt, als sie das ausgelegte Fluggerät tatsächlich hat. Grund dafür sind die diskontinuier-
lichen Abstufungen der Antriebskomponenten (Motoren, Drehzahlsteller und Energiespeicher) in
den Datenbanken, die zu einem ebenfalls diskontinuierlichen Verlauf der Massenabschätzung füh-
ren. Steigt z.B. der Leistungsbedarf des Fluggerätes nur leicht an, wird eventuell ein Motor mit
einer höheren Abgabeleistung benötigt. Dieser Motor besitzt aber aufgrund der diskontinuierli-
chen Abstufung der Motoren in der Datenbank eine deutliche erhöhte Masse gegenüber dem zuvor
ausgewählten Motor. Diese führt zu einem sprunghaften Anstieg der Motormasse und damit auch
zu einer Steigerung der Gesamtmasse. Die höhere Gesamtmasse führt wiederum zu einem wei-
teren Anstieg des Leistungsbedarfs und macht damit eventuell einen noch leistungsstärkeren und
schwereren Motor notwendig. Auch für die anderen Antriebskomponenten ergeben sich ähnliche
Zusammenhänge. Die Folge ist, dass das in Kapitel 4.1.3 beschriebene Iterationsverfahren diver-
giert. Wird die Massenabschätzung dagegen niedrig angesetzt, nähert sich das Iterationsverfahren
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trotz des diskontinuierlichen Verlaufs einer sinnvollen Lösung schrittweise an. Die Konvergenz des
Verfahrens wird deutlich verbessert.
Die Gültigkeit dieser Vorgehensweise lässt sich anhand von Abbildung 4.1.1 erkennen. Für ver-
schiedene Nutzlastmassen und Flugzeiten sind dort die Massenabschätzungen (durchgezogenen
Linien) und die durch das Entwurfsverfahren berechneten tatsächlichen Massen der Fluggeräte
(gestrichelte Linien) aufgetragen. Deutlich sind hier die für die Konvergenz des Iterationsverfah-
rens notwendigen Differenzen zwischen den Massenabschätzungen und den tatsächlichen Massen
zu erkennen.
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Abb. 4.1.1: Vergleich zwischen der abgeschätzen und der berechneten tatsächlichen Masse von Kleinst-
fluggeräten
4.1.2 Geometrie
Ist die Masse abgeschätzt, muss die Geometrie der Startkonfiguration bestimmt werden. Dies sollte
durch einfache Zusammenhänge geschehen und Flugeigenschafts- und Flugleistungsaspekte glei-
chermaßen berücksichtigen.
Die Konfiguration sollte ein eigenstabiles Verhalten besitzen, welches keine hochfrequenten Re-
aktionen auf Stör- oder Führungsgrößen besitzt, da diese, aufgrund der Stellgeschwindigkeit der
Aktuatoren, durch den Flugregler teilweise nicht zu kompensieren sind. Zusätzlich sollte die Kon-
figuration über ausreichende natürliche Dämpfungen der Eigenbewegungen verfügen. Bei den Flu-
gleistungen ist ein geringer induzierter Widerstand anzustreben, so dass die geforderten Fluglei-
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stungen bei einem minimalen Energiebedarf erfüllt werden können.
Abb. 4.1.2: Induzierter Widerstand für linear zugespitze Flügel [41]
Aus diesen Forderungen ergeben sich folgende Zusammenhänge:
Der induzierte Widerstand eines Flügels lässt sich nach McCormick [41] berechnen zu:
CWi =
C2A
piΛ(1+δ) . (4.1.4)
Der induzierte Widerstand ist also abhängig vom Auftriebsbeiwert CA, der Streckung Λ und dem
Faktor δ, der die Abweichung des induzierten Widerstandes eines Tragflügels von demjenigen
eines ideal elliptischen Flügels wiedergibt. Abbildung 4.1.2 zeigt die Größenordnung von δ in
Abhängigkeit der Streckung und der Zuspitzung. Die geringste Erhöhung des induzierten Wider-
standes verglichen mit einem Flügel mit elliptischem Grundriss ergibt sich daraus bei einer Zuspit-
zung von 0.2 < λ < 0.4. Nach Gleichung 4.1.4 wird der induzierte Widerstand zusätzlich durch
eine Vergrößerung der Streckung reduziert. Diese führt gleichzeitig zu einer vergrößerten natürli-
chen Rolldämpfung [2].
Aufgrund der geringen Abmessungen von Kleinstfluggeräten kann die Streckung aber nur in ei-
nem geringem Maße erhöht werden und auch die Zuspitzung ist durch die notwendige Flügelflä-
che limitiert. Anhand der Erfahrung mit erfolgreich erprobten Kleinstfluggeräten [50] wurde für
die Startkonfiguration folgender Kompromiss gewählt. Die Zuspitzung wird auf λ = 0.4 und die
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Streckung Λ = 2.38 festgesetzt. Geht man von einer ungepfeilten Hinterkante des Fluggerätes aus,
so ergibt sich eine Vorderkantenpfeilung von ϕV K = 36◦. Diese hat einen weiteren positiven Ein-
fluss auf die statische Richtungs- und die Rollstabilität [2]. Zusammen mit dem Seitenleitwerk,
welches die Windfahnenstabilität erhöht, ergibt sich damit, nach den bisherigen Erfahrungen mit
Kleinstfluggeräten, eine ausreichende Eigenstabilität in der Seitenbewegung. Für das Seitenleit-
werk wurde eine Fläche von 13% der Flügelfläche und eine Streckung von ΛSLW = 1.3 ange-
nommen. Die Vorderkantenpfeilung des Seitenleitwerks wurde auf ϕV KSLW = 27◦ festgesetzt, die
Hinterkante ist gerade. Daraus ergibt sich eine Zuspitzung des Seitenleitwerkes von λSLW = 0.5.
Die Hinterkante des Seitenleitwerkes schließt bündig mit der Hinterkante des Flügels ab.
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Abb. 4.1.3: Flächenbelastung und Fluggeschwindigkeit realisierter Kleinstfluggeräte und Abhängigkeit der
Flächenbelastung von der Fluggeschwindigkeit nach Gleichung 4.1.5
Mit Hilfe der abgeschätzten Gesamtmasse werden die Abmessungen der Startkonfiguration durch
die Flächenbelastung festgelegt. Wie schon in Kapitel 2.1 erläutert, wird diese in Abhängigkeit von
der geforderten Fluggeschwindigkeit bestimmt, da aufgrund des geringeren Auftriebs bei gleichem
Anstellwinkel bei kleineren Fluggeschwindigkeiten eine geringere Flächenbelastung anzusetzen
ist als bei höheren Geschwindigkeiten. Für die angestrebte Flächenbelastung wurde, basierend auf
Daten realisierter Kleinstfluggeräte, folgende Abhängigkeit von der Fluggeschwindigkeit ermittelt:
G/S = (0.2[kg/sm2] ·V +0.75[kg/m2]) ·g[m/s2] . (4.1.5)
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Abbildung 4.1.3 zeigt die Werte von Fluggeschwindigkeit und Flächenbelastung realisierter Kleinst-
fluggeräte und den Zusammenhang dieser Größen nach Gleichung 4.1.5.
Aus der abgeschätzten Gesamtmasse und der gewählten Flächenbelastung kann die Flügelfläche
des MAV ermittelt werden:
S = mgG/S . (4.1.6)
Aus der Flügelfläche und der vorgegebenen Streckung ergibt sich die Spannweite der Konfigurati-
on zu:
b =
√
SΛ . (4.1.7)
Die weiteren geometrischen Größen der Startkonfiguration können dann in Abhängigkeit der Spann-
weite berechnet werden. Abbildung 4.1.4 fasst die relevanten geometrischen Größen der Startkon-
figuration zusammen.
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Abb. 4.1.4: Startkonfiguration
4.1.3 Massenrückkopplung
Nachdem die Masse abgeschätzt ist und die Geometriegrößen der Startkonfiguration bestimmt
sind, wird der Auslegungssprozess gestartet und die Startkonfiguration mit Hilfe der in Kapitel 3
beschriebenen Methoden vollständig berechnet. Nach der vollständigen Auslegung ist die tatsäch-
liche Masse der Startkonfiguration bekannt. Weicht diese um mehr als 5 g von der abgeschätzten
Masse ab, werden die Geometriegrößen der Konfiguration mit der tatsächlichen Masse neu berech-
net. Da sich bei einer Veränderung der geometrischen Größen der Leistungsbedarf und damit der
erforderliche Antrieb ändern kann, führt die Rückkopplung der Masse zu einem iterativen Prozess.
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Als Iterationsparameter wird nach Gleichung 4.1.8 die Bezugsfläche der Konfiguration verändert,
wodurch die Flächenbelastung konstant gehalten wird:
Sn = Sn−1 · mn
mn−1
bis |mn−mn−1|< 0.005[kg] . (4.1.8)
Wird die Bezugsfläche geändert, werden auch die Spannweite nach Gleichung 4.1.7, sowie die von
ihr abhängigen Größen nach Abbildung 4.1.4 verändert. Ist die Abbruchbedingung der Iteration er-
füllt, ist die Bestimmung der Startkonfiguration und damit der erste Teil des Auslegungsprozesses
abgeschlossen.
Zunächst wurde das zuvor beschriebene Iterationsverfahren etwas verändert angewendet. Anstatt
der abgeschätzten Gesamtmasse wurde eine korrigierte Masse, die die tatsächlichen Massenanteile
der Struktur und der Steuerungskomponenten enthielt, als erste Bezugsmasse verwendet. Dies war
damit begründet, dass diese Masse auch der Leistungsberechnung und der Antriebsauslegung zu-
grunde liegt. Die Verwendung dieser Masse führt dazu, dass die Flächenbelastung der ermittelten
Startkonfiguration von der nach Gleichung 4.1.5 berechneten abweichen kann. Die Startkonfigu-
ration der Anwendungsbeispiele I und II wurden mit dieser korrigierten Bezugsmasse ermittelt.
Um die Abweichung in der Flächenbelastung zu vermeiden, wurde das Iterationsverfahren für wei-
tere Anwendungsfälle, wie z.B. Anwendungsbeispiel III, so geändert, dass die geschätzte Masse
als Bezugsmasse verwendet wird.
Die anhand der bisher dargestellten Zusammenhänge ausgelegte Startkonfiguration erfüllt die Vor-
gaben des Anwenders bezüglich:
• der Fluggeschwindigkeit V
• der Steiggeschwindigkeit w
• der Flughöhe H
• der Flugzeit t f lug
• und der Reichweite R.
Zusätzlich können durch die Startkonfiguration auch schon weitere Anforderungen, z.B. an die
Flugeigenschaften, erfüllt werden. Dies ist jedoch abhängig von den Vorgaben des Anwenders, da
die weiteren Anforderungen nicht explizit bei der Bestimmung der Startkonfiguration berücksich-
tigt werden. Alle Missionsanforderungen, die noch nicht von der Startkonfiguration erfüllt werden,
werden durch das sich nun anschließende Optimierungsverfahren berücksichtigt.
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4.2 Optimierungsverfahren
Ziel des Optimierungsverfahrens ist es, die Startkonfiguration so zu verändern, dass die Missions-
anforderungen, die von der Startkonfiguration noch nicht erreicht werden, erfüllt werden. Diese
Missionsanforderungen werden durch die in Kapitel 4.2.1 näher erläuterten Optimierungsgrößen
repräsentiert. Zur Anpassung des Fluggerätes an die Missionsanforderungen können vom Opti-
mierungsverfahren die Optimierungsparameter, die in Kapitel 4.2.2 beschrieben werden, gezielt
verändert werden.
Da die gewünschte Konfiguration durch verschiedene Optimierungsgrößen charakterisiert wird,
die maximiert oder minimiert werden müssen, ergeben sich hohe Ansprüche an das Optimierungs-
verfahren. Insbesondere aufgrund der zahlreichen Abhängigkeiten der Optimierungsgrößen von
verschiedenen Optimierungsparametern ergeben sich komplexe Zusammenhänge, die zu wider-
sprüchlichen Forderungen an einzelne Parameter führen. Dadurch ist in vielen Anwendungsfällen
die Wahrscheinlichkeit sehr hoch, dass nicht alle Anforderungen an die Optimierungsgrößen op-
timal erfüllt werden können. Das Optimierungsverfahren ermittelt dann einen Kompromiss, der
alle Anforderungen bestmöglich erfüllt und somit ein gezielt an die Anforderungen angepasstes
Fluggerät darstellt.
Zur Beurteilung, inwieweit die Konfiguration die Anforderungen an die Optimierungsgrößen er-
füllt, wird eine Kostenfunktion (Kap. 4.2.3) verwendet. Diese muss vom Optimierungsverfahren
minimiert werden. Der Vorteil der Verwendung einer Kostenfunktion liegt darin, dass der Verlauf
der Optimierung anhand einer einzelnen Größe zu beurteilen ist. Zusätzlich besteht die Möglich-
keit, die Anforderungen an die Optimierungsgrößen verschieden stark zu gewichten, so dass in
der Kostenfunktion bestimmte Anforderungen hervorgehoben werden und andere weniger berück-
sichtigt werden. Dies ist z.B. notwendig, wenn zwei konkurrierende Anforderungen erfüllt werden
sollen. Bei Kleinstfluggeräten tritt dieser Fall z.B. auf, wenn das Fluggerät möglichst klein und
auch die Flächenbelastung möglichst gering sein soll. Hier geben die Wichtungsfaktoren den Aus-
schlag, welche Anforderung für den Anwender wichtiger ist.
Entscheidend für den Verlauf des Optimierungsprozesses sind auch die existieren Nebenbedin-
gungen, welche die Optimierung weiter einschränken und einen großen Einfluss auf das Opti-
mierungsergebnis nehmen können. Das Ergebnis einer Optimierung mit Nebenbedingungen kann
sich deutlich von dem Ergebnis einer Optimierung ohne Nebenbedingungen unterscheiden. Im
vorliegenden Fall sind diese Nebenbedingungen z.B. die begrenzte Verfügbarkeit verschiedener
Energiespeicher und Motoren.
Grundsätzlich lassen sich Optimierungsverfahren in zwei Arten unterteilen. Man unterscheidet
zwischen den Optimierungsverfahren mit einer zufälligen und denen mit einer gezielten Varia-
tion der Optimierungsparameter. Verfahren mit zufälliger Variation der Optimierungsparameter,
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wie z.B. genetische Codes, haben gegenüber den Verfahren mit gezielter Variation der Optimie-
rungsparameter einen entscheidenden Nachteil. Da viele unterschiedliche Kombinationen der Op-
timierungsparameter berechnet werden müssen, um anschließend diejenige auszuwählen, die die
Anforderungen an die Optimierungsgrößen bestmöglich erfüllt, ist der Rechenaufwand sehr hoch.
Der große Vorteil dieser Verfahren ist jedoch die Vermeidung von lokalen Minima. Durch die
Vielzahl von Parametervariationen ist die Wahrscheinlichkeit das globale Optimum zu finden sehr
hoch. Dies ist bei Verfahren mit einer gezielten Veränderung der Optimierungsparameter nicht der
Fall. Die Lösung liegt bei diesen Verfahren häufiger in einem lokalen Minima. Dafür ist die benö-
tigte Rechenzeit bei diesen Verfahren deutlich geringer. Beispiele für die verschiedenen Verfahren
und deren Eigenschaften werden in [60] ausführlicher beschrieben.
Für die vorliegende Optimierungsaufgabe wurde ein Verfahren mit gezielter Variation der Opti-
mierungsparameter ausgewählt. Begründet ist dies einerseits mit dem geringeren Rechenaufwand
und andererseits damit, dass das Optimierungsverfahren nicht zur vollständigen Auslegung des
Fluggerätes, sondern zur Anpassung der Startkonfiguartion an die Missionsanforderungen einge-
setzt wird. Da die Auslegung der Startkonfiguration aber schon eine voroptimierte Konfiguration
ergibt, die einen Teil der Missionsanforderungen erfüllt, führt der weitere Optimierungsprozess
zwangsläufig zu einem sinnvollen Ergebnis in Form eines Minimums.
4.2.1 Optimierungsgrößen
Die Optimierungsgrößen des Verfahrens sind durch die in Kapitel 2 beschriebenen Missionsanfor-
derungen festgelegt. Sie beinhalten die Anforderungen, die bei der Bestimmung der Startkonfigu-
ration nicht vorgegeben werden können. Für sie können vom Anwender die in Kapitel 4.2.3 näher
erläuterten Sollbereiche vorgegeben werden. Die Optimierungsgrößen im einzelnen sind:
• das Anstellwinkel-Nickmomentenderivativ Cmα
• das Schiebewinkel-Giermomentenderivativ Cnβ
• das Schiebewinkel-Rollmomentenderivativ Clβ
• die Frequenz fAS und Dämpfung DAS der Anstellwinkelschwingung
• die Frequenz fPH und Dämpfung DPH der Phygoide
• die Frequenz fT S und Dämpfung DT S der Taumelschwingung
• die Spiralzeitkonstante TS
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• die Rollzeitkonstante TR
• die Spannweite b
• der Gleitverhältnis CA/CW
• und die Flächenbelastung G/S.
Die drei DerivativeCmα , Cnβ und Clβ beziehen sich dabei auf das ungeregelte Fluggerät. Sie gewähr-
leisten die statische Stabilität des Fluggerätes, die notwendig ist, um das Fluggerät auch bei Ausfall
des Regelungssystems kontrollieren zu können. Die Frequenzen, Dämpfungen und Zeitkonstanten
der Eigenbewegungen des Fluggerätes definieren die gewünschten Flugeigenschaften des gere-
gelten Fluggerätes. Das Gleitverhältnis berücksichtigt, ebenso wie die Flächenbelastung, Fluglei-
stungsaspekte. Einen Sonderfall stellt die Spannweite dar. Sie ist Optimierungsgröße und Optimie-
rungsparameter zugleich, d.h. der Anwender kann einen Bereich für die gewünschte Spannweite
vorgeben, die vom Optimierungsverfahren erreicht werden soll. Liegt sie innerhalb dieses vorge-
gebenen Bereiches, wird sie vom Optimierungsverfahren zusätzlich als Optimierungsparameter
verwendet, um die Forderungen an andere Optimierungsgrößen zu erfüllen.
4.2.2 Optimierungsparameter
Zur Lösung des Optimierungsproblems benötigt das Optimierungsverfahren eine ausreichende An-
zahl von Optimierungsparametern, mit denen es die Optimierungsgrößen verändern kann. Ande-
rerseits darf die Anzahl der Optimierungsparametern aber auch nicht zu hoch werden, da dadurch
die Konvergenz des Verfahren und damit das Auffinden des Optimums erschwert wird.
Die Optimierungsparameter, die dem Verfahren zur Verfügung stehen, setzen sich aus Geome-
trieparametern und Aufschaltfaktoren der Regelung zusammen. Alle Optimierungsparameter sind
zwingender Maßen voneinander unabhängig, da sich bei der Änderung eines Parameters gleich-
zeitig keine weiteren Parameter ändern dürfen. Wäre das der Fall, würde es die gezielte Auswahl
der Optimierungsparameter erschweren und eine systematische Optimierung unmöglich machen.
Zur Bestimmung der geometrischen Eckdaten der Konfigurationen (Abb. 4.2.1) stehen im einzel-
nen folgende Optimierungsparameter zur Verfügung:
• die Spannweite des Flügels b
• die Wurzeltiefe des Flügels li
• die Vorderkantenpfeilung des Flügels ϕV K
• die Hinterkantenpfeilung des Flügels ϕHK
66 4.2 Optimierungsverfahren
• die V-Stellung ν des Flügels
• die Seitenleitwerkshöhe sSLW
• die Wurzeltiefe des Seitenleitwerks liSLW
• die Vorderkantenpfeilung des Seitenleitwerks ϕV KSLW
• die Hinterkantenpfeilung des Seitenleitwerks ϕHKSLW
• die Position (x-Koordinate) der Seitenleitwerksvorderkante xV KSLW
• die Lage des Schwerpunktes des Gesamtsystems xSP.
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Abb. 4.2.1: Geometrische Optimierungsparameter
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Die Aufschaltfaktoren, die durch das Optimierungsverfahren verändert werden können, sind:
• Aufschaltung der Höhe auf das Höhenruder kηH
• Aufschaltung der Nickrate auf das Höhenruder kηq
• Aufschaltung der pseudointegrierten Nickrate auf das Höhenruder kη ˆΘ
• Aufschaltung der pseudointegrierten Rollrate auf das Querruder kξ ˆΦ
• Aufschaltung der Rollrate auf das Querruder kξp
• Aufschaltung der Gierrate auf das Querruder kξr
• Aufschaltung der Fahrt auf das Schubkommando kωq¯.
Ihre Bedeutung kann der in Abbildung 3.4.5 dargestellten Reglerstruktur entnommen werden.
Alle Parameter werden vom Optimierungsverfahren zunächst gleichermaßen berücksichtigt. Der
Anwender hat jedoch die Möglichkeit, einzelne Optimierungsparameter zu sperren. Diese werden
dann bei der Ermittlung der Startkonfiguration festgelegt und können anschließend vom Optimie-
rungsverfahren nicht mehr verändert werden.
4.2.3 Bewertung des Entwurfs
Die Bewertung des aktuellen Entwurfs stellt den ersten Schritt des Optimierungsprozesses dar.
Wie schon in Kapitel 2 erläutert, werden die Anforderungen an die direkten Optimierungsgrö-
ßen in Toleranzbereichen vorgegeben. Zu ihrer Bewertung werden die so genannten bad/good-
Transformationen nach Joos [33] verwendet. Dabei werden für jede Optimierungsgröße oi vier
Werte definiert, die den Ergebnisbereich der Optimierungsgröße in fünf verschiedene Bereiche
aufteilen. Diese sind in Abb. 4.2.2 zu sehen.
1
0
bhghglbl
akzeptabelakzeptabel unakzeptabelunakzeptabel gut
Abb. 4.2.2: bad/good-Transformation zur Beurteilung der Optimierungsgrößen
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Die vier definierten Werte bl, gl , gh und bh stellen die Grenzen für die Beurteilung der Optimie-
rungsgröße dar, d.h.:
• wenn oi < bl oder oi > bh, dann ist der Wert der Optimierungsgröße außerhalb des Toleranz-
bereiches und damit unakzeptabel
• wenn bl ≤ oi ≤ gl oder gh ≤ oi ≤ bh, dann liegt der Wert innerhalb des Toleranzbereiches
und ist damit akzeptabel
• wenn gl < oi < gh, dann liegt der Wert der Optimierungsgröße im idealen Bereich.
Um diese Zusammenhänge innerhalb des Optimierungsverfahrens besser erfassen zu können, wer-
den sie durch Kriterienfunktionen c(oi) [33] ausgedrückt, die folgendermaßen definiert sind:
c(oi) = max(L(oi),0,H(oi)) (4.2.1)
mit
L(oi) = (oi−gl)/(bl −gl) (4.2.2)
H(oi) = (oi−gh)/(bh−gh) . (4.2.3)
Die Ergebnisse der Funktion c(oi) korrespondieren mit den oben ausformulierten Zusammenhän-
gen, d.h.:
• wenn oi < bl oder oi > bh ⇒ c(oi) > 1
• wenn bl ≤ oi ≤ gl oder gh ≤ oi ≤ bh ⇒ 0 < c(oi)≤ 1
• wenn gl < oi < gh ⇒ c(oi) = 0 .
Soll eine Optimierungsgröße so klein wie möglich oder so groß wie möglich sein, wird die ent-
sprechende Grenze bl oder bh auf ±∞ gesetzt. Damit ergibt sich für das das entsprechende L(oi)
oder H(oi) der Wert Null, wodurch der gute Bereich ins Unendliche ausgedehnt wird.
Durch die Kriterienfunktionen kann nun jede Optimierungsgröße bewertet und mit Bewertungen
anderer Optimierungsgrößen verglichen werden, ohne Rücksicht auf die absoluten Werte neh-
men zu müssen. Die Gesamt-Kostenfunktion, anhand der die Optimierung gesteuert wird, besteht
aus der Summe der quadrierten Einzelkriterien. Damit der Optimierungsverlauf in eine bestimm-
te Richtung gelenkt werden kann oder Anforderungen besonders hervorgehoben werden können,
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werden zusätzlich noch Wichtungsfaktoren wi verwendet, die mit den Kriterienfunktionen multi-
pliziert werden.
G = ∑
i
wic(oi)
2 . (4.2.4)
Im bestmöglichen Fall ist die Kostenfunktion G = 0. Dies bedeutet, dass alle Anforderungen op-
timal erfüllt sind und alle Optimierungsgrößen innerhalb des idealen Bereiches liegen. Durch die
Komplexität des Gesamtsystems wird dies aber nur in Ausnahmefällen der Fall sein. In der Re-
gel wird die Optimierung, aufgrund der sich ergebenden widersprüchlichen Anforderungen an die
Optimierungsparameter, einen Kompromiss als Ergebnis haben, bei dem die Anforderungen best-
möglich, aber nicht alle ideal erfüllt sind.
4.2.4 Auswahl des Optimierungsparameter
Ist die Kostenfunktion nach Gleichung 4.2.4 bestimmt, wird im nächsten Schritt der Optimie-
rungsparameter p j ausgewählt, der den größten Einfluss auf die Kostenfunktion hat, d.h. der sie
am stärksten minimiert. Die Optimierungsparameter p bestimmen das Verhalten des Gesamtsy-
stems und damit das der Optimierungsgrößen. Jede Optimierungsgröße oi ist eine Funktion der
Optimierungsparameter p:
o(p1, p2, ..., pn) =


o1(p1, p2, ..., pn)
o2(p1, p2, ..., pn)
.
.
.
on(p1, p2, ..., pn)

 . (4.2.5)
Die Abhängigkeiten der Optimierungsgrößen von einzelnen Parametern unterscheiden sich jedoch
stark. Die Kenntnis dieser Abhängigkeiten stellt die Grundlage zur Auswahl eines Optimierungs-
parameters dar. Um die Abhängigkeiten zu erfassen, wird die Jacobi-Matrix der Gesamtkonfigura-
tion gebildet. Diese ist abhängig von der aktuellen Konfiguration, also ebenfalls von den Optimie-
rungsparametern. Das führt dazu, dass sie bei jeder Änderung der Konfiguration, also bei jedem
Optimierungsschritt, neu zu bestimmen ist.
Jo(p1, p2, ..., pn) =
δo
δ(p1, p2, ..., pn)
=


δo1
δp1
δo1
δp2
· · · δo1δpn
δo2
δp1
δo2
δp2
· · · δo2δpn
.
.
.
.
.
. · · · ...
δon
δp1
δon
δp2
· · · δonδpn


. (4.2.6)
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Diese Einträge der Jacobi-Matrix geben die Zusammenhänge zwischen der Änderung eines Opti-
mierungsparameters und den daraus resultierenden Veränderungen einer Optimierungsgröße wie-
der. Dadurch kann ein Zusammenhang zwischen der aktuellen Konfiguration und einer leicht ver-
änderten Konfiguration aufgestellt werden. Mit Hilfe der Jacobi-Matrix können so die Optimie-
rungsgrößen nach einer Änderung der Optimierungsparameter abgeschätzt werden. Wichtig ist,
dass diese Näherung, bei stark nichtlinearen Zusammenhängen, nur für kleine Änderungen Gül-
tigkeit besitzt:
o(p1neu , p2neu, · · · , pnneu) = o(p1, p2, · · · , pn)+ Jo(p1, p2, ..., pn) ·


p1neu − p1
p2neu − p2
.
.
.
pnneu − pn

 . (4.2.7)
Für die Auswahl des nächsten Optimierungsparameters werden nun die Auswirkungen auf die Op-
timierungsgrößen bei Änderung von jeweils einem Optimierungsparameter untersucht. Dieses Vor-
gehen wird für jeden Optimierungsparameter jeweils für eine positive und eine negative Änderung
wiederholt. Damit können die Auswirkungen auf die Kriterienfunktionen und die Kostenfunktion
durch die Variation der einzelnen Parameter bestimmt und miteinander verglichen werden. Auf
Basis dieser Daten werden der Parameter und das Vorzeichen seiner Änderung für den nächsten
Optimierungsschritt ausgewählt, die die im Folgenden beschriebenen Auswahlkriterien am besten
erfüllen.
Es wird dabei zwischen zwei Auswahlverfahren unterschieden. Das Unterscheidungskriterium ist,
ob alle Optimierungsgrößen innerhalb ihres Toleranzbereiches liegen, d.h. für alle i gilt ci(p)<= 1,
oder, ob noch Größen außerhalb ihres Toleranzbereiches existieren (ci(p) > 1)).
Liegen alle Optimierungsgrößen innerhalb des Toleranzbereiches, wird der Optimierungsparame-
ter für den nächsten Iterationsschritt ausgewählt, durch dessen Änderung die Kostenfunktion am
stärksten weiter minimiert wird.
paw = p j
(
max(G(p)−G(p
neu
))
)
. (4.2.8)
Als Nebenbedingung gilt dabei, dass durch die Parameteränderung keine der Optimierungsgrößen
den Toleranzbereich verlassen darf.
Liegen noch Optimierungsgrößen außerhalb des Toleranzbereiches, ist das vorrangige Ziel, diese
in den Toleranzbereich zu führen. Die Auswahl des Optimierungsparameters erfolgt daher nicht
anhand der Kostenfunktion, sondern anhand der Kriterienfunktionen ci(oat) der außerhalb des To-
leranzbereich liegenden Größen σat . Als Optimierungsparameter wird der Parameter gewählt, der
diese Größen am stärksten in Richtung ihrer Toleranzbereiche bewegt, d.h. nach dessen Änderung
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die Summe der betrachteten Kriterienfunktionen am geringsten ist:
paw = p j
(
min
(
∑
i
ci
(
oat(pneu)
)))
. (4.2.9)
Diese Vorgehensweise garantiert, dass alle Optimierungsgrößen schnellstmöglich den Toleranz-
bereich erreichen. Es wird dabei in Kauf genommen, dass sich die Kostenfunktion während die-
ses Ablaufes erhöhen kann. Eine Überschreitung der Toleranzgrenze anderer Optimierungsgrößen
wird durch eine Nebenbedingung bei der Parameterauswahl vermieden.
Für beide Fälle wird bei Auswahl des Optimierungsparameters die Plausibilität der Änderung über-
prüft. Dazu sind Randbedingungen für die einzelnen Optimierungsparameter und ihre Verhältnisse
untereinander in das Verfahren integriert worden, z.B. dass die Flügeltiefe an der Flügelspitze
die an der Flügelwurzel nicht überschreitet darf. Wird festgestellt, dass der zunächst ausgewählte
Parameter eine der Randbedingungen überschreitet, wird der Parameter ausgewählt, der die Be-
dingungen von Gleichung 4.2.8 oder 4.2.9 als nächster erfüllt. Ist er bestimmt, durchläuft er den
gleichen Überprüfungsschritt und das Verfahren beginnt gegebenfalls von neuem.
Die Anwendung dieser Art der Parameterauswahl setzt die Kenntnis der Jacobi-Matrix der ak-
tuellen Konfiguration voraus. Aufgrund zum Teil starker nichtlinearer Zusammenhänge und der
engen Kopplungen zwischen den Optimierungsgrößen und den Optimierungsparametern muss die
Jacobi-Matrix bei jeder Änderung der Konfiguration, d.h. bei jedem Optimierungsschritt neu be-
stimmt werden.
Zur Ermittlung der Jacobi-Matrix wird einmal das klassische Verfahren der Gradientenberechnung
eingesetzt. Da dieses aber mit einem hohen Rechenaufwand verbunden ist, wurde ein zweites Ver-
fahren untersucht, welches sich auf die Verwendung von neuronalen Netzen stützt. Die beiden
Verfahren werden im Folgenden näher erläutert.
Gradientenberechnung
Die erste Methode nutzt zur Aufstellung der Jacobi-Matrix die Bestimmung von Gradienten. Je-
der Optimierungsparameter wird um ein ∆p j geändert und die resultierende Änderung auf die
einzelnen Optimierungsgrößen ermittelt. Ein lineares Verhalten bei kleinen Abweichungen vor-
ausgesetzt, ergeben sich daraus direkt die einzelnen Einträge der Jacobi-Matrix:
δoi
δp j
=
oi(p j +∆p j)−oi(p j −∆p j)
2∆p j
. (4.2.10)
Diese Methode ist sehr rechenintensiv, da für jeden Optimierungsparameter eine vollständige Ana-
lyse der geänderten Konfiguration durchgeführt werden muss. Sie bietet jedoch den Vorteil, dass
die Jacobi-Matrix stets genau auf die aktuelle Konfiguration angepasst ist und damit Fehler bei
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der Auswahl des nächsten Optimierungsparameters ausgeschlossen werden können. Aus diesem
Grund ist das Verfahren sinnvoll zur Erprobung des Entwurfs- und Optimierungsalgorithmus. Zu-
sätzlich dient das Verfahren der Gradientenberechnung zur Sammlung von Trainingsdaten für das
Verfahren mit neuronalen Netzen. Es bildet daher in dieser Arbeit die Grundlage für die Anwen-
dung des zweiten Verfahrens.
Neuronale Netze
Das zweite Verfahren wurde erarbeitet, um die Rechenzeit des Optimierungsprozesses deutlich
zu reduzieren. Dabei wird von der Fähigkeit der neuronalen Netze Gebrauch gemacht, komplexe,
nichtlineare Zusammenhänge wiedergeben zu können und sich während ihrer Anwendung selb-
ständig weiter zu verbessern. Jeder Eintrag der Jacobi-Matrix wird bei diesem Verfahren von einem
neuronalen Netz ermittelt. Für eine detaillierte Beschreibung über den Aufbau und die Anwendung
von neuronalen Netzen sei auf die entsprechende Literatur ( [7], [38] [55], [56] und [66]) verwie-
sen, die den in dieser Arbeit verwendeten neuronalen Netzen zugrunde liegt.
Sind die neuronale Netze ausreichend trainiert, können sie zur Bestimmung der Jacobi-Matrix ver-
wendet werden. Im Gegensatz zur Berechnung der Gradienten ist dann keine Analyse des Gesamt-
systems mit geänderten Optimierungsparametern mehr notwendig. Dadurch wird ein erheblicher
Teil des Rechenaufwandes eingespart. Die Optimierung läuft deutlich schneller ab. Bezieht man
jedoch den Rechenaufwand für das Training der neuronalen Netze mit in die Betrachtung ein, so
wird dadurch der Vorteil der neuronalen Netze wieder zunichte gemacht. Zusätzlich ist noch zu
berücksichtigen, dass das neuronale Netz fehlerbehaftet ist. Die Fehler hängen von der Trainings-
güte des Netzes ab und können je nach Abhängigkeit der Optimierungsgrößen von den Optimie-
rungsparameter unterschiedlich groß sein. Diese Fehler können dazu führen, dass nicht immer der
günstigste Optimierungsparameter ausgewählt wird. Mit zunehmender Zahl der Trainingsbeispie-
le, die bei jeder Anwendung des Verfahren wächst, wird der Fehler des neuronalen Netzes jedoch
geringer.
Insgesamt zeigte sich, dass der erwartete Vorteil durch die Verwendung neuronaler Netze nicht
erreicht werden konnte.
4.2.5 Parametervariation
Ist der Optimierungsparameter für den nächsten Optimierungsschritt ausgewählt, wird dieser ge-
ändert. Die Größe dieser Änderung ist für alle Optimierungsparameter im Verfahren fest integriert.
Die Änderungen entsprechen den bei der Gradientenberechnung verwendeten Größen ∆p j der Op-
timierungsparameter. Diese Änderungen betragen:
• 2.5 mm für alle geometrischen Längenangaben
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• 0.5 Grad für alle Winkelangaben
• 0.02 für alle Aufschaltfaktoren der Regelung (außer kωq¯)
• 50 für den Aufschaltfaktor kωq¯.
Die Verwendung konstanter Werte für die Änderungen der Optimierungsparameter verhindert ei-
nerseits zwar eine Anpassung der Schrittweite an den Optimierungsverlauf und damit eine even-
tuelle Beschleunigung des Verfahrens. Andererseits garantiert sie, dass die Ergebnisse der geän-
derten Konfiguration nur geringfügig von denen nach Gleichung 4.2.7 abgeschätzten abweichen.
Könnte die Variation der Parameter beliebig große Werte annehmen, würde diese schnell den Gül-
tigkeitsbereich, für den die Jacobi-Matrix aufgestellt wurde, verlassen. Eine sichere Abschätzung
der neuen Optimierungsgrößen wäre dann nicht mehr möglich und eine Konvergenz der Kosten-
funktion fraglich.
Die Ergebnisse der Optimierung zeigen, dass die Größen der Parametervariation sinnvoll gewählt
wurden und eine Konvergenz des Verfahrens ermöglichen.
4.2.6 Iteration
Ist ein Optimierungsparameter ausgewählt, wird der Iterationsschritt durchgeführt, d.h. die Kon-
figuration wird mit dem geänderten Parameter neu analysiert. Dabei wird unterschieden, ob ein
geometrischer Parameter der Konfiguration geändert wird oder ein Aufschaltfaktor der Regelung.
Wird ein geometrischer Parameter geändert, werden damit die aerodynamischen Eigenschaften
(z.B. CA, Cmα, Cnβ usw.) der ungeregelten Konfiguration verändert. Daher ist es erforderlich, den
Entwurfsprozess mit der geänderten Geometrie neu durchzuführen. Dabei werden alle Teilsysteme
neu ausgelegt und die Auswahl der Ausrüstungskomponenten erneut durchgeführt.
Wird dagegen ein Aufschaltfaktor der Regelung variiert, so werden die natürlichen aerodynami-
schen Eigenschaften nicht beeinflusst, sondern nur die Eigenbewegungsformen des Fluggerätes.
Hier reicht also eine erneute Bestimmung der Eigenbewegungsformen aus, wodurch die Rechen-
zeit deutlich verkürzt wird. Die beiden Rückkopplungsweiten der Iteration sind in Abbildung 5.0.1
zu erkennen.
Sind alle Eigenschaften des geänderten Gesamtsystems bekannt, wird die Optimierung mit der
erneuten Bewertung des Entwurfs fortgesetzt. Dieser Ablauf wird so lange durchgeführt, bis das
Verfahren die Kostenfunktion durch die ihr zur Verfügung stehenden Optimierungsparameter nicht
weiter minimieren kann. Das erhaltenen Ergebnis stellt dann den Kompromiss dar, bei dem alle
Missionsanforderungen bestmöglich erfüllt werden.
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5 Realisierung des Verfahrens
Die in Kapitel 3 beschriebenen Auslegungsmethoden und der in Kapitel 4 erläuterte Auslegungs-
prozess wurden in einem automatisierten rechnergestützten Anwendungsprogramm realisiert. Um-
gesetzt wurde das Verfahren unter dem Programmpaket MATLAB/SIMULINK. Dieses Programm-
paket vereint die Vorteile einer komfortablen Programmierumgebung mit denen einer effizienten
Simulationsumgebung, kombiniert mit zahlreichen Grafikfunktionen und Hilfsprogrammen. Als
nachteilig ist zu werten, dass es MATLAB nicht möglich ist, parallele Prozesse zu berechnen,
wodurch die Rechenzeit deutlich verkürzt werden könnte. Dieser Nachteil wird jedoch durch die
zahlreichen positiven Eigenschaften des Programmpakets kompensiert.
Das Anwendungsprogramm ist modular aufgebaut, d.h. alle Entwurfsmethoden wurden in einzel-
nen Modulen abgelegt. Diese verfügen über definierte Schnittstellen zu allen mit ihnen kommu-
nizierenden Modulen. Dieser Aufbau gewährleistet, dass einzelne Module einfach ersetzt werden
können, wenn verbesserte Verfahren zur Verfügung stehen (z.B. in der Aerodynamikberechnung).
Es ist dadurch möglich, das Verfahren ohne großen Aufwand auf dem aktuellen Stand der For-
schung zu halten. Durch den stetigen Fortschritt, mit dem zur Zeit neue Methoden, Technologien
und Komponenten für Kleinstfluggeräte entwickelt werden, stellt diese Möglichkeit eine langfris-
tige Anpassung und Nutzung des Verfahrens sicher.
Die Überwachung des gesamten Entwurfs- und Optimierungsverfahrens übernimmt das Hauptpro-
gramm. Dieses steuert den Ablauf des Verfahrens, ruft die entsprechenden Untermodule auf und
verwaltet alle Variablen. Diese werden an entsprechender Stelle an die Untermodule übergeben,
welche wiederum weitere Funktionen aktivieren und ihre Ergebnisse an das Hauptprogramm zu-
rückgeben. Durch den Aufbau des Verfahrens ist die Struktur stark verzweigt. Abbildung 5.0.1
zeigt eine vereinfachte Struktur des Hauptprogramms mit den aufgerufenen Untermodulen.
Die Bedienung des Verfahrens erfolgt über eine grafische Benutzeroberfläche. Diese ermöglicht
dem Anwender die Eingabe der Missionsanforderungen und die Definition weiterer Parameter.
Nach dem Start des Auslegungsprozesses erfolgt der Ablauf vollständig automatisch. Über ei-
ne grafische Ausgabe wird der Anwender über den aktuellen Stand des Auslegungsprozesses in-
formiert. Dazu werden ihm die geometrischen Daten, der Verlauf der Kostenfunktion, die ein-
zelnen Kriterienfunktion der Optimierungsgrößen, sowie die ausgewählten Ausrüstungskompo-
nenten angezeigt. Zur einfachen Interpretation der angezeigten Ergebnisse wird zusätzlich eine
3D-Darstellung des Fluggerätes mit den angeordneten Ausrüstungskomponenten dargestellt. Nach
Beendigung des Auslegungsprozesses werden dem Anwender alle notwendigen Daten zur Reali-
sierung des Fluggerätes zur Verfügung gestellt.
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Abb. 5.0.1: Vereinfachter Programmablauf
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6 Anwendung des Verfahrens
Zur Überprüfung der Funktion des Entwurfsverfahrens wurde es auf verschiedene Anwendungs-
fälle, d.h. für verschiedene Missionsanforderungen, angewendet. In diesem Kapitel werden die
Ergebnisse einiger Anwendungsbeispiele vorgestellt und diskutiert.
Das erste Anwendungsbeispiel wird zur Verdeutlichung des Programmablaufs detailliert betrach-
tet. Für die weiteren Anwendungsfälle beschränkt sich die Beschreibung auf die wichtigsten Zu-
sammenhänge und das Ergebnis des Auslegungsprozesses.
Bei allen in diesem Kapitel dargestellten Ergebnisse, mit Ausnahme des in Kapitel 6.4 beschrie-
benen, wurde im Optimierungsprozess das Verfahren der Gradientenberechnung (Kapitel 4.2.4)
verwendet, da dieses die präziseste Möglichkeit zur Aufstellung der Jacobi-Matrix darstellt und
damit auch am besten geeignet ist, Aussagen über das Verfahren zu machen.
Die Verwendung von neuronalen Netzen zur Bestimmung der Jacobi-Matrix wird exemplarisch in
Kapitel 6.4 vorgestellt.
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Dem ersten Beispiel wurde eine Aufklärungsmission im Nahbereich zugrunde gelegt. Die Missi-
onsanforderungen für dieses Beispiel werden im Folgenden näher erläutert.
6.1.1 Missionsanforderungen
Flugleistungen
In Kapitel 2 wurde die Aufteilung der Missionsanforderungen in zwei Gruppen erläutert. Für die
Anforderungen an die Flugleistungen, die direkt durch den Entwurf erfüllt werden, wurden fol-
gende Werte festgelegt:
Fluggeschwindigkeit 15 m/s
Steiggeschwindigkeit 2 m/s
Flugzeit 1800 [s]
Reichweite 500 [m]
Starthöhe über N.N. 300 [m]
Die geforderte Fluggeschwindigkeit von 15 m/s stellt einen Kompromiss dar. Für eine Echtzeit-
Auswertung des Videobildes ist eine geringe Fluggeschwindigkeit von Vorteil, da der Betrachter
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dadurch mehr Zeit zur Analyse des Videobildes erhält. Nachteilig ist die niedrige Fluggeschwin-
digkeit bei Wind, da die Windgeschwindigkeit schnell die Größenordnung der Fluggeschwindig-
keit erreichen kann und eine Mission damit unmöglich macht. Mit den geforderten 15 m/s werden
beide Aspekte ausreichend berücksichtigt. Da für eine Aufklärungsmission keine großen Steigra-
ten notwendig sind, ist die geforderte Steiggeschwindigkeit von 2 m/s ausreichend. Die Reichwei-
te wird auf 500 m festgesetzt. Um während der Mission mittels der Videokamera ausreichendes
Aufklärungsmaterial aufzeichnen zu können, wird eine Flugzeit von 30 Minuten gefordert. Die
Starthöhe über N.N. ist auf 300 Meter festgelegt.
Zusätzlich gehören zu den Flugleistungsanforderungen noch das Gleitverhältnis und die Flächen-
belastung. Diese werden als Optimierungsgrößen in Bereichen vorgegeben. Beide Wertebereiche
sind von Daten realisierter Fluggeräte abgeleitet worden.
Auch die Spannweite, die sich weder zu den Flugleistungen noch zu den Flugeigenschaften zuord-
nen lässt, wird mit ihren Toleranzbereichen definiert und in der folgenden Tabelle mit aufgeführt.
Eine Spannweite von 50 cm wird dabei als Obergrenze angesehen, während die gewünschte Spann-
weite unterhalb von 30 cm liegt.
Größe bl gl gh bh Einheit
CA/CW 2 5 10 ∞ [-]
G/S 27.5 32.5 42.5 47.5 [N/m2]
b −∞ 0.15 0.30 0.50 [m]
Flugeigenschaften
Alle Anforderungen an die Flugeigenschaften werden durch Optimierungsgrößen und damit eben-
falls durch Sollbereiche charakterisiert (siehe Kapitel 4.2.1). Wie schon erwähnt, liegen für Kleinst-
fluggeräte zur Zeit keine allgemeinen Flugeigenschaftsanforderungen vor. Aus diesem Grund wur-
den für die Optimierung Anforderungen aufgestellt, die sich an den Flugeigenschaften realisierter
Fluggeräte [49], an Simulationsergebnissen und an einer Aufstellung von Flugeigenschaftsanfor-
derungen größerer ferngelenkter Fluggeräte [63] orientieren. Durch die Forderungen soll das Flug-
gerät ein stabiles Eigenverhalten mit möglichst niederfrequenten und gut gedämpften Eigenbewe-
gungsformen erhalten.
Die Forderungen an die ersten drei Optimierungsgrößen Cmα, Cnβ und Clβ bestimmen die statische
Stabilität der ungeregelten Konfiguration. Die statische Stabilität des ungeregelten Fluggerätes und
damit die Definition dieser Anforderungen ist notwendig, um das Fluggerät auch ohne Regelungs-
system kontrollieren zu können und die Regelung zu entlasten. Zusätzlich haben diese Derivative
78 6.1 Anwendungsbeispiel I
Auswirkungen auf das dynamische Verhalten des Fluggerätes und beeinflussen die Eigenbewe-
gungsformen.
Das erste Derivativ Cmα ist bestimmend für die statische Stabilität der Längsbewegung. Für negati-
ve Werte von Cmα ist das Fluggerät statisch stabil, d.h. nach einer Störung wird eine rückführendes
Moment erzeugt. Die Stabilitätsgrenze liegt somit bei Cmα = 0, wodurch sich direkt die obere Gren-
ze des Toleranzbereiches ergibt. Anhand der Daten eines realisierten Fluggerätes [49] wurde der
ideale Bereich auf Werte zwischen -0.1 und -0.2 festgelegt. Die untere Grenze ist auf Cmα =−0.5
festgesetzt, da für eine größere statische Stabilität die Steuerung um die Nickachse zu stark einge-
schränkt wird.
Das Derivativ Cnβ bestimmt die statische Richtungsstabilität (Windfahnenstabilität) der Konfigu-
ration. Den Haupteinfluss bildet hier das Seitenleitwerk. Das Fluggerät ist richtungsstabil, wenn
das Derivativ Cnβ > 0 ist. Damit ergibt sich die untere Toleranzgrenze zu Null. Für den idealen Be-
reich werden Werte zwischen 0.1 und 0.2 festgelegt, die in [49] als ausreichend verifiziert werden
konnten. Als Obergrenze wird ein Wert von 0.5 definiert.
Als dritte Größe wird das Derivativ Clβ betrachtet, welches maßgeblich die statische Rollstabilität
des Fluggerätes beeinflusst. Die Rollstabilität ergibt sich dabei durch die Kopplung der Rollbe-
wegung mit dem Schieben des Fluggerätes [2]. Das Schieberollmomenten-Derivativ muss einen
negativen Wert besitzen, um die Stabilität der Rollbewegung zu gewährleisten. Die obere Grenze
ist damit bei Null festgelegt. Der ideale Bereich wird bei Werten zwischen -0.1 und -0.2 definiert.
Die Untergrenze des akzeptablen Bereiches liegt bei diesem Derivativ bei Clβ =−0.5.
Die weiteren Flugeigenschaftsanforderungen beziehen sich auf die Eigenbewegungen des Flugge-
rätes. Das Fluggerät soll über die typischen Eigenbewegungen verfügen, d.h. es sollen durch die
geometrische Konfiguration und die Regelung keine untypischen Bewegungsformen, wie z.B. eine
Rollschwingung entstehen. Alle periodischen Bewegungen sollen eine niedrige Frequenz besitzen
und gut gedämpft sein.
Für die Dämpfungen der drei periodischen Eigenbewegungen, Anstellwinkelschwingung, Phygoi-
de und Taumelschwingung wurden für die beiden oberen Grenzen identische Werte festgelegt.
Der ideale Bereich endet für alle drei Bewegungsformen bei DAS,PH,TS = 0.99, der akzeptable
Bereich bei DAS,PH,TS = 1. Alle drei Bewegungen sollen möglichst gut gedämpft sein, für Dämp-
fungen D>=1 würden sich jedoch aperiodische Bewegungsformen ergeben, die die Steuerbarkeit
beeinträchtigen würden und die auch problematisch für den Ablauf des Optimierungsverfahrens
(Zuordnung der Eigenwerte zu den Bewegungen) wären. Die Wahl der Toleranzgrenzen soll diese
Effekte vermeiden.
Die weiteren Grenzen der Toleranzbereiche unterschieden sich für die einzelnen Bewegungsfor-
men. Für die Anstellwinkelschwingung und die Taumelschwingung wird eine minimale Dämp-
fung von DAS,TS = 0.2 gefordert. Der optimale Bereich beginnt für die Anstellwinkelschwingung
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bei DAS = 0.3 . Für die Taumelschwingung, die sich im Videobild aufgrund der meist geringe-
ren Frequenz deutlicher bemerkbar macht, beginnt der optimale Bereich bei einer Dämpfung von
DTS = 0.5 . Diese Werte wurden aus den Anforderungen aus [63] abegeleitet. Die Frequenz der
Anstellwinkelschwingung soll im Idealfall in einem Bereich zwischen 1 Hz und 3 Hz liegen, die
der Taumelschwingung zwischen 0.5 Hz und 2 Hz. Für die Phygiode, die sich aufgrund der nie-
derfrequenten Änderung des Bahnwinkels und der damit verbundenen Änderung der Horizontlinie
bei der Auswertung des Videobildes besonders stark bemerkbar macht, werden höhere Anforde-
rungen an die Dämpfung gestellt. Die Untergrenze des Toleranzbereiches liegt hier bei DPH = 0.3
und der optimale Bereich beginnt bei DPH = 0.8. Damit wird eine starke Dämpfung gefordert und
die Auswirkungen der Phygoide auf die Auswertung des Videobildes werden deutlich reduziert.
Die Frequenz der Phygoide kann dabei in einem weiten Bereich zwischen 0.02 Hz und 0.25 Hz
variieren.
Die Forderungen für die beiden aperiodischen Bewegungen werden durch ihre Zeitkonstanten de-
finiert. Die Zeitkonstante der Rollbewegung wird nach Brockhaus [12] hauptsächlich durch die
Rolldämpfung bestimmt. Da eine hohe Rolldämpfung erwünscht ist, wird eine kleine Rollzeit-
konstante gefordert. Der ideale Bereich wird dabei für Zeitkonstanten zwischen TR = 0.001 s
und TR = 0.02 s definiert. Die untere Grenze liegt bei TR = 0 s, während die obere Grenze bei
TR = 0.04 s festgelegt wurde. Die Stabilität der Spirale wird über die Spiralzeitkonstante charakte-
risiert. Eine kleine Zeitkonstante ist hier gleichbedeutend mit einer hohen Stabilität der Spirale. Da
eine stabile Spirale die Regelung der Azimut-Änderung unterstützt, wird auch für die Spiralbewe-
gung eine kleine Zeitkonstante gefordert. Die untere Grenze wurde auch in diesem Fall bei einer
Zeitkonstanten von TS = 0 s festgelegt. Der ideale Bereich zwischen TS = 0.4 s und TS = 1.0 s.
Als obere Grenze wurde ein Wert von TS = 1.2 s festgelegt.
Die definierten Werte der Zeitkonstanten orientieren sich dabei wieder an den Werten realisierter
Fluggeräte [49]. Sie wurden zusätzlich anhand von Simulationen überprüft und bestätigt. In Tabel-
le 6.1.1 sind alle Flugeigenschaftsanforderungen nochmals zusammengefasst.
Nutzlast
Als Nutzlast wurde eine Funk-Video-Kamera mit einer Masse von 15g und Abmessungen von 15
mm x 15 mm x 15 mm ausgewählt. Die Masse und Abmessungen entsprechen einem einfachen
handelsüblichen Funk-Videosystem, wie es am Lehrstuhl für Flugdynamik zum Einsatz kommt.
Wie schon in Kapitel 3 erläutert, soll die Kamera nach vorne schauend im Fluggerät positioniert
werden.
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Größe bl gl gh bh Einheit
Cmα -0.5 -0.2 -0.1 0.0 [-]
Cnβ 0.0 0.1 0.2 0.5 [-]
Clβ -0.5 -0.2 -0.1 0 [-]
fAS 0.0 1.0 3.0 5.0 [Hz]
DAS 0.2 0.3 0.99 1.0 [-]
fPH 0.0 0.02 0.25 0.6 [Hz]
DPH 0.3 0.8 0.99 1.0 [-]
fT S 0 0.5 2.0 3.0 [Hz]
DT S 0.2 0.5 0.99 1.0 [-]
TR 0.0 0.001 0.02 0.04 [s]
TS 0.0 0.4 1.0 1.2 [s]
Tab. 6.1.1: Flugeigenschaftsanforderungen
6.1.2 Auslegungsprozess
Startkonfiguration
Nach der Definition der Missionsanforderungen läuft der Auslegungsprozess selbständig ab. Er
folgt dabei dem in Abbildung 5.0.1 dargestellten Ablauf. Zunächst wird, basierend auf den Zu-
sammenhängen aus Kapitel 4.1, die Startkonfiguration ermittelt.
Durch die definierte Nutzlast ergibt sich der Nutzlastfaktor nach Gleichung 4.1.2 zu:
fNutzlast = (0.015[kg])3 ·50[kg−2]+0.006[kg] = 0.0062[kg] .
Mit diesem Nutzlastfaktor wird die erste Abschätzung der Gesamtmasse nach Gleichung 4.1.3
durchgeführt:
m∗ = fNutzlast(1+ cStruktur + cHardware + cAntrieb) ·1.1
= 0.0062[kg](1+3+6.5+(6+(1800[s]/600[s])2)) ·1.1
= 0.174[kg] .
Anhand dieser Massenabschätzung werden die Abmessungen einer ersten Konfiguration bestimmt.
Nach Gleichung 4.1.5 ergibt sich mit der abgeschätzten Masse eine Flügelfläche von S = 0.0464 m2.
Basierend auf dieser ersten Konfiguration erfolgt anhand der in Kapitel 3 beschriebenen Verfahren
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ein erster Entwurf des Gesamtsystems. Nach der ersten Auslegung ergibt sich eine tatsächliche
Masse des Fluggerätes von 0.192 kg. Wie in Kapitel 4.1.3 erläutert, wurde in diesem Beispiel
die um die tatsächliche Strukturmasse und die tatsächlichen Massen der Steuerungskomponenten
korrigierte Bezugsmasse verwendet, die 0.185 kg beträgt. Da die Differenz zwischen den Massen
größer als 5 g ist, wird die in Kapitel 4.1.3 beschriebene Massenrückkopplung durchgeführt. Nach
Gleichung 4.1.8 ergibt sich nach dem ersten Iterationsschritt eine Flügelfläche von:
S1 = S0 · m1
m0
= 0.0464[m2] · 0.192[kg]
0.185[kg] = 0.0482[m
2] . (6.1.1)
Mit dieser Masse wird die Startkonfiguration neu berechnet. Da die Masse höher und die Konfigu-
ration größer geworden ist, ist auch der Leistungsbedarf angestiegen. Nach der erneuten Auslegung
der Ausrüstungskomponenten ergibt sich eine Gesamtmasse von 0.204 kg, die einen weiteren Ite-
rationsschritt notwendig macht. Die Flügelfläche wird dabei nochmals vergrößert:
S2 = S1 · m2
m1
= 0.0482[m2] · 0.204[kg]0.192[kg] = 0.0512[m
2] . (6.1.2)
Eine erneute Berechnung der Konfiguration erfordert keine neuen Ausrüstungskomponenten, wo-
durch die Masse nur durch die größere Strukturmasse auf 0.206 kg steigt. Da diese Masse nur noch
um 2g von der vorhergehenden Masse abweicht, wird der Iterationsprozess beendet. Die Masse der
Startkonfiguration beträgt demnach 0.206 kg bei einer Flügelfläche von S = 0.0512 m2. Daraus er-
gibt sich eine Flächenbelastung von G/S = 39.47 N/m2, die aus den oben genannten Gründen
über der nach Gleichung 4.1.5 bestimmten Flächenbelastung von G/S = 36.79 N/m2 liegt.
Aus der Flügelfläche lässt sich nach Gleichung 4.1.7 die Spannweite der Startkonfiguration ermit-
teln:
b =
√
0.0512[m2] ·2.38 = 0.349[m] .
Ist die Spannweite bekannt, lassen sich die weiteren geometrischen Größen der Konfiguration an-
hand der Zusammenhänge aus Abbildung 4.1.4 bestimmen. Die Startkonfiguration ist damit mit
allen geometrischen Parametern und Ausrüstungskomponenten bestimmt. Die anhand der Verfah-
ren aus Kapitel 3.4 ausgewählten Ausrüstungskomponenten der Startkonfiguration sind in Tabelle
6.1.2 aufgelistet.
Für die optimierte Luftschraube ergab die Auslegung ein Durchmesser von zwölf Zentimetern
und eine Steigung bei 75% Blattradius von acht Zentimetern. Die Auslegungsdrehzahl der Luft-
schraube, bei der im Horizontalflug der erfoderliche Schub von 0.52 N erzeugt wird, beträgt
13860 Umin−1. Das geometrische Aussehen der optimierten Luftschraube zeigt Abbildung 6.1.1.
Mit dieser Luftschraube erreicht der Antriebsstrang seinen optimalen Wirkungsgrad. Da die Luft-
schraube speziell für diesen Anwendungfall ausgelegt ist, muss sie auch extra angefertigt werden.
Da dies mit einem großem Aufwand verbunden ist, stellt der Einsatz einer im Handel verfügbaren
82 6.1 Anwendungsbeispiel I
Komponenten Firma Modell Abmessungen [mm3] Masse [g] Anzahl
Motor Faulhaber 1724-003SC 24x17x17 26 1
Drehzahlsteller Kontronik Micro 10 19x9.5x4.5 1 1
Regler Flugdynamik MAV-C3 70x30x30 30 1
Empfänger ACT Pico4µ 33x11x9 4.5 1
Servos Hitec HS-50 25x21x11.5 5.8 2
Akku Kokam LP 433452 52x44x3.4 15 6 (3S2P)
Tab. 6.1.2: Ausrüstungskomponenten der Startkonfiguration
Luftschraube gleichen Durchmessers und gleicher Steigung für erste Erprobungen eine Alternati-
ve dar. Aufgrund der bewusst durchgeführten Überdimensionierung des Antriebsstranges sind die
Verluste dieser Luftschraube gegenüber der optimal angepassten Luftschraube vertretbar.
Abb. 6.1.1: Optimierte Luftschraube
Optimierungsverfahren
Durch die Startkonfiguration liegen die Werte der geometrischen Optimierungsparameter fest. Be-
vor der Optimierungsprozess gestartet wird, müssen auch die Startwerte der weiteren Optimie-
rungsparameter, der Aufschaltfaktoren, festgelegt werden.
Da die in Kapitel 3.4.3 beschriebenen Reglerfunktionen Höhenhaltung, Fahrthaltung und die Re-
gelung der Azimut-Änderung anhand der zu Verfügung stehenden Optimierungsgrößen nicht vom
Optimierungsverfahren bewertet werden können, müssen für die entsprechenden Aufschaltfakto-
ren kηH, kωq¯ und kξr Startwerte gewählt werden, die diese Funktionen des Reglers gewährleisten.
Ebenfalls notwendig für die Höhen- und Fahrthaltung ist der Aufschaltfaktor kη ˆΘ, der für eine
künstliche Dämpfung der Phygoide sorgt, da diese durch die Fahrthaltung angeregt wird.
Die Startwerte dieser Aufschaltfaktoren wurden anhand von nichtlinearen Simulationen verschie-
dener Konfigurationen ermittelt. Es zeigte sich dabei, dass der Regler so robust gegenüber Ände-
rungen der Konfiguration ist, dass die Startwerte für die Aufschaltfaktoren unabhängig von der
Konfiguration gewählt werden können. Diese Robustheit des Reglers konnte auch in Flugversu-
chen mit verschiedenen Fluggeräten nachgewiesen werden.
Die ermittelten Werte der Aufschaltfaktoren sind in Tabelle 6.1.3 wiedergegeben. Für alle anderen
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Aufschaltfaktoren wird der Startwert Null gewählt. Es sei hier darauf hingewiesen, dass alle in
Tabelle 6.1.3 aufgelisteten Werte Startwerte darstellen, die im Laufe der Optimierung verändert
werden können.
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.35 [m] xV KSLW 0.14 [m]
li 0.21 [m] xSP 0.09 [m]
ϕV K 35.75 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.07 [m] kξ ˆΦ 0.0 [-]
liSLW 0.07 [m] kξp 0.0 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW 0.00 [grd] kωq¯ 150 [m2/Ns]
Tab. 6.1.3: Startwerte der Optimierungsparameter
Nach der Bestimmung der Startkonfiguration und der Definition der Startwerte der Optimierungs-
parameter wird der Optimierungsprozess gestartet. Dazu werden zunächst die aktuellen Optimie-
rungsgrößen ermittelt, ihre Kriterienfunktionen berechnet und die Kostenfunktion gebildet. Für al-
le in diesem Kapitel betrachteten Anwendungsbeipiele haben die Optimierungsgrößen das gleiche
Gewicht, d.h. für alle Wichtungsfaktoren wi gilt: wi = 1. Dadurch wird keine Optimierungsgröße
durch einen größeren Wichtungsfaktor in der Kostenfunktion bevorzugt oder eine andere durch
einen niedrigeren Wichtungsfaktor weniger berücksichtigt.
Für die Optimierungsgrößen der Startkonfiguration ergeben sich mit den Startwerten der Auf-
schaltfaktoren die in Tabelle 6.1.4 wiedergegebenen Werte. Aus diesen Werten ergibt sich die
Kostenfunktion der Startkonfiguration zu G = 10.0585.
Den Ablauf der Optimierung verdeutlichen die Abbildungen 6.1.2 und 6.1.3. Sie zeigen die Ver-
läufe der Kriterienfunktionen der Optimierungsgrößen sowie die Kostenfunktion über der Anzahl
der Iterationsschritte. Anhand der Kriterienfunktionen lassen sich die Auswirkungen der einzel-
nen Parameteränderungen gut erkennen. Detailliert sind die Verläufe der Optimierungsgrößen und
ihrer Kriterienfunktionen in den Abbildungen C.1.1 und C.1.2 im Anhang dargestellt. Zur Zuord-
nung zu den Änderungen der Optimierungsparameter sind die Verläufe der Parameter, die während
der Optimierung verändert werden, in den Abbildungen C.1.3 und C.1.4 im Anhang wiedergege-
84 6.1 Anwendungsbeispiel I
Optimierungsgröße Wert Einheit ci wi (ciwi)2
Cmα -0.1887 [-] 0.0000 1 0.0000
Cnβ 0.0460 [-] 0.5398 1 0.2914
Clβ -0.1774 [-] 0.0000 1 0.0000
fAS 2.9810 [Hz] 0.0000 1 0.0000
DAS 0.1333 [-] 1.6667 1 2.7778
fPH 0.0632 [Hz] 0.0000 1 0.0000
DPH 0.8907 [-] 0.0000 1 0.0000
fT S 1.2580 [Hz] 0.6089 1 0.3707
DT S 0.3173 [-] 0.0000 1 0.0000
TR 0.0287 [s] 0.4339 1 0.1883
TS 1.4981 [s] 2.4906 1 6.2031
b 0.3490 [m] 0.2457 1 0.0604
CA/CW 3.7764 [-] 0.4079 1 0.1664
G/S 39.4711 [N/m2] 0.0000 1 0.0000
Tab. 6.1.4: Startwerte der Optimierungsgrößen
ben. Alle weiteren Optimierungsparameter werden während der Optimierung nicht verändert und
behalten ihren in Tabelle 6.1.3 aufgelisteten Startwert.
Im Folgenden soll der Verlauf der Optimierung detailliert betrachtet und die Einflüsse der einzelnen
Parameteränderungen diskutiert werden. Da die Änderung eines Optimierungsparameters in der
Regel Auswirkungen auf zahlreiche Optimierungsgrößen hat, beschränkt sich die Diskussion auf
die Haupteinflüsse der Parameteränderungen.
Die Betrachtung der Kriterienfunktionen beim Start der Optimierung (Abb. 6.1.2 o.l.) zeigt, dass
zwei der Optimierungsgrößen, die Dämpfung der Anstellwinkelschwingung und die Spiralzeit-
konstante, außerhalb ihres Toleranzbereiches liegen. Erkennbar ist dies am Wert ihrer Kriterien-
funktionen, der größer als Eins ist. Vorrangiges Ziel der Optimierung ist es daher zunächst, diese
Größen möglichst schnell in ihren Toleranzbereich zu führen. Die Auswahl des Optimierungspa-
rameters für den ersten Iterationsschritt erfolgt daher nach Gleichung 4.2.9.
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Abb. 6.1.2: Verlauf der Kriterienfunktion der Optimierungsgrößen
Unter Verwendung der in Kapitel 4.2.4 dargestellten Zusammenhänge ergibt sich für die ersten
vier Iterationsschritte die Seitenleitwerkshöhe als Optimierungsparameter. Sie wird durch die Op-
timierung verringert. Dies hat einen stabilisierenden Effekt auf die Spiralbewegung. Da die Spiral-
zeitkonstante die größte Abweichung von ihrem Toleranzbereich aufweist, ist dies das vorrangige
Ziel der Optimierung. Die Stabilisierung der Spiralbewegung lässt sich durch die Betrachtung der
beteiligten Derivative Clr, Cnr, Cnβ und Clβ nachvollziehen. Die Derivative Cnr und Clβ wirken
sich stabilisierend auf die Spirale aus, während die beiden anderen Derivative destabilisierende
Einflüsse auf die Spiralbewegung haben [67]. Die Verläufe der aerodynamisch-flugmechanischen
Beiwerte und Derivative während des Optimierungsprozesses sind im Anhang in den Abbildungen
C.1.6 und C.1.7 wiedergegeben. Die Verkleinerung der Seitenleitwerkshöhe führt in den ersten
vier Iterationsschritten zu einer betragsmäßigen Verringerung aller vier Derivative, d.h. die stabi-
lisierenden Einflüsse nehmen ebenso ab wie die destabilisierenden. Da aber die destabilisierenden
Derivative in stärkerem Maße abnehmen, ergibt sich insgesamt die höhere Stabilität der Spiralbe-
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Abb. 6.1.3: Verlauf der Kostenfunktion
wegung. Anhand der Näherungslösung für die Spiralzeitkonstante nach [12],
1
TS
= TR
g
V
1
Nβ
(
NrLβ−NβLr
)
mitTR =− 1Lp (6.1.3)
lässt sich dieser Einfluss bestätigen. Die Näherungslösungen der Eigenbewegungsformen werden
mit den Ersatzgrößen gebildet, die in Kapitel B im Anhang wiedergegeben sind. Betrachtet man
in der Näherungsformel für die Spiralzeitkonstante vorkommenden Ersatzgrößen (Tab. 6.1.5), so
lässt sich die Abnahme der Spiralzeitkonstante und damit die Verbesserung des Gütekriteriums
direkt erkennen. Die Wert der Zeitkonstanten nach dieser Näherung entsprechen nicht den in Ab-
bildung C.1.4 wiedergegebenen Werten, da die Auswirkungen der Regelung auf die Spiralzeit-
konstante, z.B. des Aufschaltfaktors kξr, von der Näherung nicht erfasst werden. Die verwendete
Iteration Nβ Nr Lβ Lr Lp −
1
LpNβ
g
V0
(
NrLβ−NβLr
)
Schritt 0 88.7950 -2.9932 -741.7823 5.4488 -46.7031 0.2738
Schritt 1 81.5637 -2.8996 -730.3030 5.3100 -46.7180 0.2891
Schritt 2 77.0112 -2.8426 -723.0755 5.2209 -46.7279 0.3004
Schritt 3 70.4996 -2.7612 -712.8691 5.1068 -46.7379 0.3192
Schritt 4 66.2576 -2.7074 -706.2886 5.0299 -46.7615 0.3333
Tab. 6.1.5: Ersatzgrößen der Seitenbewegung und Näherung für die Spiralzeitkonstante für die Startkonfi-
guration und die ersten 4 Iterationsschritte
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Näherung soll hier nur den Einfluss der Änderung der Seitenleitwerkshöhe auf die Spiralzeitkon-
stante verdeutlichen. Die weiteren Einflüsse dieser Parameteränderung, z.B. auf die Frequenz der
Taumelschwingung, spielen für den Optimierungsverlauf zunächst nur eine untergeordnete Rolle.
Auf die Optimierungsgrößen der Längsbewegung hat die Änderung der Seitenleitwerkshöhe keine
nennenswerten Auswirkungen.
Zu erkennen ist bei diesen vier Iterationsschritten der widersprüchliche Einfluss der Parameterän-
derungen auf die Optimierungsgrößen. Die Kriterienfunktion der Spiralzeitkonstante wird verbes-
sert, während sich die Kriterienfunktion des Derivativs Cnβ verschlechtert (Abb. 6.1.2 o.l).
Nach den ersten vier Iterationsschritten liegt nur noch die Dämpfung der Anstellwinkelschwingung
außerhalb der Toleranz. Daher wird in den folgenden fünf Iterationsschritten der Aufschaltfaktor
kηq verändert. Die Erhöhung dieses Aufschaltfaktors entspricht der klassischen Vorgehensweise
zur Dämpfungserhöhung der Anstellwinkelschwingung. Der Einfluss der Erhöhung lässt sich wie-
der anhand der Nährungslösungen für die Eigenbewegungsformen erläutern. Nach Brockhaus [12]
wird durch die Rückführung der Nickrate auf den Höhenruderausschlag ein künstliches Mq er-
zeugt, dass nach der Gleichung
σAS ≈ 12(Mq +Zα) (6.1.4)
den Dämpfungsexponent vergrößert. Zusätzlich zum Dämpfungsexponent wird auch die Eigenfre-
quenz erhöht:
ω0AS ≈
√
ZαMq−Mα . (6.1.5)
Da der Einfluss von Mq auf die Eigenfrequenz geringer ist, ergibt sich eine positive Wirkung auf
die Dämpfung:
DAS =− σAS
ω0AS
. (6.1.6)
Gleichzeitig ergibt sich eine Erhöhung der Frequenz der Anstellwinkelschwingung, die durch ihre
Abhängigkeit von den oben genannten Größen deutlich wird:
fAS =
ω0AS
√
1−D2AS
2pi
. (6.1.7)
Beide Effekte sind in Abbildung 6.1.2 o.l. deutlich zu erkennen. Da zunächst die Dämpfung in den
Toleranzbereich geführt werden soll, wird die Zunahme der Frequenz vom Optimierungsverfahren
in Kauf genommen.
Nach den beschriebenen neun Iterationsschritten liegen alle Optimierungsgrößen innerhalb ihres
Toleranzbereiches, d.h. alle Kriterienfunktionen sind kleiner als Eins. Die Auswahl der Optimie-
rungsparameter erfolgt nun anhand der Gleichung 4.2.8. Es wird der Parameter ausgewählt, der
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die Kostenfunktion am stärksten reduziert, ohne dass eine Optimierungsgröße den Toleranzbe-
reich wieder verlässt.
Da die Dämpfung der Anstellwinkelschwingung und die Spiralzeitkonstante weiterhin die größten
Abweichungen von ihren Sollbereichen aufweisen, wird im folgenden Iterationsschritt abermals
die Seitenleitwerkshöhe reduziert. Dadurch kann die Spiralzeitkonstante ihrem Sollbereich sehr
weit angenährt werden. Wie oben schon beschrieben, verschlechtert sich dabei die Kriterienfunk-
tion von Cnβ. Anhand der Kostenfunktion in Abbildung 6.1.3 wird deutlich, dass die Erhöhung
dieser Kriterienfunktion aufgrund der größeren positiven Einflüsse auf andere Kriterienfunktionen
zu vernachlässigen ist. Durch eine weitere Erhöhung des Aufschaltfaktors kηq in den nächsten zwei
Iterationsschritten wird auch die Dämpfung der Anstellwinkelschwingung weiter erhöht. Nachtei-
lig wirkt sich diese Änderung, wie schon beschrieben, auf die Frequenz der Anstellwinkelschwin-
gung aus, die ebenfalls erhöht wird. Um dieser Erhöhung entgegen zu wirken und die Dämpfung
trotzdem weiter zu erhöhen, wählt das Optimierungsverfahren die Vorderkantenpfeilung des Flü-
gels als Optimierungsparameter aus und verringert diese. Die Änderung der Flügelgeometrie hat
Auswirkungen auf die aerodynamisch-flugmechanischen Beiwerte und Derivative. Deren Einflüs-
se lassen sich anhand der Nährungslösungen für die Eigenbewegungsformen erläutern. Durch die
Verringerung der Vorderkantenpfeilung nimmt das Derivativ Cmα betragsmäßig ab. Nach Brock-
haus [12] wird die Eigenfrequenz der Anstellwinkelschwingung maßgeblich durch dieses Derivativ
bestimmt. Betrachtet man Gleichung 6.1.5 und beachtet, dass die Ersatzgröße Mα mit betragsmä-
ßig abnehmenden Cmα ebenfalls abnimmt, so wird die Verminderung der Eigenfrequenz deutlich.
Die Zunahme der Dämpfung ist ebenfalls hauptsächlich mit der Abnahme der Eigenfrequenz zu
begründen, da sich die in den Ersatzgrößen Mq und Zα enthaltenen Derivative, wie z.B. Cmq, Cmα˙
und CAα, nur in sehr geringem Maße ändern. Damit bleibt auch der Dämpfungsexponent σAS nä-
herungsweise unverändert. Auch der Einfluss des Trägheitsmomentes Iy, welches leicht zunimmt,
spielt nur eine untergeordnete Rolle.
Da die Geometrie der Konfiguration verändert wird, ergeben sich auch Auswirkungen auf die
Seitenbewegung. Am deutlichsten sind diese bei der Spiralzeitkonstante und der Dämpfung der
Taumelschwingung sichtbar. Anhand der Spiralzeitkonstante lässt sich gut die unterschiedliche
Wirkung eines Optimierungsparameters erkennen. Bei der ersten Änderung der Vorderkantenpfei-
lung in Schritt 13 nimmt die Spiralzeitkonstante ab, im darauf folgenden Schritt wieder zu. Erläu-
tern lässt sich dies wieder durch die Betrachtung der Näherungsformel für die Spiralzeitkonstante
nach Gleichung 6.1.3. Da in der Seitenbewegung Roll- und Spiralbewegung gekoppelt sind, muss
auch die Rollbewegung betrachtet werden. Durch die verringerte Streckung aufgrund der größe-
ren Flügelfläche bei unveränderter Spannweite nehmen das Derivativ Cl p und das Derivativ Cnp
betragsmäßig ab. Beide gehen in die Ersatzgröße Lp ein, aus der sich direkt die Rollzeitkonstante
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ergibt:
TR =−1/Lp . (6.1.8)
Die Rollzeitkonstante nimmt zu. Betrachtet man nun die Ersatzgrößen der Iterationsschritte in
Tabelle 6.1.6,
Nβ Nr Lβ Lr Lp −
1
LpNβ
g
V0
(
NrLβ−NβLr
)
Schritt 12 59.7838 -2.6261 -696.4953 4.9186 -46.7714 0.3590
Schritt 13 58.9306 -2.5941 -684.8482 4.8025 -45.7708 0.3621
Schritt 14 58.1118 -2.5542 -663.6246 4.6277 -44.6065 0.3598
Tab. 6.1.6: Ersatzgrößen der Seitenbewegung und Näherung für die Spiralzeitkonstante für die Iterations-
schritte 12 bis 14
so wird deutlich, dass das gegensätzliche Verhalten durch die veränderte Aerodynamik des Flü-
gels Zustande kommt. Da es sich nur um eine Näherungslösung handelt, bei der z.B. der Einfluss
der Regelung vernachlässigt wird, werden die quantitativen Änderungen, die bei der Optimierung
deutlich größer sind, durch diese Betrachtung nicht korrekt wiedergegeben. Auch die Taumel-
schwingung wird durch die verminderte Vorderkantenpfeilung beeinflusst. Anhand der Näherungs-
lösung für die Dämpfung der Taumelschwingung
DT S =− σT S
ω0T S
≈−1
2
Nr√
Nβ
(6.1.9)
und den Werten der Ersatzgrößen aus der obigen Tabelle lässt sich die erhöhte Dämpfung direkt
erkennen.
Für den Iterationsschritt 17 wird der Aufschaltfaktor kξr als Optimierungsparameter ausgewählt.
Dieser erzeugt ein künstliches Lr und führt nach Gleichung 6.1.3 hauptsächlich zu einer Stabili-
sierung der Spiralbewegung. Ähnliche Auswirkungen hat der im Iterationsschritt 20 ausgewählte
Aufschaltfaktor kξp auf die Rollbewegung. Dieser Faktor stellt die dämpfungserhöhende Rückfüh-
rung der Rollrate auf das Querruder dar. Dieser Rolldämpfer erzeugt ein künstliches Lp, wodurch
sich die deutlich sichtbare Wirkung auf die Rollzeitkonstante anhand der Gleichung 6.1.8 erläutern
lässt.
Im folgenden Iterationsschritt wird die V-Stellung des Flügels erhöht. Diese Änderung wirkt sich
wieder auf zahlreiche Optimierungsgrößen aus, da sowohl die aerodynamisch-flugmechanischen
Beiwerte und Derivative verändert werden, wie auch die Trägheits- und Deviationsmomente. Bei-
spielhaft sei hier das Derivativ Clβ genannt, welches gleichzeitig eine Optimierungsgröße darstellt.
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Aufgrund der V-Stellung des Flügels ergibt sich bei Schiebewinkeln eine unterschiedliche Auf-
triebsverteilung der beiden Flügelhälften, die einen stabilisierenden Einfluss [2] auf die Rollbewe-
gung hat. Trotzdem nimmt die Rollzeitkonstante leicht zu, d.h. die Stabilität nimmt ab. Dies ist
dadurch erklärbar, dass durch die Änderung der V-Stellung auch das Rolldämpfungsderivativ Cl p
betragsmäßig abnimmt und dies den stärkeren Einfluss auf die Rollbewegung besitzt.
Die Verringerung der Wurzeltiefe des Flügels während der folgenden Iterationsschritte wirkt sich
ebenfalls auf verschiedene Optimierungsgrößen aus, so dass auch hier nur die Haupteinflüsse er-
läutert werden. Ein direkt offensichtlicher Einfluss besteht auf die Flächenbelastung. Da die Wur-
zeltiefe abnimmt, wird die Flügelfläche kleiner und die Flächenbelastung steigt an. Da die Spann-
weite konstant bleibt, erhöht sich die Streckung des Flügels. Dies hat einen positiven Effekt auf das
Gleitverhältnis. Mit steigender Streckung nimmt der induzierte Widerstand ab (Gleichung 4.1.4)
und damit das Gleitverhältnis zu. In größerem Maße beeinflusst wird durch die Änderung auch die
Frequenz der Anstellwinkelschwingung. Dieser Einfluss ist durch die Änderung der aerodynami-
schen Derivative zu erklären. Betrachtet man die beteiligten Ersatzgrößen, so lässt sich mit Hilfe
der Gleichungen 6.1.5 und 6.1.6 eine Zunahme von Eigenfrequenz und Dämpfung der Anstellwin-
kelschwingung erklären. Insgesamt ergibt sich nach Gleichung 6.1.7 dadurch eine Verringerung
der Frequenz der Anstellwinkelschwingung, die auch in der Abbildungen C.1.1 deutlich wird.
Zusätzlich werden auch die Taumelschwingung und die Spiralbewegung durch die Änderung der
Wurzeltiefe positiv beeinflusst. Auch diese Effekte lassen sich anhand der oben schon erläuterten
Näherungslösungen durch die Änderung der aerodynamischen Derivative erläutern.
Als erstmalig ausgewählter Parameter kommt in den Iterationsschritten 34 und 35 die Wurzeltiefe
des Seitenleitwerkes hinzu. Durch die größere Seitenleitwerksfläche ergibt sich ein erhöhtes Cnβ.
Da die Kriterienfunktion dieses Derivativs den höchsten Wert besitzt, machen sich auch die gerin-
gen Änderungen in der Kostenfunktion bemerkbar. Da jedoch bei einer weiteren Vergrößerung des
Seitenleitwerkes andere Kriterienfunktionen verschlechtert würden, kann Cnβ nicht weiter erhöht
werden.
In den folgenden Iterationsschritten werden abermals schon erläuterte Optimierungsparameter mit
den entsprechenden Auswirkungen verändert. Die Verbesserung der Kostenfunktion ist dabei ge-
ring, d.h. der Gradient der Kostenfunktion wird immer kleiner. Die Optimierung nähert sich dem
Minimum der Kostenfunktion.
Im letzten Iterationsschritt wird der Aufschaltfaktor kη ˆΘ verringert. Dadurch wird die Kostenfunk-
tion noch minimal verbessert, da die Dämpfung der Anstellwinkelschwingung leicht erhöht wird.
Der Haupteinfluss des Aufschaltfaktors liegt jedoch in der Beeinflussung der Phygoide. Hier wirkt
sich die Parameteränderung in einer Erhöhung der Dämpfung in in einer Abnahme der Frequenz
aus. Beide Auswirkungen lassen sich in Abbildung C.1.1 deutlich erkennen. Da beide Optimie-
rungsgrößen jedoch in ihrem optimalen Bereich verbleiben, spiegelt sich in der Kostenfunktion
nur der positive Einfluss auf die Dämpfung der Anstellwinkelschwingung wieder.
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Nach den beschriebenen Iterationsschritten kann vom Optimierungsalgorithmus keine Parameter-
änderung mehr ermittelt werden, der die Kostenfunktion weiter reduzieren würde. Die Optimie-
rung wird daher beendet.
6.1.3 Optimierungsergebnis
Das Ergebnis der Optimierung stellt die Kombination der Optimierungsparameter dar, die die An-
forderungen bestmöglich erfüllen. Die Endwerte der Optimierungsparameter und der resultieren-
den Optimierungsgrößen sind den Abbildungen C.1.1 bis C.1.4 im Anhang dargestellt. Die Ko-
stenfunktion konnte durch die Optimierung von ihrem Startwert bei 10.0585 auf 0.7994 reduziert
werden.
Motor
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ReglerNutzlast
Servo
Empfänger
Servo
Drehzahlsteller
Abb. 6.1.4: Endergebnis des Auslegungsprozesses
Die Auswahl der Ausrüstungskomponenten, die bei jedem Optimierungsschritt erneut durchge-
führt wurde, wurde während der Optimierung nicht mehr verändert. Die ausgewählten Ausrüs-
tungskomponenten der optimierten Konfiguration entsprechen daher den in der Tabelle 6.1.2 auf-
gelisteten. Die Positionen der einzelnen Komponenten wurden anhand der in Kapitel 3.5 beschrie-
benen Zusammenhänge bei jedem Iterationsschritt der Optimierung neu bestimmt. Aufgrund der
Veränderung der Konfiguration unterscheiden sie sich daher zwischen der Start- und der End-
konfiguration. Abbildung 6.1.4 zeigt eine 3D-Darstellung der optimierten Konfiguration mit den
angeordneten Ausrüstungskomponenten.
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Der Auslegungsprozess und vor allem der Verlauf der Optimierung zeigt, dass die Startkonfigurati-
on, die auf den bisherigen Erkenntnissen mit der Auslegung und Realisierung von Kleinstfluggerä-
ten beruht, neben den Flugleistungen auch eine Teil der Flugeigenschaften von vorne herein erfüllt.
Sie stellt damit eine wichtige Grundlage für das Optimierungsverfahren und die dadurch durchge-
führte endgültige Anpassung der Eigenschaften des Fluggerätes an die Missionsanforderungen dar.
6.1.4 Simulationsergebnisse
Zur Überprüfung der Flugeigenschaften der ausgelegten Konfiguration wurden die Reaktion des
Fluggerätes auf verschiedene Steuer-und Störgrößen untersucht. In den Abbildungen 6.1.5 und
6.1.6 sind die Zeitverläufe relevanter Größen der Reaktionen auf eine 1-cos-förmige Aufwind-
und Seitenwindböe, sowie auf eine Änderung der Sollhöhe um einen Meter und ein Gierratenkom-
mando dargestellt.
Die Reaktion auf die 1-cos-förmigen Windböen zeigen eine geringe Böenanfälligkeit des Flugge-
rätes. Die Aufwindböe führt aufgrund der statischen Stabilität zunächst zu einem Abnicken des
Fluggerätes, wobei gleichzeitig eine Abweichung von der Sollhöhe auftritt. Beide Abweichungen
werden von der Regelung aber schnell wieder ausgeregelt. Die Änderung der Fahrt durch die Auf-
windböe ist gering.
Die Seitenwindböe verursacht eine Rollbewegung, die sich in der Änderung des Hängewinkels
äußert. Da Roll- und Gierbewegung miteinander gekoppelt sind, tritt auch eine Gierrate auf. Der
durch den Seitenwind auftretende Schiebewinkel wird durch die Windfahnenstabilität schnell wie-
der kompensiert. Auch der Hängewinkel wird durch die natürliche Rollstabilität der Konfiguration
und die Regelung schnell wieder auf Null zurückgeführt.
Die Kommandos zeigen ebenfalls die gewünschte Reaktion des Fluggerätes. Durch den von der
Höhenregelung verursachten negativen Höhenruderausschlag wird ein anfängliches Aufnicken des
Fluggerätes verursacht, welches aber durch die Pseudo-Lagehaltung schnell kompensiert wird. Die
geforderte Sollhöhe wird stationär erreicht, ohne dass die Fahrt davon wesentlich beeinflusst wird.
Die Vorgabe der Gierrate, die so gewählt wurde, dass über den Aufschaltfaktor kξrc ein Querru-
derausschlag von ξc = 1grd kommandiert wird, führt zu einem konstanten Hängewinkel und einer
konstanten Gierrate und entspricht damit dem gewünschten Verhalten des Fluggerätes.
Der Vergleich mit den Simulationsergebnissen der Startkonfiguration in Abbildung 6.1.7 zeigt für
die Längsbewegung nur geringe Differenzen, die sich hauptsächlich durch die erhöhte Dämpfung
der Anstellwinkelschwingung ergeben. Diese äußert sich im Verlauf des Nickwinkels Θ. Der Ver-
lauf der Höhe und der Fahrt sind nahezu unverändert, was dadurch zu erklären ist, dass die gewähl-
ten Startwerte für die Aufschaltfaktoren der Höhen- und Fahrthaltung während der Optimierung
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nicht mehr verändert wurden.
In der Seitenbewegung wird die erhöhte Stabilität der Spiralbewegung beim Vergleich der Reakti-
on auf das gleiche Gierratenkommando deutlich. In beiden Fällen wurde ein Gierratenkommando
vorgegeben, welches über den Aufschaltfaktor kξrc eine Querruderausschlag von ξc = 1grd ergab.
Deutlich zu erkennen ist der größere Hängewinkel und die größere Gierrate der Startkonfiguration.
Der Schiebewinkel wird in beiden Fällen nur geringfügig verändert.
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Abb. 6.1.5: Simulierte Flugzeugreaktionen auf eine 1-cos-förmige Aufwindböe (links)und eine 1-cos-
förmige Seitenwindböe (rechts)
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Abb. 6.1.6: Simulierte Flugzeugreaktionen auf eine Sollhöhenvorgabe (links) und eine Gierratenvorgabe
(rechts)
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Abb. 6.1.7: Vergleich der simulierten Flugzeugreaktionen auf eine 1-cos-förmige Aufwindböe (links) und
eine Gierratenvorgabe (rechts) zwischen der Start- und Endkonfiguration
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6.2 Anwendungsbeispiel II
6.2.1 Missionsanforderungen
Zur Verdeutlichung der Abhängigkeit des Optimierungsergebnisses von den Anforderungen wurde
für das zweite Anwendungsbeispiel die Anforderung an die Spiralzeitkonstante verändert. Die
Spiralzeitkonstante wurde ausgewählt, da sie, wie aus dem vorhergehenden Beispiel zu entnehmen,
eine wichtige Rolle für den Optimierungsprozess spielt. Die Anforderungen an die Stabilität der
Spirale wurden dabei stark abgeschwächt, wobei die Spirale aber weiterhin stabil sein soll. Als
Anforderungen für die Spiralzeitkonstante wurden dazu folgende Werte festgesetzt:
Größe bl gl gh bh Einheit
TS 1.5 2.0 2.5 3 [s]
Die weiteren Anforderungen an die Flugeigenschaften wurden unverändert von Anwendungsbei-
spiel I übernommen, ebenso wie die Anforderungen an die Flugleistungen.
6.2.2 Optimierungsverlauf
Da sich die Anforderungen im Vergleich zum Anwendungsbeispiel I nur bei der Spiralzeitkonstan-
te unterscheiden, ergibt sich die gleiche Startkonfiguration und auch dieselbe Auswahl der Ausrü-
stungskomponenten wie beim ersten Anwendungsbeispiel. Die Bewertung der Startkonfiguration
ist jedoch unterschiedlich. Da die Spiralzeitkonstante für die neuen Anforderungen nur knapp au-
ßerhalb des optimalen Bereiches liegt, ergibt sich für sie eine deutlich geringere Kriterienfunktion
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Abb. 6.2.1: Kostenfunktion
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und damit ein niedrigerer Wert für die Kostenfunktion von 4.8625. Alle weiteren Größen besitzen
die gleichen Werte der Kriterienfunktionen wie im Anwendungsbeispiel I.
Der Verlauf der Optimierung lässt sich wieder gut an der Kostenfunktion (Abb. 6.2.1) und den Kri-
terienfunktionen (Abb. 6.2.2) der einzelnen Optimierungsgrößen erkennen. Zunächst wird hier die
Dämpfung der Anstellwinkelschwingung erhöht, um auch diese Optimierungsgröße in den Tole-
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Abb. 6.2.2: Verlauf der Kriterienfunktionen
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ranzbereich zu führen. Dann erfolgt die Optimierung anhand der Kostenfunktion. Auch in diesem
Fall weist die Kostenfunktion einen stetig fallenden Verlauf mit immer geringerem Gradienten auf.
Die Einzelheiten des Optimierungsverlaufes können anhand der im Anhang befindlichen Verläufe
der Optimierungsgrößen (Abb. C.2.1 und Abb. C.2.2) und Optimierungsparameter (Abb. C.2.3 und
Abb. C.2.2) nachvollzogen werden.
6.2.3 Optimierungsergebnis
Das Ergebnis der Optimierung, dargestellt in Abbildung 6.2.3, unterscheidet sich geometrisch
hauptsächlich durch die Position und Abmessungen des Seitenleitwerkes vom Ergebnis aus Bei-
spiel I.
Betrachtet man wieder die Näherung für die Spiralzeitkonstante nach Gleichung 6.1.3 und wertet
diese für die beiden ausgelegten Konfigurationen aus (Tab. 6.2.1), so wird der Unterschied offen-
sichtlich.
Auch bei der Betrachtung der für die Spiralbewegung maßgeblichen Derivative der Gesamtkonfi-
guration in Tabelle 6.2.2 werden die Differenzen deutlich. Man sieht, dass der größte Unterschied
bei dem Derivativ Cnβ auftritt, was mit der unterschiedlichen Auslegung des Seitenleitwerkes bei-
der Konfigurationen zu erklären ist.
Da das Optimierungsverfahren den bestmöglichen Kompromiss zur Erfüllung der Anforderungen
ermittelt, weichen neben der Spiralzeitkonstante auch andere Optimierungsgrößen von ihren Wer-
ten aus Anwendungsbeispiel I ab. Zu nennen ist hier z.B. auch die Rollzeitkonstante, die durch
die geänderte Anforderung an die Spiralzeitkonstante beeinflusst wird. Dieser Einfluss ist eben-
falls anhand von Gleichung 6.1.3 erklärbar. Die Rollzeitkonstante ist umgekehrt proportional zur
Spiralzeitkonstante und konnte damit im vorliegenden Beispiel weiter reduziert werden. Beson-
ders deutlich sind die Unterschiede an den Reaktionen der Fluggeräte auf die gleichen Steuer- und
Störgrößen zu erkennen.
In Bild 6.2.4 sind die Reaktionen auf eine 1-cos-förmige Seitenwindböe und ein Gierratenkom-
Nβ Nr Lβ Lr Lp −
1
LpNβ
g
V0
(
NrLβ−NβLr
)
Beispiel I 69.9139 -2.6421 -792.3429 4.9675 -44.8861 0.3639
Beispiel II 187.6937 -4.9455 -911.1736 6.7171 -42.7080 0.2648
Tab. 6.2.1: Vergleich der Ersatzgrößen der Seitenbewegung und der Näherung für die Spiralzeitkonstante
zwischen Anwendungsbeispiel I und Anwendungsbeispiel II
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Cnβ Cnr Clβ Clr
Beispiel I 0.0326 -0.1302 -0.1944 0.1026
Beispiel II 0.0993 -0.2388 -0.2312 0.1408
Tab. 6.2.2: Vergleich der maßgeblichen an der Spiralbewegung beteiligten Derivative zwischen Anwen-
dungsbeispiel I und Anwendungsbeispiel II
mando beider optimierten Fluggeräte dargestellt. Man erkennt, dass sich die Reaktionen auf die
Seitenwindböe deutlich unterscheiden. Während beim Anwendungsbeispiel I (o.l.) das Fluggerät
eine deutliche Schwingung um die Rollachse aufweist, ist die Rollbewegung im Anwendungsbei-
spiel II sehr viel stärker gedämpft. Für die Gierrate ist ein umgekehrtes Verhalten zu beobachten.
Hier führt die geringere Stabilität der Spiralbewegung zu einer größeren maximalen Gierrate. Dies
lässt sich auch an der Reaktion auf ein Gierratenkommando bestätigen. Das Gierratenkommando
wurde in beiden Fällen über den Aufschaltfaktor kξrc so gewählt, dass sich ein Querruderausschlag
von einem Grad ergab. Auch hier ergibt sich für das Anwendungsbeispiel II eine deutlich größere
Gierrate als in Anwendungsbeispiel I. Während sich beim Anwendungsbeispiel I ein konstanter
Hängewinkel von ca. -20 grd und eine konstante Gierrate von ca. -12 grd/s einstellt, bewirkt das
gleiche Kommando beim Anwendungsbeispiel II betragsmäßig mehr als doppelt so große Werte.
Der Vergleich der beiden Anwendungsbeispiele zeigt, dass das Ergebnis des Auslegungsprozesses
von den Anforderungen abhängig ist und diese durch die ausgelegte Konfiguration erfüllt werden.
Abb. 6.2.3: Endergebnis des Auslegungsprozesses
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Das Ergebnis zeigt die Notwendigkeit und die Funktion des Optimierungsverfahrens. Ausgehend
von derselben Startkonfiguration werden hier durch den Optimierungsprozess Fluggeräte mit un-
terschiedlichen Flugeigenschaften ausgelegt.
Anwendungsbeispiel I Anwendungsbeispiel II
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Abb. 6.2.4: Simulierte Reaktionen auf eine 1-cos-förmige Seitenwindböe und ein Gierratenkommando
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6.3 Anwendungsbeispiel III
6.3.1 Missionsanforderungen
Um auch die Abhängigkeit des Auslegungsergebnisses von den Flugleistungen zu zeigen, die maß-
geblich durch die Auslegung der Startkonfiguration bestimmt werden, wurden im folgenden Bei-
spiel die Anforderung an die Flugleistungen verändert. Die Anforderungen an die Flugeigenschaf-
ten wurden unverändert vom Anwendungsbeispiel I übernommen.
Bei derselben zu transportierenden Nutzlast wie in Anwendungsbeispiel I soll die Mission in einer
anderen Höhe, mit einer erhöhten Reichweite und Flugzeit durchgeführt werden. Die geänderten
Werte für die Flugleistungsanforderungen lauten:
Fluggeschwindigkeit 15 m/s
Steiggeschwindigkeit 2 m/s
Flugzeit 2700 [s]
Reichweite 1500 [m]
Starthöhe über N.N. 1500 [m]
6.3.2 Optimierungsverlauf
Die Flugleistungsanforderungen führen aufgrund der deutlich längeren Flugzeit, der gestiegenen
Auslegungshöhe und der erhöhten Reichweite zu einer deutlich größeren Startkonfiguration als
im Anwendungsbeispiel I. Nach dem in Kapitel 4.1 beschriebenen Verfahren wird für die Start-
konfiguration eine Spannweite von 50 cm und eine Gesamtmasse von 0.393 kg ermittelt. Tabelle
6.3.1 fasst die für diese Startkonfiguration ausgewählten Ausrüstungskompomenten zusammen.
Aufgrund der erhöhten Reichweite wird ein Empfänger mit größerer Reichweite ausgewählt, der
dadurch auch größere Abmessungen und eine höhere Masse besitzt. Durch die längere Flugzeit
und die gestiegene Auslegungshöhe ändern sich auch die Anforderungen an den Antriebsstrang
erheblich. Dies spiegelt sich in der Auswahl eines leistungsstärkeren Motors und der Wahl von
Energiespeichern mit einer höheren Kapazität wieder. Dadurch ergibt sich auch eine wesentlich
größere Masse des Antriebsstranges.
Betrachtet man die Kostenfunktion, so fällt auf, dass diese mit G = 29.3884 einen deutlich höheren
Wert besitzt als die anfängliche Kostenfunktion des Anwendungbeispiels I. Dies ist darin begrün-
det, dass die Spiralzeitkonstante stärker von ihrem Sollbereich abweicht und diese Abweichung
quadratisch in die Kostenfunktion eingeht. Gut zu erkennen ist dies auch an der Kriterienfunkti-
on der Spiralzeitkonstante in Abbildung 6.3.2 oben links. Betrachtet man die im Anhang (Abb.
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Komponenten Firma Modell Abmessungen [mm3] Masse [g] Anzahl
Motor Faulhaber 2230-003S 30x22x22 50 1
Drehzahlsteller ACT Sky08 21x12x6 5 1
Regler Flugdynamik MAV-C3 70x30x30 30 1
Empfänger ACT DSQ-8 54x25x15 19 1
Servos Hitec HS-50 25x21x11.5 5.8 2
Akku Kokam 1200HD 62x38x5.4 22 9 (3S3P)
Tab. 6.3.1: Ausrüstungskomponenten der Startkonfiguration
C.1.7 und Abb. C.3.7) dargestellten aerodynamischen Derivative der Seitenbewegung der beiden
Anwendungsbeispiele, so sind zunächst keine großen Differenzen zu erkennen. Auch bei der Be-
trachtung der in Tabelle 6.3.2 wiedergegebenen Näherungslösung für die Spiralzeitkonstante nach
Gleichung 6.1.3 wird der Unterschied nicht offensichtlich.
Nβ Nr Lβ Lr Lp −
1
LpNβ
g
V0
(
NrLβ−NβLr
)
Beispiel I 88.7950 -2.9932 -741.7823 5.4488 -46.7031 0.2738
Beispiel III 55.0705 -2.5141 -399.5921 3.9872 -34.8039 0.2679
Tab. 6.3.2: Vergleich der Ersatzgrößen der Seitenbewegung und der Näherung für die Spiralzeitkonstante
zwischen Anwendungsbeispiel I und Anwendungsbeispiel III
Die deutlich geringere Stabilität der Spiralbewegung wird durch den Einfluss der Regelung verur-
sacht. Zwar sind die Startwerte der Aufschaltfaktoren für beide Anwendungsbeispiele identisch,
aufgrund der unterschiedlichen Klappenwirksamkeiten sind ihre Auswirkungen auf die Flugei-
genschaften aber verschieden. Für die Spiralbewegung ist die Wirksamkeit der Querruder aus-
schlaggebend. Am Beispiel des Derivativs Cnξ in Abbildung 6.3.1 lässt sich erkennen, dass die
Ruderwirksamkeit beim Anwendungsbeipiel III geringer ist als dies beim Anwendungsbeispiel I
der Fall ist. Damit ist auch der positive Einfluss des Aufschaltfaktors kξr auf die Stabilität der Spi-
ralbewegung geringer, was sich in der größeren Spiralzeitkonstante widerspiegelt.
Für die Längsbewegung, bei der hauptsächlich die stärker gedämpfte Anstellwinkelschwingunng
auffällt, ist die Erklärung ähnlich. Die höhere Dämpfung der Anstellwinkelschwingung ist eben-
falls durch die unterschiedlichen Ruderwirksamkeiten, in diesem Fall des Höhenruders, zu be-
gründen. Der Einfluss des Aufschaltfaktors kη ˆΘ, der die Dämpfung der Anstellwinkelschwingung
vermindert, ist geringer.
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Abb. 6.3.1: Vergleich der Querruderwirksamkeit der Startkonfiguration zwischen Anwendungsbeipiel I
und Anwendungsbeispiel III
Als einzige Optimierungsgröße der Startkonfiguration liegt in diesem Beispiel die Spiralzeitkon-
stante außerhalb des Toleranzbereiches. Erstes Ziel der Optimierung ist es daher, diese ihrem Soll-
wert anzunähern. Deutlich wird dies im Verlauf der Kriterienfunktionen in Abbildung 6.3.2 oben
links. Wie im Anwendungsbeispiel I wird auch hier durch eine Reduktion der Seitenleitwerkshöhe
der Toleranzbereich erreicht. Nach neun Iterationsschritten liegt die Spiralzeitkonstante innerhalb
des Toleranzbereiches und die Optimierung der Kostenfunktion nach Gleichung 4.2.8 beginnt.
Die Auswirkungen der einzelnen Parameteränderungen werden hier nicht detailliert betrachtet,
können aber anhand der Verläufe der Optimierungsgrößen, der Optimierungsparameter und der
aerodynamisch-flugmechanischen Beiwerte und Derivative, die im Anhang (Abb. C.3.1 bis Abb.
C.3.7) dargestellt sind, nachvollzogen werden. Erwähnenswert für den Optimierungsverlauf ist,
dass die Spannweite, die sowohl Optimierungsgröße als auch Optimierungsparameter ist, vom
Optimierungsprozess erfasst wird und ihrem Sollwert angenähert wird. Sie wird von der anfängli-
chen Spannweite der Startkonfiguration von 50 cm auf 44,5 cm Spannweite reduziert.
Insgesamt werden in diesem Anwendungsbeispiel deutlich mehr Iterationsschritte benötigt, um das
Mininum der Kostenfunktion erreichen, als in Anwendungsbeispiel I. Die Kostenfunktion (Abb.
6.3.3) weist zu Beginn der Optimierung wieder einen großen Gradienten auf. Mit steigender Itera-
tionszahl nimmt der Gradient immer weiter ab. Dies entspricht dem erwarteten Verlauf des Opti-
mierungsprozesses, der die Kostenfunktion ihrem Minimum annähern soll.
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Abb. 6.3.2: Verlauf der Kriterienfunktionen
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Abb. 6.3.3: Kostenfunktion, rechts: vergrößerte Darstellung der Iterationsschritte 10-79
6.3.3 Optimierungsergebnis
Das Ergebnis der Optimierung ist in Abbildung 6.3.4 dargestellt. Auch in diesem Fall wurden die
für die Startkonfiguration ausgewählten Ausrüstungskomponenten aus Tabelle 6.3.1 während der
Optimierung beibehalten.
Abb. 6.3.4: Endergebnis des Auslegungsprozesses
Da für die beiden Anwednungsbeispiele I und III dieselben Anforderungen an die Flugeigenschaf-
ten gestellt wurden, sollten die Flugeigenschaften der beiden optimierten Fluggeräte auch sehr
ähnlich sein. Vergleicht man dazu die Reaktionen der Fluggeräte auf 1-cos-förmige Aufwind- und
Seitenwindböen in Abbildung 6.3.5, so ist zu erkennen, dass dies der Fall ist.
Anhand dieses Anwendungsbeispiels konnte damit die Abhängigkeit des Auslegungsprozesses
und seines Ergebnisses von den Anforderungen an die Flugleistungen gezeigt werden. Da diese
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hauptsächlich durch die Startkonfiguration beeinflusst werden, kann anhand dieses Anwendungs-
beispiels und des Anwendungsbeispiels I das Verfahren zu Bestimmung der Startkonfiguration
bestätigt werden.
Anwendungsbeispiel I Anwendungsbeispiel III
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6.4 Ergebnisse unter Verwendung neuronaler Netze
Wie in Kapitel 4.2.4 beschrieben, werden für die Anwendung neuronalen Netze zunächst Beispiele
benötigt, mit denen die Netze trainiert werden können. Zur Ermittlung dieser Trainingsbeispiele
wurden die zuvor beschriebenen Anwendungsbeipiele verwendet. Da für jeden Iterationsschritt
der Anwendungsbeispiele die Jacobi-Matrix bestimmt wurde, eignen sich diese Daten sehr gut als
Trainingsdaten für die neuronalen Netze. Die Netze wurden offline trainiert, d.h. das Training er-
folgte vor der Nutzung der Netze und nicht während ihrer Anwendung.
Da es über den Aufbau neuronaler Netze bezüglich der benötigten Anzahl der Neuronen und der
verdeckten Schichten keine allgemeinen gültigen Aussagen gibt, mussten sinnvolle Werte dieser
Parameter durch Versuche ermittelt werden. Es ergab sich dabei für die eingesetzten Netze ein Auf-
bau mit einer versteckten Schicht, welche 30 Neuronen enthält. Versuche mit höheren Anzahlen
von Neuronen oder mehreren versteckten Schichten führten nicht zu einer signifikanten Verringe-
rung des Netzfehlers, aber zu einem deutlichen Anstieg der Trainingszeit.
Das Training der neuronalen Netze erwies sich als sehr zeitaufwändig, da eine sehr große Zahl
von Iterationsschritten benötigt wird, um die Netzfehler ausreichend zu minimieren. Eine zuneh-
mende Zahl der Trainingsbeispiele steigert dabei zwar die Generalisierungsfähigkeit der Netze,
erhöht aber auch den Trainingsaufwand erheblich. Insbesondere die Abhängigkeiten der Optimie-
rungsgrößen von den geometrischen Optimierungsparametern verursachen einen hohen Rechen-
aufwand, da die Auswirkungen eines Parameters und damit eines einzelnen Input-Neurons auf den
Ausgangswert wiedergegeben werden müssen. Dies ist nur mit einer hohen Zahl von Iterationen
möglich.
Nach der Trainingsphase der neuronalen Netze wurden sie zur Bestimmung der Jacobi-Matrix an-
gewendet. Im Vergleich zur Parameterauswahl mit Hilfe der Gradientenberechnung ergaben sich
dabei nur geringe Unterschiede. Abbildung 6.4.1 zeigt den Vergleich der Kostenfunktion von An-
wendungsbeispiel I, einmal mit der Verwendung neuronaler Netze zur Parameterauswahl und ein-
mal mit der Methode der Gradientenberechnung. Man sieht, dass beide Kostenfunktionen einander
sehr ähnlich sind. Die vorhandenen Abweichungen sind durch die verbleibenden Netzfehler be-
gründet. Durch diese Netzfehler wird die Jacobi-Matrix nicht exakt wiedergegeben, was zu einer
abweichenden Auswahl von Optimierungsparametern führen kann. Im vorliegenden Fall äußert
sich das auch in der höheren Anzahl der Iterationsschritte, die die Optimierung bei der Verwen-
dung neuronaler Netze zum Erreichen des Minimums benötigt. Da Endergebnis unterscheidet sich
jedoch nur geringfügig von dem in Kapitel 6.1 präsentierten Ergebnis.
Die bisher durchgeführten Optimierungen mit Verwendung der neuronalen Netze zeigten die Funk-
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Abb. 6.4.1: Vergleich der Kostenfunktion bei Anwendung der verschiedenen Methoden der Para-
meterauswahl
tionsfähigkeit und das Potenzial des Verfahrens. Es konnte nachgewiesen werden, dass die Rechen-
zeit durch eine Nutzung der neuronalen Netze etwa um den Faktor 60 reduziert werden kann. Hier-
in ist der entscheidende Vorteil der Verwendung neuronaler Netze zu sehen, der allerdings durch
den erforderlichen Trainingsaufwand wieder stark vermindert wird. Es zeigte sich jedoch auch,
dass nur gut trainierte Netze sinnvolle und zu der Methode der Gradientenberechnung vergleich-
bare Ergebnisse liefern. Sind die Netze nicht ausreichend trainiert, entstehen durch die fehlerhafte
Parameterauswahl keine brauchbaren Optimierungsverläufe.
Die ausschließliche Verwendung von neuronalen Netzen ist daher erst nach der Erstellung weiterer
Trainingsbeispiele und einem anschließenden Training der Netze sinnvoll. Solange dieser Prozess
noch nicht ausreichend durchgeführt ist, ist die Methode der Gradientenberechnung zur Parame-
terauswahl vorzuziehen.
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7 Realisierung und Flugerprobung
Anhand der präsentierten Beispiele des vorangegangenen Kapitels lässt sich der Ablauf des Ent-
wurfs- und Optimierungsverfahren nachvollziehen. Die Abhängigkeiten der resultierenden Flug-
geräte von den Anforderungen sind plausibel und erbringen den Nachweis der Funktion des Ver-
fahrens. Für eine endgültige Bewertung des Verfahrens ist aber die Realisierung und Erprobung
eines optimierten Fluggerätes notwendig. Nur durch den Vergleich der theoretischen Ergebnisse
mit den Ergebnissen der Flugerprobung ist eine Aussage über die Gültigkeit der verwendeten Aus-
legungsmethoden und damit über die Anwendbarkeit des Auslegungsprozesses möglich.
Die Realisierung und Flugerprobung sollen dabei Übereinstimmungen und Unterschiede aufzeigen
und damit eine Bewertung und die eventuell erforderliche Modifikation des Verfahrens ermögli-
chen.
Im Folgenden werden der Realisierungsprozess sowie die Flugerprobung erläutert und die Ergeb-
nisse diskutiert.
Als Versuchsträger für die Realisierung und Erprobung wurde zunächst das in Kapitel 6.1 vorge-
stellte Fluggerät ausgewählt. Aufgrund von Problemen, die ebenfalls im Folgenden näher erläutert
werden, konnte die Flugerprobung mit diesem Fluggerät nicht im erforderlichen Umfang durchge-
führt werden. Die Schlussfolgerungen aus den durchgeführten Versuchen führten jedoch zu Modi-
fikationen des Auslegungsprozesses. Anschließend wurde mittels des modifizierten Verfahrens ein
neues Fluggerät ausgelegt (Anwendungsbeispiel IV), realisiert und erprobt.
7.1 Realisierung
Die Realisierung erfolgte vollständig nach den Vorgaben des Auslegungsprozesses, d.h. alle Ab-
messungen, Ausrüstungskomponenten, Positionen und Reglereinstellungen wurden vom Ergebnis
der Auslegung übernommen.
Der erste Schritt zur Realisierung des Fluggerätes bestand in der Herstellung der Flügelstruktur.
Wie in Kapitel 3.2 erläutert, besteht diese aus expandiertem Polypropylen (EPP), einem extrem
widerstandsfähigen und schlagfesten Schaumstoff. Das EPP-Rohmaterial steht in großen Blöcken
zur Verfügung, aus denen die Flügelstruktur herausgeschnitten wurde. Dies erfolgte mit Hilfe einer
CNC-gesteuerten Heißdrahtschneideanlage, die eine automatisierte Herstellung der beiden Flügel-
flächen mit dem ausgewählten Profil und der exakten Geometrie ermöglicht.
Eine erste Überprüfung der Masse der Flügelstruktur ergab eine Abweichung von unter einem
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Gramm zur vorhergesagten Masse des Auslegungsprozesses. Die Massenberechnung der Struktu-
ranteile ist damit ausreichend genau. Die verbleibende Abweichung ist durch die Annährung des
Flügelvolumens durch Quader begründet, die aus Gründen der Rechenzeit nicht beliebig klein an-
genommen werden können.
Im nächsten Arbeitsschritt wurden dann die Ausrüstungskomponenten in die Flügel- und Rumpf-
struktur integriert. Die Positionen der Komponenten wurden dabei von der Bauteilanordnung des
Auslegungsprozesses übernommen. Alle notwendigen Kabelverbindungen und die Druckschläu-
che zur Verbindung der Drucksensoren mit dem Prandtlrohr wurden innerhalb der Flügelstruktur
verlegt, so dass die Oberfläche des Flügels dadurch nicht beschädigt wurde. Abbildung 7.1.1 zeigt
verschiedene Fertigungsschritte des Modells während der Realisierung.
Abb. 7.1.1: Baustufen bei der Realisierung des Modells
Für das vollständig nach den Vorgaben des Entwurfsverfahrens realisierte Modell wurde eine Mas-
se von 208 Gramm gemessen. Damit weicht die tatsächliche Masse nur um 2 Gramm von der
durch das Entwurfsverfahren berechneten ab. Auch die vorgegebene Schwerpunktlage konnte mit
den angegebenen Bauteilpositionen erreicht werden. Damit können die Verfahren zur Berechnung
der Masse, inklusive des Zusatzfaktors für Klebstoffe und Kabel, und der Schwerpunktlage als ve-
rifiziert angesehen werden. Abbildung 7.1.2 zeigt den fertigen Versuchsträger vor dem ersten Start.
Nach dem Bau des Fluggerätes mussten die von der Optimierung bestimmten Aufschaltfaktoren
im On-board-Microcontroller implementiert werden. Dies erfolgte über die serielle Schnittstelle
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Abb. 7.1.2: Versuchsträger I vor dem ersten Start
der Reglerplatine. Der Microcontroller arbeitet mit einer Taktrate von 5 MHz. Alle PWM-Signale,
die des Empfängers und die der Servos, werden in Rechnertakten verarbeitet, d.h. sie müssen ent-
sprechend umgerechnet werden. Für die Sensorsignale gilt ähnliches. Wie schon in Kapitel 3.4.3
beschrieben, werden sie über A/D-Wandler in digitale Signale in Form von bits umgewandelt und
vom Microcontroller verarbeitet.
Die Ausschläge des Servos ergeben sich aus der gemessenen Servokennlinie (Abb. 7.1.3) mit ei-
nem Gradienten von 1 Grad pro 0.0103 ms Impulslängenänderung. Dies entspricht einer Ände-
rung von 52 Rechnertakten pro Grad Servoausschlag. Da die Anlenkung der Ruder beim Bau so
abgestimmt wurde, dass sie denselben Hebelarm hat wie das Servo, muss dieser nicht zusätzlich
berücksichtigt werden.
Für die Aufschaltfaktoren, die Signale der Drehraten verarbeiten, muss die entsprechende Um-
rechnung der Drehrate in bit-Werte, die in Kapitel 3.4.3 erläutert wurde, berücksichtigt werden.
Ebenso ist die Umrechnung der Aufschaltfaktoren kηH und kωq¯ von der Auflösung der A/D-
Wandler abhängig, die das Signal der Drucksensoren aufnehmen. Im Falle von kηH muss diese
Abhängigkeit mit den oben beschriebenen Zusammenhängen zwischen Kommando und Servoaus-
schlag kombiniert werden. Für den Faktor kωq¯ wurde der Zusammenhang zwischen einem Kom-
mando und der resultierenden Drehzahländerung ermittelt. Dazu wurden Windkanalversuche bei
der Auslegungsfluggeschwindigkeit durchgeführt. Dabei ergab sich eine Drehzahländerung von
100 Umin−1 pro 0.0038 ms Impulslängenänderung. Entsprechend ergibt sich für eine Kommando-
änderung von 20 Rechnertakten eine Drehzahländerung von etwa 100 Umin−1.
Auch die Aufschaltfaktoren kηr21 und kηr22 , die während des Optimierungsprozesses nicht berück-
sichtigt wurden, müssen entsprechend umgerechnet werden. Ihre Werte ergeben sich aus den Zu-
sammenhängen von Kapitel 3.4.3. Der Aufschaltfaktor kηr21 wurde anhand der nichtlinearen Simu-
lation bestimmt, da die Steigerung des Auftriebs durch eine Änderung des Anstellwinkels realisiert
wird, die sich aufgrund der verschiedenen Einflussfaktoren nicht durch einfache Beziehungen er-
fassen lässt. Der Wert für kηr22 lässt sich anhand der Beziehung aus Gleichung 3.4.8 bestimmen.
Die Umrechnung der beiden Faktoren ist unterschiedlich. Für den Aufschaltfaktor kηr21 ist die voll-
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Abb. 7.1.3: Kennlinie des Servos Hitec HS-50
ständige Umrechnung erforderlich, der Faktor kηr22 muss dagegen nur von seinem bit-Wert in die
entsprechende Drehrate umgewandelt werden. Damit liegen dann in der Differenz kηqq− kηr22 r
2
die Messgrößen in derselben Einheit vor.
Mit diesen Zusammenhängen ergeben sich für die einzelnen Aufschaltfaktoren folgende Umrech-
nungen:
• für die Aufschaltungfaktoren der Drehraten: kηq, kη ˆΘ, kξp, kξ ˆΦ, kξr
kxxon−board = 0.94
−1︸ ︷︷ ︸
bit⇒grd/s
· pi/180︸ ︷︷ ︸
grd/s⇒rad/s
·kxx · 180/pi︸ ︷︷ ︸
rad⇒grd
· 52︸︷︷︸
grd⇒Rechnertakte
(7.1.1)
• für den Aufschaltfaktor des Höhensensors: kηH
kηHon−board =−6.6787−1︸ ︷︷ ︸
bit⇒m
·kηH 180/pi︸ ︷︷ ︸
rad⇒grd/s
· 52︸︷︷︸
grd⇒Rechnertakte
(7.1.2)
• für den Aufschaltfaktor des Staudrucksensors: k f q¯
kωq¯on−board = 0.202
−1︸ ︷︷ ︸
bit⇒N/m2
·k f q¯ · 30/pi︸︷︷︸
ω⇒1/min−1
· 0.194︸ ︷︷ ︸
1/min−1⇒Rechnertakte
(7.1.3)
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• für den ersten Aufschaltfaktor der quadrierten Gierrate (Kurvenkompensation): kηr21
kηr21on−board
= 0.94−2︸ ︷︷ ︸
bit2⇒(grd/s)2
· (pi/180)2︸ ︷︷ ︸
(grd/s)2⇒(rad/s)2
·kηr21 · 180/pi︸ ︷︷ ︸
rad⇒grd
· 52︸︷︷︸
grd⇒Rechnertakte
(7.1.4)
• für den zweiten Aufschaltfaktor der quadrierten Gierrate (Nickraten-Kompensation): kηr22
kηr22on−board
= 0.94−2︸ ︷︷ ︸
bit2⇒(grd/s)2
(7.1.5)
Ein Funktions- und Plausibilitätstest diente der Kontrolle der Reglerfunktionen und einer Überprü-
fung der Vorzeichen der Aufschaltfaktoren. Dies ist notwendig, da sich diese je nach Einbaurich-
tung der Servos unterscheiden und daher nicht von einem auf das andere Modell übertragbar sind.
Auch die Bodenstation und ihre Funktionen wurden vor der Flugerprobung ausgiebig getestet. Ihre
Aufgaben sind im folgenden Kapitel beschrieben.
7.2 Flugerprobung
7.2.1 Versuchsaufbau
Für die spezielle Anwendung der Flugversuche wurde die handelsübliche Fernsteueranlage modi-
fiziert. Die direkte Verbindung zwischen den Steuerknüppeln des Piloten und dem HF-Modul der
Fernbedienung wurde unterbrochen und eine Rechnereinheit zwischengeschaltet. Diese besteht
aus einem handelsüblichen Notebook, das über einen Datenbus mit einer externen Controller-Karte
verbunden ist. Diese Controller-Karte besitzt einen eigenen Prozessor und ist damit in der Lage,
verschiedenste Steuer- und Regelungsaufgaben zu bewältigen. Nähere Einzelheiten der Controller-
Karte sind Tabelle 7.2.1 zu entnehmen. Die Programmierung der Applikationen erfolgt komforta-
bel über das Programmpaket MATLAB/SIMULINK.
Während der Flugversuche werden die Signale der Steuerknüppel des Piloten über die A/D-Wandler
der Controller-Karte eingelesen und können verarbeitet und aufgezeichnet werden. Über D/A-
Wandler werden die Steuersignale wieder an das HF-Modul des Fernsteuersenders übergeben.
Durch die Zwischenschaltung der Controller-Karte besteht nun die Möglichkeit, zusätzlich zu den
Kommandos des Piloten definierte Signale, z.B. Impulse definierter Länge, an das Fluggerät zu
übertragen.
Die Erfassung des Telemetriesignals erfolgt über die serielle Schnittstelle der Controller-Karte mit
einer Frequenz von 200 Hz. Die Aufzeichnungsfrequenz liegt damit deutlich über der höchsten zu
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Firma dSPACE
Modell DS1103
Prozessor Power PC 604e, 400MHz
Speicher 2 MB local SRAM
128 MB global DRAM
Schnittstellen 16 x A/D, 16 bit
4 x A/D, 12 bit
8 x D/A, 14 bit
7 x Incr. Drehgeberschnittstellen
32 x Digital I/O
1 x Seriell Schnittstelle
1 x CAN-Interface
PWM-Generierung
Tab. 7.2.1: Technische Daten der Controller-Karte
erwartenden Frequenz der Messsignale. Die Abtastrate des gesamten Prozesses der Bodenstation
liegt bei 1 kHz.
Mit dem beschriebenen Versuchsaufbau ist es möglich, die Steuerkommandos und die über die
Telemetrie übertragenen Sensordaten synchronisiert aufzuzeichnen, so dass der direkte Zusam-
menhang zwischen einer Stellgrößenänderung und der Reaktion des Fluggerätes erfasst werden
kann. Der schematische Aufbau und die Verbindungen zwischen Fluggerät und Bodenstation sind
in Abbildung 7.2.1 wiedergegeben.
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Abb. 7.2.1: Schematischer Aufbau des Versuchsystems
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7.2.2 Versuchsziel
Das Ziel der Flugerprobung ist es, möglichst viele Vergleichsdaten zu den theoretischen Ergebnis-
sen des Auslegungsprozesses zu erhalten. Bei den Flugleistungen beschränken sich diese Daten
auf die Flugzeit, die Fluggeschwindigkeit und die Steiggeschwindigkeit. Da das Fluggerät nach
Sicht kontrolliert wird, ist eine Überprüfung der Reichweite nur begrenzt möglich. Da sie jedoch
nur vom Empfänger und der Bodenstation abhängt, ist eine Überprüfung auch nicht entscheidend
für die Beurteilung des Verfahrens.
Für die Überprüfung der Flugeigenschaften stehen ausschließlich die Messwerte der On-board-
Sensorik zur Verfügung, d.h. die drei körperfesten Drehraten sowie Flughöhe und Fahrt (Stau-
druck). Anhand dieser Daten ist ein Vergleich der Frequenzen und Dämpfungen der periodischen
Eigenbewegungen möglich. Ob anhand der Messdaten ebenfalls Aussagen über die aperiodischen
Bewegungsformen gemacht werden können ist fraglich, da ihre Identifizierung aus den Messda-
ten schwierig ist. Durch geringe Fehler in der Auswertung können große Abweichungen entstehen.
7.2.3 Versuchsdurchführung
Während der Flugerprobung wird das Fluggerät von einem Bediener über die oben beschriebene
Steueranlage nach Sicht kontrolliert. Der Start erfolgt mit Hilfe eines Katapultes. Damit kann die
notwendige Startgeschwindigkeit und eine definierte Fluglage während des Startvorgangs garan-
tiert werden. Ein Handstart ist prinzipiell ebenfalls möglich, würde das Startrisiko aber unnötig
erhöhen.
Nach dem Start wird das Fluggerät auf eine Ausgangshöhe von ca. 50 Metern gebracht, in der die
Versuche durchgeführt werden. Zur Anregung der periodischen Eigenbewegungsformen werden
bekannte, impulsförmige Kommandos für die drei Stellgrößen vorgegeben. Für die Anregung der
Anstellwinkelschwingung wird ein Höhenruderimpuls, für die Anregung der Phygoide ein Schub-
impuls und für die Anregung der Taumelschwingung ein Querruderimpuls verwendet. Zur Be-
stimmung der Rollzeitkonstante und der Spiralzeitkonstante ist ein Querrudersprung vorgesehen.
In wie weit sich dieser Versuch durchführen lässt, muss die Flugerprobung zeigen. Ein Eingriff des
Piloten in die Steuerung erfolgt während der Versuchsphase nur im Notfall.
Im ersten Schritt sollen die Flugleistungen nachgewiesen werden. Anschließend wird die Ermitt-
lung der Flugeigenschaften des ungeregelten Modells durchgeführt. In einem letzten Schritt wer-
den dann die oben beschriebenen Versuche mit dem geregelten Fluggerät wiederholt.
Da der Pilot durch die Struktur des Autopiloten keinen direkten Zugriff mehr auf das Höhenruder
und die Motordrehzahl hat, sondern nur Sollwerte kommandiert, musste die Struktur der Regelung
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entsprechend angepasst werden. Dazu wurde ein weiterer Regelungsmodus eingeführt, der alle
Autopilotenfunktion umfasst, dem Piloten aber die normale Ansteuerung der Stellgrößen ermög-
licht. Die Sollwerte können in diesem Reglermodus nicht mehr vom Piloten verändert werden. Als
Sollwerte werden daher die aktuellen Messwerte beim Einschalten des Reglermodus verwendet.
7.3 Ergebnisse Versuchsträger I
Zu einer ersten Überprüfung der vom Entwurfsverfahren bestimmten Schwerpunktlage und der
Motorleistung wurde zunächst ein Testmodell (Abb. 7.3.1) erprobt. Dieses besitzt identische Ab-
messungen, die gleiche Masse und die gleiche Schwerpunktlage wie der eigentliche Versuchsträ-
ger.
Abb. 7.3.1: Testmodell auf dem Startkatapult
Die Flugversuche mit diesem Modell ergaben bei der vorgegebenen Schwerpunktlage ein stabiles
Eigenverhalten, welches nach der visuellen Beobachtung dem ungeregelten Verhalten des Flugge-
rätes, wie es in der nichtlinearen Simulation zu beobachten ist, sehr ähnlich war. Die Steuerung
wurde vom Piloten als unkritisch beurteilt. Die Motorleistung konnte als ausreichend verifiziert
werden, um die gestellten Anforderungen zu erreichen.
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Abb. 7.3.2: Messwerte des Höhensensors zur Ermittlung der Steigrate
Nach dem Abschluss dieser vorbereitenden Flugversuche, wurde das vollständig ausgerüstete Flug-
gerät erprobt.
Im ersten Schritt der Erprobung wurden die Flugleistungsanforderungen überprüft. Dabei zeigte
sich, dass der Antrieb die Anforderungen erfüllt und, wie erwartet, auch übertrifft. Abbildung 7.3.2
zeigt einen Ausschnitt der aufgezeichneten Messwerte des Höhensensors. Aus diesen Daten lässt
sich eine maximale Steigrate von über 4m/s bestimmen. Auch die Flugzeit übertraf mit 39 Mi-
nuten die geforderten 30 Minuten deutlich. Zu erklären ist dies mit dem, von Digital Datcom im
Entwurfsverfahren angenommenen, erhöhten Widerstand des Fluggerätes, der im Auslegungspro-
zess bewusst als Sicherheit in der Antriebsauslegung verwendet wurde. Da der Widerstandsbeiwert
von Digital Datcom um den Faktor 1.5-2 zu hoch angenommen wird, ist die tatsächlich benötigte
Leistung des Fluggerätes deutlich geringer und führt daher zu den verbesserten Flugleistungen.
Im weiteren Verlauf der Flugerprobung traten wiederholt Probleme auf. Im Kurvenflug kam es zu
zunächst unerklärbaren Störungen, die einen Kontrollverlust und damit den Absturz des Fluggerä-
tes zur Folge hatten. Das Flugverhalten war nicht mit dem des Testmodells vergleichbar, welches
völlig unkritisch war. Da EMV- und HF-Störungen durch die entsprechenden Tests ausgeschlossen
werden konnten, konnten nur veränderte Strömungsverhältnisse am Fluggerät zu diesem Verhal-
ten führen. Der Hauptunterschied zum Testmodell, welches mit einer GFK-Lage überzogen war,
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lag in der Steifigkeit der Flügelstruktur und in der Position der Servos und damit der Ruderan-
lenkungen. Da die Probleme immer im Kurvenflug auftraten, wurde zunächst eine Deformierung
der Flügelfläche als Ursache angenommen. Um diese Annahme zu bestätigen und die Steifigkeit
an die des Testmodells anzupassen, wurde das Modell mit einer GFK-Lage überzogen. Dies führ-
te zu einer spürbaren Verbesserung des Kurvenflugverhaltens, konnte aber weitere Abstürze nicht
verhindern, so dass noch eine weitere Ursache die Probleme auslösen musste. Der einzige ver-
bleibende Unterschied zwischen dem Testmodell und dem Versuchsträger war nun die Position
der Servos und der Ruderanlenkungen. Beim Testmodell lagen die Servos mittig im Rumpf, d.h.
die Servoanlenkungen liefen direkt am Rumpf entlang und lagen damit in einem Gebiet gestörter
Strömung. Beim Versuchsträger lagen die Servos, wie in Kapitel 3.5 beschrieben, mittig im Flügel.
Die Anlenkungen verliefen auf der Flügeloberseite vom Servo zur Steuerfläche. Bei den kleinen
Abmessungen und den resultierenden Reynoldszahlen schienen diese Gestänge die Strömungsver-
hältnisse auf der Flügeloberseite massiv zu beeinflussen. Der Versuch, dies mit Ölanstrichbildern
im Windkanal zu bestätigen, schlug aufgrund der geringen Anströmgeschwindigkeiten fehl. Bei
Versuchen mit angebrachten Wollfäden auf der Flügeloberseite zeigte sich jedoch, dass ausgehend
von der Ruderanlenkung in Richtung Flügelspitze eine starke Verwirbelung der Strömung auftritt.
Es muss davon ausgegangen werden, dass diese Störungen der Strömung die Ursache der Abstürze
darstellen. Eine genaue Klärung dieser Zusammenhänge ist jedoch nur durch aufwändige Windka-
naluntersuchungen zu erbringen, die im Rahmen dieser Arbeit nicht durchgeführt werden konnten.
Auf die Durchführung einer vollständigen Messreihe musste aufgrund der beschriebenen Proble-
matik und der damit verbundenen Beschädigungen des Modells verzichtet werden. Trotzdem konn-
ten einige Erkenntnisse aus der Erprobung gewonnen werden. Abbildung 7.3.3 zeigt ein Messer-
gebnis des ursprünglichen Versuchsträgers, d.h. ohne die versteifende GFK-Decklage. Dargestellt
ist die gemessene und simulierte Reaktion des Fluggerätes auf einen definierten Höhenruderim-
puls. Deutlich zu erkennen ist die gute Übereinstimmung der Frequenz und Dämpfung der An-
stellwinkelschwingung. Betrachtet man weitere Messergebnisse, so lässt sich feststellen, dass die
Frequenz geringfügig, um maximal 10%, höher liegt, als vom Entwurfsverfahren bestimmt. Die
Dämpfung dagegen wird insgesamt vom Optimierungsverfahren zu optimistisch beurteilt. Aus den
Flugversuchen konnten für die Dämpfung Werte zwischen DAS = 0.29 und DAS = 0.36 bestimmt
werden. Diese liegen deutlich unter dem vorhergesagten Wert von DAS = 0.56. Die Erklärung hier-
für ist in den aerodynamisch-flugmechanischen Beiwerte und Derivativen zu finden. Betrachtet
man die Nährung für den Dämpfungsexponent der Anstellwinkelschwingung aus Gleichung 6.1.4,
so wird dieser mit den Ersatzgrößen Mq und Zα gebildet. Die Ersatzgröße Zα enthält neben dem
Derivativ CAα die Anteile des Widerstandsbeiwertes CW0 und CW α ·α. In Kapitel 3.1.1 wurde ge-
zeigt, dass der Widerstandsbeiwert um den Faktor 1.5-2 zu hoch angegeben wird. Daraus ergibt
sich, dass auch die Ersatzgröße Zα betragmäßig zu hoch angesetzt wird. Dies führt zu einem er-
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Abb. 7.3.3: Vergleich zwischen der gemessenen und simulierten Reaktion des ungeregelten Fluggerätes auf
einen Höhenruderimpuls
höhten Dämpfungsexponenten und damit zu einer höheren Dämpfung. Nimmt man an, dass unter
Vernachlässigung weiterer Einflüsse die Dämpfung durch den zu hoch angesetzten Widerstand um
den mittleren Faktor 1.75 zu hoch ist, so lässt sich zeigen, dass die im Flugversuch bestimmten
Dämpfungen im Bereich des korrigierten Wertes von DAS = 0.32 liegen. Aus denselben Gründen
weicht auch die Frequenz (siehe Gleichung 6.1.5) nach oben ab. Da diese jedoch hauptsächlich
durch das Derivativ Cmα und damit durch die Ersatzgröße Mα bestimmt wird, ist der Einfluss des
erhöhten Widerstandes wesentlich geringer.
Für die Überprüfung der Werte der Frequenz und Dämpfung der Taumelschwingung konnten eben-
falls Versuche durchgeführt werden. Aufgrund der beschriebenen Abweichungen der Derivative
der Seitenbewegung (Kapitel 3.1.1) waren hier größere Abweichung von den Vorgaben des Ent-
wurfsverfahrens zu erwarten. Diese Erwartungen konnten durch die Ergebnisse der Flugerpro-
bung bestätigt werden. Die Frequenz der Taumelschwingung liegt in einem Bereich zwischen
fT S = 1.38 Hz und fT S = 1.81 Hz und damit deutlich über der vorhergesagten Frequenz von
fT S = 0.8 Hz. Bei der Dämpfung der Taumelschwingung ergeben sich ähnliche Diskrepanzen.
Aus dem Messergebnissen konnten Dämpfungen zwischen DT S = 0.1 und DT S = 0.14 ermittelt
werden, welche damit stark vom angestrebten Wert von DT S = 0.42 abweichen. Abbildung 7.3.4
verdeutlicht anhand der gemessenen Rollrate die Bestimmung der Frequenz und Dämpfung der
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Schwingung. Durch eine Glättung der Messwerte und die Näherung durch eine Sinusfunktion,
können aus den gemessenen Werten die gesuchten Größen ermittelt werden. Die Abbildung ver-
deutlicht aber auch die Schwierigkeiten, die durch die nicht konstante Frequenz und Dämpfung
der Schwingung auftreten. Diese durch äußere Störungen verursachten Abweichungen erlauben
nur die Bestimmung von Näherungswerten der gesuchten Größen.
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Abb. 7.3.4: Reaktion des Fluggerätes auf einen Querruderimpuls
Auch hier lassen sich die Differenzen anhand der aerodynamischen Daten erklären, obwohl die
Zusammenhänge nicht so offensichtlich sind wie bei der Anstellwinkelschwingung. Anhand der
Näherungslösung für die Eigenfrequenz der Taumelschwingung nach Brockhaus [12]
ω0T S =
√
Nβ +NrYβ ≈
√
Nβ (7.3.1)
erkennt man, dass diese maßgeblich durch die Ersatzgröße Nβ bestimmt wird, die mit den Deriva-
tiven Cnβ und Clβ und den Trägheitmomenten Ix und Ixz (Tab. 7.3.1) gebildet wird. Der Vergleich
zwischen Digital Datcom Daten und Windkanalversuchen in Kapitel 3.1.1 zeigte für das Derivativ
Cnβ einen mindestens um den Faktor 3 zu niedrigen Wert. Das Derivativ Clβ dagegen hat gerin-
gere Abweichungen, wird betragsmäßig von Digital Datcom aber tendenziell zu groß ermittelt.
Betrachtet man nun weiterhin die Näherungslösung für den Dämfpungsexponent
σT S =
1
2
(
Nr +Yβ
)
, (7.3.2)
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so wird deutlich, dass der Dämpfungsexponent durch das Derivativ CQβ (siehe Abb. 3.1.2) deutlich
zu hoch angenommen wird. Für die zweite Ersatzgröße Nr liegen aufgrund der fehlenden dyna-
mischen Derivative aus Windkanalversuchen keine Vergleichsdaten vor, so dass sie nicht für die
Erklärung herangezogen werden kann. Betrachtet man auch die Dämpfung der Taumelschwingung
DT S =− σT S
ω0T S
, (7.3.3)
so sieht man, dass der Zähler zu hoch und der Nenner zu niedrig bestimmt wird. Daraus ergibt sich
die Abweichung zwischen der vorausgesagten und der tatsächlichen Dämpfung.
Für die Frequenz der Taumelschwingung
fT S =
ω0T S
√
1−D2T S
2pi
(7.3.4)
ergibt sich daraus die zu niedrig angenommene Frequenz. Geht man von einem Haupteinfluß von
Nβ aus und nimmt an, dass diese Ersatzgröße, basierend auf den Abweichungen von Cnβ und Clβ,
um den mittleren Faktor 3 zu niedrig angesetzt wird, erkennt man, dass die im Flugversuch ermit-
telte Frequenz im Bereich der korrigierten Werte des Entwurfsverfahrens liegt. Die Abweichungen
zwischen den Ergebnissen des Auslegungsprozesses und denen der Flugversuche lassen sich auch
in diesem Fall auf die Fehler in der theoretischen Ermittlung der aerodynamisch-flugmechanischen
Beiwerte und Derivative zurückführen.
Zur Überprüfung der Phygoid-Bewegung und des Flugverhaltens mit eingeschaltetem Regelungs-
system konnten aufgrund der oben beschriebenen strukturdynamischen und strömungsmechani-
schen Probleme keine Versuche mit diesem Versuchsträger durchgeführt werden.
Ix 2.9321 ·10−4 [kgm2]
Iy 6.5185 ·10−4 [kgm2]
Iz 7.0818 ·10−4 [kgm2]
Ixy 0.000 ·10−4 [kgm2]
Ixz −1.3502 ·10−5 [kgm2]
Iyz 0.000 ·10−4 [kgm2]
Tab. 7.3.1: Trägheits- und Deviationsmomente des Fluggerätes
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7.4 Modifikationen
Aufgrund der grundlegenden Probleme während der Flugerprobung mit dem ersten Versuchsträger
und den daraus gewonnenen Erkenntnissen wurde das Optimierungsverfahren modifiziert.
Zunächst wurde die Integration einer Decklage zur Versteifung der Struktur in das Verfahren in-
tegriert. Die Verfahren zur Ermittlung der Masse sowie der Trägheits- und Deviationsmomente
wurden entsprechend ergänzt. Damit ist es nun möglich, Decklagen aus verschiedenen Materialien
(z.B. CFK oder GFK) mit verschiedenen Dicken zu berücksichtigen.
Als zweite Modifikation wurde die Anordnung der Servos verändert. Auf eine Anordnung in der
Mitte des Flügels wird verzichtet, stattdessen werden die Servos nun neben dem Rumpf in die Un-
terseite des Flügels integriert. Die Ruderanlenkungen laufen damit, wie beim erfolgreich erprobten
Testmodell, auf der Unterseite direkt am Rumpf entlang. Eine Störung der Strömung auf der Flü-
geloberseite wird damit vollständig vermieden.
Auf eine Korrektur der aerodynamisch-flugmechanischen Kenngrößen oder der resultierenden
Flugeigenschaften anhand der Erkenntnisse der bisher durchgeführten Flugversuche wurde wei-
terhin verzichtet. Um dies durchzuführen, ist eine breitere Basis von Messwerten notwendig, die
z.B. durch weitere Flugversuche aufgebaut werden muss.
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Nach diesen Modifikationen wurde der Auslegungsprozess erneut durchgeführt. Die Ergebnis-
se sind in Kapitel C.4 im Anhang (Anwendungsbeispiel IV) zusammengefasst. Da sich bei den
vorhergehenden Flugversuchen gezeigt hatte, dass eine niedrigere Fluggeschwindigkeit die Flug-
erprobung vereinfachen würde, da dadurch ein längerer Geradeausflug im Sichtfeld des Piloten
möglich ist, wurde für das neue Fluggerät eine Fluggeschwindigkeit von 10 m/s gefordert. Zu-
sätzlich wurde die Anforderung an die Reichweite erhöht, um durch die Auswahl eines größeren
Empfängers die EMV-und HF-Störanfälligkeit des Modells weiter zu reduzieren. Auf die Integra-
tion einer Nutzlast wurde ebenfalls verzichtet, da sie für die Validierung des Verfahrens keinen
weiteren Nutzen bringt. Alle weiteren Missionsanforderungen wurden vom Anwendungbeispiel I
übernommen.
Das resultierende Fluggerät besitzt die in Tabelle 7.5.1 aufgelisteten Optimierungsparameter und
ist mit den in Tabelle 7.5.2 aufgelisteten Ausrüstungskomponenten ausgestattet. Details über den
Optimierungsverlauf können dem Anhang entnommen werden.
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Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.35 [m] xV KSLW 0.188 [m]
li 0.21 [m] xSP 0.119 [m]
ϕV K 35.75 [grd] kηH -0.0145 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
bSLW 0.116 [m] kξ ˆΦ 0.0 [-]
liSLW 0.096 [m] kξp 0.024 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW -1.93 [grd] k f q¯ 100 [m2/Ns]
Tab. 7.5.1: Endwerte der Optimierungsparameter
Komponenten Firma Modell Abmessungen [mm3] Masse [g] Anzahl
Motor Faulhaber 1724-003SC 24x17x17 26 1
Drehzahlsteller ACT Sky-08 21x12x6 5 1
Regler Flugdynamik MAV-C3 70x30x30 30 1
Empfänger Multiplex Micro IPD 52x29x15 13 1
Servos Hitec HS-50 25x21x11.5 5.8 2
Akku Kokam SLPB603870H 71x38x6.4 33.5 3 (3S1P)
Tab. 7.5.2: Ausrüstungskomponenten der optimierten Konfiguration
Die Realisierung folgte dabei dem zuvor schon beschriebenen Ablauf. Vor dem Verkleben von Flü-
gel und Rumpf wurde in diesem Fall die Decklage aus GFK auf die Flügelstruktur auflaminiert.
Auch bei diesem Versuchsträger wich die Gesamtmasse nur um etwa ein Gramm von der berech-
neten Masse ab, so dass auch die Berechnung der GFK-Decklage verifiziert werden konnte.
Für die Umrechnung der Aufschaltfaktoren der On-board-Regelung wurden die in Kapitel 7.1 er-
läuterten, für den neuen Versuchsträger angepassten, Zusammenhänge verwendet. Abbildung 7.5.1
zeigt den neu ausgelegten Versuchsträger.
Da beim ersten optimierten Fluggerät die Schwerpunktangabe des Optimierungsverfahrens zu ei-
ner ausreichenden Längsstabilität geführt hat, wurde auf den Bau eines Testmodells zur Über-
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Abb. 7.5.1: Versuchsträger II vor dem ersten Start
prüfung der Schwerpunktlage in diesem Fall verzichtet. Die ersten Flugversuche ohne Regelung
zeigten bei dem neuen Versuchsträger ein stabiles und unkritisches Flugverhalten.
Die vom Entwurfsverfahren berechnete Schwerpunktlage konnte auch in diesem Fall im Flug-
versuch verifiziert werden, was die gute Wiedergabe des Cmα-Verlaufs durch Digital Datcom im
niedrigen Anstellwinkelbereich erneut bestätigt.
Kritische Flugphasen, wie beim Versuchsträger I, waren beim neuen Versuchsträger nicht zu be-
obachten. Dies kann zwar als Bestätigung für die oben gemachten Annahmen zu den Ursachen
der Probleme beim Versuchsträger I angesehen werden, ein Nachweis für diese Annahmen ist es
jedoch nicht. Dafür sind weitere Untersuchungen, z.B. dynamische Windkanalversuche, erforder-
lich.
Wie beim ersten Versuchsträger wurden auch bei diesem zunächst die Flugleistungen überprüft.
Auch dieses Modell übertrifft aus den schon erläuterten Gründen die geforderten Flugleistungen.
Ähnlich wie bei Versuchsträger I kann mit dem Antriebsstrang eine Steiggeschwindigkeit von über
4 m/s erreicht werden (Abb. 7.5.2). Die geforderte Flugzeit von 30 Minuten konnte problemlos
erreicht und überschritten werden.
Die Versuche zur Ermittlung der Flugeigenschaften wurde auch in diesem Fall mit dem ungere-
gelten Modell begonnen. Die Differenzen der Eigenbewegungen zwischen dem ungeregelten und
dem geregelten Modell lassen sich gut anhand der Polstellen der charakteristischen Bewegungen
in Abbildung 7.5.3 erkennen. Deutlich ist der positive Einfluss der Regelung auf die Rollbewe-
gung und die Phygoide. Erkennbar ist jedoch auch der Einfluss auf die Anstellwinkelschwingung,
deren Dämpfung abnimmt, während ihre Frequenz zunimmt. Dies ist durch die Aufschaltfakto-
ren der Höhen- und Fahrthaltung begründet. Da die Werte für die Frequenz und Dämpfung der
Anstellwinkelschwingung aber weiter im idealen Bereich der Anforderungen liegen, werden sie
vom Optimierungsverfahren nicht weiter, z.B. durch den Aufschaltfaktor kηq, verändert. Die Tau-
melschwingung und die Spiralbewegung werden aufgrund des fehlenden Seitenruders nur wenig
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Abb. 7.5.2: Messwerte des Höhensensors zur Ermittlung der Steigrate
beeinflusst. Der Einfluss der Aktuatoren kann aufgrund der hohen Dynamik der ausgewählten Ser-
vos (Eigenfrequenz ω0 = 98.75s−1) bei dieser Betrachtung vernachlässigt werden. Tabelle 7.5.3
fasst die Eigenschaften der Eigenbewegung für den ungeregelten und geregelten Fall zahlenmäßig
zusammen.
Zur Ermittlung der Eigenschaften des ungeregelten Fluggerätes wurden die oben schon erwähn-
ten Kommandos verwendet. Aus der Reaktion des Fluggerätes auf Höhenruderimpulse wurden
die Frequenz und die Dämpfung der Anstellwinkelschwingung bestimmt. Die Auswertung der
Frequenz ergab Werte zwischen fAS = 1.88 Hz und fAS = 2.22 Hz. Diese liegen, wie schon beim
Versuchsträger I, sehr nah an der vom Entwurfsverfahren bestimmten Frequenz von fAS = 1.92 Hz.
Auch für die Dämpfung der Anstellwinkelschwingung lassen sich die Größenordnungen der Ab-
weichungen in Übereinstimmungen zu den Ergebnissen des ersten Versuchsträgers feststellen. Die
Dämpfung ist auch in diesem Fall niedriger (DAS = 0.19 bis DAS = 0.32) als die vorhergesagte
Dämpfung von DAS = 0.44. Die Begründung dafür wurde schon beim ersten Versuchsträger gege-
ben.
Auch das Verhalten der Taumelschwingung zeigt Abweichungen in Frequenz und Dämpfung in
ähnlicher Größenordnung wie dies beim Versuchsträger I der Fall war. Die Frequenz der Taumel-
schwingung wurde aus den Versuchen auf Werte zwischen fTS = 1.75 Hz bis fTS = 2.08 Hz fest-
gelegt. Für die Dämpfung konnten Werte zwischen DT S = 0.17 und DTS = 0.24 bestimmt werden.
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Bewegungsform ungeregelt geregelt
Frequenz der Anstellwinkelschwingung 1.92 [Hz] 2.10 [Hz]
Dämpfung der Anstellwinkelschwingung 0.44 [-] 0.32 [-]
Frequenz der Phygoide 0.17 [Hz] 0.049 [Hz]
Dämpfung der Phygoide 0.48 [-] 0.80 [-]
Frequenz der Taumelschwingung 0.71 [Hz] 0.70 [Hz]
Dämpfung der Taumelschwingung 0.55 [-] 0.51 [-]
Rollzeitkonstante 0.072 [s] 0.032 [s]
Spiralzeitkonstante 0.89 [s] 0.991 [s]
Tab. 7.5.3: Vergleich der Eigenbewegungsformen des ungeregelten und des geregelten Fluggerätes
Wie schon beim Versuchsträger I erläutert, lassen sich diese Abweichung mit den Ungenauigkeiten
des aerodynamischen Datensatzes erklären.
Durch einen Schubimpuls wurde die Phygoide angeregt. Da diese Schwingung langsam ist, war
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Abb. 7.5.3: Vergleich der Polstellen der charakteristischen Bewegungen des ungeregelten und des geregel-
ten Fluggerätes
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die Identifizierung der Phygoidedaten aufgrund von zusätzlichen äußeren Störungen (Wind und
Turbulenz) während der Messzeit deutlich schwieriger. Aus diesem Grund konnte die Dämpfung
der Phygoide aus den Messergebnissen nur mit großen Unsicherheiten bestimmt werden. Sie liegt
danach in Bereichen zwischen DPH = 0.18 und DPH = 0.28. Betrachtet man die Näherungslösung
für die Dämpfung der Phygoide [12]
DPH =− σPH
ω0PH
≈ 1√
2
CW 0
CA0
, (7.5.1)
so wird deutlich, dass diese proportional der Gleitzahl ist. Zwar stellt diese Proportionalität nur eine
sehr grobe Näherung dar, sie macht jedoch deutlich, dass auch die Dämpfung der Phygoide vom
Entwurfsverfahren zu hoch angesetzt wird. Dies ist wieder mit dem um den Faktor 1.5-2 erhöhten
Widerstandsbeiwert und dem geringeren Auftriebsbeiwert zu begründen. Aus diesem Grund sind,
gemeinsam mit den Unsicherheiten bei der Ermittlung der Dämpfung, die Abweichungen zwischen
dem Ergebnis des Entwurfsverfahren und den Flugversuchen zu erklären.
Für die Frequenz der Phygoide ergab die Auswertung der Flugversuchsdaten Werte von fPH =
0.13 Hz bis fPH = 0.21 Hz und damit eine gute Übereinstimmung mit dem Wert fPH = 0.17 Hz des
Entwurfsverfahrens. Dies lässt sich dadurch erklären, dass die Eigenfrequenz der ungedämpften
Schwingung, welche die Frequenz der Phygoide maßgeblich bestimmt, weitgehend unabhängig
von aerodynamischen Parametern ist [12]
ω0PH =
g
V0
√
2 (7.5.2)
und damit auch nicht von den Abweichungen im aerodynamischen Datensatz beeinflusst wird.
Die Schwankungen in der Frequenz der Phygoidbewegung lassen sich durch die Abweichung der
Geschwindigkeit zum Auslegungspunkt von 10 m/s erklären. Abbildung 7.5.4 zeigt ein Beispiel
der Bestimmung der Phygoidgrößen anhand der Messdaten. Besonders deutlich werden dabei die
Schwierigkeiten, die Messwerte durch eine Funktion, z.B. eine gedämpfte Sinusschwingung, zur
Bestimmung der Frequenz und Dämpfung anzunähern.
Die beiden Zeitkonstanten der beiden aperiodischen Bewegungsformen Rolle und Spirale konnten
anhand der Messdaten nicht identifiziert werden, so dass ihre Übereinstimmung nicht überprüft
werden konnte. Es ist jedoch zu erwarten, dass die Abweichungen der von Digital Datcom ermit-
telten aerodynamisch-flugmechanischen Beiwerte und Derivativen, auch bei diesen Bewegungs-
formen zu Differenzen zwischen den vorhergesagten und den tatsächlichen Werten führen.
Nach der Erprobung des ungeregelten Fluggerätes wurden die gleichen Versuche mit dem gere-
gelten Fluggerät durchgeführt. Da die Regelung das dynamische Verhalten des Fluggerätes maß-
geblich beeinflusst, ist zu erwarten, dass die Abhängigkeit der Ergebnisse von den aerodynamisch-
flugmechanischen Beiwerten und Derivativen geringer wird. Allerdings ist in Betracht zu ziehen,
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Abb. 7.5.4: Bestimmung der Phygoiddaten des ungeregelten Fluggerätes aus Messwerten
dass nicht alle flugeigenschaftsbestimmenden Aufschaltungen aktiv sind, wie z.B. kηq, da sie im
Auslegungsprozess nicht verwendet wurden, um die Anforderungen zu erfüllen. Daher ist auch bei
den Versuchen mit dem geregelten Fluggerät ein Einfluss der aerodynamischen Eigenschaften zu
berücksichtigen.
Betrachtet man die Reaktionen des Fluggerätes mit eingeschaltetem Autopiloten im einzelnen, so
werden die Übereinstimmungen und Abweichungen deutlich. Für die Anstellwinkelschwingung
ergab die Auswertung der Messergebnisse Frequenzen zwischen fAS = 1.89 Hz und fAS = 2.23 Hz.
Damit stimmen die gemessenen Frequenzen sehr gut mit der des Entwurfsverfahrens von fAS =
2.10 Hz überein. In der Dämpfung der Anstellwinkelschwingung macht sich auch hier wieder der
geringere Widerstand des Versuchsträgers bemerkbar. Die Dämpfung liegt in einem Bereich von
DAS = 0.12 bis D = 0.26 und weicht damit um eine ähnliche Größenordnung vom vorherbestimm-
ten Wert DAS = 0.32 ab, wie dies beim ungeregelten Fluggerät der Fall war. Die in Abbildung 7.5.3
erkennbare Abnahme der Dämpfung durch die Regelung kann also auch im Flugversuch bestätigt
werden.
Der vom Entwurfsverfahren vorhergesagte große Einfluss der Regelung auf die Frequenz der Phy-
goide konnte ebenfalls durch die Messergebnisse verifiziert werden. Die gemessenen Frequenzen
lagen dabei mit Werten von fPH = 0.047 Hz bis fPH = 0.056 Hz wieder sehr nah am Wert der Op-
timierung von fPH = 0.049 Hz. Abbildung 7.5.5 zeigt die Bestimmung der Frequenz der Phygoi-
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de anhand der Geschwindigkeit, die aus dem gemessenen Staudruck ermittelt wurde. Die Dämp-
fung der Phygoide konnte anhand der Messwerte nicht bestimmt werden, da die Auswertung der
Messwerte aufgrund der sehr niedrigen Frequenz mit zu großen Unsicherheiten behaftet war. Da
die Phygoidbewegung bei der visuellen Beobachtung des Fluggerätes während der Flugerprobung
jedoch nicht zu beobachten war, kann von einer ausreichenden Dämpfung ausgegangen werden.
Eine Überprüfung des Entwurfsergebnisses ist dadurch jedoch nicht möglich.
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Abb. 7.5.5: Bestimmung der Phygoiddaten des geregelten Fluggerätes aus Messwerten
Für die Frequenz der Taumelschwingung konnten ähnliche Bereiche bestimmt werden wie im un-
geregelten Fall. Es ergaben sich Werte von fTS = 1.43 Hz bis fTS = 1.97 Hz. Die Dämpfung der
Taumelschwingung konnte aufgrund der, durch die Regelung erreichten, deutlich geringeren Roll-
und Gierraten nicht mehr eindeutig ermittelt werden. Auf Basis der bisherigen Erkenntnisse ist
aber auch hier eine Übereinstimmung mit den erwarteten Ergebnissen anzunehmen.
Insgesamt konnten alle Reglerfunktion mit den vom Entwurfsverfahren bestimmten Aufschalt-
faktoren erfolgreich eingesetzt werden. Die Funktionen Fahrt- und Höhenhaltung konnten ebenso
nachgewiesen werden, wie eine deutliche Vereinfachung der Flugführung. Abbildung 7.5.6 zeigt
Messwerte der Höhe und des Staudrucks. Die Beibehaltung beider Größen ist gut zu erkennen und
wird auch im Kurvenflug von der Regelung gewährleistet.
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Abb. 7.5.6: Messwerte der Höhe und des Staudrucks mit eingeschaltetem Autopiloten
Die Flugeigenschaften wurden aufgrund der zum Teil inaktiven flugeigenschaftsbestimmenden
Aufschaltungen kaum verändert. Dies ist damit begründet, dass die Frequenzen und Dämpfungen
der Eigenbewegungsformen auch ohne diese Aufschaltungen im optimalen Bereich der Anforde-
rungen liegen und vom Optimierungsverfahren daher nicht weiter verbessert werden. Beispielhaft
sei hier die Anstellwinkelschwingung genannt, deren Frequenz durch die Regelung zunimmt, wäh-
rend ihre Dämpfung abnimmt. Da beide Größen aber weiterhin im optimalen Anforderungsbereich
liegen, wird der Faktor kηq nicht zur Erhöhung der Dämpfung eingesetzt.
Auch die Regelung der Azimutänderung konnte erfolgreich erprobt werden. Dabei zeigte sich,
dass diese Reglerfunktion für kleine Gierratenkommandos des Piloten und kleine äußere Störun-
gen ausreichend ist. Größere Gierratenkommandos des Piloten sind jedoch problematisch, da sie
zu einer Gierrate und damit zu einem Hängewinkel führen, für den die Gültigkeit der verwendeten
Regelungsalgorithmen verlassen wird. Die Regelung der Azimutänderung funktioniert nicht mehr.
Die Rollrate und der Hängewinkel nehmen weiter zu. Dies wiederum führt zu einem Auftriebsver-
lust durch den Hängewinkel, der durch die Kurvenkompensation und die Höhenhaltung nicht mehr
ausgeglichen werden kann.
Von den zwei Möglichkeiten, einerseits die Gierratenkommandos des Piloten (Faktor kξrc) zu be-
schränken oder andererseits den Aufschaltfaktor kξr zu erhöhen, wurde die Zweite gewählt. An-
hand der nichtlinearen Simulation konnte gezeigt werden, dass dadurch der Einfluss äußerer Stö-
rungen noch weiter reduziert werden kann und auch größere Gierratenkommandos problemlos
akzeptiert werden. Damit ist ein Kurvenflug mit größeren Hängewinkel möglich, was vom Pilo-
ten als sehr positiv eingeschätzt wurde. Instabilitäten ergab die Erhöhung des Aufschaltfaktors
nicht. Die Auswirkungen auf die Flugeigenschaften äußern sich in den beiden aperiodischen Be-
wegungsformen. Die Rollzeitkonstante nimmt zu, d.h. die Rolldämpfung nimmt ab, während die
Spiralzeitkonstante abnimmt.
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Anhand der Flugversuche ergab sich eine sinnvolle Erhöhung des Aufschaltfaktors um den Fak-
tor drei, die auch in der Simulation bestätigt werden konnte. Eine entsprechende Anhebung des
Faktors im Entwurfsverfahren erscheint aufgrund dieser Erkenntnisse sinnvoll und wurde für die
zukünftige Anwendung im Programm vorgesehen.
7.6 Bewertung der Ergebnisse
Insgesamt zeigten die Ergebnisse der Realisierung und der Flugerprobung sowohl Übereinstim-
mungen wie auch Differenzen. Da die Differenzen und ihre Größenordnung jedoch auf Bestim-
mung der aerodynamische-flugmechanischen Beiwerte und Derivative durch Digital Datcom zu-
rückzuführen sind, konnte die Funktion und das Ergebnis des Auslegungsprozesses anhand der
Flugversuche bestätigt werden.
Für beide realisierten Fluggeräte konnte die Berechnung der Massen verifiziert werden. Die aus-
gewählten Antriebskomponenten waren in beiden Fällen so dimensioniert, dass sie die geforderten
Flugleistungen erfüllten. Aufgrund des von Digital Datcom zu hoch angenommenen Widerstan-
des, der als Sicherheit in der Antriebsauslegung belassen wurde, konnten die Forderungen deutlich
übertroffen werden. Die von der Anordnung der Ausrüstungskomponenten bestimmten Positionen
führten zur berechneten Schwerpunktlage, die sich in den Flugversuchen als sinnvoll verifizieren
ließ.
Bei Vergleich der Ergebnisse der Flugversuche mit den theoretischen Ergebnissen ergaben sich
für die Frequenzen und Dämpfungen der Eigenbewegungen sowohl Übereinstimmungen wie auch
Abweichungen. Es zeigt sich jedoch, dass alle Abweichungen durch die Differenzen im theoretisch
ermittelten aerodynamischen Datensatz begründet sind, die durch den Vergleich mit Windkanal-
messungen aufgezeigt wurden. Die vom Optimierungsverfahren zur Erfüllung der Missionsanfor-
derungen bestimmten Aufschaltfaktoren konnten direkt übernommen werden und führten zu den
gewünschten Reglerfunktionen, einer Vereinfachung der Flugführung und, soweit dies durch die
Missionsanforderungen gefordert wurde, zu einer Verbesserung der Flugeigenschaften.
Damit wurde der Nachweis erbracht, dass die aus dem Entwurfs- und Optimierungsverfahrens
erhaltenen Fluggeräte, unter Beachtung der Abweichung in den aerodynamischen Daten, die ge-
wünschten Missionsanforderungen weitestgehend erfüllen.
132 8 ZUSAMMENFASSUNG
8 Zusammenfassung
In den letzten Jahren ist das Interesse an unbemannten Fluggeräten stark angestiegen. Durch die
sich ständig verbessernde Sensorik, Aktuatorik und Mikroelektronik können diese Fluggeräte mit
zusätzlichen Funktionen ausgestattet werden, die ihren Einsatz auf zahlreichen zivilen und militä-
rischen Gebieten ermöglichen.
Die Forschungs- und Entwicklungsarbeiten auf dem Gebiet der Kleinstfluggeräte (MAV) haben
einen großen Anteil am gesamten Forschungsgebiet der unbemannten Fluggeräte. Diese bieten
den Vorteil, dass sie klein und leicht sind. Durch die Verwendung von handelsüblichen Kompo-
nenten können sie sehr kostengünstig realisiert werden. Dies macht sie einerseits für die Anwender
attraktiv, aber andererseits auch für Forschungseinrichtungen interessant. Insbesondere Universi-
täten haben dadurch die Möglichkeit, das Fluggerät als Gesamtsystem vom ersten Entwicklungs-
schritt bis zur Flugerprobung untersuchen zu können.
In der vorliegenden Arbeit wurde ein multidisziplinäres Auslegungsverfahren für Kleinstfluggerä-
te entwickelt. Dieses gibt dem Anwender die Möglichkeit, ein vollständiges Fluggerät, inklusive
aller notwendigen Komponenten und eines angepassten Flugregelungssystems, für bestimmte Mis-
sionsanforderungen zu optimieren. Dadurch kann das Fluggerät optimal an die gestellte Aufgabe
angepasst und somit sein ganzes Potenzial ausgeschöpft werden. Durch die Realisierung eines in-
tegrierten Auslegungsprozesses, bei dem alle Teilsysteme gleichermaßen betrachtet werden, kann
beim Entwurf der bestmögliche Kompromiss zwischen allen Anforderungen erreicht werden.
Zur Realisierung dieses Verfahrens wurden Auslegungsmethoden entwickelt, mit denen sich die
einzelnen Teilsysteme der Kleinstfluggeräte berechnen und modellieren lassen. Ein Kernstück die-
ser Methoden stellt die Ermittlung der aerodynamisch-flugmechanischen Beiwerte und Derivative
dar. Da zur Zeit noch keine gesicherten Berechnungsmethoden zur Verfügung stehen, um diese
Daten für kleine Reynoldszahlen, wie sie bei Kleinstfluggeräten auftreten, zu ermitteln, stellt dies
auch die größte Schwierigkeit dar. Für das Entwurfsverfahren wurde das USAF Control and Digi-
tal Datcom ausgewählt, welches für bemannte Fluggeräte erstellt wurde und mit dem es möglich,
ist die benötigten Beiwerte und Derivative anhand der Geometrie einer Konfiguration zu ermitteln.
Trotz der vorhandenen Abweichung des Verfahrens bei der Anwendung auf kleine Reynoldszah-
len, die durch Vergleiche mit Windkanalversuchen bestimmt wurden, stellt das Digital Datcom
zur Zeit die beste Möglichkeit dar, die notwendigen Daten mit ausreichender Genauigkeit und bei
einer kurzen Rechenzeit zu ermitteln. Durch die zahlreichen Forschungsprojekte auf dem Gebiet
der Aerodynamik bei kleinen Reynoldszahlen ist hier zukünftig mit einem verbesserten Verfahren
zu rechnen.
Ein weiterer wichtiger Schritt zur Umsetzung des Verfahrens war die Erstellung von Datenbanken
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der Ausrüstungskomponenten. Diese bilden die Basis für eine realitätsnahe Auswahl der Kom-
ponenten. Die Datenbanken enthalten dabei alle für eine Auswahl wichtigen Eigenschaften der
Komponenten, die zum Teil mittels eigens entwickelter Prüfstände ermittelt wurden. Nur bei be-
kannten Eigenschaften der Ausrüstungskomponenten können ihre Einflüsse, wie z.B. der Einfluss
der Aktuatordynamik auf das Regelungssystem, erfasst und im Auslegungsprozess berücksichtigt
werden.
Alle entwickelten Methoden wurden dann zu einem Gesamtverfahren zusammengefügt, welches
die vollständige Auslegung des Kleinstfluggerätes ermöglicht. Dieser Prozess ist in zwei Teile ge-
gliedert. Im ersten wird auf Basis der bisherigen Erfahrungen mit der Auslegung von Kleinstflug-
geräten eine Startkonfiguration bestimmt, die die Flugleistungsanforderungen bestmöglich erfüllt.
Anschließend werden die Flugeigenschaften der Konfiguration mit Hilfe eines Optimierungsver-
fahrens an die Forderungen angepasst. Der gewählte Optimierungsalgorithmus benutzt dazu die
gezielte Auswahl von Optimierungsparametern. Für die Auswahl der Optimierungsparameter ver-
wendet das Verfahren den Zusammenhang zwischen den Optimierungsgrößen und den Optimie-
rungsparametern in Form einer Jacobi-Matrix. Zur Aufstellung dieser Jacobi-Matrix wurden zwei
Verfahren erarbeitet. Einmal kann die Matrix mit Hilfe einer Gradientenberechnung bestimmt
werden. Dies ist sehr rechenaufwendig, hat jedoch den Vorteil, dass die Jacobi-Matrix sehr ge-
nau angenährt wird. Die zweite Methode, die auf der Verwendung von neuronalen Netzen beruht,
hat in diesem Punkt Nachteile. Da die Jacobi-Matrix durch die neuronalen Netze wiedergegeben
wird, ist die Exaktheit der Jacobi-Matrix abhängig vom Trainingszustand der Netze. Die Anwen-
dung der Netze zeigte, dass bei einem ausreichenden Trainingszustand der Netze der Fehler in der
Jacobi-Matrix sehr gering ist und die Optimierung vergleichbare Ergebnisse wie die Methode der
Gradientenberechnung liefert. Ebenso konnten die erwarteten Vorteile in der Rechenzeit nachge-
wiesen werden. Diese kann durch die Verwendung von neuronalen Netzen ungefähr um den Faktor
60 reduziert werden. Berücksichtigt werden muss dabei aber das vorhergehende, zeitaufwendige
Training der Netze, welches den Vorteil deutlich vermindert.
Für eine zukünftig alleinige Anwendung der neuronalen Netze sind weitere Trainingsdaten erfor-
derlich, so dass die Generalisierungsfähigkeit des Netzes weiter gesteigert werden kann. Bis dieser
Prozess abgeschlossen ist, stellt die Aufstellung der Jacobi-Matrix mittels Gradientenberechnung
die einzige sinnvolle Möglichkeit dar.
Anhand von mehreren Anwendungsbeipielen konnte die Funktion des Optimierungsverfahrens
nachgewiesen werden. Dabei zeigten sich die erwarteten Abhängigkeiten des Entwurfsergebnisses
von den Missionsanforderungen. Für eine Bewertung des Entwurfsergebnisses und zu einer ab-
schließenden Validierung des Verfahrens wurden zwei ausgelegte Fluggeräte realisiert und erprobt.
Die Realisierung des ersten Versuchsträgers bestätigte die Methoden der Massenberechnung. An-
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hand der Flugversuche konnte die vom Entwurfsverfahren bestimmte Schwerpunktlage verifiziert
werden. Die geforderten Flugleistungen konnten mit dem ausgewählten Antriebsstrang übertrof-
fen werden, da aufgrund der Abweichung des Widerstands der berechneten von der tatsächlichen
Aerodynamik im Flug weniger Leistung benötigt wird als vom Entwurfsverfahren angesetzt. Dies
wurde als Sicherheit in der Antriebsauslegung mit berücksichtigt.
Die Flugerprobung zeigte aber auch Probleme auf. Einerseits erwies sich die Steifigkeit der aus
Schaumstoff bestehenden Struktur als zu weich und andererseits führt die mittige Anlenkung
der Ruder auf der Flügeloberseite zu unkontrollierbaren Strömungseffekten, die den Absturz des
Fluggerätes zur Folge hatten. Aus diesen Gründen wurde das Optimierungsverfahren modifiziert.
Zur Erhöhung der Steifigkeit wurde die Berechnung einer Decklage, z.B. aus CFK oder GFK,
in das Verfahren integriert. Zur Vermeidung der Störungen durch die Ruderanlenkungen wurde
die Anordnung der Servos so verändert, dass die Anlenkung nun auf der Flügelunterseite direkt
am Rumpf entlang läuft. Das mit diesen Modifikationen ausgelegte Fluggerät wurde ebenfalls
erprobt. Auch in diesem Fall konnten die schon beim ersten Versuchsträger nachgewiesenen Da-
ten erneut bestätigt werden. Die Überprüfung der Flugeigenschaften ergab Differenzen zwischen
den vorhergesagten Werten und den gemessenen. Es konnte aber gezeigt werden, dass diese Dif-
ferenzen auf die Abweichungen der berechneten aerodynamisch-flugmechanischen Beiwerte und
Derivative durch Digital Datcom zurückzuführen sind. Ein verbessertes Verfahren zur Ermittlung
dieser Kenngrößen bei kleinen Reynoldszahlen würde zu Übereinstimmungen zwischen Rechnung
und Flugversuch führen. Die vom Optimierungsverfahren ausgewählten Aufschaltfaktoren der Re-
gelung führten trotz der oben beschriebenen Differenzen in den aerodynamischen Eigenschaften
der Konfiguration zu den gewünschten Reglerfunktionen. Die Verbesserung der Flugeigenschaften
konnte damit ebenso nachgewiesen werden wie die Vereinfachung der Flugführung und die Auto-
pilotenfunktionen.
Zusammenfassend lässt sich feststellen, dass die Funktion des entwickelten Auslegungsprozesses
durch verschiedenen Anwendungsbeispiele nachgewiesen und seine Ergebnisse durch die Reali-
sierung und Flugerprobung von zwei verschiedenen Fluggeräten bestätigt wurde. Die auftretenden
Abweichungen zwischen Entwurf und realem Fluggerät sind durch die ungenaue Bestimmung der
aerodynamisch-flugmechansichen Kenngrößen begründet und damit nicht durch den Aufbau des
Verfahrens verursacht. Solange zur Berechnung kein verbessertes Verfahren verfügbar ist, stellt
das angewendete USAF Stability and Control Digital Datcom, trotz der Abweichungen, das einzig
sinnvolle Verfahren zur Bestimmung der Kenngrößen dar.
Mit dem hier vorgestellten Verfahren zur multidisziplinären Optimierung von Kleinstfluggeräten
wurde ein Werkzeug entwickelt, das es dem Anwender ermöglicht, ein Kleinstfluggerät nach sei-
nen Wünschen, d.h. für seinen Missionsanforderungen, auslegen und optimieren zu lassen. Damit
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kann das Potenzial der Fluggeräte vollständig ausgeschöpft werden.
Nach der Definition der Missionsanforderungen durch den Anwender läuft das Verfahren auto-
matisch ab und liefert als Ergebnis alle notwendigen Informationen über die geometrische Kon-
figuration, die Ausrüstungskomponenten und die Aufschaltfaktoren der Flugregelung. Mit diesen
Informationen kann das Fluggerät nach Ablauf des Verfahrens direkt realisiert und eingesetzt wer-
den. Für den Anwender entfällt damit jegliche Auslegungs- und Optimierungsarbeit, wie z.B. auch
die zeitaufwendige Anpassung der Reglerfaktoren an die Anforderungen. Die Zeit von der Defini-
tion der Anforderungen bis zum Einsatz des Fluggerätes kann dadurch auf wenige Tage verkürzt
werden.
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A.1 Strukturanteile
Berechnung der Masse, des Schwerpunktes und der Trägheits- und Deviationsmomente der Struk-
turlemente erfolgt durch die Integration über kleine Volumenelemente konstanter Dichte:
mi =
Z Z Z
ρ(x,y,z) dxdydz (A.1.1)
xSPi =
1
mi
Z Z Z
x ρ(x,y,z) dxdydz
ySPi =
1
mi
Z Z Z
y ρ(x,y,z) dxdydz (A.1.2)
zSPi =
1
mi
Z Z Z
z ρ(x,y,z) dxdydz
Ixi =
Z
(y2 + z2)dm
Iyi =
Z
(x2 + z2)dm
Izi =
Z
(x2 + y2)dm
(A.1.3)
Ixyi =
Z
(xy)dm
Ixzi =
Z
(xz)dm
Iyzi =
Z
(yz)dm
Besitzt der Flügel zusätzlich eine V-Stellung, ν ergeben sich die folgenden Zusammenhänge für die
Trägheits- und Deviationsmomente. Die Terme mit dem Index ′ entsprechen dabei den Trägheits-
und Deviationsmomenten des Flügels ohne V-Stellung (Gl. A.1.4):
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Ixi = I
′
xi
Iyi =
I′xi + I
′
zi
2
+
I′yi − I′zi
2
cos(2ν)− I′yzi sin(2ν)
Izi =
I′zi + I
′
yi
2
+
I′zi − I′yi
2
cos(2ν)− I′yzi sin(2ν)
(A.1.4)
Ixyi = I
′
xyi cos(ν)− I′xzi sin(ν)
Ixzi = I
′
xzi cos(ν)− I′xyi sin(ν)
Iyzi =
I′yi − I′zi
2
sin(2ν)+ I′yzi cos(2ν)
A.2 Ausrüstungskomponenten
Für die Berechnung der Trägheits- und Deviationsmomente der Ausrüstungskomponenten werden
diese als zylindrisch oder quaderförmig angenährt und es wird vereinfacht eine homogene Mas-
senverteilung vorausgesetzt. Mit diesen Annahmen können die erforderlichen Größen mit den be-
kannten Zusammenhängen [4] für homogene Körper berechnet werden. Aufgrund der homogenen
Massenverteilung und der damit verbundenen mittigen Schwerpunktlage sind die Deviationsmo-
mente der Komponenten zu vernachlässigen.
x
yz
a b
cx
yz
h
r
zylindrische Komponenten
Ix = mr2/2
Iy = m(3r2 +h2)/12
Iz = m(3r2 +h2)/12
quaderförmige Komponenten
Ix = m(b2 + c2)/12
Iy = m(c2 +a2)/12
Iz = m(a2 +b2)/12
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A.3 Gesamtsystem
Die Berechnung der Masse, des Schwerpunktes und der Trägheits- und Deviationsmomente des
Gesamtsystems erfolgt auf Basis der oben beschriebenen Größen der Einzelmassen:
m = ∑
i
mi (A.3.1)
xSP =
n
∑
i=1
(
1
m
xi mi)
ySP =
n
∑
i=1
(
1
m
yi mi) (A.3.2)
zSP =
n
∑
i=1
(
1
m
zi mi)
Ix =
n
∑
i=1
(Ixi +(y
2
i + z
2
i ) mi)
Iy =
n
∑
i=1
(Iyi +(x
2
i + z
2
i ) mi)
Iz =
n
∑
i=1
(Izi +(x
2
i + y
2
i ) mi)
(A.3.3)
Ixy =
n
∑
i=1
(Ixyi + xi yi mi)
Ixz =
n
∑
i=1
(Ixzi + xi zi mi)
Iyz =
n
∑
i=1
(Iyzi + yi zi mi)
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B Ersatzgrößen
Im Folgenden sind die Ersatzgrößen nach Brockhaus [12] aufgelistet, die in den Kapiteln 6 und 7
zur Erläuterung der Ergebnisse verwendet werden.
B.1 Ersatzgrößen der Längsbewegung
Zα = −q¯ S
mV0
(CAα +CW 0 +α0CW α)
Mα = q¯
Slµ
Iy
Cmα Mα˙ = q¯
Slµlµ
IyV0
Cmα˙
M′q = q¯
Slµlµ
IyV0
Cmq Mq = M′q +Mα˙
B.2 Ersatzgrößen der Seitenbewegung
Lβ = q¯
Sb
2(IxIz− I2xz)
(
IzClβ + IxzCnβ
)
Nβ = q¯
Sb
2(IxIz− I2xz)
(
IxCnβ + IxzClβ
)
Lp = q¯
Sb2
4V0
(
IxIz− I2xz
) (IzCl p + IxzCnp) Np = q¯ Sb24V0 (IxIz− I2xz)
(
IxCnp + IxzCl p
)
Lr = q¯
Sb2
4V0
(
IxIz− I2xz
) (IzClr + IxzCnr) Nr = q¯ Sb24V0 (IxIz− I2xz) (IxCnr + IxzClr)
Yβ =
q¯S
V0m
CQβ
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C Ergebnisse der Anwendungsbeispiele
Im folgenden Teil des Anhangs sind die Ergebnisse der in Kapitel 6 vorgestellten Anwendungsbei-
spiele sowie die des zweiten Versuchsträgers aus Kapitel 7 zusammengefasst dargestellt. Anhand
der Abbildungen lassen sich die Abläufe der Optimierungen nachvollziehen. Zunächst sind dazu
die Verläufe der Optimierungsgrößen und Optimierungsparameter dargestellt. Für die Optimie-
rungsparameter beschränkt sich die Darstellung der Verläufe auf die Optimierungsparameter, die
während der Optimierung verändert werden. Zur besseren Übersicht sind die Start- und Endwerte
der Optimierungsparameter nochmals in Tabellen aufgelistet.
Neben den Verläufen der Optimierungsgrößen und Optimierungsparameter sind zusätzlich die Ver-
läufe der aerodynamisch-flugmechanischen Beiwerte und Derivative dargestellt. Alle Darstellun-
gen beziehen sich dabei auf den ausgetrimmten Auslegungsflugzustand.
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C.1 Anwendungsbeispiel I
C.1.1 Optimierungsgrößen
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Abb. C.1.1: Anwendungsbeispiel I - Verlauf der Optimierungsgrößen und ihrer Kriterienfunktionen
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Abb. C.1.2: Anwendungsbeispiel I - Verlauf der Optimierungsgrößen und ihrer Kriterienfunktionen
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C.1.2 Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.35 [m] xV KSLW 0.14 [m]
li 0.21 [m] xSP 0.09 [m]
ϕV K 35.75 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.07 [m] kξ ˆΦ 0.0 [-]
liSLW 0.07 [m] kξp 0.0 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW 0.00 [grd] kωq¯ 150 [m2/Ns]
Tab. C.1.1: Anwendungsbeispiel I - Startwerte der Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.35 [m] xV KSLW 0.135 [m]
li 0.205 [m] xSP 0.09 [m]
ϕV K 34.25 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.015 [s]
ν 2.50 [grd] kη ˆΘ 0.2485 [-]
sSLW 0.057 [m] kξ ˆΦ 0.0 [-]
liSLW 0.09 [m] kξp 0.003 [s]
ϕV KSLW 25.00 [grd] kξr 0.023 [s]
ϕHKSLW -1.9 [grd] kωq¯ 150 [m2/Ns]
Tab. C.1.2: Anwendungsbeispiel I - Endwerte der Optimierungsparameter
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Abb. C.1.3: Anwendungsbeispiel I - Verlauf der Optimierungsparameter
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Abb. C.1.4: Anwendungsbeispiel I - Verlauf der Optimierungsparameter
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C.1.3 Aerodynamisch-flugmechanische Beiwerte und Derivative
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Abb. C.1.5: Anwendungsbeispiel I - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Derivati-
ve im Auslegungszustand
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Abb. C.1.6: Anwendungsbeispiel I - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Derivati-
ve im Auslegungszustand
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Abb. C.1.7: Anwendungsbeispiel I - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Derivati-
ve im Auslegungszustand
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C.2 Anwendungsbeispiel II
C.2.1 Optimierungsgrößen
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C.2.2 Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.35 [m] xV KSLW 0.14 [m]
li 0.21 [m] xSP 0.09 [m]
ϕV K 35.75 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.07 [m] kξ ˆΦ 0.0 [-]
liSLW 0.07 [m] kξp 0.0 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW 0.00 [grd] kωq¯ 150 [m2/Ns]
Tab. C.2.1: Anwendungsbeispiel II - Startwerte der Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.354 [m] xV KSLW 0.17 [m]
li 0.21 [m] xSP 0.09 [m]
ϕV K 33.75 [grd] kηH -0.01 [m−1]
ϕHK -1.00 [grd] kηq 0.0135 [s]
ν 4.00 [grd] kη ˆΘ 0.241 [-]
sSLW 0.085 [m] kξ ˆΦ 0.0 [-]
liSLW 0.067 [m] kξp 0.003 [s]
ϕV KSLW 25.00 [grd] kξr 0.011 [s]
ϕHKSLW 12.50 [grd] kωq¯ 150 [m2/Ns]
Tab. C.2.2: Anwendungsbeispiel II - Endwerte der Optimierungsparameter
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C.3 Anwendungsbeispiel III
C.3.1 Optimierungsgrößen
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C.3.2 Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.50 [m] xV KSLW 0.20 [m]
li 0.30 [m] xSP 0.124 [m]
ϕV K 35.75 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.10 [m] kξ ˆΦ 0.0 [-]
liSLW 0.10 [m] kξp 0.0 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW 0.00 [grd] kωq¯ 150 [m2/Ns]
Tab. C.3.1: Anwendungsbeispiel III - Startwerte der Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0445 [m] xV KSLW 0.187 [m]
li 0.28 [m] xSP 0.124 [m]
ϕV K 36.25 [grd] kηH -0.01 [m−1]
ϕHK 1.50 [grd] kηq 0.009 [s]
ν 1.50 [grd] kη ˆΘ 0.25 [-]
sSLW 0.077 [m] kξ ˆΦ 0.0 [-]
liSLW 0.12 [m] kξp 0.003 [s]
ϕV KSLW 25.00 [grd] kξr 0.005 [s]
ϕHKSLW -2.43 [grd] kωq¯ 150 [m2/Ns]
Tab. C.3.2: Anwendungsbeispiel III - Endwerte der Optimierungsparameter
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C.4 Anwendungsbeispiel IV
C.4.1 Optimierungsgrößen
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C.4.2 Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.47 [m] xV KSLW 0.188 [m]
li 0.28 [m] xSP 0.119 [m]
ϕV K 35.75 [grd] kηH -0.01 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.094 [m] kξ ˆΦ 0.0 [-]
liSLW 0.094 [m] kξp 0.0 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW 0.20 [grd] kωq¯ 150 [m2/Ns]
Tab. C.4.1: Anwendungsbeispiel IV - Startwerte der Optimierungsparameter
Optimierungsparameter Wert Einheit Optimierungsparameter Wert Einheit
b 0.47 [m] xV KSLW 0.188 [m]
li 0.28 [m] xSP 0.119 [m]
ϕV K 35.75 [grd] kηH -0.0145 [m−1]
ϕHK 0.00 [grd] kηq 0.0 [s]
ν 0.00 [grd] kη ˆΘ 0.25 [-]
sSLW 0.116 [m] kξ ˆΦ 0.0 [-]
liSLW 0.096 [m] kξp 0.024 [s]
ϕV KSLW 25.00 [grd] kξr 0.02 [s]
ϕHKSLW -1.93 [grd] kωq¯ 100 [m2/Ns]
Tab. C.4.2: Anwendungsbeispiel IV - Endwerte der Optimierungsparameter
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Abb. C.4.3: Anwendungsbeispiel IV - Verlauf der Optimierungsparameter
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C.4.3 Aerodynamisch-flugmechanische Beiwerte und Derivative
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Abb. C.4.4: Anwendungsbeispiel IV - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Deriva-
tive im Auslegungszustand
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Abb. C.4.5: Anwendungsbeispiel IV - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Deriva-
tive im Auslegungszustand
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Abb. C.4.6: Anwendungsbeispiel IV - Verlauf der aerodynamisch-flugmechanischen Beiwerte und Deriva-
tive im Auslegungszustand
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