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Abstract." This paper presents a formulation of a quadratic spline with periodic derivative that fits the first derivatives 
of a function at uniform mesh points and the function values at the end points of the interval. Error bounds for the 
function and its derivative are derived. 
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1. Introduction 
In this paper we construct and study a quadratic spline interpolant with periodic derivative 
that uses the derivative values of a smooth function f ,  f~  Ck[0, 1], k = 2, 3, at internal un i form 
mesh points, and matches the function values at the end points of the domain of f .  In Section 2 
the existence and uniqueness of such a spline is proved. Error bounds in the uni form norm for 
the function and its derivative are derived in Section 3. We conclude with numerical  test 
examples and remarks in Section 4. 
Periodic quadratic splines using the nodal  values f/, i -- 0, 1 , . . . ,  N + 1, have already been 
studied in [3,4]. For references for periodic splines of higher order we refer to [1,2,5-8], among 
others. 
2. The interpolation problem 
Let a uniform knot set (Xo, x l , . . . ,  XN+I} be given with x o = O, XN+ 1 = 1, and h = xi+ 1 - x~, 
i = 0, 1, N. Denote 1,,, po)  the set of quadratic splines s (x )  with periodic derivative such that 
• ' ' ,  ' J Y  ~ N ,2  
s ~ C1[0, 1], 
s (x )  is a quadratic polynomial  in each subinterval [xi, xi+ 1], 
s ' (0)  : s ' (1) .  
Throughout his paper, if g:  [0, 1] ~ R is a real-valued function, then g~k) stands for g(k)(x~), 
i=0 ,  1 , . . . ,N+ 1. 
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Let the set of real numbers { fo, fl ' , . . . .  f~, fN+a} be given. In this section our interest is in 
constructing a quadratic spline s ~ p~l,~ such that 
s /=f / ,  i=1 ,2  . . . .  ,N ,  
s0=fo  and SN+I=fN+I .  
t ! Of course from the definit ion of P(a) we have So * N,2 ~ SN+I" 
It can easily be shown that the quadratic spline restricted to [x~, Xi+l], i = 0, 1 . . . . .  N, may be 
written in the form 
s(x)  = siA(t) + hs,'B(,) + Si+lC(,), (1) 
where x = x, + th, 0 ~< t ~< 1, and 
A( t )=- t2+l ,  B ( t )=- t2+t ,  C ( t )=t  2. (2) 
Since s~ 0(1) the continuity condit ions s ' (x ] )=s ' (x i - ) ,  i=  1, 2, N, together with the 
* N ,2~ " " "~ 
periodicity condit ion s ' (0 +) = s'(1 -),  lead to 
¢ 
- s i _ l+s i=½h(s ' _a+s i ) ,  i=1 ,2  . . . .  ,N+I .  (3) 
The linear system (3) in the N + 1 unknowns s 1, s 2 . . . . .  s u and s 0 (or S~+l) can be written in 
matrix form as As  = b, where 
1 0 
-1  1 
A = 
. . . .  ½h'  
0 - . .  0 
0 . . . .  1 1 0 
o o . . . .  1 -½h 
S 
Clearly det A = -h  and hence s is uniquely determined• 
( 
s 1 
s 2 
• and 
SN 
¢ 
So 
Notice that, adding the equations (3) and using s o = SN+I, we get 
N 1 
So= - E f [  + ~( fu+a- - f0 ) -  
b = 
fo +  hf( 
½h(f(+A') 
½h(f  a + 
1 t 
ghf~ - - fN+l 
(4) 
i= l  
Therefore, the other unknowns s1, s 2 . . . .  , S N can be determined successively using the recurrence 
formulae 
1 " t 
- f0  + Sl =  h(So +fa ), 
- s i -1  + si = ½h(fi ' - i  + f , ' ) ,  i = 2, 3 . . . . .  N. 
! ! 
Of course we have s o =fo,  sN+l =fN+l and s o = SN+ v 
(s) 
3. Approximation of smooth functions 
Our purpose in this section is to give a priori error estimates in the Lo~-norm for the quadrat ic 
interpolant s of f defined in the previous section and its first derivative. That  is, we determine 
bounds on e(x)= s (x ) - f (x )  and its derivative. The following theorems will show that the 
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smoothness and the periodicity of f '  assure better convergence results. In what follows o . )2 (h)  
denotes the modulus of continuity of f~2~ and var(f ~2~) denotes the total variation of f(2) in 
[0, 1]. This latter is used only if f(2) is of bounded variation in [0, 1]. 
Theorem 1. Let s(x) be the quadratic spfine defined in (1), (4) and (5). I f  f ~ C2[0, 1], then for 
X ~ [X  D XN]  
l e ' (x)  I ~< ¼h%(h) (6) 
and 
1 1 2 1 ] t i (~h+ah)w2(h)+ah,  fN+, - fo  ], 
le(x) l-<< 3h 2 var(f(2))+¼h20a2(h)+¼h[fN+l_fo,[" 
Moreover, i fx  ~ [x 0, Xa] tO [XN,  XN+I ]  , then 
and 
[e ' (x) l  < 
(1 + ¼h)wz(h) + ½] f ;+l- - f0 '  I' 
½h var(f  ~2') + ¼h%(h) + ½[fu+a--fo [, 
l e (x )  l < 
(-~h + ¼h2)%(h) + ½hlfN+ 1 -- fo' I, 
½ h2 var(f (2)) + ¼h20~2(h) + ½hlfN+a-- fo  1. 
(7) 
(8) 
(9) 
Theorem 2. Let s(x) be the quadratic spline defined in (1), (4) and (5). I f  f ~ C3[0, 1], then for 
x ~ [x~, XN], we have 
[ e ' (x)  I ~< lh2 II f(3) II (10) 
and 
le(x) I < ( lh2  + lh3) I I f  ~3) II + ¼hlfN+l--fo' [. (1l) 
Furthermore, if x ~ [Xo, xl] tO [XN, XN+a] , then 
le ' (x)  I ~ < (112h + ½ h2) IIf °~ II + ½IfN+I-fo'l (12) 
and 
le(x) I < ( lh2  + ½h3)Ilf ~3) II + ½hlfN+l--fo ]- (13) 
To prove Theorems 1 and 2, we need the following lemmas. 
1602(h) q- ½1 f¢+l - - fo  I, (14) 
lh var(f(2) q_ 1 1 fN +1 -- f0' I" 
Lemma 3. I f f~  C2[0, 1], then 
max(leoi, ]eN+a]} ~< 
Furthermore, if f ~ C3[0, 1], then 
t p 1 t p max{leol, [eN+l[} ~< lh] l  fO)11 +~[fN+I--f0 I" (15) 
310 M.N. El Tarazi, S. Sallam / Quadratic spline interpolation 
Proof. Using (4) we have 
N N 
he o = -h  ~_, fi' +fN+l --f0 = f01f ' (r)  dr  - h ~ f / .  
i=0  i=0 
, 1 (f0 N 
he° = fo f ' ( r )  dr -  ½h 1 ' + 2 Y'~ f,' + fu+l  
i=1 
Hence 
This can be written in the form 
+½h( fu+l - - fo ) .  
(Sx+i , t) t ~ ;" 1 t he o Y'~ (r) dr - ½h( f /+f ,+,  + 5h(f~+l - fo ) .  (16) 
i=0\  x ,  
Supposing that f~  C2[0, 1], then for i = 0, 1, . . . ,  N and for x ~ [xi, Xi+l], we have 
f ' (X )  =f i '  q- (X -- x i ) f " (Cx) ,  C x ~ (Xi ,  X) ,  
f ' (x )  =f+l  + (x -  x i+ , ) f " (dx) ,  d x ~ (x,  Xi+l). 
Integrating both sides of the first equality over [xi, x~ + ½h] and those of the second over 
[x~+ ±h2 , x~+t] , using the mean value theorem for integrals and then adding the resulting 
equalities, we obtain 
~ '+lf' ( r ) dr - ½h( f i' +f i+ l )  = l h2f(2)('Oi) -- l h2f(2)( ~i), 
- t 
with ~1i, ~ ~ (x~, xi+l). This, together with (16), leads to 
N 
lie011 < E ½hlf(2)(Tli)-f(2)(~i)l + ½lfN+l--f0' 1, 
i=0 
with ~1i, ~i ~ (xi, xi+a)" A similar expression holds for l eN+l I and (14) follows immediately. 
Now, if f ~ C3[0, 1], then making use of the error of the classical trapezoidal rule in (16) leads 
to (15). [] 
Lemma 4. I f  f ~ C2[0, 1], then for i = 1, 2 , . . . ,  N, we have 
1 t t 
leel ~< ½h~2(h)+zh[ fN+a- f °  [' (17) 
2 var (# + ¼hlf + -fo' L. 
Furthermore, if f ~ C3[0, 1], then for i = 1, 2 , . . . ,  N, we have 
levi ~< ~h21l f O) II + 14h[fN+a--fo !" (18) 
Proof. Fix i ~ { 1, 2 . . . . .  N }. Assume i to be closer to 0 than to N + 1 (similar proof if i is closer 
to N + 1). From (5) we can easily get 
( ) ! ¢ s i=fo+½h s0+2Zf j  +f , '  .
j= l  
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Therefore, 
i-1 ) 
1 t t ei = 5heo + fo - fi + l h fo' + 2 Y~ fj + f /  . (19) 
j= l  
Supposing that f~  C210, 1], then, as in Lemma 3, for j = 0, 1 . . . . .  i - 1 and x ~ [xj, Xj+l], we 
have 
fx" f ' ( r ) dr - l h( ff' + f/+ 1) = ½h2f(2)(T/j) -- ½h2f(2)(~j), 
Xj  
with ~j, ~j E (xj, X~+l). Writing this out for j -- 0, 1 . . . . .  i - 1 and adding it up we get 
f i -  fO= foX'f'(r) dr 
= ½h f; + 2 f:' +fi t "Jr ½h 2 Z (f(2)(~y)__f(2)(~j)). 
j=l  j=o 
This and (19) lead to 
{ }ih2co2(h), 
le, I < ½hleo[ + ~h 2 var(f(2)) ,  
which, together with (14), implies (17). Now, if f~  C3[0, 1], then, by the trapezoidal rule, (19) 
directly gives 
1 , f (3 )  [ei] <~ ~hle o] + ~2xih 21[ I[, 
with x, ~< 0.5. This together with (15) implies (18). This completes the proof  of Lemma 4. [] 
Proof  of  Theorem 1. Since s ' (x)  is l inear in [xi ,  Xi+l] ,  i = 0, 1 . . . . .  N ,  
l 
s ' (x )  = ts i+ ,  + (1 - 
Hence 
e 
Therefore 
e 
' ( x )  = (1 -- t)e: + te:+ 1 + (1 -- t)f, '  + tfi+, -- f ' (x ) .  
' ( x )  = (1 - t)e" + te'+l + (1 - t ) f  i' 
+ t + f f (2)(r )  d r  - ( r )  dr 
XI  i 
which can be written as 
e (x )=(1- t )e  i+tei+ l+t  f (r) d r - (1 - t  f(Z)(r) dr. 
t 
Now by the mean value theorem for integrals we obtain 
e ' (x )  = (1 - t)e: + te:+ 1 q- (1 - -  t)th( f(2)(~'/i) __ f (2 ) (~/ ) ) ,  
(20) 
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with Bi, ~i ~ (xi, xi+l). But e" = 0 except for i = 0 and i = N + 1. Therefore, using (14), we get 
(6) and (8). Now, if x ~ Ix 1, XN], we can write 
e(x)  = e (r) dr + e~, 
t 
which, together with (6) and (17), leads to (7). And if x ~ [x o, Xl] u [XN, XN+I], we have 
ix" e(x)= dr= e'(r)  dr, N+I 
since e 0 = eN+ 1 = 0. This, together with (8) leads to (9). [] 
Proof of Theorem 2. Now, if f~  C3[0, 1], then we expand f ' (x )  and f/~l in (20) about x~ using 
Taylor's expansion of order 1 with integral remainder. We obtain 
e'(x)  = (1 -- t)e; + tei+ , + t xi+ , -- r)fO)(r) d r -  (x -  r)f<3)(r) dr, 
Xt  t 
which can be written as 
! fX ~¢t+l e ' (x )  = (1  - -  t)e" +tei+ 1 + t (x i+  1 - -  r ) fO) ( r )  dr  
+ fx i [ t (x i+, -  r) - - (x - -  r)]f{3)(r) dr. (21) 
On setting x - r = q and recalling that x = x, + th, we have for r ~ [xi, x], 
t(x,+ a - r ) - (x - r ) : t [ (1 - t )h+q]  -q=(1- t ) ( th -q )>~O.  
Thus, using the mean value theorem for integrals in (21), we get 
e' (x)  = (1 -  t)e" + te'+, + ½t(1-  t)2hZf'3)(~?i) + ½t2(1 -t)hZf¢3)(~,) ,  
with ~?i, ~ ~ (x,, xi+l). Hence 
I e ' (x )  I ~< (1 - t)le'] + t]e'+l [ + ½h21(1 - t)II f(3) II- 
But e,' = 0 except for i = 0 and i -- N + 1. Therefore, using (15), we get (10) and (12). Finally, the 
proof of (11) and (13) is similar to that of (7) and (9). The proof of Theorem 2 is now completed. 
[] 
Remark. Since s'(x) on [xa, XN] is a piecewise linear interpolating spline, the inequalities (6) and 
(10) follow immediately (see [9]). 
4. Numerical examples 
For the sake of illustration, we have considered two numerical examples. The first example 
deals with a function in C3[0, 1] whose derivative is nonperiodic ( f ' (0 )  :~f'(1)). The second 
deals with a function in C3[0, 1] with periodic derivative ( f ' (0 )=f ' (1 ) ) .  In these two examples 
the following algorithm is used. 
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Table 1 
Maximum absolute errors for Example 1 
313 
Maximum Step size h = 1/( N + 1) 
error 0.1 0.05 0.025 0.02 0.0125 0.01 
bound for 
I I s - f l l  1.7.10 1 8.1.10-2 4.0 .10-2 3.2 .10-2 2.0-10 2 1.6 .10-2 
I I s ' - f '  II ~ ~ ~ ~ ~ 
- Set s o =f0 and SN+ 1 =fN+l" 
! 
- Use (4) to compute s0. 
- Use (5) to compute st, i = 1, 2 . . . . .  N.  
- Use (1) and (2) to compute s (x )  at N + 1 equally spaced points in each subinterval [xi, Xi+l] , 
i=0 ,1  . . . . .  N. 
- s ' (x )  is computed from the derivative of (1). 
Example  1. f(x) = sin(vx) in [0, 1]. 
This function has been considered in [3]. f(0) = f(1) of course, but f ' (0 )  :~ f ' (1) .  Table 1 gives 
the numerical results for h = 1 / (N  + 1), N = 9, 19, 39, 49, 79 and 99. These results agree with 
the error bounds (10) to (13). Recall that here we are approximating a function having a 
nonperiodic derivative with a quadratic spline having a periodic derivative. 
Example 2. f (x )  = 2x  3 - 3x  2 + x -F 2 in [0, 1]. 
This function is in C3[0, 1] with f(0) =f (1)  and f ' (0)  =f ' (1 ) .  Table 2 shows the results for 
h = 1 / (N  + 1), N = 9, 19, 39, 49, 79 and 99. Here the results are of course better and they agree 
with the bounds (10) to (13). Recall that here we are approximating a function having a periodic 
derivative with a quadratic spline having a periodic derivative as well. 
5. Conc lus ion  
We have formulated a quadratic spline having a periodic derivative that fits the first 
derivatives of a smooth function at the uniform internal mesh points and the function values at 
the end points of the interval. The resulting error bounds showed that this approximation is
Table 2 
Maximum absolute errors for Example 2 
Maximum Step size h = 1/ (N  + 1) 
error 0.1 0.05 0.025 0.02 0.0125 0.01 
bound for 
I I s - f l [  4.0-10 .3 1.1.10 -3 3.0-10 .4  1.9-10 4 7.6.10-5 4 .9 .10-5  
I[ s '  - f '  II 1-0"10-1 5-0"10-2 2.5"10-2 2-0"10-2 1.3"10 .2  1.0"10 .2  
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better when the derivative of the approximated function is periodic as well. 
confirmed by the obtained numerical results. 
This was also 
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