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ON THE COMPUTATION OF FUSION
OVER THE AFFINE TEMPERLEY-LIEB ALGEBRA
JONATHAN BELLETEˆTE AND YVAN SAINT-AUBIN
ABSTRACT. Fusion product originates in the algebraisation of the operator product expansion in conformal field theory. Read
and Saleur (2007) introduced an analogue of fusion for modules over associative algebras, for example those appearing in the
description of 2d lattice models. The article extends their definition for modules over the affine Temperley-Lieb algebra TLan.
Since the regular Temperley-Lieb algebra TLn is a subalgebra of the affine TL
a
n , there is a natural pair of adjoint induction-
restriction functors (↑ar ,↓
a
r ). The existence of an algebra morphism φ : TL
a
n → TLn provides a second pair of adjoint functors
(⇑ra ,⇓
r
a ). Two fusion products between TL
a-modules are proposed and studied. They are expressed in terms of these four
functors. The action of these functors is computed on the standard, cell and irreducible TLan-modules. As a byproduct, the
Peirce decomposition of TLan(q+q
−1), when q is not a root of unity, is given as direct sum of the induction ↑ar Sn,k of standard
TLn-modules to TL
a
n-modules. Examples of fusion products of various pairs of affine modules are given.
Keywords affine Temperley-Lieb algebra · periodic Temperley-Lieb algebra · Temperley-Lieb algebra · fusion product ·
projective modules · Peirce decomposition ·
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1. INTRODUCTION
In conformal field theory, fusion describes the field content of the operator product of two primary fields. Under
the field-state correspondence, this can be stated in terms of representations of the conformal algebra (Virasoro algebra,
an affine Lie algebra, etc.). An analogue of such “fusion product” has been introduced by Read and Saleur [1, 2] for
modules over associative algebras associated with two-dimensional statistical models. The present article extends their
definition for modules over the affine Termperley-Lieb algebra TLa and develops tools to compute fusion of some basic
TL
a-modules.
Date: February 13, 2018.
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Read and Saleur’s slit-strip argument may seem naive, but it is remarkably deep. In conformal field theory, the
operator product of local boundary fields is sometimes seen as bringing points on the boundary together. Imagine a two-
dimensional lattice model on a strip of width n with “evolution” (ruled by a Hamiltonian or a transfer matrix) moving
upward. As an example, suppose that the evolution is given by a loop model with the Hamiltonian being the sum ∑i ui of
the generators of the Temperley-Lieb algebra TLn (in some representation). A vertical slit cuts the strip from the bottom
edge to some point at finite-distance from this edge. There are nl and nr sites on each side of the slit (n= nl+nr). Until
the slit’s end, degrees of freedom on its left evolve independently from those on its right. The state along the slit-strip is
thus broken into states that transform under some partial Hamiltonians, one in TLnl for the left part and one in TLnr for
the right part. LetMl andMr be the moduleswithin which the left and right states take their values. In whichTLn-module
lie the state after the slit’s end? Read and Saleur proposed that it should be in a “fused” module denoted by Ml× f Mr
obtained by induction from the subalgebra TLnl ×TLnr to TLn, that is: Ml× f Mr = TLn⊗TLnl×TLnr (Ml⊗CMr). Using
this formal definition, Gainutdinov and Vasseur [3] succeeded in computing fusion product of several basic modules of
the algebra TLn. However some key products escaped their computing technique. Using a different method, Belleteˆte
[4] was able to compute the product of irreducible TL-modules and show that their fusion reproduces that of primary
fields on the first row of the Kac table of minimal models. This constitutes a compelling support for Read and Saleur’s
fusion. Other key features of their fusion product are its commutativity and associativity, and the fact that, in some
precise sense, it has a well-defined limit when nl and nr both go to infinity. The latter property is welcome as the fusion
of a pair of modules, one over TLnl and the other overTLnr , gives a module over, yet, a third algebra, namely TLn=nl+nr .
On closer inspection, the proposed definition of fusion can be readily extended to the modules of any family of
algebras {Ai, i ∈ N} that is filtrated in the sense that Ai×A j ⊆ Ai+ j for any i and j. These include several families of
algebras, defined diagrammatically and physically relevant. However one family does not share this property: it is the
family of affine (or periodic) Temperley-Lieb algebras TLan, n ∈N. This family is associated with many physical models
with periodic boundary conditions whose continuum limit are CFT’s on a cylinder or a torus. Clearly a fusion product
for the affine family would be a desirable addition to the algebraic description of these theories. A formal definition of
TL
a
n will be given below. An intuitive one is that TL
a
n is a “Temperley-Lieb algebra defined on a circle” of n sites, where
the generators e1 and en satisfy the usual neighbor property: e1ene1 = e1 and ene1en = en. These identities rule out any
obvious inclusion of TLanl ×TL
a
nr
into TLanl+nr . Read and Saleur’s proposal for a fusion product will need an important
extension to be applicable to this family.
These identities rule out any diagrammatic inclusion of TLanl ×TL
a
nr
into TLanl+nr . Thus Read and Saleur’s proposal
for a fusion product does not extend trivially to the affine Temperley-Lieb family.
A way around this difficulty was proposed by Gainutdinov and Saleur [5]. Even though a general diagram of the
algebra TLam×TL
a
n does not correspond to a diagram in TL
a
m+n in any obvious way, these authors were able to construct
a injective morphism TLam×TL
a
n → TL
a
m+n. Thanks to this remarkable map, the problem of defining an affine fusion
may follow the path used for the regular Temperley-Lieb family.
The present article studies two alternative fusion products over the affine Temperley-Lieb algebras. They are con-
structed out of induction and restriction functors. Since the regular Temperley-Lieb algebra TLn is a subalgebra of the
affine TLan, there is a pair of functors associated with this inclusion, namely the induction ↑
a
r and the restriction ↓
a
r . (The
indices “a” and “r” refer to the affine and regular algebras TLa and TL, respectively.) There exists yet a second pair
of functors, denoted by ⇑ra and ⇓
r
a. They come from the existence of a remarkable morphism φ : TL
a
n → TLn, based
on tools available since a long time [6], but that may not be well-known in the present context. Section 2 defines the
regular and affine families of Temperley-Lieb algebras, constructs the morphism φ and uses the four functors to propose
several fusion products of TLa-modules. All these fusions are based on the fusion × f = ×
TL
f between modules over
TL-modules. The actual computation of a fusion product requires an extensive knowledge of the representation theory
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of both families and how their modules behave under the four functors. Section 3 recalls the definition of the basic mod-
ules: the standard, projective and irreducible modules over TLn, and the standard, cell and irreducible ones over TL
a
n. It
also computes the Hom-groups between some of these affine modules. Finally Section 4 constructs the induction and
restriction of these basic modules and ends with several examples of computation of the fusion of TLa-modules. Some
concluding remarks follow. An appendix is devoted to the description of the weakest partial order, a tool to determine
the composition factors of affine cell modules, and the computation of the dimensions of the irreducible modules of TLan.
2. THE TEMPERLEY-LIEB ALGEBRAS
This section defines the fusion functors to be considered in this paper. It uses the langage of categories introduced in
the study of the affine Temperley-Lieb family by Graham and Lehrer [7]. The first subsection defines the two Temperley-
Lieb categories, the affine T˜La and the regular T˜L, and recalls the braiding on the regular Temperley-Lieb category.
The Temperley-Lieb algebras TLan and TLn will then be identified to the sets of endomorphisms HomT˜La(n,n) for
the affine algebra and the set Hom
T˜L
(n,n) for the regular one. These definitions make it clear that TLn ⊂ TL
a
n as
algebras. Subsection 2.2 shows that there is a morphism TLan → TLn. The fact that TL
a
n contains TLn provides two
functors between modules over the two algebras, namely the induction ↑ar (−) : modTLn→ modTL
a
n and the restriction
↓ar (−) : modTL
a
n→ modTLn. Similarly, the fact that TLn contains an image of TL
a
n leads to two functors, an induction
one ⇑ra (−) : modTL
a
n → modTLn and a restriction ⇓
r
a (−) : modTLn → modTL
a
n. Subsection 2.3 uses these functors
to propose two possible fusions between TLa-modules.
2.1. The Temperley-Lieb categories. We start by introducing the two Temperley-Lieb categories: the regular and the
affine. For both, the class of objects is simply the set N≥0 of non-negative integers and, for each object n, End(n) will
be a realization of some Temperley-Lieb algebra, and some particular quotients of homomorphism groups will serve as
basic modules over them. The presentation follows that found in [7].
Each of these categories will be constructed as a quotient of a more general one, denoted by C. The objects of C
are the non-negative integers. For a pair of integers n,m, HomC(n,m) is the free C-module spanned by the periodic
(m,n)-diagrams, which are defined as follows. We start with a rectangle, with n vertices on the right side, and m on the
left one; the top and bottom of the rectangle are identified, so that it is topologically a cylinder. The vertices on each side
are labelled with numbers1 from 1 to m and 1 to n, respectively, and are linked pairwise by lines without intersection.
The diagram may also contain any number of closed lines, called loops. Two such diagrams define the same morphism
if and only if their lines are isotopic. For example here are one element of HomC(4,4) and two of HomC(2,4):
= , 6= .
The rank of a diagram a is the minimal number of times, among all isotopic diagrams equivalent to a, that lines intersect
the top of the fundamental rectangle. The ranks of the three above examples are 0, 1 and 0 respectively. The parity of
a diagram is defined as the parity of its rank. Lines that connect vertices on opposite sides of the rectangle are called
through lines; a periodic (m,n)-diagram having exactly n (m) through lines is said to be monic (epic).
Composition of morphisms is defined by linearly extending the concatenation of diagrams. The composition ba of
two periodic diagrams a : m→ n and b : n→ t is obtained by identifying the vertices 1 to n on a and b, and the sides on
1In what follows, these labels will always be taken modulo m and n, respectively.
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which they lie, joining the lines that meet there, and removing the vertices. For example
× = = .
The following (n,n)-diagrams will appear below as generators of the Temperley-Lieb algebras. If n ≥ 2, e= en,0 is the
periodic diagram where the vertices n and 1 on each side are linked, while for all 1 < j < n, the vertex j on the left is
linked to the vertex j on the right. For instance,
e4,0 = .
The diagram τn is the affine diagram where the jth vertex on the left side is linked to the ( j− 1)-th vertex on the right,
for all j. Similarly, τ−1n is the affine diagram where the vertex j on the left side is linked to the vertex j+ 1 on the right,
for all j.
τ4 = , τ−14 =
,
One directly sees that τ−1n ◦ τn = τn ◦ τ
−1
n is the identity on HomC(n,n). Using these three diagrams we then define
en,i = τ
i
nen,0τ
−i
n , for any integer i; note that (τn)
n is central in EndC n, so that en,i+n = en,i.
It should be noted that if a and b are both odd or even, then b ◦ a is even, while if a and b have different parity, then
b ◦ a is odd. Furthermore, if a has r through lines and b has s, then b ◦ a has at most min(r,s) through lines. Finally, we
define an involution on diagrams: it sends a diagram d unto its mirror reflection dt with respect to an imaginary axis that
splits the fundamental rectangle vertically. For instance,
d = −→ dt = .
Definition 1. The affine Temperley-Lieb category T˜La(q) is the quotient of category C obtained by the identification of
diagrams a having n loops, with the morphism β na, where β = q+ q−1 for some invertible element q ∈ C.
For example, in T˜La, the two morphisms in Hom
T˜La(q)
(2,4) are equal:
= β .
It can be shown that an affine (m,n)-diagram becomes a monomorphism (epimorphism) in T˜La(q) if and only if it
is monic (epic). Furthermore, it can be shown that every affine (m,n)-diagram can be expressed as a ◦ f ◦ b, where
a ∈ Endm, b ∈ Endn, and f ∈ Hom
T˜La
(n,m) is a diagram of rank zero.
Definition 2. The regular Temperley-Lieb category T˜L(q) is the subcategory of T˜La(q) where Hom
T˜L
(n,m), for m,n ∈
N≥0, is spanned by all diagrams of rank zero.
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The category T˜L(q) is a strict monoidal braided category [9]. The tensor product on objects is simply n⊗
T˜L
m≡ n+m
while, on morphisms, it is defined by extending bilinearly the tensor product of diagrams. Let f be a periodic (m,r)-
diagram, and g be a periodic (n,s)-diagram, both of rank zero. The tensor product f ⊗ g is the (m+ n,r+ s)-diagram
obtained by gluing f on top of g. For instance, here is the product of a (3,1)-diagram with a (2,2)-diagram:
⊗
T˜L ≡ .
(1)
The commutor (or braiding) is a natural isomorphism η : −1⊗−2 →−2⊗−1 such that ηr,s ◦ ( f ⊗ g) = (g⊗ f )◦ηm,n,
for all m,n,r,s ∈ N≥0, f ∈ Hom(m,r) and g ∈ Hom(n,s). For T˜L(q), the commutors are given by
ηr,s =
s
∏
i=1
( 0
∏
j=r−1
tr+s,i+ j
)
=
1
∏
i=r
( s−1
∏
j=0
tr+s,i+ j
)
, (2)
where, for n≥ 2 and 1≤ i≤ n− 1, the tn,i can be chosen as
tn,i = (−q)
1/21Endn+(−q)
−1/2en,i. (3)
and the factors in a product are listed starting from the right, that is, ∏si=1 ti = tsts−1 . . . t2t1 and ∏
1
i=s ≡ t1t2 . . . ts−1ts.
(Whenever the context is clear, the number n of sites on the elements of TLn will omitted from now on.) The elements
ti satisfy many different identities; in particular we note
eiti+1ti = eiei+1 = titi+1ei+1, titi+1ti = ti+1titi+1, tit j = t jti, ∀|i− j| ≥ 2. (4)
Furthermore, it can be shown that for all n> 1, (η1,n−1)
n and (ηn−1,1)
n are both central in End
T˜L
(n).
2.2. The Temperley-Lieb algebras. The affine Temperley-Lieb algebra TLan(q) is defined as the C-algebra of endo-
morphisms of n in T˜La(q). Equivalently, it is the C-algebra generated by e0,τ , and τ
−1 (that is, en,0,τn and τ
−1
n ). The
defining relations are, for n> 2,
eiei = (q+ q
−1)ei, eiei±1ei = ei, ∀i= 1,2, . . .n, (5)
eie j = e jei, if |i− j| ≥ 2, (6)
τei = ei+1τ, e1τ
2 = e1e2e3 . . .en−1, ττ
−1 = τ−1τ = 1Endn, (7)
where ei = τ
ie0τ
−i. (As noted earlier, ei+n = ei.) The case n= 2 is slightly different, the relations are then simply
e1e1 = (q+ q
−1)e1, τ
2e1 = e1τ
2 = e1. (8)
The regular Temperley-Lieb algebra TLn(q) is defined as the C-algebra of endomorphisms of n in T˜L(q). Equiva-
lently, it is the C-algebra generated2 by the ui ≡ ei for 1≤ i≤ n−1, with the defining relations (5) and (6) for n≥ 2 but
with the index i limited to 1≤ i≤ n−1. The definition makes it clear that TLn ⊂ TL
a
n as algebras. What is less obvious
is that TLn is isomorphic to a quotient algebra of TL
a
n. [5]
Proposition 2.1. Let φ : TLan → TLn be the linear map defined, for n> 2, by
φ(τ) = (−q)3/2ηn−1,1, φ(e) = η
−1
n−1,1u1ηn−1,1; (9)
for n= 2, by
φ(τ) = (−q)3/2η1,1 = q(q ·1TL2 − u1), φ(e1) = u1; (10)
2While un,i and en,i correspond to the same diagram, we use a different notation to distinguish elements of TLn and TL
a
n.
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and for n= 1, by
φ(τ) = (−q)3/21TL1 .
This map is a surjective morphism of algebras.
Proof. We need to verify that φ(τ) and φ(e) satisfy all the affine Temperley-Lieb relations, namely equations (5) to (7).
We write η ≡ ηn−1,1, to shorten the notation. For n= 1 all conditions are trivially satisfied. For n= 2, one must simply
recognize that
φ(τ)φ(e1) = q(q ·1TL2 − u1)u1 =−u1 = φ(e1)φ(τ),
so that (φ(τ))2φ(e1) = φ(e1)(φ(τ))
2 =−(−u1) = u1. For n> 2, the first equation is simply
φ(ei)φ(ei) = η
i−1u1η
1−iη i−1u1η
1−i = β η i−1u1η
1−i = β φ(ei). (11)
The second condition is
φ(ei)φ(ei+1)φ(ei) = η
i−1u1η
1−iη iu1η
−iη i−1u1η
1−i
= η i−1(u1ηu1η
−1u1)η
1−i
= η i−1(u1u2ηη
−1u1)η
1−i
= η i−1u1η
1−i = φ(ei),
where we used the fact that η is a commutor, that un,1 = un−1,1⊗1End1, and that u1u2u1 = u1. The same arguments also
give
φ(ei)φ(ei−1)φ(ei) = η
i−1u1η
1−iη i−2u1η
2−iη i−1u1η
1−i
= η i−1u1η
−1u1ηu1η
1−i
= η i−2u2u1u2η
2−i = η i−2u2η
2−i
= φ(ei),
so that the conditions (5) are satisfied. Next, suppose that n> i≥ 2+ j> 0, then
φ(ei)φ(e j) = η
i−1u1η
j−iu1η
1− j = η j−1(η i− ju1η
j−iu1η
i− j)η1−i
= η j−1(u1+i− ju1η
i− j)η1−i
= η j−1(u1η
i− ju1)η
1−i = φ(e j)φ(ei),
where we again used properties of the commutors with the fact that the uks themselves satisfy (6). Finally, repeatedly
applying equation (4) gives
(−q)−3φ(e1τ
2) = u1η
2 = u1t1t2t3 . . . tn−1t1t2t3 . . . tn−1
= u1(t1t2t1)t3 . . . tn−1t2t3 . . . tn−1
= (u1t2t1)t2t3 . . . tn−1t2t3 . . . tn−1
= u1u2(t2t3t2)t4 . . . tn−1t3 . . . tn−1
= (u1u2t3t2)t3t4 . . . tn−1t3 . . . tn−1
= u1u2u3t3t4 . . . tn−1t3 . . . tn−1
= . . .
= u1u2u3u4 . . .un−1tn−1tn−1.
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We can then check directly that un−1tn−1tn−1 = (−q)
−3un−1, so that
φ(e1)η
2 = φ(e1)φ(e2) . . .φ(en−1).
Finally, one checks that the generators ui are all in the image of φ . 
The morphism φ is (almost) an idempotent. More precisely:
Proposition 2.2. Let ι : TLn → TL
a
n, be the canonical injection. Then φ ◦ ι ◦φ = φ .
Proof. This follows from the fact that φ(ei) = ui:
φ(ei) = φ(τ
ie0τ
−i) = (−q)3i/2η in−1,1(η
−1
n−1,1u1ηn−1,1)(−q)
−3i/2η−in−1,1
= η i−1n−1,1u1η
−i+1
n−1,1 = ui−1+1η
i−1
n−1,1η
−i+1
n−1,1 = ui.
Then φ(ηn−1,1) = ηn−1,1 where, in the latter η , the ei are replaced by ui. From these observations, φ ◦ ι ◦φ(τ) = φ(τ)
follows easily and
φ ◦ ι ◦φ(e0) = φ(η
−1
n−1,1e1ηn−1,1) = φ(η
−1
n−1,1τe0τ
−1ηn−1,1) = φ(e0).

The various morphisms between the Temperley-Lieb algebras produces many functors between their module cate-
gories. We shall use these to study the module categories themselves, but also to construct different classes of fusion
functors on these categories.
Definition 3. Again let ι : TLn→ TL
a
n denote the canonical injection. The associated induction and restriction functors
are
↑ar : modTLn → modTL
a
n, ↓
a
r : modTL
a
n → modTLn. (12)
Similarly the induction and restriction functors related to the morphism φ : TLan → TLn
⇑ra : modTL
a
n → modTLn, ⇓
r
a : modTLn → modTL
a
n (13)
are given by the usual functors: V 7→ ⇑ra (V) = TLnTLnTLan⊗TLan V if V ∈ modTL
a
n and X 7→ ⇓
r
a (X) =HomTLn(TLn,X) if
X ∈ modTLn. (The right TL
a
n-action on TLn is through the morphism φ .) Both (↑
a
r ,↓
a
r) and (⇑
r
a, ⇓
r
a) are adjoint pairs.
The compositions of some of these functors are simple. To study the first identity, we indicate by subscripts which
action is at play. For example, because of φ , TLn can be understood as both a left and a right TL
a
n-module. Consider
TLnTLnTLan
⊗TLan TL
a
nTLn
. Since φ restricted to TLn is the identity, any element of the right factor TL
a
n can be moved to
the left one. Thus TLnTLnTLan ⊗TLan TL
a
nTLn
≃ TLnTLnTLn and
⇑ra ◦ ↑
a
r (X) = TLnTLnTLan ⊗TLan (TL
a
n⊗TLn X)≃ TLnTLn⊗TLn X≃ X
for any TLn-module X, that is, ⇑
r
a ◦ ↑
a
r
∼
−→ idmodTLn . To see the second identity, ↓
a
r ◦ ⇓
r
a
∼
−→ idmodTLn , recall that
f ∈ HomTLn(TLn,X) is completely determined by its value at 1TLn and there is thus a one-to-one correspondence f ↔
f (1TLn) = x f ∈ X. The action of TL
a
n on ⇓
r
a (X) = HomTLn(TLn,X) is given by (a f )(x) = f (xφ(a)), a ∈ TL
a
n, which
corresponds to
a f ←→ xa f = (a f )(1TLn) = f (1TLnφ(a)) = φ(a)x f (14)
which is equal to ax f if a is in TLn. In other words the correspondence f ↔ x f is a TLn-isomorphism and ↓
a
r ◦ ⇓
r
a
∼
−→
idmodTLn as claimed. The third identity, ⇑
r
a ◦ ⇓
r
a
∼
−→ idmodTLn , follows from the surjectivity of φ . For all a ∈ TLn, there
exists a b ∈TLan such that φ(b) = a and, thus, any element a⊗TLan f ∈⇑
r
a ◦ ⇓
r
a (X) can be written as 1TLn⊗TLan b f . Again,
because of the correspondence between elements f ∈ Hom(TLn,X) and the elements x of X, it follows that ⇑
r
a ◦ ⇓
r
a (X)
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and X are the same as vector spaces. The actions of TLn on ⇑
r
a ◦ ⇓
r
a (X) and X coincide because of (14). The following
lemma sums up these observations.
Lemma 2.3. The restriction and induction functors satisfy
⇑ra ◦ ↑
a
r
∼
−→ ⇑ra ◦ ⇓
r
a
∼
−→ idmodTLn , (15)
and ↓ar ◦ ⇓
r
a
∼
−→ idmodTLn . (16)
Proposition 2.4. For U,V ∈ modTLn,
HomTLan (⇓
r
a U,⇓
r
a V)≃ HomTLn (U,V) . (17)
In particular, ⇓ra V ≃⇓
r
a U if and only if U≃ V. Furthermore,
HomTLan (↑
a
r U,⇓
r
a V)≃ HomTLn (U,V) , (18)
and ↑ar U≃↑
a
r V if and only if U≃ V.
Proof. Both (17) and (18) are consequences of the Frobenius theorem for adjoint pairs. For example, by (15)
HomTLn(U,V) ≃ HomTLn(⇑
r
a ◦ ⇓
r
a U,V)≃ HomTLan(⇓
r
a U,⇓
r
a V).
Furthermore, if ⇓ra U≃⇓
r
a V, then for allW ∈ modTLn,
HomTLn (U,W)≃ HomTLan (⇓
r
a U,⇓
r
a W)≃ HomTLan (⇓
r
a V,⇓
r
a W)≃ HomTLn (V,W) . (19)
Since the Hom functors are fully faithful, it follows that U≃ V. The other statements are obtained by similar arguments.

Finally, we note that since induction functors preserves projectivity, if U is a projective TLn-module, and M is a
projective TLan-module, then ↑
a
r U, and ⇑
r
a M are also projective. In particular, starting from the Peirce decomposition
of the regular Temperley-Lieb algebra (which is known), the functor ↑ar gives the Peirce decomposition of the affine
Temperley-Lieb algebra. Such a decomposition will be obtained in section 4.2 when q if not a root of unity.
2.3. The fusion functors. Let R be a commutative ring, and C be an R-linear category; a fusion product on C is given by
a family of bifunctors (−× f −)A,B : mod EndA× mod EndB→ mod EndCA,B for objects A,B,CA,B ∈ C, called fusion
functors. For instance, a monoidal category can be endowed with a fusion product in a very natural manner: for any pair
of objects A,B, define
(−× f −)A,B = EndC (A⊗B)⊗EndA⊗EndB (−⊗R−) , (20)
where ⊗R is the tensor product on free R-modules. A fusion product is said to be commutative if for all objects A,B,
(−1× f −2)A,B
∼
−→ (−2× f −1)B,A; this assumes of course that CA,B = CB,A. Similarly, a fusion product is said to be
associative if there is a natural isomorphism ((−,−)A,B,−)CA,B,D
∼
−→ (−,(−,−)B,D)A,CB,D for all objects A,B,D ∈ C.
The regular Temperley-Lieb category T˜L can be equipped with a fusion product that is both associative and commu-
tative, because it is a braided monoidal category. Our goal is to define, and compute, similar fusion products for the
affine Temperley-Lieb category.
Definition 4. The fusion functors ×1f and ×
2
f are defined as
(−×1f −)≡ ⇓
r
a ((⇑
r
a −)× f (⇑
r
a −)), (21)
(−×2f −)≡ ↑
a
r ((⇑
r
a −)× f (⇑
r
a −)), (22)
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where (−× f −) will denote, from now on, the fusion product on the regular Temperley-Lieb category.
3
It is relatively straightforward to show that (−×1f −)m,n defines a commutative and associative fusion product on the
affine Temperley-Lieb category. It is commutative because the fusion functors on T˜L are, and it is associative because
⇑ra ◦ ⇓
r
a
∼
−→ idmodTLn and the fusion product on T˜L is associative. Similarly, the bifunctors (−×
2
f −)m,n defines a
commutative and associative fusion product on the affine Temperley-Lieb category, for the same reasons.
The main reason while we are interested in these particular fusion products is that their behaviour is somewhat
“bounded”. The first fusion product sends pairs of finitely-generated affine modules to a finite-dimensional module,
while the second would send them to another, possibly infinite-dimensional, finitely-generated module.
However, many other fusion products could be defined on this category. For instance, one could choose
(−×3f −)m,n ≡ ⇓
r
a ((↓
a
r −)× f (↓
a
r −))m,n.
Since restriction functors preserve the module’s dimension, ifM is an infinite-dimensional affine module, say TLan itself,
then ↓ar M is also infinite-dimensional. Since TLn only has finitely many non-isomorphic indecomposable modules, all
of which are finite-dimensional, it follows that ↓ar M is a direct sum of finite modules, at least one of which must appear
infinitely many times. To get a physical interpretation of this fusion, one would have to truncate these sums somehow,
or only consider fusion of finite-dimensional modules. We chose to limit ourselves here to the two fusion products
(−×1f −) and (−×
2
f −).
3. MODULES AND MORPHISMS
This section introduces the most common modules over both the regular algebra TLn and the affine one TL
a
n. Their
Hom-groups are also described.
3.1. Modules over TLn. The representation theory of the algebra TLn was studied first by Goodman and Wenzl [10]
and independently byMartin [11]. (See also [7], [12] and [13].) A complete list of all finite-dimensional indecomposable
modules over TLn(β ), up to isomorphisms, is known for all values of β [12, 14]. We shall need only a subset of these,
namely the irreducible, standard and projective modules. Here is their description.
Let n,k be two non-negative integers of the same parity. Let Mn,k denote HomT˜L(k,n) with the left TLn-action. In
this TLn-module, the non-monic diagrams form a submodule. The standard module Sn,k is the quotient of Mn,k by this
submodule. If k > n, then all diagrams are non-monic and Sn,k = 0. Set Λn = {k ∈ N0 |0 ≤ k ≤ n and k ≡ nmod2}.
Then the module Sn,k, k ∈ Λn, is non-zero and its dimension is expressed in terms of binomials:
dimSn,k =
(
n
(n− k)/2
)
−
(
n
(n− k)/2− 1
)
(23)
with the convention that ( nm) = 0 if m < 0. We identify monic diagrams in Mn,k with their equivalence classes in
the quotient Sn,k. If q is not a root of unity, then q is said to be generic, the algebra TLn(β ) is semisimple, and
the Sn,k,k ∈ Λn, form a complete set of non-isomorphic irreducible modules over TLn and, as a left-module, TLn ≃
⊕′0≤k≤ndim(Sn,k) ·Sn,k, where the ⊕
′ indicates that the direct sum runs over k’s of the parity of n.
Let q be a root of unity and ℓ ≥ 2 be the smallest integer such that q2ℓ = 1. In this case, TLn(β = q+ q
−1) is non-
semisimple (unless either n < ℓ or β = 0 with n odd), and the standard Sn,k are not all irreducible. Call k critical (or
critical for q) if k+ 1 ≡ 0modℓ. The set Λn is then partitioned as follows. If k ∈ Λn is critical, it forms its own class in
the partition. If the element k is not critical, then its class [k] consists of the images (in Λn) of k generated by reflections
with respect to the critical integers. If kc is a critical integer, then 2kc− k is the reflection of k through kc. The class of a
3The functors ×1f and ×
2
f are not functors on T˜L
a, but on a category whose objects are themselves functors T˜La → VectC. These objects are defined
in [7]. A category whose objects are these functors on T˜L is constructed in [15].
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non-critical k thus contains precisely one integer between each pair of consecutive critical ones. Neighboring elements
in a non-critical class [k] are ordered as kL < · · ·< k
−− < k− < k < k+ < k++ < · · ·< kR, so that kL ≥ 0 and kR ≤ n are
the smallest and largest elements in [k] ⊂ Λn. The notation k
j (k− j) is also used to refer to the j-th element to the right
of k (to its left) so that, for example, k−− = k−2 and k+++ = k3.
If k is non-critical and k< kR, then Sn,k is reducible but indecomposable. Let In,k denote its irreducible quotient. Then
the short sequence
0−→ In,k+ −→ Sn,k −→ In,k −→ 0 (24)
is exact and non-split. For k = kR, the standard Sn,kR is irreducible. The set of In,k for k ∈ Λn forms a complete set of
non-isomorphic irreducible of TLn(β ) (except for β = 0 with n even for which the statement holds for the set Λn \{0}).
The projective covers of the irreducible In,k are denoted by Pn,k. If k is critical, then Sn,k = In,k = Pn,k. If k is non-critical,
then the sequence
0−→ Sn,k− −→ Pn,k −→ Sn,k −→ 0 (25)
is exact. (If k = kL and thus k
− 6∈ Λn, the Sn,k− is understood to be 0.) The number of compositions factors of the Sn,k is
either one or two and the number for the projective is either one, two, three or four.
For k non-critical, the Hom-groups among these three classes of modules (irreducible, standard and projective) are
given by the following table:
Hom(M,N)
N
In,k′ Sn,k′ Pn,k′
M
In,k δk′,kC δk′,k−C δk′,kC
Sn,k δk′,kC (δk′,k+ δk′,k−)C (δk′,k+ δk′,k+)C
Pn,k δk′,kC (δk′,k+ δk′,k−)C (2 δk′,k+ δk′,k− + δk′,k+)C .
with the following conventions. The Hom-groups involving Sn,kR are to be read in the row and column of In,kR(= Sn,kR),
and those with Pn,kL in the row and column of Sn,kL(= Pn,kL). Finally, if β = 0 and n is even, the case k= 0 for Sn,k is to
be read in In,2(= Sn,0) and, again, the module In,0 is then trivial.
3.2. Modules over TLan. The definition of the basic modules over TL
a
n(β ) follows similar lines. Again n and k are
non-negative integers of identical parity. Let Hn,k be the left TL
a
n-module HomT˜La(k,n). Again the non-monic diagrams
in Hn,k span a submodule and the standard module Wn,k is the quotient of Hn,k by these non-monic diagrams. If k > n,
thenWn,k = 0, since a monic diagram in Hn,k would need to have more than n through lines, which is impossible. Again,
we identify monic diagrams with their equivalence classes in Wn,k. Contrarily to the Sn,k of TLn, the standard modules
Wn,k of TL
a
n are not finite-dimensional. For example, a basis ofW4,2 is given by the set
{
. . . , v1τ = , v1 =
, v1τ
−1 = , . . . , v2τ =
, v2 =
,
v2τ
−1 =
, . . . ,
. . . , v3τ = , v3 = , v3τ
−1 = , . . . , v4τ = , v4 = , v4τ
−1 = , . . .
}
A detailed study of the property of these modules for k = 0 and 1 was obtained in [19], but the module’s structure for
k ≥ 2 is still largely unknown.
For an invertible z ∈ C and a positive k ∈ Λn, the map fz : x→ x ◦ (τ− z id) defines an endomorphism of Wn,k. The
cell module Wn,k;z is defined as the cokernel of this morphism. For k = 0 and again z an invertible element in C, the
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endomorphism g of Wn,0 is the map adding a non-contractible loop to any element; the cell module Wn,0;z is then the
cokernel of g− (z+ z−1) id. The dimension of the cell module is
dimWn,k;z =
(
n
(n− k)/2
)
. (26)
To describe the structure of the cell modulesWn,k;z, we follow Graham and Lehrer [7]. Let Λ
a the set of pairs (k,z)
with k a non-negative integer, z an invertible element in C, quotiented by the identification (0,z)∼ (0,z−1). Let also
Λan = {(k,z) ∈ Λ
a | k ≤ n and k≡ nmod2}
except if q+ q−1 = 0 and n is a non-zero even integer, in which case the pair (0,q) is removed. On standard modules,
the Gram form is the bilinear form
〈−,−〉Wn,k :Wn,k×Wn,k →Wk,k, 〈x,y〉
W
n,k = y
t ◦ x, (27)
where xt is the involution of x naturally obtained from the involution on morphisms. Note that for all f ∈ TLan,
〈 f x,y〉Wn,k = y
t ◦ f x= ( f ty)tx= 〈x, f ty〉Wn,k, (28)
so that the radical Rn,k of this form is a submodule. Because τ
t = τ−1, the Gram form pairs distinct cell modules:
〈−,−〉Wn,k;z :Wn,k;z×Wn,k;z−1 →C[z], 〈x,y〉
W
n,k;z = y
t ◦ x. (29)
The radical Rn,k;z inWn,k;z of this form also defines a submodule. Let Ln,k;z be the quotient ofWn,k;z/Rn,k;z.
Theorem 3.1 (Thm. (2.8) of [7]). Let K = C, n a non-negative integer and q ∈ C×.
(1) For (k,z) and ( j,y) ∈ Λa, N a TLan-submodules ofWn,k;z and f :Wn, j;y →Wn,k;z/N a non-zero morphism. Then
j ≥ k. Moreover, if j = k, then Hom(Wn, j;y,Wn,k;z/N)≃ C.
(2) The radical ofWn,k;z is the radical of the form 〈−,−〉
W
n,k;z.
(3) The family of Ln,k;z indexed by (k,z) ∈ Λ
a
n form a complete set of non-isomorphic irreducible TL
a
n-modules.
Let q∈C× and (k,z) and ( j,y) ∈ Λa. The pair ( j,y) is said to succeed (k,z) if there exists a non-negative integer m such
that j = k+ 2m and either
(A) z2 = (−q) j and y= z(−q)−m or (B) z2 = (−q)− j and y= z(−q)m. (30)
Let  be the weakest partial order on Λa that contains (k,z)  ( j,y) for all successors ( j,y) of (k,z).
Theorem 3.2 ((3.4) and (5.1) of [7]). Let k, j,n be integers such that 0≤ k < j ≤ n and q ∈C×.
(1) Hom(Wn, j;y,Wn,k;z)≃ C if (k,z)  ( j,y) and ≃ 0 otherwise.
(2) The multiplicity of the irreducible module Ln, j;y inWn,k;z is one if (k,z)  ( j,y) and zero otherwise.
Graham and Lehrer’s results are even stronger than what is stated here as they construct explicitly the (injective) mor-
phismWn, j;y →Wn,k;z for ( j,y) an immediate successor of (k,z). It is not too hard to show that, when q is not a root of
unity, there is at most one element ( j,y) that succeeds (strictly) the element (k,z). If q is a root of unity and there is an
element succeeding the pair (k,z), then there are infinitely many of them in Λa. Because of the requirement that m be
non-negative in conditions (A) and (B), a (strict) successor ( j,y) of (k,z) has always j > k. The numbers of successors
of (k,z) in Λan is thus always finite.
Generically the solutions of the conditions (A) and (B) in (30) are distinct and it may seem that the number of
successors may increase exponentially: there are 2 successors of (k,z), there are 4 successors of these successors, and
so on. However one can show that there are at most two distinct successors of the successors. Appendix B proves this in
full generality and computes the dimensions of the irreducibleTLa-modules. However, for the task of computing fusion,
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we shall need an explicit form of these successors only when z is a (half-)integer power of −q. So let
zk = (−q)
k/2.
The next result describes the weakest partial order when z is equal to zk for some k.
Proposition 3.3. Let q be a root of unity other than ±1 and ℓ≥ 2 be the smallest positive integer such that q2ℓ = 1. If k
is non-critical, then the successors of (k0,u0) = (k,zk+2) in the weakest partial order  are organized as
(k0,u0)
( j0,y0)
(k1,u1)
( j1,y1)
(i0,x0)
(h0,v0)
(i1,x1)
where (k,z)← ( j,y) stands for (k,z)≺ ( j,y), a vertical arrow means that the pair joined solves the condition (A) and a
diagonal one the condition (B) of (30). The pairs appearing in the partial order are
(ka,ua) = (k+ 2ℓa,zk+2+2ℓa)
( ja,ya) = (k+ 2+ 2ℓa,zk+2ℓa)
(ia,xa) = (k
++ 2ℓa,zk++2+2ℓa)
(ha,va) = (k
++ 2+ 2ℓa,zk++2ℓa)

for a≥ 0.
If k is critical, then the partial order is
(k0,u0) ( j0,y0) (k1,u1) ( j1,y1)
with the pairs (ka,ua) and ( ja,ya) above.
Proof. The result follows from direct computations of which we give two examples. First the pairs ( ja,ya) are obtained
by solving condition (A) starting with (k0,u0) = (k,zk+2). This condition is u
2
0 = (−q)
k+2 = (−q) j. The smallest j0 is
then j0 = k+2 with y0 = zk+2(−q)
−1 = zk. It is also clear that, since q
2ℓ = 1, the general solution is ja = k+2+ ℓa and
ya = zk+2ℓa with a ∈N≥0.
Second, if k is non-critical, there are (unique) integers o and p such that k= oℓ− 1− pwith 1≤ p ≤ ℓ− 1. Then the
condition (B) gives the pair (ia,xa). The integer i (or ia) must solve u
2
0 = (−q)
−i, that is
(−q)i = (−q)−k−2 = (−q)−ol+1+p−2 = (−q)k
+−2oℓ
where k+ = oℓ−1+ p is the reflection of k through the first critical line on its right. (See section 3.1.) Hence the general
solution is ia = k
++ 2ℓa for a≥ 0 with
xa = u0(−q)
(k++2ℓa−k)/2 = (−q)k/2+1+(k
++2ℓa−k)/2 = zk++2+2ℓa.
COMPUTING AFFINE FUSION 13
The family (ha,va) and the weakest partial order when k is critical are obtained similarly. 
This section ends with the description of the Hom-groups between the families Hn,k andWn,k of modules.
Proposition 3.4. For all n≥ k,k′ ≥ 0, the following isomorphims hold as (TLak,TL
a
k′)-bimodules:
HomTLan
(
Hn,k,Hn,k′
)
≃ Hk,k′ , (31)
HomTLan
(
Hn,k,Wn,k′
)
≃Wk,k′ , (32)
HomTLan
(
Wn,k,Wn,k′
)
≃ HomTLak
(
Wk,k,Wk,k′
)
. (33)
Proof. We detail the proof of (31) as the proof of (32) is similar. Yoneda’s lemma givesHk,k′ ≃Nat
(
H−,k,H−,k′
)
, which
gives a natural embeddingG :Hk,k′ →HomTLan
(
Hn,k,Hn,k′
)
. Explicitly, for b ∈Hk,k′ , G(b)(v) = v◦b for any v ∈ Hn,k. If
β 6= 0 or if k 6= 0, the proof consists in constructing an inverse for G. (The case β = 0 and k = 0 adopts another strategy
and is treated at the end of the proof.) The existence of this inverse rests upon two observations:
(1) Hn,k is cyclic, so there exists x ∈ Hn,k such that Hn,k = TL
a
nx;
(2) this generator x can be chosen so that there exists y ∈ Hk,n such that y◦ x= idTLa
k
.
The generator x = xn,k ∈ Hn,k can be chosen as having (n− k)/2 non-nested arcs on its left side followed by k through
lines. If k > 0, the corresponding y= yn,k is then obtained by first taking the involution x
t of x and then moving the first
through line of x to the top position. For instance, if k = 2,n= 6, theses choices are
,y= ,x= y◦ x= = .
If k = 0 but β 6= 0, the corresponding y is
... ,y= yn,0 =
1
β
so that, indeed, yn,0 ◦ xn,0 = idTLa0 which is the empty link diagram. Define then F : HomTL
a
n
(
Hn,k,Hn,k′
)
→ Hk,k′ , by
F( f ) = y◦ f (x), for a morphism f ∈ HomTLan
(
Hn,k,Hn,k′
)
. Then, for any v ∈ Hn,k and w ∈ Hk,k′ :
((G◦F)( f ))(v) = v◦F( f ) = v◦ y︸︷︷︸
∈TLan
◦ f (x) = f (v◦ y◦ x︸︷︷︸
idTLa
k
) = f (v), (34)
and
(F ◦G)(w) = F((v→ v◦w)) = y◦ x︸︷︷︸
idTLa
k
◦w= w. (35)
It thus follows that G and F are isomorphisms. Note in particular that, since G is surjective, it follows readily that F is a
morphism of bimodules: for all a ∈ TLak, c ∈ TL
a
k′ , b ∈ Hk,k′ ,
F(aG(b)c) = y◦ (aG(b)c)(x) = y◦ x◦ a ◦ b ◦ c= a ◦ b ◦ c= aF(G(b))c. (36)
To obtain equation (33), note that
Wn,k ≃ HomT˜La(k,n)⊗TLak Wk,k, (37)
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and use the adjunction theorem together with (32).
The case where both k and β are zero remains. For this, we instead prove that G is surjective. Choose x = xn,0
as in the generic case, but now pick y = xn,2 ◦ yn,2 ∈ TL
a
n. One can verify directly that y ◦ x = x, and thus for all
f ∈ HomTLan
(
Hn,0,Hn,k′
)
, y f (x) = f (y◦ x) = f (x). In particular this implies that
f (x) = xn,2 ◦ g,
for some g ∈ H2,k′ . However, τ
−2x = x impose the further condition τ−2xn,2 ◦ g = xn,2 ◦ g, but since τ
−2xn,2 6= xn,2 it
follows that g cannot contain any monic diagrams. In other words, g can be written as a sum of elements of the form
g′ ◦h for some g′ ∈ H2,0, h∈ H0,k′ and, thus, g
′ can only be or up to constant in C. However note that en−1x= 0, but
en−1xn,2◦g= xn,2◦e1g, which rules out the second possibility. Hence g
′= x2,0◦α for some α ∈H0,0, and f (x) = x◦α ◦h
′
so
f = G(α ◦ h′).
Since G is both injective and surjective, it is an isomorphism. 
Corollary 3.5. If n≥ k′ > k, then
HomTLan
(
Hn,k,Wn,k′
)
≃ HomTLan
(
Wn,k,Wn,k′
)
≃ 0, (38)
EndTLan(Hn,k)≃ TL
a
k, EndTLan(Wn,k)≃ C[τ,τ
−1]. (39)
Furthermore,Wn,k is indecomposable.
Proof. Note that if k′ > k, Wk,k′ = 0, so the first equation follows directly from the previous proposition. The second
equation is obtained by putting k′ = k in (31) and (33), noting that TLak ≡Hk,k, and that the set of monic diagrams in TL
a
k
is given by the integer powers of τ . Finally, it follows readily from the second equation that the ring of endomorphisms
ofWn,k is an integral domain, so that there are no non-trivial idempotents in EndTLan(Wn,k). 
Finally the last proposition describes the homomorphisms between the standard modulesWn,k.
Proposition 3.6. If n≥ k,k′ ≥ 0, then
HomTLan
(
Wn,k,Wn,k′
)
= δk,k′C[τ,τ
−1]. (40)
Proof. The cases k′ ≥ k are covered by corollary 3.5 and proposition 3.4 has shown that HomTLan
(
Wn,k,Wn,k′
)
≃
HomTLa
k
(
Wk,k,Wk,k′
)
. The rest of the proof assumes k′ < k. A basis for Wk,k′ can be built from a finite number of
(k,k′)-diagrams vi, i ∈ I (with |I|= dimWk,k′ ;z), together with their twisted partners viτ
j, j ∈ Z\ {0}. (The four (4,2)-
diagrams v1,v2,v3 and v4 of the basis forW4,2 given above provide an example.) Then a common basis for the modules
Wk,k′ ;z is the (finite) set of equivalence classes {[vi], i ∈ I}. Let f ∈ HomTLak
(
Wk,k,Wk,k′
)
and x ∈Wk,k. For all i ∈ Z,
eix= 0 and thus y
t ◦ f (x) = 0 for all y ∈Wk,k′ . Let µz :Wk,k′ →Wk,k′ ;z be the canonical projection to the cell module. If
z is seen as a formal parameter, the element µz( f (x)) has coefficients in C[z,z
−1] in the basis described above (because
τ jvi 7→ z
jvi). Moreover, by the previous argument, µz( f (x)) must be in the radical of the Gram form. Proposition 3.2
states that this radical vanishes, except possibly for finitely many z ∈ C, and thus all coefficients of µz( f (x)) must be
identically zero as polynomials of z and z−1. It follows that f (x) = 0 for all x. 
4. RESTRICTION AND INDUCTION FUNCTORS
In this section the functors ⇑ra , ⇓
r
a and ↑
a
r are applied to the “basic” modules defined in the previous section. The
results will be the main tools for computing fusion.
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4.1. The functors ⇑ra and ⇓
r
a. We start with the induction ⇑
r
a .
Proposition 4.1. If n≥ k,
⇑ra Hn,k ≃Mn,k, ⇑
r
a Wn,k ≃ Sn,k, (41)
Proof. We focus on the result for ⇑ra Hn,k, as those for ⇑
r
a Wn,k are obtained using very similar arguments. The proof
hinges on a crucial fact used in the proof of proposition 3.4: the modulesHn,k andWn,k are both cyclic, and the generator
can be chosen as a rank zero diagram which we call xn,k. It follows that
⇑ra Hn,k = TLn⊗TLan Hn,k = {a⊗TLan xn,k | a ∈ TLn}. (42)
We start with cases with n> 2. If we write zn,k for the diagram xn,k seen as an element of TLn, then the desired morphism
⇑raHn,k→Mn,k is obtained by sending a⊗TLan xn,k→ a◦zk,n. Its surjectivity follows from the cyclicity ofMn,k. Moreover,
in every conjugacy class of TLn⊗TLan Hn,k, there is a single representative of the form 1Endn⊗ y with y ∈ TLn. The map
is thus injective. 
Computing the induction of the cell modules requires a bit more work, and relies on the braiding η introduced in
section 2.1.
Proposition 4.2. If n≥ k,
⇑ra Wn,k;z ≃
Sn,k, if z= (−q)
k+2
2 ,
0, otherwise.
(43)
Proof. Recall the element xn,k introduced in the proof of proposition 3.4:
. . .
...
xn,k =
k
∈ Hom
T˜L
(k,n)⊂ Hom
T˜La
(k,n).
For k> 0, on can verify that
e1e3 . . .en−k−1τ(n)xn,k = xn,k ◦ τ(k).
(If k = n, then the generators e1e3 . . .en−k−1 are simply omitted. This holds also in the following argument.) It follows
that in Wn,k;z,
e1e3 . . .en−k−1τ(n)(xn,k+ I) = zxn,k+ I,
where I is the kernel of the canonical projection Hn,k →Wn,k;z. However,
e1e3 . . .en−k−1ηn−1,1xn,k = xn,k ◦ηk−1,1,
where we used the fact that xn,k = (xn−1,k−1⊗ x1,1) ∈ HomT˜L (k,n) and that, η being a braiding, ηn−1,1xn,k = (x1,1⊗
xn−1,k−1)ηk−1,1. Since ηk−1,1 = (−q)
k−1
2 1TLk +B, where B is a sum of non-monic diagrams,
e1e3 . . .en−k−1ηn−1,1(xn,k+ I) = (−q)
k−1
2 xn,k+ I,
so that
ι ◦φ(e1e3 . . .en−k−1τ(n))(xn,k+ I) = (−q)
k+2
2 xn,k+ I. (44)
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We can check directly that xn,k + I is a generator of Wn,k;z, so that every element of ⇑
r
a Wn,k;z can be put in the form
a⊗TLan (xn,k+ I), for some a ∈ TLn. Since z 6= 0 and φ ◦ ι ◦φ = φ ,
a⊗TLan (xn,k+ I) = z
−1a⊗TLan z(xn,k+ I)
= z−1a⊗TLan e1e3 . . .en−k−1τ(n)(xn,k+ I)
= z−1aφ(e1e3 . . .en−k−1τ(n))⊗TLan (xn,k+ I)
= z−1aφ ◦ ι ◦φ(e1e3 . . .en−k−1τ(n))⊗TLan (xn,k+ I)
= z−1a⊗TLan ι ◦φ(e1e3 . . .en−k−1τ(n))(xn,k+ I)
= z−1(−q)
k+2
2 a⊗TLan (xn,k+ I).
We thus conclude that a⊗TLan (xn,k+ I) = 0 unless z= (−q)
k+2
2 . The kernel J of the canonical projectionWn,k →Wn,k;z
is {a⊗TLan xn,k(τ(k)− z) |a ∈ TLn} and the above computation also shows that, if z= (−q)
k+2
2 , then ⇑ra J = 0. Since ⇑
r
a
is right exact, this implies that ⇑ra Wn,k ≃⇑
r
a Wn,k;z.
For k = 0, the proof is similar except that we now use the fact that xn,0 = xn,2 ◦ b, where
∈ Hom
T˜L
(0,2)⊂ Hom
T˜La
(0,2),b=
thatη1,1◦b=−(−q)
−3/2b, and that e1e3 . . .en−1τx0(n)= gxn,0, where g is the endomorphism that adds a non-contractible
loop. (See the definition ofWn,k;z in section 3.2.) With these, equation (44) is replaced by
ι ◦φ [e1e3 . . .en−1τ(n)](xn,0+ I) =−β (xn,0+ I),
and the result follows. 
Proposition 4.3. For all 0≤ k≤ n,
dimLn,k;zk+2 = dim In,k, (45)
where zr = (−q)
r/2.
Proof. This result follows immediately from the corollary B.4 of the appendix B. However, we give here a proof that
rests only on the previous proposition. If q is generic,
Ln,k;zk+2 ≃Wn,k;zk+2/Wn,k+2;zk ,
so that
dimLn,k;zk+2 =
(
n
n−k
2
)
−
(
n
n−(k+2)
2
)
= dimSn,k.
If q is critical, then Wn,k,zk+2/Wn,k+2;zk has two composition factors, Ln,k;zk+2 and Ln,k+;zk++2 . Let k0 ∈ [k] be such that
k+0 > n, that is, let k0 be the largest integer in the orbit [k]. Then
dimLn,k0;zk0+2
= dimWn,k0;zk0+2
/Wn,k0+2;zk0
= dimSn,k0 = dim In,k0 .
It then follows that
dimLn,k−0 ;zk−
0
+2
= dim
(
Wn,k−0 ;zk−
0
+2
/Wn,k−0 +2;zk−
0
)
− dimLn,k0,zk0+2
= dimSn,k−0
− dim In,k0
= dim In,k−0
,
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where we used the fact that the composition factors of Sn,r are In,r and In,r+ . This argument can then be repeated to bring
the second index to the desired value k in the orbit [k]. 
This result can be used to get the induction and the restriction of irreducible modules. We leave out the trivial cases
where z 6= zk+2 = (−q)
(k+2)/2 because, since induction is right exact, if the induction ofWn,k;z is zero, so is the induction
of all its quotients.
Proposition 4.4. For 0≤ k ≤ n,
⇓ra In,k ≃ Ln,k;zk+2 (46)
and
In,k ≃⇑
r
a Ln,k;zk+2 . (47)
Proof. Proposition 4.3 gives
dim ⇓ra In,k = dimLn,k;zk+2 ,
since restriction preserves the dimensions of modules. The result will thus follow from the existence of a non-zero
morphism between these two modules, since Ln,k;zk+2 is irreducible. Theorem 3.2, together with the proposition 3.3,
shows that there is an exact sequence
Wn,k+2;zk +Wn,k+;zk++2 −→Wn,k;zk+2 −→ Ln,k;zk+2 → 0,
where, again, zk = (−q)
k/2, and we assumed that k is non-critial. (If k is critical, the second summand in the leftmost
module is simply removed.) Proposition 4.2 gives the induction of this sequence. The induced ⇑ra Wn,k+ ;zk++2 is simply
Sn,k+ , but the induction ofWn,k+2;zk will be non-zero if and only if zk = zk+4:
δzk,zk+4Sn,k+2+Sn,k+
f
−→ Sn,k −→⇑
r
a Ln,k;zk+2 → 0. (48)
The condition zk = zk+4 is equivalent to q
2 = 1. However, when q2 = 1, the regular standard modules are all irreducible
and non-isomorphic and then Sn,k+2 has to lie in the kernel of f . This leaves two possibilities for ⇑
r
a Ln,k;zk+2 : it is either
Sn,k, if f = 0, or In,k otherwise. Fortunately both Hom-groups Hom(Sn,k, In,k′) and Hom(In,k, In,k′) coincide and thus
Hom(⇑ra Ln,k;zk+2 , In,k′)≃ δk,k′C. Then Frobenius theorem gives
δk,k′C≃ Hom(⇑
r
a Ln,k;zk+2 , In,k′)≃ Hom(Ln,k;zk+2 ,⇓
r
a In,k′)
and proves the isomorphism Ln,k;zk+2 ≃⇓
r
a In,k, that is equation (46). It also follows that ⇑
r
a (Ln,k;zk+2)≃⇑
r
a ◦ ⇓
r
a In,k ≃ In,k
by lemma 2.3. 
Corollary 4.5. For 0≤ k≤ n,
⇓ra Sn,k ≃Wn,k;zk+2/Wn,k+2;zk . (49)
Proof. If either q is not a root of unity or k is critical, Sn,k ≃ Ik(n) and the result follows from the previous proposition.
If q is a root of unity and k is non-critical, the restriction functor applied to the exact sequence (24) of TLn-modules
0→ In,k+ −→ Sn,k −→ In,k → 0
yields the short exact sequence of TLan-modules
0→ Ln,k+;zk++2 −→⇓
r
a Sn,k −→ Ln,k;zk+2 → 0. (50)
This sequence cannot split as ⇓ra Sn,k is indecomposable by proposition 2.4: End⇓
r
a Sn,k ≃ EndSn,k ≃ C. Furthermore,
Frobenius theorem with the previous propositions gives
Hom(Wn,k;zk+2 ,⇓
r
a Sn,k)≃ C, Hom(Wn,k+2;zk ,⇓
r
a Sn,k)≃ 0, (51)
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Hom(Wn,k;zk+2 ,Ln,k+ ;zk++2)≃ 0. (52)
It follows from equation (51) that there exists a non-trivial morphism f :Wn,k;zk+2/Wn,k+2;zk →⇓
r
a Sk. Since ⇓
r
a Sn,k has
only one non-trivial submodule, f is either surjective, or its image is isomorphic to Ln,k+;z
k++2
. The latter case would
contradict equation (52) and f is thus an isomorphism. 
Now that the restriction of the irreducible and standard modules are known, it remains to compute the restriction of
other TLn-modules with three or more composition factors, including the projective ones. However, it can be checked
directly that such modules cannot correspond to any of the affine modules discussed so far, simply by comparing the
composition factors. We shall thus restrict our dicussion to the restriction of the projective modules Pn,k. Let the affine
module Pan,k be defined as
P
a
n,k ≡ ⇓
r
a Pn,k. (53)
It is indecomposable and its endomorphism ring is two-dimensional. To see this, suppose that Pan,k is decomposable,
say Pan,k ≃ A⊕ B. Lemma 2.3 then gives Pn,k ≃⇑
r
a A⊕ ⇑
r
a B, which implies that one of these inductions is the zero
module, say ⇑ra B = 0. Then C
2 ≃ HomTLn(Pn,k,Pn,k) ≃ HomTLn(⇑
r
a A,Pn,k) ≃ HomTLan(A,P
a
n,k). It thus follows that
EndPan,k ≃ C
2 ≃ C2⊕HomTLan(B,A⊕B), and thus that B = 0. Finally the restriction of (25) leads to the short exact
sequence
0→Wn,k−;z
k−+2
/Wn,k−+2;z
k−
−→ Pan,k −→Wn,k;zk+2/Wn,k+2;zk → 0. (54)
Figure 1 presents the structure of the affine modules ⇓ra Sn,k and ⇓
r
a Pn,k in terms of their composition factors.
Ln,k;zk+2
Ln,k+;z
k++2
⇓ra Sn,k
k+1 6≡ 0 mod ℓ
Ln,k;zk+2
Ln,k−;zk−+2
Ln,k+;z
k++2
Ln,k;zk+2
Pan,k
k ≥ ℓ, k+1 6≡ 0 mod ℓ
FIGURE 1. Loewy diagrams of restrictions of some TLn-modules.
4.2. The induction functor ↑ar . We now compute the induction functor, obtained from the inclusion of the regular
Temperley-Lieb algebra into its affine version, on the standard module Sn,k.
Proposition 4.6. (i) For k = 1, ↑ar Sn,1 ≃Wn,1. For k= 0 and β 6= 0, ↑
a
r Sn,0 ≃Wn,0.
(ii) For k≥ 2, there is a natural inclusion ik :↑
a
r Sn,k−2−→ ↑
a
r Sn,k and the short sequence
0−→ ↑ar Sn,k−2
ik−→ ↑ar Sn,k −→Wn,k −→ 0 (55)
is exact. (In the case k = 2, this statement holds when β 6= 0.)
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The proof will use the definition of the generator xn,k introduced earlier and new elements: yn,k ∈ TLn and a monic
r
j
n,k ∈ Hom(n,k− 2 j) defined as:
. . .
...
xn,k =
k
,
...
. . .
yn,k =
...
k− 1
and
k− 2 j. . .
r
j
n,k =
j
j
...
n− k+ 1...
j− 1
...
j
The new elements yn,k and r
j
n,k are defined for k > 0 and, in the case of r
j
n,k, for integers j such that 0≤ j ≤ k/2.
We recall a definition and a simple observation from section 2.1. A through line in a diagram in Hom(k,n) is a line
that ties nodes from both sides of the diagram. The number of through lines in the concatenation ab of a∈Hom
T˜La
(l,m)
and b ∈ Hom
T˜La
(n, l) is at most the minimum of the number of through lines in a and b. An immediate consequence is
that, if a ∈ TLn has less than k through lines, then az= 0 for any z ∈ Sn,k. A more precise definition of the element r
j
n,k
can also be given: it is obtained from the following element in Hom(n,k)
. . .
...
k− 1
by bending upward the top j through lines and downward the bottom j ones.
Proof. The proof is broken into several claims, each being stated in italics.
For k > 0 and 0 ≤ j ≤ k/2, yn,kxn,k = xn,k and r
j
n,kyn,k = r
j
n,k. This result is obtained by simply drawing the diagrams
involved.
The induced module ↑ar Sn,k is isomorphic to Wn,k if k = 1, or if k = 0 and β 6= 0. The case n = k = 1 is trivial. For
n ≥ 3,k = 1, the previous proposition shows that any element of ↑ar Sn,k is of the form a⊗TLn xn,1 = ayn,1⊗TLn xn,1 and
thus of the form b⊗TLn xn,1 with b of the form
...
...
w
where w is a diagram in Hom(1,n). Moreover the action of TLan on ↑
a
r Sn,1 transforms Hom(1,n) into a module isomor-
phic toWn,1.
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If k= 0 and β 6= 0, then xn,0 = β
−n/2(u1u3 . . .un−1)xn,0. Any element of ↑
a
r Sn,0 has the form
a⊗TLn xn,0 = β
−n/2a(e1e3 . . .en−1)⊗TLn xn,0 = β
−n/2w(xn,0)
t ⊗TLn xn,0
where (xn,0)
t denotes the left-right mirror image of xn,0 (see section 2.1) and w ∈ HomT˜La(0,n). Clearly, the action of
TL
a
n on w(xn,0)
t ⊗TLn xn,0 is isomorphic to its action on HomT˜La(0,n)≃Wn,0.
Every non-zero element of ↑ar Sn,k, k > 0, can be written as a sum of elements of the form l ◦ r
j
n,k ⊗TLn xn,k where
0 ≤ j ≤ k/2 and l ∈ Hom(k− 2 j,n) is a monic diagram. By linearity and because xn,k is a generator of Sn,k, it is
sufficient to check the claim for elements of the form a⊗TLn xn,k with a ∈ TL
a
n. Let a be chosen in such a way that a has
k′ ≤ k through lines and, for any other choice a′ ∈TLan such that a
′⊗TLn xn,k = a⊗TLn xn,k, a
′ has at least k′ through lines.
By the first observation of this proof, a⊗TLn xn,k = a⊗TLn yn,kxn,k and it is possible to replace a by ayn,k in the study.
The element ayn,k has also k
′, since this is the minimal number of through lines in this equivalence class a⊗TLn xn,k and
concatenation cannot increase the number of through lines.
The element ayn,k ∈ TL
a
n can be factored into left and right parts, ayn,k = l ◦ r, where l ∈ HomT˜La(k
′,n) and r ∈
Hom
T˜La
(n,k′). The right part is partially revealed in
ayn,k =
k− 1
n− k
where, of the remaining k nodes on the right side, k′ must be tied by a through line and the remaining n− (n− k)− k′ =
k− k′ must tied pairwise by arcs. If k = k′, then there are no additional arcs and the right part r coincide with r0n,k.
If k > k′, then the number of additional arcs is j = (k− k′)/2. In any of the these j arcs do not cross the top and
bottom boundaries, then an element b ∈ TLn that annihilates xn,k can be factored out as in ayn,k = ayn,kb and then
ayn,k⊗TLn xn,k = ayn,k⊗TLn bxn,k = 0, a contradiction. (This factorisation is always possible. The following examples,
drawn for n= 5,k = 3,k′ = 1, show how this is done by drawing only the right part of ayn,k:
= and = .
The example on the left is when the top node on the right is part of an arc. The b has then less than k = 3 through lines
and bxn,k = 0. The example on the right has an arc between the k− 1 nodes on the bottom and, now, the b will join two
through lines of xn,k.) Hence all j arcs on the right side must cross the top and bottom boundaries. Because a through
line may not cross an arc, there is a single possible positions for the through lines and additional arcs and the right part
must be r = r
j
n,k. Every element a⊗TLn , with an a having the minimal number k
′ of through lines, can be written as
l ◦ r jn,k⊗TLn xn,k as claimed.
For k ≥ 2, the map ik :↑
a
r Sn,k−2 →↑
a
r Sn,k defined by l ◦ r
j
n,k−2⊗TLn xn,k−2 7→ l ◦ r
j+1
n,k ⊗TLn xn,k is an injective TL
a
n-
morphism. The previous step has shown that, for a fixed j, the elements of the form l ◦ r jn,k ⊗TLn xn,k are completely
determined by l. The map ik is thus injective. Moreover TL
a
n acts, in both modules, only on this l. The two actions
coincide and the statement follows. Note that ik(↑
a
r Sn,k−2) is spanned by elements of the form l ◦ r
j
n,k ⊗TLn xn,k with
j ≥ 1.
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The cokernel of the inclusion ik is isomorphic to the standard module Wn,k. Since ik(↑
a
r Sn,k−2) = span{l ◦ r
j
n,k ⊗TLn
xn,k | j≥ 1, l a diagram∈Hom(k−2 j,n)}, then ↑
a
r Sn,k/ik(↑
a
r Sn,k−2) has a basis {l◦r
0
n,k⊗TLn xn,k | l a diagram∈Hom(k,n)}
that is in one-to-one correspondence with the basis of Wn,k made of the diagrams in Hom(k,n). It remains to compare
the action on ↑ar Sn,k/ik(↑
a
r Sn,k−2) with that onWn,k. The action of a ∈ TL
a
n on l ◦ r
0
n,k⊗TLn xn,k ∈↑
a
r Sn,k and on l ∈Wn,k
coincide as long as no pair of through lines of l are joined. But if such a pair if joined, the diagram al ∈Wn,k will have
less than k through lines and will thus be identified to 0. In ↑ar Sn,k the element al ◦ r
0
n,k⊗TLn xn,k is not zero, but the
diagram al ◦ r0n,k has now less than k through lines. It thus belongs to the image ik(↑
a
r Sn,k−2) and maps to zero under the
projection onto ↑ar Sn,k/ik(↑
a
r Sn,k−2). Hence the TL
a
n-actions on ↑
a
r Sn,k/ik(↑
a
r Sn,k−2) andWn,k coincide. The exactness
of (55) follows. 
We shall prove that ↑ar Sn,k is indecomposable; the following lemma will slightly lighten the proof.
Lemma 4.7. If k′ > k, then
Hom
(
↑ar Sn,k,Wn,k′
)
≃ 0.
Proof. The proof proceeds by induction on k. Proposition 3.6 gives the cases k = 0 and k = 1. Assume thus that the
result stands for k ≥ 2. The previous discussion states the existence of a short exact sequence
0−→↑ar Sn,k−2
ik−→↑ar Sn,k
pk−→Wn,k −→ 0, (56)
which gives the exact sequence
0→ Hom(Wn,k,Wn,k′)−→Hom(↑
a
r Sn,k,Wn,k′)−→Hom(↑
a
r Sn,k−2,Wn,k′). (57)
The term on the left vanishes by proposition 3.6, while the one on the right vanishes by the induction hypothesis. The
middle term must vanish as well. 
Proposition 4.8. For all 0≤ k≤ n, ↑ar Sn,k is indecomposable.
Proof. The proof is again by induction on k. If k = 0 or 1, then ↑ar Sn,k ≃Wn,k which is indecomposable by corollary
3.5. Assume now that the result holds for integers ≥ 2 up to (but excluding) k. The module ↑ar Sn,k is decomposable if
and only if there exists a non-zero idempotent f ∈ End↑ar Sn,k that is not an isomorphism. Suppose such an non-zero
idempotent f exists. The previous lemma gives pk ◦ f ◦ ik = 0 where the maps ik and pk are those appearing in the short
sequence (56). By universality of kernels and cokernels, it follows that there exists g ∈ End↑ar Sn,k−2 and h ∈ EndWn,k
such that pk ◦ f = h◦ pk and f ◦ ik = ik ◦g. Furthermore, since f is an idempotent, so are g and h. But because ↑
a
r Sn,k−2
and Wn,k are indecomposable, they are either isomorphisms or trivial. Clearly, if they are both isomorphisms, then f is
an isomorphism too, and if they are both zero, then so is f . Either conclusion would be a contradiction.
Suppose therefore that h is an isomorphism and g = 0. By universality of cokernels, there exists h¯ :Wn,k →↑
a
r Sn,k
such that h¯◦ pk = f and thus
h−1 ◦ pk ◦ h¯◦ pk = h
−1 ◦ pk ◦ f = h
−1 ◦ h ◦ pk = pk.
Since pk is an epimorphism, h
−1 ◦ pk ◦ h¯= 1Wn,k , and the exact sequence (56) splits:
↑ar Sn,k ≃↑
a
r Sn,k−2⊕Wn,k.
Dual arguments for the case when g is an isomorphism and h= 0 leads to the same conclusion.
Hence, if ↑ar Sn,k is decomposable, then ↑
a
r Sn,k ≃↑
a
r Sn,k−2⊕Wn,k. However, lemma 2.3 has shown that ⇑
r
a ◦ ↑
a
r
∼
−→
idmodTLn and proposition 4.1 then gives
Sn,k ≃ ⇑
r
a (↑
a
r Sn,k−2)⊕ ⇑
r
a Wn,k ≃ Sn,k−2⊕Sn,k, (58)
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which is impossible. (If n= k = 2, the last term Sn,k must be replaced by M2,2, which is still impossible.) Thus ↑
a
r Sn,k
must be indecomposable. 
If q is generic, then Sn,k is irreducible and projective. Since induction transforms projective modules into projective
ones, it follows that ↑ar Sn,k is an indecomposable projective TL
a
n-module. This simple observation leads to the Peirce
decomposition of TLan.
Proposition 4.9. If q is generic, then
TL
a
n ≃
⊕′
0≤k≤n
dim(Sn,k) ↑
a
r Sn,k (59)
as a left-module over itself. Here ⊕′ indicates that the sum runs over k’s of the parity of n.
Furthermore, it also follows that the projective dimension of Wn,k is always one when q is generic, except for Wn,0
andWn,1 which are projective.
Proposition 4.10. If q is generic and 0< t ≤ (n− k)/2,
↓ar Wn,k;z ≃
(n−k)/2⊕
r=0
Sn,k+2r, ↓
a
r Ln,k;zk+2t ≃
t−1⊕
r=0
Sn,k+2r. (60)
Proof. Recall that the rank of a diagram is defined as the minimal number of intersections of links with the top of the
fundamental rectangle (minimal among all isotopic diagrams). If a and w are diagrams of rank 0 and r respectively, and
w is drawn with r such intersections, their concatenation has r intersections and the diagram aw has thus a rank equal
to r or less. The subspace Ur ⊂↓
a
r Wn,k;z spanned by diagrams of rank at most r is thus a TLn-submodule and there is
natural filtration
U0 ⊂ U1 ⊂ ·· · ⊂ U(n−k)/2 =↓
a
r Wn,k;z.
The cokernel of the injection Ur → Ur+1 is spanned by elements of the form w+Ur where w is a diagram of rank r.
The rank of aw, again with a ∈ TLn and rkw = r, may be less than r. This occurs (i) when a joins two arcs crossing
the top or bottom of the rectangle or (ii) when it links one such arc with a through line of w or (iii) when it closes an
uncontractible loop. Here are examples of these three scenarios, drawn for a’s in TL5,TL3 and TL2 and w’s in W5,1;z,
W3,1;z andW2,0;z, respectively:
=
(i)
, = =
(ii)
= z
and = (z+ z−1)
(iii)
.
We next introduce the following “surgery” of diagrams. An affine monic diagram w of rank r having k through lines is
sent to the rank 0 monic diagram with k+ 2r through lines obtained by “cutting” open the r arcs crossing the top in the
diagram w and glueing the 2r ends to the right side. For instance
→ → .
(61)
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The linear map φ : Ur →⊕0≤i≤rSn,k+2i obtained by extending linearly the above surgery is clearly invertible, a diagram
from Sn,k+2i giving back the element in Ur upon bending upward the i highest through lines and downward the i lowest
ones. This morphism actually projects onto a TLn-isomorphism Ur/Ur−1 → Sn,k+2r. The proof of this claim consists of
a check of what happens when the only right arc in the generator ui,1 ≤ i ≤ n− 1 of TLn links zero, one or two ends
of arcs intersecting the top of w+Ur−1 where w is of rank r. The example (ii) above shows what happens when the
generator ui connects one end of an intersecting arc: on one hand,
φ
(
+U0
)
= , and u2φ
(
+U0
)
= 0,
and on the other hand,
u2
(
+U0
)
= z +U0 = 0+U0, and φ
(
u2
(
+U0
) )
= φ(0+U0) = 0.
The other verifications are left to the reader. Since Ur/Ur−1 is sent isomorphically onto Sn,k+2r and this module Sn,k+2r
is projective when q is generic, it follows that for all 0< i≤ (n− k)/2
Ur ≃ Ur−1⊕Sn,k+2r.
The result for ↓ar Wn,k;z then follows from the limiting cases: U0 ≃ Sn,k and U(n−k)/2 ≃ ↓
a
r Wn,k;z.
When q is generic, the pair (k,z) ∈ Λa may have at most one successor in the weakest partial order . If (k,z) has
no successor, thenWn,k;z = Ln,k;z and ↓
a
r Ln,k;z is obtained from the previous result. If (k,z) has one, this successor ( j,y)
solves equations (A) of (30) and there is a positive integer t ≤ (n−k)/2 such that (k,z) = (k,zk+2t) ( j,y) = (k+2t,zk).
The irreducible Ln,k;zk+2t is then obtained by the short exact sequence
0→Wn,k+2t;zk −→Wn,k;zk+2t −→ Ln,k;zk+2t → 0.
The second statement of the proposition then follows by applying the restriction functor to this sequence and using the
first statement. 
Frobenius theorem then readily gives the following corollary.
Corollary 4.11. If q is generic and 0< t ≤ n−k
2
, then
Hom(↑ar Sn,r,Ln,k;zk+2t )≃
C, if k≤ r ≤ k+ 2t,0, otherwise,
Hom(↑ar Sn,r,Wn,k;z)≃
C, if k≤ r0, otherwise,
Hom(↑ar Sn,r,Wn,k)≃
C[τ,τ−1], if k ≤ r,0 otherwise.
Proof. The first two Hom-groups are obtained from the previous proposition through Frobenius theorem. For the third
one, k≤ r is assumed, because otherwise the result is given by lemma 4.7. Let µw :Wn,k →Wn,k;w denote the canonical
projection and f :↑ar Sn,r →Wn,k be any non-zero morphism. Such a non-zero morphism exists. For example, since µw
is surjective and ↑ar Sn,r is projective, the map µw can be lifted to a morphism ↑
a
r Sn,r →Wn,k. An argument similar to
the one used in Proposition 3.6 proves that µω ◦ f = 0 may occur only for a finite number of ω ∈ C. It is thus possible
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to write f as
f = φ ◦ f¯ , such that µw ◦ f¯ 6= 0 for any w 6= 0. (62)
Here f¯ :↑ar Sn,r →Wn,k, φ = ∏ω∈Ω0(τ −ω) ∈ C[τ,τ
−1] with τ −ω being understood as the endomorphism of Wn,k
obtained by right action of (τ−ω id). Some ω may need to appear more than once in the finite set Ω0 to allow for f¯ to
satisfy the condition µw ◦ f¯ 6= 0 for all w 6= 0.
Let g¯ :↑ar Sn,r →Wn,k be another morphism such that µw ◦ g¯ 6= 0 for all non-zerow. Because Hom(↑
a
r Sn,r,Wn,k)≃C,
there exists λ ∈ C such that µz ◦ g¯= λ µz ◦ f¯ . Thus g¯ = λ f¯ +(τ− z)h for some h :↑
a
r Sn,r →Wn,k. But, then again, this
h can be factorized h= φ ′ ◦ h¯ as in (62) with µz ◦ h¯= λ
′µz ◦ f¯ for some λ
′ ∈C. Thus g¯= (λ +λ ′φ ′(τ− z)) f¯ +(τ− z)2i
where i is yet another morphism in Hom(↑ar Sn,r,Wn,k). The argument can be repeated, but it will terminate because the
number of zeroes of µz ◦ g¯ (counted with multiplicities) is finite. Thus g¯= ψ ◦ f¯ , for some ψ ∈ End(Wn,k). 
Note that some extension groups follows easily from this corollary. For instance if r ≥ k
Ext
1
TLan
(Wn,k,Wn,r)≃ Ext
1
TLan
(Wn,k,Wn,r;z)≃ 0,
Ext
1
TLan
(Wn,k;z,Wn,r;w)≃ δz,wδr,kC, Ext
1
TLan
(Wn,k;z,Wn,r)≃ δk,rC,
Ext
1
TLan
(Wn,k,Ln,r;zr+2t )≃ 0.
These can all be readily found by applying the appropriate functors on the sequence (55), or
0−→Wn,k
τ−z
−−→Wn,k −→Wn,k;z −→ 0. (63)
4.3. Examples of fusion rules. This last subsection brings to bear the explicit expressions obtained for the restriction
and induction functors ⇓ra, ⇑
r
a, ↓
a
r , ↑
a
r acting on the basic modules over TLn and TL
a
n. These expressions reduce the
computation of fusion rules (−×1f −) and (−×
2
f −) (and even (−×
3
f −)) defined in section 2.3 to known expressions
for fusion rules of TL-modules. The latter were obtained by Gainutdinov and Vasseur [3] and Belleteˆte [4].
When q is generic, general expressions can be given and we display several fusion rules between the standard modules
Wn,k, the cell Wn,k;z and the irreducible Ln,k;z over TL
a
n. When q is a root of unity, the expressions are messy. (See, for
example, Proposition 4.1.1 of [3].) However the fusion of projective and standard modules of TLn can be computed
easily by simple algorithmic rules (Propositions 4.4 and 5.12 of [4].) We shall use these to give one example of affine
fusion at q a root of unity.
Proposition 4.12. Let q be generic, r ≥ s≥ 0 and n,m> 2. Then
Wn,r×
1
f Wm,s ≃ Ln,r;zr+2 ×
1
f Lm,s;zs+2 ≃
r+s⊕
′
t=r−s
Ln+m,t;zt+2 ,
Wn,r×
2
f Wm,s ≃ Ln,r;zr+2 ×
2
f Lm,s;zs+2 ≃
r+s⊕
′
t=r−s
↑ar Sn+m,t ,
Wn,r;zr+2 ×
1
f Wm,s;zs+2 ≃
r+s⊕
′
t=r−s
Ln+m,t;zt+2 ,
Ln,r;zr+2a ×
3
f Lm,s;zs+2b(m)≃
a−1⊕
x=0
b−1⊕
y=0
(
Ln;r+2x;zr+2(x+1) ×
1
f Lm,s+2y;zs+2(y+1)
)
where the sign ⊕′ denotes a direct sum with an increment of 2.
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Proof. The proofs of these fusion rules simply use the definition of the fusion products and the results of the previous
sections. We give two examples.
Wn,r×
1
f Wm,s ≡ ⇓
r
a
(
(⇑ra Wn,r)× f (⇑
r
a Wm,s)
)
, by definition 4,
≃ ⇓ra
(
Sn,r× f Sm,s
)
, by proposition 4.1,
≃ ⇓ra
( r+s⊕
′
t=r−s
Sn+m,t
)
, see section 4.5 of [4],
≃
r+s⊕
′
t=r−s
Ln+m,t;zt+2 , by proposition 4.4
where we have used the fact that, at a generic q, the projective, the standard and the irreducible modules all coincide:
Pn,k ≃ Sn,k ≃ In,k. This fact is also used in the next proof:
Ln,r;zr+2 ×
2
f Lm,s;zs+2 ≡ ↑
a
r
(
(⇑ra Ln,r;zr+2)× f (⇑
r
a Lm,s;zs+2)
)
, by definition 4,
≃ ↑ar
(
Sn,r× f Sm,s
)
, by proposition 4.4,
≃ ↑ar
( r+s⊕
′
t=r−s
Sn+m,t
)
, see section 4.5 of [4],
≃
r+s⊕
′
t=r−s
↑ar Sn+m,t ,
where ↑ar Sn+m,t is the TL
a
n-module whose structure is described in propositions 4.6 and 4.8. 
We end by giving an example of a computation at a root of unity. Let q be such that q2ℓ = 1 for ℓ= 5. Then the fusion
(W5,3×
1
f W7,5) is computed as follows:
W5,3×
1
f W7,5 ≡ ⇓
r
a
(
(⇑ra W5,3)× f (⇑
r
a W7,5)
)
, by definition 4,
≃ ⇓ra
(
S5,3× f S7,5
)
, by proposition 4.1,
≃ ⇓ra
(
P12,4⊕P12,6⊕S12,8
)
, by proposition 5.12 of [4],
≃
(
⇓ra P12,4⊕ ⇓
r
a P12,6⊕ ⇓
r
a S12,8
)
,
where the structures of the TLan-modules ⇓
r
a Pn,k and ⇓
r
a Sn,k are given in Figure 1, end of section 4.1. Because of
proposition 4.2, the fusion W5,3;y×
1
f W7,5;z is zero unless y = (−q)
5/2 and z = (−q)7/2, in which case it is isomorphic
toW5,3×
1
f W7,5.
5. CONCLUDING REMARKS
This article introduced two fusion products over the affine Temperley-Lieb algebra through the two morphismsTLn
ι
→
TL
a
n and TL
a
n
φ
→ TLn. Since their definitions rely on the fusion × f on the regular Temperley-Lieb algebra and due to
proposition 2.3, these products are commutative and associative. The products computed all lead to a finite direct sum
of indecomposable modules. Contrarily to the usual tensor products, say of modules over group algebras, the two new
products are not binary operations, that is, they do not take two modules of a given algebra to produce a module of the
same algebra. Instead, the product of M ∈ modTLam with N ∈ modTL
a
n yields a module in modTL
a
m+n. Nevertheless
they enjoy a property of stability in the sense that the product of, say, Wm,k1 with Wn,k2 depends only on k1 and k2, not
on m or n. This property is crucial if these products are to be useful in the context of lattice models and their continuum
limits. Beside the proposal of these fusions, the computations of the products in proposition 4.12 form a key result.
As a byproduct of these computations, results on the representation theory of the affine Temperley-Lieb algebra were
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obtained: the Hom-groups of the standardWn,k and cellular modulesWn,k;z, the dimensions of the irreducible ones Ln,k;z
and, more importantly, the Peirce decomposition of TLan(q) for q generic in terms of the induced TL-standard modules.
There are still many questions to investigate. Our computations left aside the cases for q a root of unity for the
computation of fusion products, Hom-groups of ↑ar Sn,k and the Peirce decomposition of the affine algebra. These
could be interesting. Both the fusion product proposed by Gainutdinov and Saleur [5] and ours share several important
categorical properties, a natural requirement. But they are clearly different: even the simplest products given as examples
in [5] differ from ours. Moreover their recent work [20] also claims that the cell modules are closed under fusion (the
fusion of two cell modules yields a direct sum of cell modules) which is not the case under our product. Despite these
differences, one may ask whether they are related in some ways. Finally it is the comparison with the continuum limit
of lattice models, e.g. the XXZ models, that will decide on the physical relevance of the proposed fusion products.
APPENDIX A. YET ANOTHER FUSION PRODUCT
In this appendix, we introduce another presentation of the affine Temperley-Lieb algebra. This presentation reveals
an injective morphism TLam×TL
a
n → TL
a
m+n and thus another way to do fusion. This appendix is partially based on
ideas borrowed from [8] and [16] and ties in with Gainutdinov and Saleur’s work on affine fusion [5].
Note that the morphism φ , introduced in proposition 2.1, suggests a different way of choosing the generators of the
affine Temperley-Lieb algebra. If we replace the two generators en,τ with g ≡ (−q)
−3/2τt−1n−1t
−1
n−2 . . . t
−1
1 , the defining
relations of the algebra are then equivalent to
eiei = (q+ q
−1)ei, eiei±1ei = ei, ∀i= 1,2, . . .n− 1, (64)
eie j = e jei, if |i− j| ≥ 2, (65)
e1ge1 = (qg+ q
−1g−1︸ ︷︷ ︸
Λ
)e1, Λei = eiΛ i= 1, . . . ,n− 1. (66)
For example, when n= 5 the diagram representing g is
(−q)3/2g≡ , Λ≡− , (67)
where we used the braid notation:
= (−q)1/2 +(−q)−1/2 . (68)
Note that it follows directly from these relations that
(qg)n = Λ(qg)n−1− (qg)n−2 = . . .= qgUn−1(Λ/2)−Un−2(Λ/2) (69)
whereUn−1(x) is a Chebyshev polynomial of the second kind.
Since Λ is central, one can consider the algebra obtained by taking the quotient of TLan by the ideal generated by
(Λ−λ id)m, for some λ ∈ C; we call the canonical projection to this quotient algebra φmλ . In particular, if m = 1 we
obtain the (generalized4) blob algebra [18], which can be seen by defining b= qg−Q−1, Q+Q−1 ≡ λ , which gives:
(qg)+ (qg)−1 = Q+Q−1
e1ge1 = Λe1
⇔
b2 = (Q−Q−1)b
e1be1 = (qQ−Q
−1q−1)e1
.
4If Q 6= 1, one can rescale the generator b and obtain the proper blob algebra, but Q= 1 one gets a slightly different algebra [17].
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It follows that every module on which Λ acts like a multiple of the identity is isomorphic to the induction of somemodule
of the blob algebra [8]. Note that this also proves that TLan is finite dimensional when seen as a C[Λ]-algebra, and thus
explains why it has such a nice Peirce decomposition despite being an infinite dimensionalC-algebra.
These properties also give restrictions on the idempotents of TLan. Let f ∈TL
a
n be an idempotent such that φ
1
λ ( f ) = 0,
but f 6= 0. It follows that f = a1(Λ−λ id) for some a1 ∈ TL
a
n, and since f is an idempotent,
fm = (a1)
m(Λ−λ id)m = f , ∀m= 1,2, . . . ,
which gives φmλ ( f ) = 0 for all positive integer m, but since f must be a finite product of generators, this is impossible.
We thus conclude that for all idempotents f , φmλ ( f ) 6= 0 for all integerm and all complex numbers λ , and thus that φ
1
λ ( f )
is a non-zero idempotent of the blob algebra. Note however that if f is primitive, φ1λ ( f ) might not be.
It is also straightforward to show that the affine Temperley-Lieb algebra is a quotient of the type Bn braid algebra,
that is
t1gt1g= gt1gt1.
However, it is not a quotient of the type Bn Hecke algebra, which would require that Λ be a multiple of the identity [16].
Finally, if gk ≡ tk . . . t1gt1 . . . tk, one can show that
gkgt = gtgk, (70)
ek+1gkek+1 = (qgk+ q
−1g−1k︸ ︷︷ ︸
Λk
)ek+1, Λke j = e jΛk, j = 1, . . . ,k− 1,k+ 1, . . .n− 1. (71)
This shows in particular that TLan+m has (at least) two subalgebras isomorphic to TL
a
n⊗CTL
a
m. They can be used to build
a natural fusion product, equivalent to the one constructed in [5]; they could also be used to build a tower of algebras
TL
a
1 ⊂ TL
a
2 ⊂ . . . ⊂ TL
a
n to construct the projective modules by induction, using the same kind of arguments as those
used for the regular Temperley-Lieb algebra [13].
APPENDIX B. THE WEAKEST PARTIAL ORDER
This appendix describes the weakest partial order in full generality. (Proposition 3.3 is restricted to the cases that are
relevant to compute fusion.) It also give the dimension of the irreducible TLan-module Ln,k;z in terms of the dimension of
the TLn-modules Sn,k and In,k.
This appendix uses the definitions of a generic q and critical k introduced in section 3.1 and of Λan and Λ
a from
section 3.2. If q is a root of unity, ℓ will be the smallest positive integer such that q2ℓ = 1. The non-negative integers with
the parity of n will be partitioned into chambers that consist, for a given b≥ 0, of integersm with bℓ≤m≤ (b+1)ℓ−1.
There is at most one critical k in a chamber and, if there is, it is the largest element in this chamber.
Lemma B.1. Let q,z ∈ C× with q generic. Then, in the weakest partial order  on Λa, there is at most one element
(s,y) that succeeds strictly the element (t,z).
The proof rests upon an easy analysis of the solutions of conditions (A) and (B) in (30).
Lemma B.2. Let q,z ∈C× with q a root of unity. If, in the weakest partial order, there is an element strictly succeeding
(t,z), then this (t,z) has infinitely many distinct successors in Λa.
This follows from the observation that, if j and y solve either (A) or (B), so do j+ 2bℓ and y(−q)bℓ for all b≥ 0.
If q is a root of unity and z ∈C×, the equations z2 = (−q)± j can have a solution only if z is a 4ℓ-th root of unity. Such
a z can always be written as (−1)m(−q)r/2 with r ∈ Z and m ∈ {0,1}.
Proposition B.3. Let q ∈ C× be a root of unity other than ±1 and ℓ ≥ 2 be the smallest integer such that q2ℓ = 1.
Let (s,z) ∈ Λa be a pair with infinitely many distinct successors. Let r be the smallest integer larger than s that solves
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z2 = (−q)r. Finally let m ∈ {0,1} be such that z= (−1)m(−q)r/2. Then the successors of (s,z) = (k0,u0) in the weakest
partial order are organized as in the figure of proposition 3.3 where again (k,z)← ( j,y) stands for (k,z)  ( j,y), a
vertical arrow means that the pair joined solves condition (A) and a diagonal one condition (B) of (30). The pairs are
(ka,ua) = (s+ 2aℓ,(−1)
m(−q)r/2+aℓ),
( ja,ya) = (r+ 2aℓ,(−1)
m(−q)s/2+aℓ),
(ia,xa) = (−r+ δi+ 2aℓ,(−1)
m(−q)−s/2+δi/2+aℓ),
(ha,va) = (−s+ δh+ 2aℓ,(−1)
m(−q)−r/2+δh/2+aℓ),

for a≥ 0,
where the δi and δh are the smallest integer multiples of 2ℓ such that i0 is larger than k0, and h0 larger than both i0 and
j0. The list of successors is exhaustive, but there might be arrows missing in the diagram and some of the pairs may
coincide.
Proof. The successors are obtained by solving (A) or (B) of (30). We first discuss the case when the four families
(ka,ua),( ja,ya),(ia,xa) and (ha,va) do not intersect. The pair ( ja,ya) is obtained by solving (A) starting with (ka,ua).
Since u2a = (−q)
2(r/2+aℓ) = (−q)r, the equation for ja reads simply (−q)
r = (−q) ja . By definition of r, ja = r+ 2aℓ is
the smallest solution that is larger than ka (recall that ja and ka must of the same parity). Under the assumptions that the
four families do no intersect, then ja with a≥ 1 is also larger than ha−1. Indeed the integers ha− ja and ha− ia must be
larger than 0 and ≤ 2ℓ, since they solve equations between 2ℓ-th roots of unity and, at each step of the solution process,
the smallest possible is chosen. Moreover, since there are no coincidences, the differences ha− ja and ha− ia cannot be
2ℓ. Thus ja−1 < ha−1 < ja−1+ 2ℓ= ja. The other arrows are obtained similarly by solving the appropriate (A) or (B).
The list is exhaustive since the successors of the four families belong to these four families. For example solving (A)
starting from (ha,va) will lead to a member of the family of the (ia,xa)’s and so on.
Coincidences among the four families of successors may occur in several ways. The analysis of these cases is not
much more difficult and we discuss a single example. Suppose s= r. Then ( ja,ya) = (r+ 2(a+ 1)ℓ,(−1)
m(−q)s/2+aℓ)
and ( ja,ya) = (ka+1,ua+1) if (−q)
ℓ = 1, which may occur for example when (−q) = exp(2pi ie/ℓ) with ℓ odd and
gcd(e, ℓ) = 1 Suppose that (−q)ℓ is indeed 1 and thus that these coincidences occur. Then it is easy to check that new
arrows appear in the figure, namely
( ja,ya) = (ka+1,ua+1)←− (ia,xa),
because then the equation (B) starting from (ia,xa) is u
−2
a+1 = (−q)
j with x−2a = (−q)
s and, thus, ka+1 = s+ 2bℓ for
some integer b. The expression of ia gives ka+1 = ia + (s+ r− δi − 2(b− a)ℓ) and the second equation in (B) is
ua+1 = xa(−q)
(s+r)/2 = (−1)m(−q)r/2 = ya because, again (−q)
ℓ = 1. In this case the figure of the weakest partial
order can be streamlined into the simpler
(k0,u0)←− (i0,x0)←− (k1,u1)←− (i1,x1)←− . . .
In all other cases when two families coincide, the ladder-like diagram of successors degenerate to a single line like the
above one. 
From now on we shall refer to a weakest partial order with coincidences when some of the four families intersect.
When there are coincidences, the cardinality of {(k0,u0),( j0,y0),(i0,x0),(h0,v0)} is 2, otherwise it is 4.
Corollary B.4. Let the hypotheses of the previous proposition hold. With the notation above, the dimension dimLn,k;z of
the irreducible TLan-modules is as follows. The sign ∑
′ denotes a sum with an increment of 2.
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• s and r non-critical — If there are no coincidences, the dimension is
s+
∑′
j=s
dimSn, j+
min(i0, j0)−2
∑′
j=s++2
dim In, j, if s
++ 2<min(i0, j0),
min(i0, j0)−2
∑′
j=s
dim In, j, otherwise,
and if there are
∑
b≥0
min(i0, j0)−2
∑′
j=s
dimSn, j+2bℓ.
• s critical, r non-critical — If there are no coincidences, the dimension is
dimSn,s+
min(i0, j0)−2
∑′
j=s+2
dim In, j, and if there are ∑
b≥0
Sn,s+2bℓ.
• s non-critical, r critical — If there are no coincidences, the dimension is
s+
∑′
j=s
dimSn, j+
r−2
∑′
j=s++2
dim In, j, if r− s> ℓ,
r−2
∑′
j=s
dim In, j, if r− s< ℓ,
and if there are, ∑
b≥0
s+
∑′
j=s
dimSn, j+2bℓ.
• s and r critical — The dimension is 
∑b≥0Sn,s+2bℓ, if r = s,
dimSn,s+
r−2
∑′
j=s+2
dim In, j, if r = s+ ℓ.
The sums ∑b≥0 all truncate after a finite number of terms (Sn,k = 0 for k > n).
Proof. The proof starts with the usual alternating argument. Theorem 3.2 gives the composition factors ofWn,k=k0;z=u0 .
To obtain dimLn,k;z, the dimensions of Wn, j0;y0 and Wn,i0;x0 are first subtracted from dimWn,k0;z as they share with
Wn,k=k0;z the composition factors Ln, j0;y0 and Ln,i0;x0 . (The dimensions of the W’s are given by (26).) This subtraction
removes twice the dimensions of the composition factors Ln,k1;u1 and Ln,h0;v0 which are put back by simply adding
dimWn,k1;u1 and dimWn,h0;v0 . But the last operation has added twice the dimensions of Ln, j1;y1 and Ln,i1;x1 . Alternating
additions and subtractions thus leads to the formula:
dimLn,k;z = ∑
a≥0
(
dimWn,ka;ua − dimWn, ja;ya − dimWn,ia;xa + dimWn,ha;va
)
. (72)
The dimensions of the Sn,k′ andWn,k;z are simply related by equations (23) and (26):
dimWn,k;z = ∑′
j≥0
dimSn,k+ j.
In turn the dimension of the irreducible In,k is given by ([11, 13]):
dim In,k = ∑
b≥0
(−1)bdimSn,kb
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where k0 = k,k1 = k+,k2 = k++, . . . , are the integers larger or equal to k in the class [k]. (See section 3.1.) Again these
two sums contain only a finite number of terms.
. . . . . .
s r r1+2 s1+2 s2 r2 r3+2 s3+2 s3 r3
Wn,s;u0 → + + + + + + + + + + + + + + + + + + + + + + + + + + + + +
Wn,r;y0 → − − − − − − − − − − − − − − − − − − − − − − − − − − −
Wn,r1+2;x0
→ − − − − − − − − − − − − − − − − − − − − −
Wn,s1+2;v0
→ + + + + + + + + + + + + + + + + + + +
Wn,s2;u1
→ + + + + + + + + + + + + + + + + +
Wn,r2;y1
→ − − − − − − − − − − − − − − −
Wn,r3+2;x1
→ − − − − − − − − −
Wn,s3+2;v1
→ + + + + + + +
Wn,s4;u2
→ + + + + +
Wn,r4;y2
→ − − −
. . . . . .
+ + − − + + − − + +. . . . . .
The rest of the argument keeps track of how many terms of the form ±dimSn, j appear in the telescopic sum (72). We
give two examples of such exercises. The first one is a case without coincidences. Suppose s and r are non non-critical.
When s is non-critical, then ha = −s+ δh+ 2aℓ is equal to s
++ 2+ 2bℓ for some integer b. Suppose then that the first
elements k0, i0, j0,h0 of the four families are all distincts (that is, there is no coincidences) and ordered as
k0 = s< i0 = r < j0 = r
++ 2< h0 = s
++ 2< k1 = s+ 2ℓ < . . .
The sum (72) is shown diagrammatically in the above figure. All dots on the top line depict integers of the same parity
and small vertical lines the critical integers. (In the figure ℓ = 12, the dots are at even integers and the critical lines are
odd ones.) The elements of the families ka, ja, ia,ha, a ≥ 0, are also shown by circles around the dots. Under the top
line are the contributions of the Wn,l;w’s ordered with increasing index l. The dimension of Wn,s;u0 is the sum of the
dimensions dimSn, j for j ≥ s with the parity of s. These contributions form the top row of+’s starting under the column
s. Next dimWn,r;y0 contributes also dimSn, j for all j, now starting with j = r. But now the contribution of dimWn,r;y0 is
weighted by (−1) and −’s are drawn under all positions starting at j = r. Once the contributions of all W’s are drawn,
the sum ∑a≥0 is now done column by column, and the result is shown in the bottom line. The results are shown by +’s
and −’s, or if the various contributions cancel. The first non-zero contribution is dimSn,s and all terms in the class [s]
after s appear with alternating sign; the sum of all these is dim In,s. The same result holds for the contributions larger and
equal to s+ 2 in the class [s+ 2]. The telescopic sum is thus
r−2
∑′
j=s
dim In, j
as claimed (r =min(i0, j0) in the chosen order).
. . . . . .
s r s+2ℓ r2 s+4ℓ r4
. . . . . .+ + +
The second example is one with coincidences. Take s critical and r non-critical. If r is equal to s+ 2, then its reflexion
through the critical line on its right is s+ 2ℓ− 2 and thus i0 = r
++ 2= s+ 2ℓ, and the two families (ka,ua) and (ia,xa)
coincide, except for (k0,u0) that does not belong to {(ia,xa),a≥ 0}. The families ( ja,ya) and (ha,va) also coincide and
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the weakest partial order is
(k0,u0)←− ( j0,y0)←− (k1,u1)←− ( j1,y1)←− . . .
Consequently the telescopic sum takes the simpler form
dimLn,k;z = ∑
a≥0
(
dimWn,ka;ua − dimWn, ja;ya
)
.
The figure above depicts the new situation. The lines of +’s and −’s are omitted as the cancellations are simpler. The
rows of +’s start at s,s+ 2ℓ,s+ 4ℓ, . . . , and they are almost completely canceled by rows of −’s starting at r,r2,r4, . . . :
only the+’s immediately under the elements s,s+2ℓ,s+4ℓ, . . . , survive, as indicated. The telescopic sum thus becomes
in this case
dimLn,s;z = ∑
b≥0
dimSn,s+2bℓ
as claimed. All other cases are treated similarly. 
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