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VISUALIZATION METHODS: A COMPARATIVE STUDY OF
NEW, TRADITIONAL AND ROBUST PROCEDURES
Kimberly Crimin, Ph.D.
Western Michigan University, 2002
Two major goals in discriminant analysis are discrimination and classifica
tion. In discrimination, the goal is to describe graphically (visualization) different
features of several known groups. In classification, the goal is to allocate unknown
observations to one of several known groups. We have developed new visualization
procedures based on traditional estimating procedures and also on robust estimat
ing procedures. We have further developed robust classification procedures.
We propose several robust classification procedures based on coordinatewise and affine equivariant, rank-based robust estimates. Empirical studies are
performed over many different error distributions. These studies result in empir
ical efficiencies of the robust and traditional procedures. The robust procedures
are much less sensitive to outliers than the traditional procedures.
Traditional procedures in discrimination analysis generalize to Sliced In
verse Regression (SIR) and Sliced Average Variance Estimation (SAVE) for dis
crete data. These are visualization methods used to determine graphically group
structures and patterns in the data. One of their goals is to determine these
relationships in a much smaller coordinate system (the “principal discriminate co-
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ordinates”) than that of the original data. For both, a kernel matrix is obtained
based upon a spanning set. The spanning set for SIR involves differences in lo
cations of the variables while the spanning set for SAVE contains differences in
variance-covariance estimates, as well as differences in locations. We present two
new visualization procedures. Based on numerical linear algebra techniques, our
first procedure allows the researcher to select in order of importance the vectors
in the spanning set which enter the kernel. Our second procedure uses the same
ordering technique but further, by an expansion of the spanning set, allows the
researcher to know which particular differences (location, variance, covariance) are
most important. Our second procedure we call Sliced Mean Variance Covariance
Inverse Regression (SMVCIR). We also investigate robust procedures for our two
new visualization methods, as well as robust generalizations of SIR and SAVE.
We extend these procedures to continuous response data, also. We investigate and
compare these procedures over many real and simulated data sets. We have made
our procedures available to the scientific community via the world wide web.
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CHAPTER I
INTRODUCTION
1.1 General Introduction
Discriminant analysis as a whole is concerned with the relationship be
tween a categorical variable and a random vector of measured characteristics.
The categorical variable indicates group membership, where group can be distinct
populations, classes or categories and the vector of measured characteristics are
features of the objects belonging to the groups. For instance, an analyst may be
interested in the relationship between the results of a series of medical exams and
whether or not a person has a particular disease. In this situation there are two
groups, the person has the disease and the person does not have the disease, and
the results of the medical tests are the measured characteristics. In a financial
application, the analyst may be interested in the relationship between income,
age, financial debt and whether or not a person is a good credit risk. Again, there
are two groups, good or poor credit risk, and the measured characteristics are
income, age and financial debt.
In its nature, discriminant analysis covers a broad spectrum of problems.
In some instances, the analyst might be interested in determining which variables
contribute to the separation of the groups and in another, the analyst might be
1
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2
interested in allocating an unclassified object into one of the groups based on
observed characteristics of the object. In most practical situations, the analyst is
interested in both. For example, the analyst might first want to determine which
variables contribute to the separation of the groups and then use these variables,
or a linear combination of these variables to allocate an unclassified object to one
of the known groups.
We can think of discriminant analysis as a two stage process, separation
and allocation, see for instance Johnson and Wichern (1992). At times a rule
that is derived for separation can be used for allocation and vise versa, this is
the point where the two stages become blurred. In the first stage, the goal is to
find a representation of the observations that clearly separates the groups. This
stage is exploratory in nature and is often only applied to a given data set once.
Procedures used at this stage are inherently graphical and we will refer to this
stage as the graphical aspect of discriminant analysis or discrimination. The goal
in the second stage is allocation: assignment of an unclassified object to one of the
specified groups. We will refer to this stage as classification or allocation. Some
authors refer to the allocation of an unclassified object as discriminant analysis,
see Seber (1984).
In this chapter we will establish the notation used in subsequent chapters,
give a brief overview of visualization methods for discriminant analysis and give an
overview of classification procedures. The literature on classification procedures
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3
is abundant, we hope that we have touched on most of common procedures.

1.2 Basic Notation
A common situation in discriminant problems is the existence of two types
of multivariate data: one where the group membership of the objects is known
and the second where the group membership of the objects is not known. The
first group is commonly referred to as the training data set. We will refer to the
second data set as the test data set. Graphical procedures only deal with the
training data and classification procedures use both data sets.
Suppose there are g distinct groups, denoted by Gi, G2 , • ■■, Gg. Let XH
represent the fc x 1 random vector of the measured characteristics made on the
Jth object in the ith group. Then Z u ,. . . , iim ! ajn • • • ®jbj! • • ■!
1

•• •

1

denotes the random samples from the g groups Gx, G2 , • ••, Gg, respectively. Let
n = Yli=i rtt- Then n x k data matrix is
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Let
*4
t* =

represent the g x k matrix of groups means where

is the mean for the ith group.

Let 7Tj,: = I , . .. ,g represent the prior probability that an observation x belongs
to group Gi,i = l,...,g , respectively.
Subspaces will be denoted by S and S(B ) denotes the subspace spanned
by the columns of the matrix B . The projection operator onto the subspace S
with respect to the usual inner product is denoted by P$.
In the graphical procedures, since we are looking for a representation of
the data that “best” separates the groups, it will be useful to consider the one-way
multivariate linear model for X . The full model is
X = W p + e,

(1.1)

where
0nii ••• 0ni
W =

0«2 Ini
*

On,

0ni

0n2
• • •

• • ' In,

and e is an n x k matrix of random errors with E(eij) = 0 and Var(eJ = £ ,
where

is the ith row of the matrix e. Note, we will also be considering the het-

eroscedastic case. Assume e has density function f(x) and distribution function
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F(x). Let Q denote the column space of W .
The general linear hypothesis for model (1.1) is
Ho : A fiK = 0

Ha ■A p K ± 0,

versus

(1.2)

where A and K are specified q x g and k x s matrices, respectively.
The multivariate linear model (1.1) can also be written as the multivariate
regression model. Consider the k x k nonsingular elementary column matrix, E,
which replaces the first column of C by the sum of all columns of the matrix, i.e.,
[Cl C2

for any matrix [ci

k
■■•ck)E = y*i Cj c2 • • •c*
L»=i

• • •c*]. See, also, chapter 6 of Hettmansperger and McKean

(1998). Then, the multivariate linear model can be written as
X

=

Wp + e

=

W E E ' lfi + e

=

l a + C7A + e

=

Wib + e

where

•

W ,=

lf» l

O nj

•••

0»»i

ln j

ln j

•••

® nj

:

I

/

In ,

• •

\

a’

,
*.

(1.3)

b =

1

lf»y
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and Aii =

—Mi» * = 2 ,..., j, is the shift off the first mean. The hypothesis in

(1.2) can be written for model (1.3) by using the relationship fi = E~lb,
A pK = A E 'b K
= A ib K
where

= A E ~ l. The hypothesis of interest for the multivariate regression

model (1.3) is
Hq : A ib K = 0

versus

Ha ■A \b K

0.

(1.4)

1.3 Graphical Procedures for Discriminant Analysis
Discriminant problems are multivariate in nature and graphical procedures
are very important in multivariate problems. The analyst is usually confronted
with a n x k matrix of observations where n denotes the sample size and k de
notes the number of variables. Often k is large and to investigate relationships
among the variables, it is unrealistic to examine all pairwise plots. The goal of
discrimination becomes to find, say, r (< k) linear combinations of the original
variables that capture most the information in the groups. These linear combi
nations are projections onto a r-dimensional space and plots of the first few new
variables will show the maximum spread in the groups of observations. In this
sense, discrimination can be used to visually explore relationship in the variables,
to identify outlying points and to reduce the dimensionality of the data.
For the two group case, Fisher (1936) was the first to introduce a graphical
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procedure for discriminant analysis. Fisher’s idea was to transform the multivari
ate observations into univariate observations such that the observations from each
group would be separated as much as possible. The function that provides the
maximum separation is the well known linear discriminant function. Discriminant
coordinates (Gnanadesikan (1977), Seber (1984)) were introduced as a dimension
reduction technique useful for “examining clustering effects in the data”. The goal
in discriminant coordinates is to find linear combinations of the data that “best”
separate the groups of observations. This is an extension of Fisher’s procedure
to g groups. McLachlan (1992) refers to discriminant coordinates as canonical
variates but Seber (1984) reserves this term for canonical correlation analysis.
More recently in the literature, SIR (sliced inverse regression) and SAVE
(sliced average variance estimation) have proven quite useful in the graphical ex
ploration of multivariate data. SIR was first introduced by Li (1991) and discussed
further in the regression graphics book by Cook (1998). SAVE was first introduced
in an article by Cook and Weisburg (1991) and further developed in the following
series of articles: Cook and Lee (1999), Cook and Critchley (2000), Cook (2000).
The most recent article by Cook and Yin (2001) provides a review of SIR and
SAVE. Both SIR and SAVE are dimension-reduction techniques that were intro
duced in the regression context. SIR and SAVE start with the assumption that
the following model holds
V = /(0 t* , • • •, &rx ) + e»
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where 0 iti =

are unknown row vectors and x is the k x 1 vector of

predictors. Under this model, the k x 1 vector x can be replaced by the r x
1 vector B x , B =

• • • ,f3r]' and provided that r < k we have effectively

reduced the space. Hence, SIR and SAVE are both techniques for estimating the
space generated by B . Following Li (1991), 5 (0 ), is referred to as the effective
dimension reduction subspace or dimension reduction subspace. The difference
between the two procedures is that SIR uses only differences in location and SAVE
uses both differences in location and differences in variance-covariance matrices.
The freeware Arc, which is available for download at vnaw.stat.umn.edu/arc/,
offers the user the visualizations based on SIR and SAVE. A regression graphics
book by Cook and Weisberg (1999) provides a description of the Arc software.

1.4 Classification
Classification is the stage of discriminant problems that is concerned with
the allocation of an unknown object to one of g specified groups. The allocation
is made on the basis of k measured characteristics or features of the object and
the allocation rule is developed using a training data set. The training data set
is a data set were group membership is known. At this stage the concern is with
correct classification, so the allocation rule should be optimal in some sense.
To fix ideas, suppose that there are two groups, Gi and G2. Let f(x\Gi), i =
1,2 be the probability density function of x , if x comes from group i. Let
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7T|, i = 1,2 denote the prior probability that an observation comes from group
i. In this situation, misclassification can occur in one of two ways, either x comes
from G\ and is assigned to G2 or x comes from G2 and is assigned to Gi. Dif
ferent classification rules are derived depending on which allocation principle is
being optimized. We list some of the most common allocation principles.
One allocation principle is to minimize the total probability of misclassifi
cation. For the given situation, the total probability of misclassification is
TPM = 7t1/>(2|1) + jt2P(1|2),
where P(i\j) is the probability that an object is classified as coming from group i
when in fact it comes from group j. The classification rule that minimizes TPM,
which is due to Welch (1939), is
Assign * to Gi if

f{x\G2)

> —.

Often the cost of misclassifying an object into one group is higher than the
cost of misclassifying the object into the other group. In this situation, the classi
fication rule should take into account the costs of misclassification. This results in
another common allocation principle, minimize the total cost of misclassification.
For the situation described above, the total cost of misclassification (TCM) is
TCM = tt1C(2|1)P(2|1) + 7r2C’(l|2)P(l|2),
where C(i\j) is the cost of misclassifying an object into group t when in fact it
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belongs to group j. Minimizing TCM leads to the following classification rule,

Ass,p,* “ G , , f 7 N ^ )
The optimal classification rules for the two allocation principles stated
above, TPM and TCM, are dependent on the distribution of x, the measured
characteristics. Often, in practice, a distribution is assumed, usually the normal,
and the optimum classification rule is derived. Since the parameters of the dis
tribution are usually not known, traditional estimates are substituted into the
classification rule in place of the parameters. When normality is assumed, the
optimal rule that minimizes TPM leads to the classic linear discriminant rule
(common covariance matrix assumed) and the classic quadratic discriminant rule
(heterogeneity assumed).
The above procedures work best when the variables are continuous. If
the variables are discrete or a mixture of discrete and continuous, then a pro
cedure that is available is logistic regression classification; for more information
see McLachlan (1992), Lachenbruch (1975), Anderson (1982). In some cases, the
groups are defined as being quantitatively distinct, not qualitatively distinct. In
this case, the procedure is known as probit classification, see Albert and Anderson
(1981) for more information.
When the distribution is not known, then one could use a kernel method.
Kernel methods estimate the density using nonparametric density estimation tech
niques. Another nonparametric method used is the nearest neighbor technique.
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The nearest neighbor rule allocates observations to groups on the basis of a “ma
jority vote”. For equal prior probabilities, the p nearest points to the point to
be allocated are found and the unknown point is allocated to the group that the
majority of the nearest observations belong to. For further references see Lachenbruch (1975).
A classification procedure different from those discussed so far is called
classification and regression trees (CART). The basic procedure of CART starts
by assuming all observations belong to one group. Then this group is split into
two groups on the values of one variable. Then split each of these subgroups into
two groups on the basis of the second variable. The splitting continues in this
manner until some suitable stopping criterion is reached. This procedure is very
computer intensive and is similar to clustering techniques. For more information
on CART, see Breiman et. al (1984).
As stated earlier, the literature on classification is extensive. Chapter
6

of Seber (1984) provides a good review of the procedures discussed in this

section. Gnanadesikan (1989) provides a good summary of discriminant analysis
methodologies and McLachlan (1992) provides a more recent account of these
methodologies.
Once a classification rule has been derived, the natural thing to do next is
to evaluate its performance. Not all the methods for estimating the error rate are
appropriate for the g group case, we have included only those that can be used in
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the g group case.
The error rate, or probability of misclassification, is used to evaluate the
performance of a classification rule. Seber (1984), McLachlan (1992), and Gnanadesikan (1989) provide a good review of error rates and error rate estimation. Most
of the error rates discussed in the literature depend on the form of the parent pop
ulation, the one that does not is the apparent error rate (APGR). The apparent
error rate is defined as the fraction of observations in the training sample that are
misclassified by the sample classification rule. To obtain an estimate of the APER,
the classification rule calculated from the training data is used to reclassify the
training data. The APER is the number of observation in the training sample that
are misclassified in the g groups divided by the total sample size. This estimate
of the error rate tends to be optimistic and can mislead the experimenter if the
sample size is not much larger than the number of variables.
To estimate the potential bias in the APER, Efron (1979) proposed a boot
strap technique. In this technique, a random sample of size n*, t = ,. . . , g is
1

taken with replacement from the original

observations. From the bootstrap

sample, a new allocation rule is constructed using the same method as before.
Then the bootstrap classification rule is used to classify the original observations
and the bootstrap sample. Let m* represent the number misclassified in the boot
strap sample and m** represent the number misclassified in the original sample.
Define d, = (m** —tti'J/tv Repeat this process B times. Then the estimated bias
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of the apparent error rate for group i is,

j=i
See, also, chapter

6

of Seber (1984) for a discussion of this bootstrap procedure.

Another method for estimating the error rate is the leave-one out or crossvalidation method proposed by Lachenbruch and Mickey (1968). The estimated
error rate is obtained by calculating the classification rule using n

—

1

observations,

and then using the rule to classify the object not included. This process is repeated
for each observation in the training data. The estimated error rate is the number
of observations misclassified divided by the total number of observations.
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CHAPTER II
ROBUST DISCRIMINANT COORDINATES

2 . 1

Introduction

In discriminant coordinates, the goal is to find a coordinate representation
of the data which displays the “best” separation of the data into their groups. That
is, find a k x k matrix C so that the matrix Z = X C has the “best” separation
of the data. The columns of Z are referred to as discriminant coordinates. The
coordinates are obtained in an iterative manner emphasizing group separation but
with decreasing effectiveness. Usually a plot of the first few coordinates visualize
the separation most clearly. Discriminant coordinates provides the user with a
graphical method for searching for “new” clusters in the data.
Traditionally, the Lawley-Hotelling test for the general linear hypothesis
(1.2) is used to determine a discriminant coordinate representation. Let ftLS be
the argument that minimizes tr(X —W n )'(X —W p ), then (iLS is the traditional
least squares estimate of fi. Under regularity conditions and model ( . )
1

1

jkLS is asymptotically N3t*(/i, (W 'W )_l>£),
and
AikLSK is asymptotically N ^ A fiK , A (W 'W )-lA', K"LK).
14
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This is the matrix normal representation of the asymptotic distribution of fiLS;
see, for instance, Arnold (1981). The associated Lawley-Hotelling test statistic
for hypothesis ( . ) is
1

2

T l s = t T i A f a s W A i W ' W r ' A ' r ' i A j i L s I O i K ' t K ) - 1,

(2.1)

where £ = ^ ^ X '( I - P n )X is the usual estimate of the variance-covariance
matrix. The following theorem from Arnold (1981) proves useful in the asymptotic
distribution of Lawley-Hotelling type test statistics.
Theorem 2.1.1. If
X is asymptotically iVmif.(/i, 5, £) distributed
then
trX'"Z~xX Y r 1 is asymptotically x 2(mr,9)
where

9 = tru'E -1^ - 1

= fr(3 - l/2/iSrl/2)'(S-l/2/i5r 1/2).
Using theorem 2.1.1,
Tls has an approximate x2{qs,6) distribution
with qs degrees of freedom and noncentrality parameter
9 = tT{At*K),(A (W 'W )-lA ')-l{AtiK ){ K 'V K ) - 1.
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The noncentrality parameter is nonnegative and zero under the null hypothesis
H0.
The amount of separation in the groups is proportional to the size of the
test statistic for testing
Hq : AfM =

0

versus Ha ■A p ± ,
0

where
-1 1 0
-1 0 1

A =

-1 0 0 ••• 1
is the usual contrast matrix for testing equality of g group means. Because we
want the “maximum” amount of separation of the groups, this leads to finding c
which maximizes the Lawley-Hotelling test statistic for the hypothesis
H0 : A fic =

0

versus HA ’ A p e ± .
0

( . )
2

2

Therefore, c “best” separates the means based on the statistic TLsBecause c is a vector, we have
“ “ J w = ™0 ( ^ s c ) '( A ( w W ) A ') -■(
c'Ec
Since S is a positive definite matrix, by the Cholesky decomposition £ = T'T,
-

where T = S
c

0

1/2

. Let

6

= T c and a = /|| ||, then maximizing Tls subject to
6

6

is equivalent to
max a'M LSa,
11011=1
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where
M i s = t ~ ' ,I(AiiLsy (A (W 'W )-lA')(A/iLS)±~,/2.

(2.3)

In the language of SIR and SAVE, M is is a “kernel” matrix. By the Generalized
Cauchy-Schwartz inequality, the maximum value is Ai, which is the largest eigen
value of the matrix M is and a = at is the corresponding normalized eigenvec
tor. Note that {AixLSY (A (W ,W )~lA ,)~l(A$iLS) is an estimate of the “betweengroup” variance.
Then proceeding as in principle components, choose a second vector a
that maximizes a’M is a subject to ||a|| = and that is perpendicular to ai. The
1

maximum occurs at the second largest eigenvalue of M is and the solution is the
corresponding eigenvector
directions ax,

0

2

0

2

- Continuing in this manner to obtain k orthogonal

, . . . , a*, which are the k orthonormal eigenvectors corresponding

to the eigenvalues Ax > A > ... > A* > of the matrix M is2

0

The rank of M is is r = m in(^-l, k), so some of the eigenvalues are zero.
In the language of SIR and SAVE, the columns of C form a basis for S(B), the
dimension-reduction subspace.
If A* is an eigenvalue of M ls with corresponding eigenvector a*. Then
= AiOi
and multiplying on the left by E ^
ST W i s ) ' ( A ( W ' W T lA

' )

-

= A**
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•

where c, = £

—

1/2

a,. This shows that the eigenvalues of M ls are the same as the

eigenvalues of
£’W

w ) '( A (irW T lA 0 -l( i 4 ^ ) ,
*

but the eigenvectors are Cj = E

-

1/2

a*,* = l , . . . , r . The vector c* is the *th

discriminant direction. Let C = [ci,...,<v]. Then the discriminant coordinate
representation of the matrix X is Z — X C , such that the columns of Z are the
discriminant coordinates. Note that C xlC = I.
The procedure outlined above for finding the discriminant coordinate rep
resentation is based on traditional least squares estimates. But these estimates
are unduly sensitive to outlying points. As an illustrative example, consider an
example given in Seber (1984 pg 295). In this example there are two species of
flea beetle, Haltica olemcea L. and Haltica carduorum Guer. Four measurements
were taken on 19 male Haltica oleracea L. and 20 male Haltica carduorum Guer.
The four variables are the distance of the transverse groove from the posterior
border of the prothorax, the length of the elytra, the length of the second antennal joint and the length of the third antennal joint. Figure 1 is a plot of first two
discriminant coordinates for the beetle data. From the plot, the first coordinate
shows a difference in location between the two groups.
Consider what happens when point x is changed from 163 to 631. Figure
I4

2

is a plot of first two discriminant coordinates for the beetle data with the outlying

point. Again, the first coordinate shows a difference in location between the two
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Figure . Beetle Data - Traditional Discriminant Coordinates
1

groups, but there is no indication that an outlier exists in the data set.
Now lets take a look at these two data sets when the coordinates derived
using traditional estimates are replaced by coordinates derived using robust esti
mates. Figure 3 is the plot of first two robust discriminant coordinates obtained
from the original beetle data. From the plot, we can see that the first robust co
ordinate shows a difference in location between the two groups, just like the first
traditional discriminant coordinate. Figure 4 is the plot of the first two robust
discriminant coordinates derived from the outlier beetle data. From this plot we
can see that the first robust coordinate shows a difference in location between the
two groups and the second robust coordinate is pulling out the outlier. Therefore,
by using the robust estimate we did not lose anything in the original data set and
when an outlier was present we gained information that we would not have known
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Figure 2. Outlier Beetle data - Traditional Discriminant Coordinates

Figure 3. Beetle data - Robust (Wilcoxon) Discriminant Coordinates
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Figure 4. Outlier Beetle data - Robust (Wilcoxou) Discriminant Coordinates

using the traditional estimate.
To derive robust discriminant coordinates, in the procedure described above,
the least squares estimate ftLS can be replaced by ftp, where P denotes a generic
robust estimating procedure. Any y/n consistent robust estimating procedure can
be used. Under regularity conditions,
ftp is asymptotically Ng<k(p, (W 'W )~l, £p),
where £p is a scatter matrix depending on the procedure and £ p is the multivari
2

ate analog of the standard error of the estimate. We will consider three robust lo
cation estimates: a rank-based estimate, a high-breakdown estimate and a robust
affine equivariant estimate. As shown at the beginning of this section, discrim
inant coordinates are derived from procedures that produce a Lawley-Hotelling

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

type test statistic. Rank-based Wald-type tests and drop in dispersion tests are
asymptotically equivalent to the Lawley-Hotelling test statistic, see Davis and
McKean (1993). For all three estimating procedures we have a Wald-type test
and for the rank-based estimating procedure we also have a drop in dispersion
test. The drop in dispersion test is equivalent to the least squares reduction in
sum of squares test statistic. The three estimates and corresponding tests are
discussed in the next section. In section 2.3, we present several more examples.

2 . 2

Robust Estimates and Tests

The three estimates of multivariate location we use are a rank-based esti
mate, a high-breakdown estimate and a robust affine equivariant estimate. The
rank-based estimate, or R-estimate, is the Wilcoxon multivariate estimate pro
posed by Davis and McKean (1993). The high-breakdown estimate was origi
nally proposed by Hawkins and MacLachlan (1997) for use in linear discriminant
analysis. The robust affine equivariant estimate of location was proposed by
Hettmansperger and Randles (2001). Unlike most robust affine equivariant esti
mators of location, this estimate is easy to compute. In their paper they proposed
an unweighted and a weighted version, we have only considered the unweighted
version. The weighted version is reported to have higher breakdown than the
unweighted version, see Hettmansperger and Randles (2001).
In this section we describe the three robust estimates of location, give their
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asymptotic distributions and derive the tests for the general linear hypothesis
(1.2). It is these tests that are used in the robustification of discriminant coor
dinates. Section 2.2.1 describes the R-estimate of multivariate location, section
2.2.2 describes the robust affine equivariant estimator and section 2.2.3 describes
the high-breakdown estimator and the variance is not available in closed form, so
a bootstrap estimate is used.

2.2.1 Wilcoxon
Davis and McKean (1993) developed the theory for rank-based methods
for the multivariate linear model that is analogous to least squares. The rankbased methods are similar to least squares in the sense that a measure of distance
provides the geometry for estimation and testing. The measure of distance used
for R-estimation and testing is a measure proposed by Jaeckel (1972) that is based
on ranks. In the univariate regression setting, the R-estimates have an asymptotic
relative efficiency of 95% relative to least squares estimates and are much more
efficient than least squares for longer tailed error distributions. In the multivariate
regression setting, they are generally highly efficient.
As shown in chapter I, the multivariate linear model (1.1) can be written
as the multivariate regression model (1.3) as
X

=

Wfi + e

=

l a -I- C A + e,
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where
H= E

and

W E = [1 C] = W x.

A
Without loss of generality, C is an orthogonal, centered matrix. The theory in
Davis and McKean (1993) was developed for model (1.3), so that will be the full
model in this section.
+ )), where <p is score-generating func

Define the scores as a(i) =

1

tion. Assume that <p is constant and nondecreasing function on the interval
(0, ) with f ip = 0 and f tp2 = . The Wilcoxon score-generating function is
1

1

<p(u) = \/vi{u - |).
The n x k matrix of scored residuals is
A{A) = A (X - C A ) = [a{R,{Xii - c ^ ) ) ] ,
where Rj(xi} —c{Aj) is the rank of the ith row in the jth column of X —CA.
The dispersion function is
Z>(A) = D {X - C A ) =

Di(Ai) = tT(x ~ C A )'A {X - C A ).

j
The R-estimate of multivariate location is the argument that m inimizes the dis
persion function,
Aw = Argmin tr(X - C A )'A {X - C A )
k

n

=

(*« - c'A,))(Xij -c'A j).
]=i i=i

Because each of the k inner summands is non negative, component-wise estimates
minimize the dispersion function.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

25
Large Sample Properties
In order to establish the asymptotic distribution of ftw , we first need the
asymptotic distribution of [a A1]', which is dependent on the method we use to
estimate the intercept estimate a . There are two methods available for estimating
the intercept, depending on the assumption made on the errors, symmetric errors
or non-symmetric errors.
When the assumption of symmetric errors is valid, then the estimate of
the intercept vector a ' is
k' = m e d { S i y ^ } , j = l

*,

which is the median of the Walsh averages taken from the jth column of X - CA.
Let Ew = T E VT , T = diag{rlt..., r*} where

r’

= L

* (“ )( W

-M

)

1

and
E„ = [cov
with Fj is the marginal c.d.f. with density fj j — 1 ,..., k. Under the assumption
of symmetric errors, (theorem 2.5 Davis, McKean (1993))
Theorem 2.2.1.
m

(

d'
asymptotically Ngje

a!

\

'

A ht
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. Then the asymptotic distri-

For notational convenience, let b =
A

bution of ftw = Eb is

Therefore,
(2.4)

j*w is asymptotically Ng<k(fi, (W 'W ) \ E w)

When the assumption of symmetric errors is not valid, then the estimate
of the intercept vector at is
a = medle^}, j = ,..., k.
1

is the median of the residuals. Let

and
<T*r = P(eij < 0,eif < 0 ) + P(eij > Q Jeij> > 0 ) -

P(eij < 0, eij> > 0) - Pfaj > 0, ey* < 0).
Then (Theorem 2.8 Davis and McKean (1993))
Theorem 2.2.2.
t/ee[d', Aw] is asymptotically Ngk{vec{a\ Aw], T*E*T* © (Ew

0

(C'C)}, (2.5)
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where vec(-) denotes the rolled out matrix, © denotes the direct sum and ® denotes
the left-direct product.

Wald-Type Test
When the assumption of symmetric errors is valid, we want a test for the
general linear hypothesis (1.2). Under model ( . )
1

1

A ftwK is asymptotically N ^{A ptK , A { W 'W y lA', K"LWK ).
Then,
Tw = tT(AftwK )'[A (W 'W )-lA ]-l(AftwK )[K '± wK ] -1
and
Tw is asymptotically x (?s»^w)»
2

where dw = tT{AnK)'[A{W 'W )-1A ,]-l(AtiK ){K ,'LwK ]-1.
When the assumption of symmetric errors is not valid, we want to develop
a test for hypothesis (1.4), the hypothesis of interest under multivariate regression
model (1.3). To find the distribution of A ib K we will use the following properties
of direct products (see Muirhead 1982).
1

. vec(AXC) = (C* ® A)vec(X), provided that the multiplication, A X C ,
exists.

2. Let Y = A X C , then E[vec(Y)] = (CT ® A)£[vec](JC).
3. Let Y = A X C , then var[vec(V)] = (C ® A)var[vec(X)](C7' ® A )\
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4. (A ® B )(C ® D ) =AC<8>BD.
5. tr(A B C D ) = vec(D)'(A ® C')vec(fl/).
6

. (A ® B )' = A ^ B 7.

7. (A ® B

) - 1

=A

- 1

® B ~l.

Using the above properties and under the non-symmetric error assumption it can
be shown that
vec(AibK) is asymptotically
Nqa(vec(AibK), (K ‘ ® A l)[V e (£w ® {C C )](A" ® Ai)'),
where £* = T*E’r* and T*,

and

6

are defined above.

Recall that in discriminant coordinates, under model (1.1), the goal is to
maximize the test statistic for the null hypothesis
Ho : Ph = th = • • • = t*9
When the model is written in the form of the multivariate regression model, the
above hypothesis is equivalent to
H0 : A = A = • • • = Ag,
2

3

So the hypothesis of interest, Hq : A \b K =
a
H0 : A \b K = [0 : J s_i]

0

can be writtenas:
K = I g - ^ K = 0.

A
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To determine the test statistic for the above hypothesis, the distribution of A i f
is needed. The asymptotic distribution of vec(Alif) falls out from the asymptotic
distribution of vec(AiMif), since the estimate of the intercept is not in the rolled
out vector, we have removed the variance of a and the correlation between a and
A from the covariance in equation (2.5). Then
vec(AJif) is asymptotically N(J_1),{vec(A.K’),

0

/)(£ „ ® C C )(K ' ® /)'}.

Using property (4) and (6) of direct properties, the variance-covariance matrix
can be written as
( J C ' ® J ) ( £ m, ® C ' C ) ( K " ® / ) '

=

{ K ' ^ W^ C C ) { K ^ I )

=

IC'EwK s C C .

Therefore, the Wald-type test statistic for the hypothesis
H0 : A K = 0 versus HA : & K # 0
is
Tw

= vec(AA'),(Jir'EJif® C 'C )-1vec(Alir)
= vee{A K )'[(K '±K )-1<8>(C/C)]vec(Aiif).

Using direct product property (6), T w can be written as
T w

=

tr[(K’± wK ) - l{±K)'C'C{&K)]

= ti[{± K )'C C (A K ){K '± wK ) - 1}.
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Under regularity conditions
T w is asymptotically
where 0w = tT[(AK),C,C (A K )(K 'E w K )~ 1] is the noncentrality parameter
that is nonnegative and equals zero under the null hypothesis.

Drop Type Test
Procedures that produce a Lawley-Hotelling test statistic lead naturally to
a discriminant coordinate representation. The drop in dispersion test is equivalent
to the least squares reduction in sum of squares F-test, which is the same as the
Lawley-Hotelling test statistic. Therefore, it is also convenient to have the drop
in dispersion form.
To establish the drop test we are going to use the fact that A is a contrast
matrix. So the general linear hypothesis can be written as
ApK

= AEbK
a'
=

[0A 2]

= a 2a k
The reason A E = [0 A2] is because A is a contrast matrix and E replaces the
first column by the stun of all the columns. The hypothesis of interest is
Hq : A 2A K = 0 versus HA '■A 2A K ± 0.
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Let S(A) be the negative derivative of the dispersion function D (A). Let D =
[Djj] be a A: x A: matrix with
L'jj —

^ 12

J —1>• • • »*» Djj/q — Fw

and

= A(Aft,)'C '(C 'C )-lC7A(A^)
where S j ( A rJ = C 'A (A rj ) is the jth column of 5(A) evaluated at the jth
estimate of A under Ho- Then (Theorem 3.11 Davis and McKean (1993))
Theorem 2.2.3.
Twd = tT \K 'T D T K {K ,'EwK ) - 1]
and
Twd is asymptotically x2((< ~l)s, 9w),
7

gives the asymptotic distribution of the drop in dispersion test for Wilcoxon esti
mates.

Algorithm
To obtain the R-estimates of multivariate location and scatter, we use the
software package RGLM, see Kapanga, McKean and Vidmar (1995) and Abebe et.
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ai. (2001). RGLM is a software program that provides procedures for estimation
and general linear hypotheses testing. RGLM uses a newton-type algorithm on
the residuals to obtain the R-estimate of location. Recall that the R-estimates
are component-wise estimates, so to obtain multivariate estimates the procedures
in RGLM are used on a column by column basis. We describe the algorithm for
the any column j.
Let

denote the initial estimate of location for the jth column of b,

denote the initial residuals for the jth column, fj°* denote the initial estimate
of scale based on the initial residuals for the jth column and X } denote the
jth column from the response matrix X . The method used to obtain fj will be
discussed below. The first newton step is

The first step can be written in terms of the residuals as
t ' 0 = i f + Tf>(W"1IV 1) - lS(.XJ - H 'I6 f )
+ fj° 'W i(W iiy ,)-1» , la(fl,(e50)))
e<'> =

t p - t f PwMR^)),

where Pwx is the usual projection matrix onto the column space of W \.
Let
If

denote the dispersion function evaluated at the Arth step residuals.

< D**-1*the step has been successful, otherwise a linear search is performed
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in the direction of Pwia(i2(e^ ~ )• A solution is found if
£)(*) _ £)(*-U
D ^-1)
<C
for some given tolerance e. After calculating the residuals for the fcth step, these
residuals are used to form the estimate of scale for the fcth step, fjkK
Recall that the scatter matrix for the R-estimates is

= TE^T, where

T = diag(ri,...,r*) and £ v = [cou(<p{Fj(eij)),<p(Ff(eif)))]. A consistent esti

mate of

is £ v = ^ A(X - W A)' A {X —W A) is the matrix of scored residu

als formed after estimating A. A consistent estimate of T is T = diag(fi,..., f k),
where f, is the estimate of r, proposed by Koul, Sievers and McKean (1987). This
estimate of * is a density type estimator based on the residuals. The estimate is
7

given by fj = f 1, where
7

- _ (y(l) —
■a-

>/n)

2

where tiynj is the 5th quantile of
a ,M =

i=l 1=1 '

( £ ) -V - ( ^ ) )
\ /
V
//

-««ul <» ) .

and
v _ v{u) ~ <p( )
v’ (" ) *>( ) -¥>(or
0

1

2.2.2 Hettmansperger and Randles
Hettmansperger and Randles (2001) proposed a M-estimate for multi
variate location which is affine equivariant and robust with positive breakdown.
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Throughout the rest of this document, the Hettmansperger and Randles estimate
will be denoted HR. Their estimator is the Ll (spatial) median combined with the
M-estimate of scatter proposed by Tyler (1987). The Ll median is equivariant
under orthogonal transformations of the data, but is not affine equivariant. The
Ll median minimizes the dispersion function
n

»=i
where || * || denotes the usual Euclidean norm. The estimate proposed by HR
minimizes the following dispersion function
n

where Ae is a k x k upper triangular, positive definite matrix (with a one in the
upper left corner) chosen to satisfy:
(2.7)
where / is the k x k identity matrix and || *|| denote the Euclidean norm. Let
fiHR be the value that minimizes (2.6).
In order to derive a Wald-type test statistic for hypothesis (1.2), we need
to investigate the large-sample properties of

Large Sample Properties
Hettmansperger and Randles (2001) sketch the asymptotic distribution of
the estimate iiHR. They use the rolled-out matrix and the influence function
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to derive the asymptotic distribution. In this section we present another way of
showing the asymptotic distribution. We use the theory developed in chapter 6 of
Hettmansperger and McKean (1998) to establish the asymptotic distribution of
fth r-

We make the assumption that the theoretical results can be extended from

A; = 2 to general k. The HR estimate is the value of that minimizes (2.6) or solves
the gradient function

Theorem 6.1.2 in Hettmansperger and McKean (1998) states that under regularity
conditions and location parameter 0 = 0
y/n0 is asymptotically Nk(0,B 1A B ~ l),
where
A = asymptotic var
and
B = -A *,vis(0)|0=o,
with V denoting differentiation with respect to the components of 0. Therefore,
for the HR estimate,

I|A,(x -

_A>
B

E

[ ||A o ( X

-

m ) ||

m)II2

J

(j (x-ri(x-»y

V
('

||A > (X -/i)||2
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Under model (1.1),
pLHR is asymptotically ;VsJk(/i,

B -1A B ~l),

(2.9)

where B and A are defined above.
As with most robust procedures, interest centers on how efficient the robust
estimate is to the traditional estimate under the multivariate normal distribution.
If we assume an elliptically symmetric error distribution, the asymptotic relative
efficiency of ftHR relative to fiLS is easy to derive, with the help of the following
theorems found in Muirhead (1982) and Eaton (1983). Hettmansperger and Ran
dles (2001) give the asymptotic relative efficiency, we provide more details. Let
the unit sphere in R" be the set {x\x 6 SR”, ||z|| =}. Any random vector who
takes the values on the unit sphere is said to be uniformly distributed on the unit
sphere.
Theorem 2.2.4. If X has a spherical distribution with P (X = 0) = 0 then ||X||
and ||X ||-1X are independent and ||X ||-1X is uniformly distributed on the unit
sphere.
Theorem 2.2.5. I f X is uniformly distributed on the unit sphere, then E(X) = 0
and var(X) = £ J.
Theorem 2.2.6. I f X is distributed E(Q, /*) with density proportional to cmh{xlx)
then r2 = ||X ||2 has density

,M v ) =
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Suppose that
X ~ E k(e, (A'A)-1)
then
f ( x) = ck\A\h[(X - 0)'{A!A){X - *)].
Let Y = A (X — 0) then Y is distributed £*(0, /*), which is also a spherical
distribution. Then
var(£ts ) = E ( X - 0 ) ( X - 0 ) '
= j { X - 0)(X - 0)'ck\A\h[(X - 0 ) \A A ) { X - 0)} dX

= f (A-1y)(A-1yyCfc|A|h[r-r]|A|-1<nr
=

f

A - lY Y 'A - l,ckh (Y 'Y )d Y

= E [A -lY Y 'A ~ 1']
= A~xE \Y Y r\A~l '.
Now,

= f k E ( r 2).
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The second to last equality follows directly from theorem 2.2.4. The last equality
follows directly from theorem .
2

2 . 6

and theorem 2.2.5 and the fact that ||X||

is uniformly distributed on the unit sphere.
Now we investigate the variance of fiHR under elliptically symmetric error
distribution. Let Y = A ( X - 0). Then B = E[||y||~l( / -

and

A = E\\\Y\\-2YY'}. Using the theorems stated above from Muirhead (1982) and
Eaton (1983),

E(r-l)(Ik - k ~ lI k)A

and

A

fY Y ']

E [ w w 2.
1

_

Therefore,
var(Aff«)

i

&
[E(r-l )]-a(A 'A )-1.
n k(k — l
1

) 2

So the asymptotic relative efficiency of HR estimate to the least squares estimate
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is
x

ARE(/iff*,/i£5) -

n - ^ - ^ r ’XA'A)-1

n-iife(jb _ i)-2[^(r-i]-2(i4'i4)-i
E{i*){k - 1)2

A rW -i
=

) ] - 2

k - 2E(r2)[E(r~l)]2{k - l ) 2.

At the multivariate normal, it can be shown that the asymptotic relative
efficiency of jsHR to the least squares jtLS is
(

\ ‘i

-i

which agrees with the ARE reported by Hettmansperger and Randles (2001).

Estimate of Variance
Hettmansperger and Randles (2001) proposed the following estimate of
variance for E rr,
ft
n(k —l

' "
( - f l —------

)

(-A**#)"1,

( . )
2

1 0

) 2

where Ag is an estimate of A*, found by solving equation (2.7).
To verify the consistency of the above estimate a small simulation study
was run. Multivariate normal data was generated. Using the estimate of location
and estimate of variance for the procedure, confidence intervals were generated for
each fiij. An estimate of the confidence level was obtained by counting the number
of intervals that captured the true mean. The estimates used in this simulation
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study were least squares, Wilcaxon with drop estimate of scatter, and HR. This
process was repeated 100 times and on each iteration 95% confidence intervals
were formed. The true population mean was
192

263 138 186

180.5 298 161 209
and the true population variance was
335.928 323.341

156.073 71.993

323.341 1154.853 301.035 106.245
156.073 301.035 341.928 42.064
71.993

106.245

42.064 740.739

The results are presented in the table . For each estimate, the estimated confi
1

dence level is displayed. The third row in the table above shows the results for
Table

1

Estimate of Confidence level
Least Squares 0.9525
Wilcaxon
0.9525
HR
0.25
HR w/ MCD 0.9538

HR estimate of location with the estimate of variance discussed in this paper.
The fourth row in the table shows the HR estimate of location and the minimum
covariance determinant (MCD) estimate of variance, scaled to be consistent for
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true population variance under multivariate normal data. Based on the results
of this simulation study, we felt that the variance estimate presented in the pa
per, equation (2.10), performed poorly. As shown above, under an elliptical error
distribution, Ejyji is proportional to the variance covariance matrix of the error
distribution. This allows estimation of var(Effji) using the MCD estimator. It
should be noted that we did not throw out estimate ( . ), in the examples and
2

1 0

in simulations we used both estimates of the variance, the original ( . ) and the
2

1 0

MCD estimator.

Wald-Type Tests
The Wald-type test statistic for hypothesis ( . ), under model (1.1), is
1

2

given in the following theorem. Let E » r be an estimate of E = B ~ XA B ~ X
formed by substituting estimates into equation ( . ).
2

8

Theorem 2.2.7. Let
Thr = lr(^A H *JiO 'W W 'ir)-, A r (4ASR*r)[Jir'E8»Jif]-1.
1

Then
THr is asymptotically X2{qs,6hr),
where 9Hr = triAfiK)'[A(W "W )-lA']-l{AiiK)[K'EIC]-1.
Proof. From the asymptotic distribution of fxHR given in equation (2.9) we have
AfxHRK is asymptotically Nq<t{Atx K ,A { W ,W ) - lA \ K ,'£K).
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Let
TBK = a (A iittRlC ) '( A ( W W ) - 'A T '{ A iiBII) ( K ' t HKK ) - '.
By theorem 2.1.1 and the substitution method, substituting E // r for E*rft we
have
T hr is asymptotically ^(gs, Our)
where Orr is given above.

Algorithm
The HR estimate combines the Ll median and the Af-estimate of scatter
proposed by Tyler (1987). The Ll median is the value of 0 that minimizes the
following dispersion function
DlW i-911*=1

The M-estimate of scatter is the value of A* that solves
^
^

M x i - o ) ( * i - o ) ' 4 > = k- i T
|| M x i - e w

The main algorithm for calculating

O rr

is an iterative process. Let (0<j, Ao)

denote the initial starting point, the method used for finding an affine equivariant
starting point is described below, see Hettmansperger and Randles (2001). Let e
be a fixed given tolerance. The algorithm that calculates itHR can be described
as follows:
1. Using A t-i transform the data as yi = Ar-iX, i = 1 ,..., n.
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A

A - I *

2. Calculate the Ll median using the transformed data, then 0r = A

0v,r.

3. Using 0r, find Ar by solving the second equation.
4. If 0r —0r~\ < f, stop and set

= 0r, otherwise go to step 1.

The algorithm used for calculating the Ll was developed by Bedall and
Zimmerman (1979) and a Fortran program implementing the algorithm was down
loaded from StatLib wmw.lib.stat.cmu.edu.
Let c-r be a fixed and given tolerance, then algorithm for determining A#
can be described as follows.
1. Let Ao = Chol(Sol), where

i ^

0

(X j-o K x j-o y
\\* i- e \\2

'

2. Form
A& = A t - i A t - 2 " ‘AQ
_

3. If ||5* - i

/ | | 2

1

Aju{Xj - 0)(Xj - 0)'A

< er stop and set A^ = A&, otherwise let A t = Chol(St l)

and go to step .
2

In the above algorithm, Chol(A) denotes the upper triangular Cholesky factoriza
tion of A, scaled so that the upper left element is 1. And in step 3, ||

-

|| 2

the usual Euclidean distance.
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The starting point for algorithm is the pair (0o,t>A m) that minimizes
S(0O,i, ^fl,i)S(®0,ii A),»)

where
on1

^_ 1

a

Aoj) - “

Am(*» - 0<m)

^ i7i- /-----n i=l
»=i IIAm(*» _ 0«m)||
2

In the above, Oq^ = Xi and the algorithm for Tyler’s (1987) scatter matrix is used
to determine -Am-

2.2.3 Hawkins and McLachlan
Hawkins and McLachlan (1997) proposed a high-breakdown estimate of
multivariate location and scatter for use in linear discriminant analysis. As dis
cussed in section 1.4, one allocation principle used to derive a classification rule
is to minimize the probability of misclassification. The starting point of classi
cal classification rules is to derive the classification rule under the assumption
of normality and then to substitute the maximum-likelihood estimators in for
the parameters fMi, i = , . . . ,
1

<7

and £ . These estimators have zero-breakdown.

The goal of Hawkins and MacLachlan (1997) was to provide a high-breakdown
methodology for linear classification. One way of doing this is to allow the homoscedastic discriminant analysis model to accommodate outliers. This can be
done by redefining the model as the mean-shift outlier model, i.e.,
Xij is distributed #*(/** +

, E) i = , . . . , g, j = 1 ,..., n,,
1
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where the parameters aty are the mean-shift parameters. The outliers are defined
as having non-zero mean shifts, a y # .
0

Let

{

0

Xij is an outlier
is not an outlier.

1

Then MLE’s for this model are
n,
A, = ^

------.
i=i

&ij = (1 ~ h } ) ( * i j — A i)»

and
S =^
i=l J

- A,/A1-

= 1

Let C represent the number of “inhere” in the data, then n —C is the
number of outliers in the data set. The maximization involves two steps; first
determine which cases are outliers, then form the MLE’s using the observations
that are not outliers. The maximized log-likelihood is
9
2 1

n L = ~ Y l rij In |S| - tr
s=i

1

“ Ai)(*v -

~ A J'j

which is a linear function of the negative generalized variance —|E|. Therefore,
the cases with the greatest chance of being outliers are those observations whose
deletion leads to the smallest value of the generalized variance. Hawkins and
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MacLachlan (1997) refer to this criterion as the minimum within-group covariance
determinant (MWCD). If the data comes from a single group, then their criterion
reduces to the minimum covariance determinant (MCD) criterion.

Breakdown Properties
Breakdown is a robustness property that is defined as the smallest propor
tion of observations that can force an estimator to be unbounded. Breakdown for
location occurs when /i, becomes unbounded and breakdown for scale occurs when
E becomes the zero matrix. The first type of breakdown is referred to as “explo
sion" and the second type is referred to as “implosion”. Let m*, t = 1,2,

. . . , < 7

denote the number of inliers in each group and let C denote the total number of
inliers. Then Hawkins and MacLachlan (1997) argue that if
m > 1
then explosion is avoided and if
n + k+ g -l
C>

2

then implosion is avoided. Therefore, if the number of observations in each group
is at least half the number of inliers and if the total number of inliers is at least
(n + k + g — l) / , then no breakdown is guaranteed.
2
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Large Sample Properties
Let mj denote the number of inliers in group t, i = ,2 ,... ,g. Then the
1

estimate of location and variance proposed by Hawkins and McLachlan (1997)
are the maximum likelihood estimates based on the n—C inliers. The estimate of
location is
mj
J=i

and estimate of variance is
9 mi
s Hwk — y i
1 = 1

A i ) ( * i j ~ A » )V n ; = 1

Let,
/*!
fh

where fa is defined above. Then
MHAf is asymptotically N9je{§i, (W'W)~l,E)
The estimate of £ proposed by Hawkins and McLachlan (1997) is a biased
estimate of the true covariance matrix £ . The bias factor is
p(A) = F(m\k + 2)/F{m\k),
where F(m[p) represents the cumulative distribution function of a chi-square ran
dom variable with p degrees of freedom and F(m|p) = A.
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Wald-Type Test
The Wald-type test statistic for testing the general linear hypothesis ( . )
1

2

is
Thu = t'(Ai>„HK)'{A(W'W)-lA r'(A iiH u K ){K '± „ MK r ' .
ilfiM is scaled to be consistent for £ at the multivariate normal. The test statistic
Tan is asymptotically distributed as a chi-square random variable with qs degrees
of freedom and noncentrality parameter 9 = tr(AfiK)'(A(W 'W )~l A')~l[K'^lK]~l
which is nonnegative and only equals zero under the null hypothesis.

Algorithm and Program
We downloaded the program written in Fortran from Douglas Hawkins
web site at www.stat.umn.edu/~doug/software/software.htm. This program uses
the feasible solution algorithm proposed by Hawkins (1994). This algorithm starts
with a random selection of C cases labeled as inliers. Then a search is made for
the pairwise swap of a case labeled as inlier with a case labeled as an outlier that
produces the maximum reduction in the determinant of the within covariance
matrix. If such a swap is found, then it is made and the process is repeated
until no pairwise swap can be found. At this point, the solution is labeled as
a “feasible solution”. This process is then repeated and the best solution over
all random starts is termed the true optimum. Hawkins suggested, based on
simulation results, that

1 0 0 0

random starts should be used.
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2.3 Discriminant Coordinates Examples
In this section we present the traditional and robust discriminant coordi
nate representation on two data sets. But these are only examples. They do not
tell us which estimates perform better or worse and under which conditions. To
investigate this graphically would be unrealistic. Separation and allocation are
two goals in discrim inant analysis. One way of measuring how well a procedure
separates the groups of data is to use the separation function to classify the data.
An estimate of the error rate will be one way of determining how well the pro
cedure separated the data. Using this method, we will investigate the traditional
and robust discriminant coordinate procedures over a range of error distributions.
These results are presented in section 4.5.
The robust procedures that we use are: the Wilcoxon quadratic, the Wilcoxon
drop, the HR estimate with MCD estimate of variance, the HR estimate with the
original estimate of variance and the Hawkins estimate with a randomly selected
coverage. The MCD program did not find a solution for the Iris data set, so the
HR estimate with MCD estimate of variance will not be included in the Iris exam
ple. Both of the examples presented in this chapter hint at the need for a larger
kernel; a kernel that includes differences in variability along with differences in
location.
Each of the discriminant coordinates methods presented in this chapter are
available for use on the world-wide-web. The url is
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vmw.stat.xmnich.edu/slab/IHscTim/index.htmL
On this web page, the user has the choice of which type of estimate to use,
Least Squares, Wilcoxon quadratic, Wilcoxon drop, HR with MCD estimate, HR
with original estimate and Hawkins. The amount of coverage for the Hawkins
procedure is randomly selected from a range of 0.55 to 0.95 in increments of 0.5.
The format for data input is X \/, where X is the n x k matrix of observations
and / is a column of groups indicators. It is assumed the groups are labelled
1 , 2

,...,g . On the input page, the user also has the option of selecting plots of

the discriminant coordinates. There is an option to obtain a matrix plot of all
discriminant coordinates and an option for user specified discriminant coordinate
plots. Each of the plots presented in this section were obtained from the web. In
the plots presented in this section, group one is indicated with red circle, group
two with green triangles and group three with a blue pluses.

2.3.1 Iris Data
Fisher’s (1936) classic iris data set consists of three species of iris and 50
observations of each species. The four variables are sepal length, sepal width, petal
length and petal width. Since one of the species was taken from a different colony,
Fisher hypothesized that one of the species, denoted with a blue plus, might differ
in both location and variability. Group one is denoted with red circles, group two
with green triangles and group three with blue plus.
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Figure 5 is a plot of the first two traditional discriminant coordinates. The
first discriminant shows a difference in location between the three groups. From
the plot the third group does not appear to have more variability than the other
two groups.

-9

0

9

Figure 5. Iris Data - Least Squares

Figure

6

is the plot of first two robust discriminant coordinates using the

Wilcoxon Wald-type test. The first discriminant coordinate is showing a difference
in location between the three groups, with group one being separated further from
the other two groups. From the plot there does not seem to be a difference in
variablility in the three groups.
Figure 7 is the plot of the first two robust discriminant coordinates using
the Wilcoxon drop in dispersion test. From the plot, the first discriminant coordi
nate shows a difference in location with group three being further away from the
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Figure 7. Iris Data - Wilcoxon Drop

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

53
other two groups. In addition, from the plot, the second discriminant coordinate
is picking up a difference in variablility between the three groups, such that group
three has more variability.
Figure

8

is the plot of the first two robust discriminant coordinates using

the HR Wald-type test based on the HR estimate. As with the first two plots,

8

a

a
a
8

Figure . Iris Data - HR Original Variance Estimate
8

5 and , the first discriminant coordinate shows a difference in location with one
6

group being further away than the other two groups. But from the plot there does
not seem to be a difference in variablility between the three groups.
Figure 9 is the plot of the first two robust discriminant coordinates using
the Hawkins Wald-type test. The first discriminant coordinate is indicating a
difference in location between the three groups, with group one being further
from the other two groups. The second discriminant coordinate is picking up a
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Figure 9. Iris Data - Hawkins and McLachlan

difference in variablility between the three groups. It appears from the plot that
group one has less variablility than the other two groups.
In this example data set we could say that the robust coordinates derived
from the Wilcoxon drop in dispersion test and Hawkins Wald-type test “won”.
The coordinate representation from both of these tests picked up a difference in
location and a difference in variablility. The traditional discriminant coordinates,
along with HR and Wilcoxon Wald-type test, only showed a difference in location.

2.3.2 Banknote Data
The banknote data set was taken from Flury and Riedwyl (1988). This
data set consists of six variables measured on genuine and counterfeit swiss bank
notes. The six variables are length of the bill, width of the bill measured on left,
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width of bill measured on the right, width of margin at bottom and width of
margin at top. The interesting fact about this data set is that the counterfeit
group, group two, consists of two subgroups that differ in location, see Flury and
Riedwyl (1988). Group one, genuine banknote group, is denoted with red circles
and group two. counterfeit banknote group, is denoted with green triangles.
Figure 10 is the plot of the first two traditional discriminant coordinates.
The first coordinate shows a difference in location between the two groups, but
we would not know that the counterfeit group actually consists of two subgroups.
From the plot there does appear to be an outlier in the genuine group.
MiBrtwlHiHi C i i r — m - 1 M I

tmmrm

I
I

i
'• 0

m

m

too

Figure 10. Banknote Data - Least Squares

Figure 11 is the plot of the first two robust discriminant coordinates derived
from the Wilcoxon Wald-type test. From the plot, the first coordinate shows a
difference in location between the two groups. We can also see that the second
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coordinate is pulling a few points from the counterfeit group further out. From
this plot, we would suspect that the counterfeit group actually consisted of two
subgroups. From the plot we can also see that there appears to be one outlier in
the genuine group.

5
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5
tm

| s
i

s
5
110

Figure

1 1

114

HO

. Banknote Data - Wilcoxon Wald

Figure 12 is the plot of first two robust discriminant coordinates derived
from the Wilcoxon drop in dispersion test. In this plot, the first coordinate shows
a difference in location between the two groups, in the lower left-hand corner. The
second discriminant coordinate has split the counterfeit group into two subgroups.
From this plot it is evident that the counterfeit group actually consists of two
subgroups. This was verified by Flury and Riedwyl (1988).
Figure 13 is the plot of the first two discriminant coordinates derived from
the HR Wald-type test with the MCD estimate of variance. From this plot, there
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Figure 12. Banknote Data - Wilcoxon Drop

is a difference in location between the two groups, but as with the traditional dis
criminant coordinates we would not have any indication that group two consisted
of two subgroups. This coordinate representation is picking up the outlier in the
genuine group.
Figure 14 is the plot of the first two discriminant coordinates derived from
the HR Wald-type test with the original estimate of variance. From this plot, the
first coordinate shows a difference in location and it is picking up the outlier in
the genuine group. But the coordinate representation is not picking up the two
subgroups in the counterfeit group.
Figure 15 is the plot of the first two Hawkins discriminant coordinates.
From this plot, the first coordinate shows a difference in location between the two
groups and it is picking up the outlying point in the genuine group. The goal
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Figure 14. Banknote Data - HR with Original Estimate
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of discriminant coordinates is to detect clusters in the data. From this visualiza
tions, we would have no idea that the counterfeit group actually consisted of two
subgroups.

*•

I

8

Figure 15. Banknote Data - Hawkins Coverage 95%

In this example, the discriminant coordinate representation based on the
Wilcoxon Wald-type test and the Wilcoxon drop in dispersion test performed the
best. In both visualizations, a difference in location between the three groups was
seen and the subgroup was shown. Though the Wilcoxon drop in dispersion did
the best, the two subgroups is only hinted at in the Wilcoxon Wald-type test. The
Wilcoxon drop in dispersion tests picks up extra degree of freedom, which is the
reason it shows the subgroup in the counterfeit group.
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CHAPTER III
SIR, SAVE, SIR 2 AND SMVCIR
3.1 Introduction
In chapter II, the discriminant coordinate methodologies obtain a column
bases which best separate the groups of observations. These bases are essentially
driven by differences in locations among the groups; E{Xi) — E(xi),i = 2,... ,g;
except for the method based on the drop in dispersion test. For traditional meth
ods, means are used to estimate location and for robust methods, other location
functionals can be used. At times though, simply using differences in location
may not be enough. As an illustrative example, suppose that g = 2, X \ is dis
tributed

iV3 ( 0 ,

/) and X 2 is distributed JV (0, E), where E = diag(l,l,9). Let
3

m = n2 = 30. In each plot, group one is indicated with red circles and group two
with green triangles.
Figure 16 is the plot of first two traditional discriminant coordinates from
this simulated data set. FYom the plot, there does not appear to be a difference
in variability between the two groups. Figure 17 is a plot of first two traditional
SAVE coordinates. From this plot, we can see that the second group has more
variability than the first group.
In this chapter we present methods that expand the basis to include other
60
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Figure 16. Variance Difference - Traditional Discriminant Coordinates
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Figure 17. Variance Difference - Traditional SAVE Coordinates
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differences besides location. We start this chapter by describing the method sliced
inverse regression (SIR). The basis obtained by SIR is the same as the basis
obtained by traditional discriminant coordinates, except for a different estimate
of variance. The SIR subspace was expanded, by Cook and Weisberg (1991),
to include differences in variance-covariances. This method is known as SAVE,
sliced average variance estimation. It is from the SAVE subspace that our two new
methods, SIR 2 and SMVCIR, were developed. SIR and SAVE were originally
proposed in the regression context, and that is where we begin. The response
variable for the visualization methods presented in this chapter can be continuous
or discrete. See section 3.7 for examples were the response variable is continuous.
Much of the notation and terminology used in this chapter was established
by Li (1991) and Cook (1998). Consider the following general regression model
y=

(3.1)

where / is an arbitrary unknown function, x is a k x vector of predictors and e is
1

an n x

1

vector of errors and assumed independent of x. When this model holds,

the projection of x onto the r(< fc)-dimensional subspace (P\x, ..., ftTx) captures
all the information of y contained in x. Hence, the fc-dimensional vector x can be
replaced by the r-dimensional vector B x, where B = [^l7..., £ r]'. Model (3.1) is
equivalent to saying that the conditional distribution of y given x is the same as
the conditional distribution of y given Bx. Basically, the variable B x captures all
the information about y that is contained in x. Provided that r < k, by replacing
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x with B x we have effectively reduced the dimension from k tor. The subspace
spanned by B , S(B), is referred to as the dimension-reduction subspace.
Since the function / in model (3.1) is not specified, the vectors

... ,/9r

are themselves not identifiable, but their directions are. Therefore we simply need
to find an estimate of the basis S(B). In this chapter we present four methods
for estimating a basis for <S(B). SIR and SAVE have recently appeared in the
literature and have proven quite useful in the graphical exploration of multivariate
data. But both of these methods use traditional least squares estimates. Robustification of these procedures can be achieved by replacing the traditional estimates
with robust estimates. The visualizations based on the robust methods should be
much less sensitive to outlying points. The third and fourth procedures discussed
in this chapter, SIR 2 and SMVCIR (sliced mean variance covariance inverse re
gression), are new procedures. The graphical procedure SIR

2

starts with the

same subspace as SAVE, but allows the user to select the most important vectors,
in terms of a relative order, in the subspace. With this increased flexibility, the
researcher knows which variables and which group differences are most important.
With the procedure SMVCIR, instead of using differences in variance-covariance
matrices, we use differences in group variances and differences in group covari
ances. Therefore, the procedure SMVCIR expands the SAVE spanning set by
g —1 differences. We also order the columns in the SMVCIR spanning matrix.
For the two new procedures, we present both traditional and robust results. The
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robust estimates used with in this chapter are the Wilcoxon, discussed in section
2

. . , Hettmansperger-Randles (HR) estimate, discussed in section 2.2.2, and the
2

1

Hawkins-McLachlan estimate, discussed in section 2.2.3.
In section 3.2 we discuss traditional and robust SIR, in section 3.3 we
discuss traditional and robust SAVE, in section 3.4 we describe the new procedure
SIR 2 and robust versions of it and in section 3.5 we describe the new procedure
SMVCIR and robust versions of it. Since r, the true dimension of the kernel,
is usually not known, inference on r is required. In section 3.6 we discuss a
bootstrap test that can be used for any of the visualization methods presented
in this chapter. In section 3.7 we discuss objectives and present a few examples
when the response variable is continuous.

3.2 SIR
Sliced inverse regression (SIR) uses the inverse mean function, E(x\y),
to estimate S(B), the dimension-reduction subspace. We sketch Cook and Lee
(1999) below, which shows that under model (3.1) and condition (3.2), the stan
dardized inverse regression curve, E{z\y) is contained in S(B ), where z — E-l/ (x—
2

£(*)). Since E{z\y) is easy to estimate, a basis for «S(£(z|y)) will provide an
estimate of a basis for S(B).
In order to provide an estimate of the dimension-reduction subspace using
E(z\y), the following condition is imposed on the distribution of z. If is a basis
7
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for S(B), then
E(z\Pyz) = Pyz.

(3.2)

This condition is referred to as the linearity condition, since it is equivalent to
requiring that E{z\P1z) be linear. When the distribution of x is elliptically
symmetric this condition is satisfied. Under model (3.1) and the linearity condition
(3.2) the following, from Cook and Lee (1999), shows that «S(i?(z|y)) C S(B).
E(z\y) = E[E(z\PyZ,y)\y]
= E[E{z\P^z)\y)
= E[E(Pyz + ( / - P,)z\P,z)\y\
= E[P7E(z\P,z) + (I - P,)E{z\P,z)\y\
= E[Pyz\y]
= P,B{z\y).
Therefore, <S(£(z|y)) C S(B). In the above proof, the second equality is due to
the fact that under model (3.1), z and y are independent given P1z. The second
to last equality results from the linearity condition (3.2).
The subspace spanned by the SIR kernel matrix is

S ( M ) = S ( £ ( z | v ) E ( z | b ) ') = 5 ( V a r [ E ( z | y ) ] ) .

( 3 .3 )

The method proposed by Li (1991) for finding a basis for S{M ) starts
by partitioning the range of y into H slices and then replaces y with a discrete
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version y, which is a slice indicator. Next, the standardized data matrix, Z, is
partitioned according to y. The sample SIR kernel matrix is given by
a

M SIR = T , — E ( Z \ i = h)E(Z\y = ft)'

(3.4)

"

where E(Z\y = h) is the slice mean of the standardized data matrix for slice h,
Z = ± '~ ‘,2( X - X ) , t ' = £ - , X ( l - P j)X ' and X is the overall mean. Note
that E is the estimate of variance based on the “Total Sum of Squares” matrix.
Let vi,V >- • • >»f denote the eigenvectors corresponding to the largest r
2

eigenvalues At > A > • • • > Ar > 0. The vectors Vi,i = , , . . . , r are re
2

1

2

ferred to as the discriminant directions. An estimate of the basis for S(B) is
«S(«i,» , . . .,wr). A test should be used to determine the number of non-zero
2

eigenvalues. Li (1991) proposed an asymptotic test which is discussed in section
3.2.2. In section 3.6 we present a bootstrap test that is a slight modification of
the permutation test suggested by Cook and Weisberg (1991).
Before obtaining the visualization, we will convert the discriminant di
rections to the original X scale. Let A* and

denote the tth eigenvalue and

eigenvector of sample SIR kernel matrix (3.4). Then
M siR V i = A*Vi

= A*®*
- •—
and multiplying on the left by E
gives
1 /2

E* lBci = AiCi,
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where c* = E* lf2vt. Therefore, in the original X scale, Cj = E*
1

=

. . . . , r are the discriminant directions and the columns of X C , for C = [ci,. . . , <v]

are the discriminant coordinates. When it is necessary to distinguish which pro
cedure was used, we will use SIR discriminant directions and SIR discriminant
coordinates. Note that in the X scale that C*E*C = I.
In discriminant problems, y is naturally sliced according to group member
ship and the number of slices is the number of groups, H = g. Since SIR and the
other graphical methods presented in this chapter can be used with a continuous
response or a discrete response, we will use H to denote the number of slices. For
the discriminant examples, the number of slices will be equal to the number of
groups.
Since we work with the standardized data matrix, Z, the vectors in the
spanning set
S[E{Z\y)) = S[E(X\y = i) - E(X), i = , ,. . . , ff]
1

2

are linearly dependent, hence they don’t form a basis for S{B). Let */, = E(Z\y =
i) - E{Z\y =
1

1

), j = 2

then S[E{Z\y)\ = S[i/2, u3, - •., t/H\ where

/ , • - •, VH are linearly independent and hence form a basis for S(B). In dis
2

criminant type problems, this spanning set tests if H = g means are the same,
therefore it is the same spanning set used in discriminant coordinates, see section
2

. . To see this, lets take a closer look at the sample SIR kernel matrix given in
1
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equation (3.4).
H

M S[R = £

nh*
~^E(Z\y
= h)E(Z |v = />)'

h=l
=

t - in B t - in ,

where B = [E L i &(x ~ * l » = k)E(X - X \y = /i)'l. The term B, is the
“between-slice” variance and in discriminant problems, since y = y, it is the
between-group variance. Recall that the discriminant coordinates were obtained
from a spectral decomposition of E

—1/2 *—1/2
*
BE
, where E = ^ ^ X ( I - Pn)X'

and B is the between-group variance. Except for a different estimate of variancecovariance matrix, M ls , (2.3), is essentially the same as M sir > (3.4), so the
visualization obtained from SIR should be the same as the visualization obtained
using discriminant coordinates. But at times the visualizations differ. As an
illustrative example, consider the following Bordeaux grape data set. In this data
set there are four types of grapes and eight variables. The sample sizes are:
ni = ,
6

7*2

= 7, n =
3

8

and n = 2. The variables are year, weight, sugar, pH, ash
4

alkalinity, total acidity, tartaric acid and malic acid.
Figure 18 is a plot of the first two traditional discriminant coordinates for
the grape data set. From this plot, we can see that the first coordinate shows a
difference in location among the four groups. Figure 19 is a plot of the first two
SIR coordinates for the grape data set. From this plot, the first coordinate does
not show as a clear of a distinction in location among the four groups. In the SIR
visualization, the four groups are not as clearly separated as in figure 18. From
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Figure 18. Grapes Data - Traditional Discriminant Coordinates
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Figure 19. Grapes Data - Traditional SIR Coordinates
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the visualization, it appears as if a few observations have been misclassified. In
this example, the visualization obtained from discriminant coordinates is more
informative then the visualization obtained from the SIR coordinates. In this ex
ample, the estimate of variance based on SST is “larger” than the pooled estimate
of variance, hence there is more noise in the plot of the first two SIR coordinates.
SIR uses information about the first inverse conditional moment, E(z\y),
and at times this may not be enough. As Cook and Weisberg (1991) demonstrate
with an example, if the function / is symmetric about the mean of the marginal
distribution of x, then the centered inverse regression curve, E{x\y)-E{x) = 0 for
all y and hence V[E(x\y)\ is degenerate in all directions. The SIR algorithm will
not give an accurate estimate of a basis for S(B). One way around this problem is
to use higher inverse conditional moments. The other procedures discussed in this
chapter do exactly that; they use information about the inverse variance function
to obtain an estimate of the basis for S(B).

3.2.1 Robust SIR
Robust versions of SIR can be obtained by replacing the lea^t squares
estimate of /* and £ by robust estimates, /xP and £p, where P represents one of
the robust estimates of location discussed in section 2.2. Recall that an estimate
of the SIR basis is given by
S ( B sir ) = S(u , • • •, &h )>
2
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(A* - Ai). i = , . . . , H, A. is the estimate of location for the

where *>* = E

2

ith group and E* = ^ X ' ( I —P \ ) X is the estimate of E based on the “Total
Sum of Squares” matrix.
Then a robust estimate of the SIR basis is
S (B
* — 1/

where U i = E P

2*

s i r ,p )

=

- - •» £ » ,/» )>

(A*,p_ Ai,p)» Am* ** t^ie r°bust estimate of location for group

i and E P is the robust analog of the total sum of squares matrix. The robust
analog of the total sum of squares matrix is obtained by assuming all the data
comes from one slice. The robust sample SIR kernel matrix is
A

A

M S i r ,p = B

A, ^

s ir j

> B S IR j ,.

3.2.2 Asymptotic Test
The asymptotic test presented in this section is applicable to the SIR and
SAVE kernels. Suppose the dimension of S(B) is r, then eigenvalues Ar+i =
• • • = A* = . In practice, the eigenvalues are rarely zero and for full effectiveness,
0

inference on r is usually required. Let Aj denote the jth eigenvalue from the
spectral decomposition of one the SIR kernel matrix. Define,
k
Ar = n ^ 2 Xj.

(3.5)

j=r+1

Li (1991) proved that when z is normally distributed, Ar has an asymptotic dis
tribution with {k-r){g—r - ) degrees of freedom. If z is not normally distributed
1
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but has an elliptically symmetric distribution, Cook (1998) showed that A, is dis
tributed as a linear combination of chi-squared random variables, but the weights
are not known and must be estimated in practice using a bootstrap method.
Using an iterative method, the statistic \ m can be used to estimate r, the
dimension of the kernel. A series of tests are performed to test the sequence of
hypothesis m = 0 ,...,k — . Start with m = 0. The hypothesis of interest is
1

H0 : r = m. If Am is greater than the upper —a percentile of ^ [(k —r)(y—r — )]
1

1

distribution, conclude that r > m, increment m and repeat the process, provided
that m < k - . If m = k —1, conclude that r = k. If Am is not greater then the
1

upper a critical value x [(fc—r)(9~r _ l)] then there is no evidence to contradict
2

the hypothesis, so the dimension of r = m.

3.3 SAVE
Sliced average variance estimation (SAVE) was originally proposed by Cook
and Weisberg (1991) and further refined in a series of articles; see, Cook and Lee
(1999), Cook and Critchley (2000) and Cook (2000). SAVE uses an estimate of the
inverse covariance space, «S[V(z|y)] = S[I — V(z|y)], to estimate the dimensionreduction subspace S(B). Cook ((1998)) argues that under certain conditions
the inverse covariance function is contained in S(B), the dimension reduction
subspace. The first condition imposed in the linearity condition (3.2). The second
condition imposed is the constanct variance condition (3.6, which is given below.
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It is referred to as the constant variance condition because it is equivalent to
assuming that V{z\P1) be constant. If

7

is a basis for 5(B), then the constant

variance condition is
V(z\PyZ) = I - P7.

(3.6)

Assume conditions (3.2) and (3.6) hold and model (3.1), then Cook and
Lee (1999)show
V(z\y) = £[V(z|P,z,y)|y] + V[E(z|P,z,y)|y]
= E[V(z\P,z)\y] + V[E{z\P7z)\y\
= E[V(PjZ + ( / - P )z|P,z)|y] + K(P,z|y]
7

= E[V(PJz\P1z) + V((I - P,)z|P,z)|y] + P,V(z|y)P

7

= B [(/ - P,)V'(z|P,z)(/ - P,)|y] + PyV(z\y)P7
= I - P, + P,K(z|y)P,.
Combining terms gives,
/ - V(z|y) = P ,[/ - V(z|y)]P,.
Therefore, 5[V(z|y)] = S[I —V{z\y)\ C 5(B). In the above, the second inequal
ity is due to the fact that under model (3.1), z and y are independent given Pyz.
Any weighted average of / —V(z\y) can be used to estimate a basis for 5(B).
The subspace spanned by the SAVE kernel matrix is
S ( M ) = S [ E ( r - V ( z \ y ) 2}.
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(3.7)

The algorithm for SAVE starts the same way as SIR does. The range of
y is partitioned into H distinct slices and y is replaced by a discrete version y,
where y indicates the slice. The standardized data matrix, Z, is then partitioned
into slices according to y and the slice variance-covariance matrix is determined.
The sample SAVE kernel matrix is
Xf = £ ^ [ / - V ( Z | y =

(3.8)

* ) ] 2

h=l

. *—
where V(Z|y = h) is the variance-covariance matrix for slice h, Z = E
(X —
1 /2

X ), E* = ~ ^ X ( I —P \) X ' and X is the overall sample mean.
Let

. • •, Mr denote the eigenvectors associated with the r largest

eigenvalues of the sample SAVE kernel matrix (3.8), Aj > A > • • • > -V > 0. An
2

estimate of the basis for 5 ( B

)

is 5 ( « i , . . . ,

tir).

As with SIR, inference in r should

be used to determine the dimension. See section 3.6 for discussion of a bootstrap
test. The vectors Ui,i =

are referred to as the discriminant directions in

the Z scale. As with SIR, before using the discriminant coordinates to visually
investigate the data, we want the discriminant directions in the X scale. The
summation term in the sample SAVE kernel matrix (3.8) can be written as
(/ - V(Z\y = h)\2 = [/ - V(Z\y = *)][/ - V(Z\y = A)]
=
where

- £ lW] i r ' [ f - £ * * ]£ " 1/J,

= V (X — X \y = h). If A* and Vi denote the ith eigenvalue and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

eigenvector, respectively, of (3.8), then

**and multiplying on the left by E

1 /2

gives

- E * * ))2* = A .C .,

* •—
where Ci = E
v, is the zth SAVE discriminant direction in the original X
1 /2

scale. The corresponding SAVE discriminant coordinates are the columns of X C ,
where C = [ci,...,<v]. We will use the generic terms discriminant directions
and discriminant coordinates, unless it is necessary to distinguish that the SAVE
procedure was used. As with SIR, in discriminant problems, the number of slices
is the number of groups and y is naturally partitioned according to the groups.
Discriminant coordinates, and hence SIR, described in sections

2 . 1

and

section 3.2, assumes homogeneity of the variance-covariance matrices. Discrimi
nant coordinates are exploratory in nature and hence this assumption if often too
restrictive. One way around this is to expand the space of the kernel to include
the differences in the variance-covariance matrices along with differences in the
means. This is exactly what SAVE does. Cook and Critchley (2000) present one
method for showing this, this is another way.
Define
^ = V(Z\y = «•)
A, = Ej —Ei, t = , . . . , H.
2
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Then,
S[V(Z\v)\ = S{E{1 - V(Z|»))J]
=

5[ lTi ( / — S i ) 2 H

=

5 { [ n/ 5FT( J -

F 1Tg(I — E j y ) 2 ]

E x) , . . . , V S J ( J - E

- E x ) ,. . . , v « * ( J - S * )]'}

S[I —E x , —Effl
‘H
S
7Tfc(/ —Eft), A2, .. ■, Ag
./»=l
■H
S ^r,KiE (Z \y = h)E(Z\y = h),, ± 2,.
,h=l

<S[A2, . - -, A h , u 2, . . . , v r ].
The second from the last equality comes from
l = V(Z) = £T(V(Z|»)] + VlE(Z\y)}
H

H

= 5 2 ThS h + £ **E(Z\v = h)E(Z\y = hY
h=l
fc=
1

The fact that S \ y ( E ( Z \ y ) ) \ = S { y 2, ..., vg) was shown in section 3.2.
From the above, we can see that SAVE captures a larger portion of the
dimension-reduction subspace. But at times, this additional information comes at
a significant cost. For SAVE, we have expanded the SIR kernel matrix to include
differences in variance-covariance matrices. Because of this, often differences that
exist in E(Z\y) can be masked in the visualization obtained by SAVE. As an
illustrative example, consider a data set taken from Forina et. al. (1986). The
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data is from chemical analysis of wines from the same region in Italy but taken
from three cultivars. The measures were taken on thirteen attributes of the three
types of wine, with ni = 59,

= 71 and n = 48. The thirteen variables are
3

alcohol, malic acid, ash, alkalinity of ash, magnesium, total phenols, flavanoids,
nonflavanoid phenals, proanthocyanins, color intensity, hue, OD280/OD315 of
diluted wines and Proline. In the plots, group one is indicated with red circles,
group two with green triangles and group three with blue pluses.
In this example, the SIR subspace is 5(i/3, / ), which has dimension r < 2.
1

2

The SAVE subspace is 5(A 3, Ai,*/ ,i/ ), which has dimension r < 13. Figure
3

2

20 is the plot of the first two SIR coordinates and figure 21 is the plot of the
first two SAVE coordinates.

The SIR plot is showing a difference in location

m

i
n

4

5

7

Figure 20. Wine Data - Traditional SIR Coordinates

for the three groups. In the SAVE plot, the first coordinate shows group one
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Figure 21. Wine Data - Traditional SAVE Coordinates

differing in location from groups two and three, but groups one and two are not
clearly separated. The second coordinate is showing that the third group has
more variability than the other two groups. In this example, clearly expanding
the kernel matrix to include differences in variance-covariance matrices masks the
difference in location between the second and third group. We will return to this
example when we discuss the SIR 2 procedure. By selecting which vectors make
up the subspace, the SIR

2

visualization shows both difference in location and

scale.
Cook and Yin (2001) used this example, but only used six of the original
thirteen variables. The six variables included were: ash, alkalinity of the ash,
magnesium, total phenols, flavonoid concentration, and color intensity. Using
these six variables, SAVE found both a difference in location and a difference in
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variance-covariance between the three cultivars.

3.3.1 Robust SAVE
Robust versions of SAVE can be obtained by replacing the least squares
estimate of fi and E by robust estimates, ftp and E/>, where P represents one
of the robust estimates of location discussed in section 2.2. As shown above, an
estimate of the SAVE subspace is
S { B savb)

= «S(^27..., A#, U2, ..., &h )

where A, = E _ / ’(Ei+l - E ^ E "1' 2*, Ej is the variance-covariance matrix for
1

2

group t, E* and Ui are defined above. Then the robust estimate of the SAVE
subspace is
S{B saves)

where A<j> = £ ; ‘/2*

= «S(Av», •••»A h,p , u%p, • • • &h j >)
7

- i ,j> ) tp n \ i,,.P = t p','‘' ( ^ P - f o ) , ±,.P is

the robust estimate of the scatter matrix for group t, Ep is the robust analog of
total sum of squares matrix and

is the robust estimate of location for group

t. The robust estimate Ep is calculated by assuming all the data comes from one
slice. The robust sample SAVE kernel matrix is:

M S A V E S = B SA V E J> B S A V E S '
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3.3.2 Comparison of Two Save Subspaces
In the beginning of this section, 3.3, we showed that the two subspaces
<5(F{Z\y)) and (A , . ••, A a, v 2, . . ., u H) were equivalent. It is the second sub5

2

space that we used to obtain an estimate of the SAVE kernel matrix. In all
the examples presented in this chapter and in the simulation results presented in
chapter IV, we used the following sample SAVE kernel matrix:
M

SAVES

= [A2^>, • • • , A U S ’

• •• t &Hs ]

[

• • •»

^2^», • •,
(3.9)

where P represents a generic estimating procedure.
The software Arc developed by Cook (1998), which provides a SAVE pro
cedure, uses the sample SAVE kernel matrix given in equation (3.8). Even though
the two subspaces are the same at the population, the visualization obtained from
the two approaches maybe different. Consider the following illustrative example.
Suppose that g = 2 and ni = n2 = 100. Let Jfi be distributed .V ( , £i), where
4

0

Ei = / , and let X 2 be distributed V ( , £ ), where 2 is a 4 x vector of twos and
4

£

2

2

2

1

= diag( , , , ). Figure 22 is the plot from Arc of first two SAVE coordinates.
6

6

6

6

In this plot, the first coordinate is showing a difference in variability between the
two groups, but there does not seem to be difference in location. Figure 23 is the
plot of first two traditional SAVE coordinates obtain from spectral decomposition
of kernel (3.9). In this plot, the first coordinate is showing a difference in loca
tion between the two groups and the second coordinate is showing a difference in
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Figure 23. SAVE
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variability between the two groups. In this example, the visualization obtained
from the spectral decomposition of kernel (3.9) provides more information than
the spectral decomposition of kernel (3.8).

3.3.3 SAVE Examples
In this section, we present two examples using simulated data. Suppose
that g = 3, k = 4, ni = 100,

= 75 and

7 1 3

= 25. Let

E ( X l) = , E ( X 2) = 3 E (X 3)' = [0,0,0,7],
0

(3.10)

where the vector 3 is a 4 x 1 vector of all threes and let
Var(X1) = /,

Var(JCa) = diag(2,2, ,2) Var(X3) = diag(3,3,3,3).
2

(3.11)

For notational convenience, let HRO denote the HR estimate of location with the
original estimate of variance and let HRM denote the HR estimate of location with
the MCD estimate of variance. Also, let Hawkins refer to the Hawkins-McLachlan
estimate of location.
In each of the plots presented in this section, group one is denoted with
red circles, group two with green triangles and group three with blue pluses.

Example 1
In the first example, we assume that X i , X 2 and X are distributed mul
3

tivariate normal with means given by (3.10) and variances given by (3.11).
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Figure 24 is the plot of the first two traditional SAVE discriminant coor
dinates. From the plot we can see that the first coordinate is showing a difference
M V t-L M

m
to
M
e

n
•I

Figure 24. SAVE Example

t

0

1

t

3

- Least Squares

in location, though there is not a clear separation between groups one and two.
The second coordinate is picking up a difference in variability, with the first group
having less variability than the other two groups.
Figure 25 is the plot of the first two Wilcoxon SAVE discriminant coordi
nates. From the plot, we can see that the first coordinate is showing a difference
in location between the three groups. The plot shows a clear separation in loca
tion among the three groups, with one observation in group three that appears
to be misclassified as a group two observation. The visualization is also showing
a difference in variability among the groups, with group three exhibiting more
variability than the other two groups.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

84
IA V E -

s
8

8

1 ’
O
a

8

0

20

40

40

Figure 25. SAVE Example 1 - Wilcoxon

Figure 26 is the plot of the first two HRM SAVE discriminant coordinates.
From the plot, we can see that the first coordinate is showing a difference in
location between the three groups. The plot shows a clear separation in location
between the three groups with one point in group two that appears to be an
outlier. The second coordinate is showing a difference in variability among the
three groups.
Figure 27 is the plot of the first and third HRO SAVE discriminant coor
dinates. The plot of the first two HRO discriminant coordinates did not separate
the first and second groups in location. From the visualization, we can see that
first coordinate is separating, by location, groups one and two from group three.
The first coordinate is also showing more variability in group three than the other
two groups. The third coordinate is separating, in location, groups one and two.
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From the plot, it appears that a number of observations have been misclassified.
Figure 28 is the plot of the first and third Hawkins SAVE discriminant
coordinates. The amount of coverage was randomly selected to be 75%. As
M VE - Hh MRB7t% C M M p

I

0

?

4

Figure 28. SAVE Example 1 - Hawkins 75% Coverage

with the HRO estimate, the plot of the first two discriminant coordinates did
not separate groups one and two in location. In figure 28 the first coordinate
is showing a difference in location between group three and groups one and two
and the second coordinate is showing a difference in location between groups one
and two. The first coordinate is showing more variability in group three than in
groups one and two.
In this example, the HR estimate of location with the MCD estimate of
variance is the clear winner, with the Wilcaxon estimate of location as a close
runner up. The visualizations using these methods, shows both a difference in
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location and a difference in variability among the three groups.

Example 2
In the second example, we assume that X i , X i and X 3 are distributed
multivariate t with three degrees of freedom, means given by (3.10) and variances
given by (3.11).
Figure 29 is the plot of the first and third traditional SAVE discriminant
coordinates. The plot of the first two discriminant coordinates did not separate
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Figure 29. SAVE Example 2 - Least Squares

groups one and two in location. From the plot, we can see there is a difference in
location between the three groups. The visualization is also showing that group
two has more variability than the other two groups. There also appears to be a
few outliers and a few observations that seem to be misclassified.
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Figure 30 is the plot of the first and third Wilcoxon SAVE discriminant
coordinates. The visualization is showing that group three differs in location
M VE-

S
K
V *> »
:***♦*

o

m

I t* .
‘

.

g

s

f
8

a
-40

o

ID

40

m

m

CllSND »

Figure 30. SAVE Example 2 - Wilcoxon

from the other two groups and there appears to be a slight difference in location
between groups one and two, though it is not real clear. The plot is also showing
that groups two and three have more variability than group one.
Figure 31 is the plot of the first and third HRM SAVE discriminant coor
dinates. The visualization is showing that group three differs in location from the
other two groups, but there does not seem to be much of a difference in location
between groups one and two. The plot is also showing that groups two and three
have more variability than group one.
Figure 32 is the plot of the first two HRO SAVE discriminant coordinates.
The plot shows a difference in location between the three groups. The visualization
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Figure 31. SAVE Example - HRM
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Figure 32. SAVE Example 2 - HRO
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also shows that groups two and three have more variability than group one.
Figure 33 is the plot of the first two Hawkins SAVE discriminant coor
dinates. The coverage was randomly selected to be 85%. From the plot, there

«

*

a
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«

Figure 33. SAVE Example 2 - Hawkins 85% Coverage

does not appear to be a difference in location between the three groups. The
visualization is also showing that group two has more variability than the other
two groups.
In this example, the HR estimate of location with original estimate of vari
ance is the winner, with the Wilcoxon estimate and least squares as a close runner
ups. Recall that the HR estimate of location with MCD estimate of variance was
the winner in previous example, when the data was distributed multivariate nor
mal.
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3.4 SIR 2
In this section we present a method that allows the users to select which
vectors make up the SAVE spanning matrix. As explained previously, the SAVE
spanning matrix is the SIR spanning matrix expanded to take into account dif
ference in variance-covariance matrices along with differences in location. The
maximum dimension of the SAVE kernel is k, but the SAVE spanning matrix is
k x {k + l)(<f - ), so redundancy exists in some of the columns of the SAVE span
1

ning matrix. The asymptotic test, section 3.2.2, and the bootstrap test, section
3.6, can be used determine the dimension of the SAVE kernel, but these tests do
not tell you which vectors in the spanning set are the most important. Subset
section procedures tell you how to choose the variables that are most important.
In our case, a subset selection procedure can be used to determine which vectors
in the spanning set are the most important. The procedure that we propose is
based on a QR decomposition of the right singular vectors from the singular value
decomposition of the kernel.
For notational convenience, let P represent a generic estimating procedure
and write the sample SAVE spanning matrix as
S (B save )

= S ( A, u) = S iA ^ p ,..., Ahj>, v -i j *, •••>&h,p )-

The SAVE kernel matrix is
M ( A , v ) = S {A ,v)S(A ,v)'.
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The SVD of the matrix S(A, if) is given by
S (A ,v ) = U D V ,

(3.13)

where U and V are orthogonal matrices of the left and right singular vectors,
respectively, and D = diag(oi,...,<r*) where <r, is the ith singular value. As
sume without loss of generality that oi > a* > ••• >

> 0. The values

of, o f,..., of are the eigenvalues of S (A , i/)S(A, if)1 and the columns of U are
the corresponding eigenvectors. Hence, the SVD of S(A, i>) corresponds directly
to the discriminant coordinate analysis of M (A , if).
The first part of our procedure builds the SAVE spanning matrix (3.12)
and the second part obtains an ordering of the vectors in the SAVE space. The
ordering is based on the QR decomposition with column pivoting of the matrix
of right singular vectors, V, from the SVD (3.13). Details of how the ordering is
obtained is described in section 3.4.1 and in chapter 12 of Golub and Van Loan
(1989). As explained in section 3.4.1, a QR decomposition with column pivoting
results in an ordering of the vectors in terms of relative magnitude. Suppose for
example that differences in location are dominant over differences in variance, such
as with the wine data set, see page 76. Then generally, the ordering will select
the vectors of differences in location first. This allows us to visualize differences
in the data with a smaller number of vectors in the SAVE space.
Let s denote the number of columns in the SIR 2 spanning matrix. Methods
for determining s are discussed in subsection 3.4.1. Suppose that we have selected
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the first s columns to make up the SIR
2

2

spanning matrix, B siia Then the SIR

kernel matrix is given by
M sn a = B siiaB snQ.

(3.14)

We then proceed as with other graphical techniques. Let Ai > A > • • • > A* >
2

0 denote the eigenvalues from the spectral decomposition of the SIR 2 kernel
matrix (3.14) with associated eigenvectors

o2»• ••»»*• These eigenvectors are

the discriminant directions in the Z scale, so transform them to the X scale
•

by Cj = £

a***

1 / 2

viti = 1,2,...,fc. Let C = [ci,ca,...,cfc] denote the matrix

of discriminant directions. Then the associated discriminant coordinates are the
columns of Z = X C . As with the other graphical techniques, a plot of the first
couple of discriminant coordinates will provide the best graphical representation of
the data. The advantage of this procedure is that, since the columns were selected
for the SIR 2 spanning matrix, we know which vectors contribute to differences
in the visualization.

3.4.1 Subset Selection Procedure
Based on s, we seek a permutation matrix II such that
5 ( A » n = [ B i : B 2],

(3.15)

where B i is a k x r matrix that can be used to approximate 5(A , u). The
permutation matrix that we seek should select r sufficiently independent columns
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which yield a good approximation to the spanning set S (A , u). If the rth singular
value of B \ is close to the rth singular value of the spanning set, then we can
conclude that B \ is close to spanning set S(A, u). A result in Chapter 12 of
Golub and Van Loan (1989) provides an interval for the smallest singular value
of 2?i- A sketch of their proof of the following result is found at the end of this
section.
Let the SVD of S (A , 0) be as given in equation (3.13) and let II be the
(k + 1)(# —1) permutation matrix defined in equation (3.15). Denote the rth
singular value of B by ar(B). If
Vu V

n'v =

1 2

( 3 .1 6 )

V 2l V v
where V u is a r x r nonsingular matrix, then
V - £ Or(B,) < <7„

(3.17)

1 1 * 7 /1 1 2

where ||A

|| 2

is the -norm of matrix A. The -norm of a matrix is the largest
2

2

singular value of the matrix, i.e., ||-A

=

| | 2

0 1

(A). The condition number of a

square matrix A with respect to the 2-norm is defined as
k(A) = ||X|| ||A
2

-

i

||2

=^ > 1 ,
Vn{A)

This result suggests that we find a permutation matrix that results in V lt being
as well-conditioned as possible, i.e., ideally, choose II such that HVnlh = 1-
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One solution to this problem is to apply QR decomposition with columnpivoting to the matrix [V'u V21] where,
V n

V l2

V =

V21 V 22
is a partition of the matrix V in the SVD, (3.13), such that V n i s r x r . This
gives
Q [ V ' n V'2l] n = [ R ll R l2\ ,

(3.18)

where A n is a r x r upper triangular matrix of rank r and Q is a (k + l)(<y — ) x
1

(k +

1 ) ( < 7

—1) orthogonal matrix. Combining equations (3.16) and (3.18) gives

v„
V21

= ir

Vn

RuQ

v 21

Since A n is of full column rank and the -norm is invariant under orthogonal
2

transformations we have

livr.'lh = lltfRtl'll, = null'll, = ||«r.'l|2.
A QR decomposition with column-pivoting will tend to produce a wellconditioned An, which will lend to V n being well-conditioned. If V n is wellconditioned, then interval (3.17) will be as tight as possible. As described in the
Linpack manual, Dongarra et al. (1979), the QR decomposition algorithm is an
iterative technique that applies Householder transformations separately to each
column of [V'u V21]. When column-pivoting is incorporated into the algorithm,
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the column with the largest norm is brought in first. The computed A matrix
satisfies
3

where if r** < c it is considered negligible. From the above, if rkk < e then rows
k and beyond are also negligible, resulting in a well-conditioned An-

Methods for Selecting s
Inherit in our procedure is the selection of s. The length of the interval
—S h ,ar I could be used to determine r. Though one has to be careful using

(

llVl l b

)

this criterion, since the length of the interval does decrease as r approaches k and
at r = k the length of the interval is zero. At times, a plot of the singular values,
or the length of the intervals (3.17), versus r can be used. This plot is similar to
a scree plot used in principle component analysis, the point where the plot drops
indicates the dimension r of the spanning matrix. Another option is to use the
average of the singular values, r is the number of singular values greater than
the average. The bootstrap test of dimension, section 3.6, can also be used to
determine r.
The method we used often in the examples is iterative. Start with s small,
obtain the visualization, then increase s and obtain the visualization. If the
visualization based on the larger spanning matrix is more informative, repeat the
process, otherwise stop. During this iterative process, the problem at hand should

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

97
be kept in mind and simplicity is important. Suppose for example, that the first
vector brought in is a difference in variance-covariance. One plot that should be
obtained would include all the vectors from the difference in variance-covariance
matrices. But at times this might not give the most informative visualization, see
the examples in section 3.4.2.

Verification of Inequality (3.17)
Let A be an m x n matrix with SVD given by
A = UEV'

where p = min(m, n), U and V are the left and right singular vectors, respectively
and £ = diag(<7i,..., ap) is the diagonal matrix of singular values with <J\ > •• • >
Op > 0. Denote the kth singular value of matrix B by oic(B).
With our procedure, we are interested in finding a permutation matrix P
such that
A P = [Bi B 2] ,

and the columns of B i are sufficiently independent.
To prove theorem (3.4.1), we need the following lemma whose proof can
be found in Golub and Van Loan (1989) or Stewart (1973).
L em m a 3.4.1. Under the above setup,

, ax

Oil A ) =

nun

dim(S)=n-i+1

max ■II<a*I
„ .
|2

||z ||2
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The following theorem, which is Theorem 12.2.1 Golub and Van Loan
(1989), is the main result of our procedure. Below the theorem, we provided a
sketch of the proof found in Golub and Van Loan (1989).
Theorem 3.4.1. Assume the above setup with r as the selected number of columns
of B . If there exists a permutation matrix P of dimension n x n such that
Vu Vn

P ,V =

V 21 V *
where V n isr x r nonsingular matrix, then
4 r r - < <M®i) <
IIV u ll,

Proof. Using Lemma 3.4.1, the rth smallest singular value is
or(B\) — tnin
max IIBi*l|2.
dim(S)=i *€S,iia || =i
5

2

11

But
x
[Bi B 2]

|B i*||a =

0

AP

x
0

The last equality is due to the fact that A P = [Bx B 2]. Then
|B

| *

| | 2

= ||Ay ||2,
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where y = P

x

= y*. Then or(B i) can be written as

0

<rr[Bi) =
<

min
max
IIAy
dim(S)=i *€Sj|*||j=i,y=y
max
||Ay
as€ ,||*ii =i,y=y*
5

<

| | 2

| | 2

2

.. max

y€S,dini(S)=m-r+l

(3.19)

||Ay||2,

where the last inequality is obtained by minimizing over S. Finally, minimize
equation (3.19) over 5, dim(S) = m + r — to get
1

M B i) <

min

max||Ay

| | 2

= ar{A),

dim (S)=m -r+l

which establishes the upper bound in the inequality. To establish the lower bound
of the inequality, write E, from the SVD (3.13), as
0

E=
0

where

E i

e

2

is r x r. Let in be a unit vector such that ar(Bi) =

||B i t i r ||2.

Then

1€
[ B i B 2]

0

AP

w
0
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The last equality is because A P = [0 i

0

]- Then

2

2

w
i)

=

U W 'P

Y

0

E

0

2

a \Y/ 12

Y 21

'

tD

22

This last equality come from the fact that U'U = I. Then
St

0

V'titu

0 s2
= IIExV'uHli + I^V^ttuHi
> IIEiV'uwB
y

EuVw
‘HV'xxwlb

=

III*nW

||2

‘IIV x x H Ia

This last equality comes from the fact that j| V^ttolfe is a scalar. Continuing
<7r2 ( 0 t )

=

H V ltfD ll

\\K m ? _
> ||Vr,llto||ar (A), since <rr(Ex) = or(A)
^

< * r(A )

llv^T III
ar{A)
l|V „ |g

The last equality is because the 2-norm is invariant under the transpose operator.
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The second to last line comes from
l = MU
= IIV'lT'v'u®!!!
< WV'nWlWV' t» ||f ,

3.4.2 SIR

2

property of matrix norms

Examples

In this section, we revisit three data sets that have already been used. The
first data set is the wine data, presented on page 76. This example demonstrated
the price we can pay by expanding the spanning set to include differences in
variance-covariance matrices. We use the traditional estimating procedure in this
example. The other two data sets we revisit are two examples presented in section
3.3.3. With these two examples, we simply use the estimating procedure that was
the clear winner. The visualizations presented in this section were obtained from
the web page www.stat.wmich.edu/slab/Sir2. In the plots presented in this section,
group one is indicated by red circles, group two with green triangles and group
three with blue pluses.
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Wine Example Revisited
Recall that the wine data set has thirteen variables and three groups. The
plot of first two traditional SIR coordinates, see figure 20, showed a difference
in location among the three groups. In plot of the first two traditional SAVE
coordinates figure

2 1

, the difference in location was not as clear as in the SIR

plot. The SIR and SAVE visualizations indicated that the three groups might
differ in variability. In this section, we use our new method SIR 2. The number
of columns in the SIR 2 spanning matrix is (Ar + l)(j — ) = 28. Listed below is
1

the ordering of the vectors in the SIR

2

column space.

28,27,11,23,21,6,5,19,22,1,4,2,3,14,15,16,17,18,8,20,
7,9,13,24,25,26,12,10
Trial and error was the method used to find the most informative visualization.
Using the average singular value indicated that the dimension of the spanning set
was r = . Using the first six vectors in the spanning set resulted in a plot similar
6

to SAVE plot, figure 21. So we started with six vectors in the spanning set and
on each iteration reduced the set by one. The most informative visualization we
obtained included columns 28,27 and

1 1

in the SIR 2 spanning matrix. Column

28 is the difference in location between groups three and one. Column 27 is the
difference in location between groups two and one and column

1 1

is the difference

in variance-covariance between groups one and two in the eleventh variable, hue.
Figure 34 is a plot of the first two traditional SIR

2

coordinates when columns
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28,27 and 11 are included in the spanning matrix, which are the first three columns
in the ordering. The visualization is showing a difference in location among the
M -UM!
2

4*♦
M

*

9

4

S

7

Figure 34. Wine Data - Least Squares SIR 2

three groups and it shows that group two has more variability than the other

SAVE Example

1

Revisited

Recall that in this example, the HR estimate of location with the MCD
estimate of variance was the winner with the Wilcoxon estimate of location as a
closer runner up. The visualizations showed a difference in location along with a
difference in variability among the three groups. The question that we wish to
answer, is which columns in the spanning set are the most important. In this
example, there are three groups and four variables so there are

1 0

columns in the

SIR 2 spanning matrix. Listed below is the pivot information for HR estimate
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and the Wilcoxon estimate, respectively,
10,9,5,2,3,6,7,8,4,1
9,10,5, ,3,4,7, ,1,2.
6

8

The most informative visualization obtained for the HR estimate included
columns 10,9 and 5 in the SIR 2 spanning matrix, see figure 35. Column 10 is the
M 2- Ml

MCO C tf M i of VMomo
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n
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S
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«

5

Figure 35. SIR 2 - HR Estimate with MCD

difference in location between groups three and one, column 9 is the difference
in location between groups two and one and column 5 is difference in variancecovariance between groups three and one in the first variable.
The most informative visualization obtained for the Wilcoxon estimate also
included columns 9,10 and 5 in the SIR spanning matrix, see figure 36.
2

In this example, the visualizations obtained by SAVE could not be im-
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Figure 36. SIR - Wilcoxon Estimate
2

proved upon. By using the SIR

2

procedure, we now have knowledge of which

vectors in the spanning matrix are needed to obtain the visualizations. With both
estimates used, fewer than all of the vectors in the SAVE spanning matrix were
needed.

SAVE Example 2 Revisited
Recall that in this example the HR estimate of location with the original
estimate of variance was the clear winner, with least squares as the close runner
up. The visualization showed both a difference in location and a difference in
variability among the three groups. As in the previous example, the question we
are interested in answering is which columns in the spanning matrix are the most
important. In this example, g = 3 and k = 4 so there are 10 columns in the
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SIR spanning matrix. Listed below is the pivot information for HR estimate of
2

location with original estimate of variance and least squares, respectively,
9.10.6.7.5.3.4.8.1.2
9.10.6.3.5.4.7.8.1.2
The most informative plot obtained with HR estimate of location included
columns 9,10,6,7 and 5 in the SIR 2 spanning matrix, see figure 37.
H -W U 1 OrtHM
lV lllu n i tn«l«

8
8
8

8
90

Figure 37. SIR 2 - HR Estimate with Original Variance Estimate

For the least squares estimate, the most informative plot include all the
columns in the SAVE spanning matrix, except column 2, see figure 38. By leaving
column

2

out of the spanning matrix fewer misclassifications were evident in the

plot.
Again in this example, the visualization obtained by SAVE was not im-
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Figure 38. SIR 2 - Least Squares Estimate

proved upon, but we now have an idea of what differences in the groups are most
important. For the HRM estimate, fewer columns were needed in the spanning
matrix, but with the least squares estimate, basically all the columns in the SAVE
spanning matrix were needed.

3.4.3 Simulation Results
The goal of the simulations presented in this subsection is determine how
the ordering procedure performs for each estimating procedure under a variety of
distributions. In one scenario, only a difference in location exists and in the second
scenario, only a difference in variance exists. For each situation, we simulate 1000
data sets and estimate the proportion of times the ordering procedure brought in
the correct vector. We compare the tradition and the robust estimating procedures
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over a variety of error distributions. The distributions used in the simulation
study were the multivariate normal (MVN), contaminated multivariate normal
(CN), with e = 0.20, a2 = 100, and multivariate t with one degree of freedom.
The estimating procedures included in the simulation study were least squares
(LS), Wilcoxon (Wil) and HR estimate with original estimate of variance.
Suppose that g = 2 and k = 4. For both scenarios, let ni =

= 30. The

mean and variance for the first scenario are given below
E (X i ) = 0 E(X2) = [0,0,0,4]'
Var{Xx) = Var{X2) = I a
In this scenario, the first column that should be brought in is the difference in
location, which is column 5. For the second scenario we used the following mean
and variance
E ( X i ) = 0 E ( X 2) = 0
Var(Xi) = I Var(X2) = diag(l, 1,1,25).
In this scenario, the first column that should be brought in is column 4, the
difference in variance-covariance for the fourth variable.
Table 2 presents the results for the first scenario. The HRO estimate is
the winner. The proportion of times that it orders column 5 first is higher than
the least squares estimates and the Wilcoxon estimate. The proportion over the
three distribution only changes by 0.035, Wilcoxon changes by 0.236 and least
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squares changes by 0.611. At the contaminated normal and the multivariate t,
least squares only brought in the correct column about 13% and 11% percent of
the time, which is worse than random.
Table

2

SIR 2 Simulation Results - Example 1
Distribution LS Wilcoxon HRO
0.910
MVN
0.894
0.718
0.879
CN
0.131
0.759
0.875
t
0.107
0.658

Table 3 presents the results for the second scenario. First note that the
proportion of times that the correct column (4) is ordered first drops for each es
timate from scenario one. Again the HRO estimate stays the most consistent over
the different distributions, but it is not the winner in this scenario. At the multi
variate nomral, least squares is the winner, at the contaminated normal Wilcoxon
and HRO estimate are about the same and at the multivariate t distributions the
HRO estimate is the winner.

3.5 SMVCIR
With the SIR procedure, described in section 3.4, we used the subset se
2

lection procedure, described in section 3.4.1, on the SAVE spanning matrix (3.12).
In this section, the method we propose uses the subset selection procedure on a
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Table 3
SIR 2 Simulation Results - Example 2
Distribution LS Wilcoxon HRO
0.515
MVN
0.615
0.691
0.530
CN
0.528
0.458
0.517
t
0.487
0.369

spanning matrix that is a slight modification to the SAVE spanning matrix. We
have called the new procedure SMVCIR, sliced-mean-variance-covariance-inverseregression. With the SAVE spanning matrix, the difference in variances were
combined in with differences in covariances, so differences that exist only in the
variances may be masked by differences in covariances. Consider the following
illustrative example.
Let g = 2, k = 4 and nx = ri2 = 50. Suppose that X x is distributed
iV (0,/) and that AC is distributed V ( , E) where
4

2

4

0

1.0 0.6 0.2 0.5
E=

0.6 1.0 0.0 0.0
0.2 0.0 1.0 0.0

0.5 0.0 0.0 6.0
In this example, the first two columns that SIR

2

brings in should be column

1

and 4. Listed below is the pivot information for the traditional SIR procedure
2

4,5,1,2,3.
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The first column that SIR 2 brings in is column 4, which is the difference in
variance-covariances for the fourth variable. The second column that SIR brings
2

in is column 5, which is the difference in location between the two groups and there
is no difference in location between the two groups. In this example, the SIR 2
procedure failed to correctly select the vectors that form the spanning matrix. For
comparison purposes, listed below is the pivot information for the new procedure
described in this section
6

,1,2, o, 4,3.

The first vector that the new procedure brings in is the difference in variances
between the two groups. The second vector the new procedure brings in is the
difference in covariances for the first variable. Using the new procedure, we have
a more informative picture of how the two groups differ.
Let P represent either least squares or one of the robust estimating proce
dure described in section . . Define
2

2

where fo j, is the estimate of location of the ith group and fiP is the weighted
average of /2,, using rii/n as weights. When the estimating procedure is least
squares, then Jlp is the grand mean. Also define
A *, =
where

- £ P)S

is the estimate of scatter for the ith group and Ep is the weighted
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average of the

matrices, using the weights n,/n. It it straight forward to

show that the SAVE spanning matrix (3.12) can also be expressed as
SsAVE = S ( A * , V * ) = ^ A ^ , . . . , A g j> y

J>i • • • >

-

As the example illustrated above, differences in variances can be masked by
differences in covariance. One solution to this problem is to consider the vectors
of differences in variances given by

where &ij> is the vector of variance estimates for the ith group and W2P is the
weighted average of these vectors using weights rii/n. Note that Sij> is the main
diagonal for A*p. It is not desirable to use the same information twice, so we
want to remove the diagonal entries from the variance-covariance matrices. That
is, let
A fj, = A*^ - d ia g (^ ),

Also note that A

only contains covariance information, which leads to easier

interpretation when selecting vectors for the spanning matrix.
The full sample SMVCIR spanning matrix is given by the following k x
(k + 2)(g — ) matrix
1

S

s m v c ir =

=

S (A (

• ••

»

•

• •>

••• » •
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(3.20)

Suppose that we have selected the first s vectors in the full SMVCIR span
ning matrix. Let B

s m v c ir

denote the spanning matrix comprised of these first s

vectors. Then the sample SMVCIR kernel matrix is given by
M smvcir = B SmvcirB sm vcir.

(3.21)

We then proceed as with the other graphical methods. Let At > • - - > A* >

0

denote the eigenvalues from the spectral decomposition of the SMVCIR kernel
matrix (3.21). Denote the associated eigenvectors by

t7i,...,v*.

These eigen

vectors are the discriminant directions in the Z scale, so transform them to the
- *—
X scale by Cj = E P Vu i = 1, ,..., k. Let C = [cl t ..., c*] denote the ma
1 / 2

2

trix of SMVCIR discriminant directions. Then the columns of Z = X C are the
SMVCIR discriminant coordinates. As with the other graphical methods, we will
use discriminant directions and discriminant coordinates, unless it is necessary to
distinguish which procedure was used. A plot of the first couple of discriminant
coordinates will provide the best graphical representation of the data. The advan
tage of this procedure over the previous procedures is that differences in variances
will not be masked by differences in covariances.

3.5.1 SMVCIR Examples
In this section, we used all estimating procedures on a “hidden” group data
set. The simulated data set was created assuming there are three groups, then
groups two and three were combined into one group. We are interested in which
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estimating procedures visually show the subgroup and which vectors are needed
in the spanning set. We then contaminate the data set, and run the experiment
again. Here we are interested in seeing how each estimating procedure is effected
by the contamination. We used 10% contamination with a2 = 25.
Suppose g = 3, k =

6

and nx =

1 0 0

, n = 75 and n = 25. Assume X i
2

is distributed JV ( , J), X 2 is distributed
6

J), where

0

and X 3 is distributed

3

= [0,0,0, , ,3]',
0

0

where /I = [ , , , , ,7]'. The full SMVCIR
3

0

0

0

0

0

spanning matrix consists of eight vectors, the first six are differences in covariances,
the seventh is differences in location and the eighth is differences in variances. The
graphical procedures should select column seven first and this should be the only
column that is needed in the reduced spanning matrix

B

s m v c ir -

Table 4 presents the order results for each of the estimates, least squares
(LS), Wilcoxon (wil), HR estimate with MCD estimate of variance (HRM), HR
estimate with original estimate of variance (HR), and Hawkins estimate (hwk).
Least squares is the only estimate that did not select the vector of location difTable 4
SMVCIR Order Results
Estimate
LS
wu
HRM
HRO
Hwk

4
7
7
7
7

1
1
1
1
8

7
3
8
8
1

Order
3 2 5
8
2 4
8 5
4 3
2 5
4 3 2 5
4 3 5
2
6

6

6

6

6
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ferences first. First two columns in the ordering for least squares are differences
in covariances for fourth and first variable. Each of the robust estimates selected
column 7, difference in location, as the most important column.
For least squares, the most informative plot was obtained when columns
4,1 and 7 where included in the spanning matrix. Figure 39 is a plot of the first
two traditional discriminant coordinates. From the visualization we can see that
■ w cw -m w um iii

*

H

!

o

■w

•t

0

I

1

9

Figure 39. SMVCIR - Least Squares

there is a difference in location between the two groups and that the second group
actually consists of two subgroups. Each of the robust estimates did equally well in
showing the separation in location of the two groups and showing the subgroup in
group two. For each robust estimate, the visualization showing the subgroup was
obtained when column 7 was included in the spanning matrix. For this reason we
have only included the visualization for the Wilcoxon SMVCIR discriminant coor
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dinates. Figure 40 is the plot of the first two Wilcoxon discriminant coordinates.

8

SI
8
M

O
»

!.
a

8

8
-S

0

a

40

Figure 40. SMVCIR - Wilcoxon

In this example, least squares was the only estimate that was not successful.
One reason for this is that the least squares estimate of variance is not robust, it
was inflated due to the subgroup in group two. With least squares, the researcher
would be under the impression that the two groups differed both in covariances
and location, which is not so.
Now we investigate what happens when 10% contamination, a2 = 25, is
added into the data set. Table 5 is pivot order for each estimate on the contami
nated data set.
From the results in the table we can see that least squares and the HR
estimate of location with MCD estimate of variance are the only estimates that
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Table 5
SMVCIR Order Results - Contaminated Data
Estimate
Order
LS
7 4 1 5 3
Wil
7
4
3 5
HRM
3 4 7
5
HRO
7
5 4 3
Hwk
7
4 1 5
3
6

2

8

8

1

8

2

6

6

2

2

2

8

1

6

2

8

6

failed to bring in the right column. For each of the winners of the column ordering,
we have included the visualization obtained when only column 7 is included in the
spanning matrix. In each visualization, red circles represent group one and group
two is green triangles.
Figure 41 is a plot of first two Wilcoxon discriminant coordinates. The
WCn-Mtooaon
8

8

to o

!

8

8

8

-»

8

»

40

•0

Figure 41. SMVCIR Contaminated Data - Wilcoxon
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visualization is showing the subgroup in group two and showing a difference in
location between groups one and two. We can also see a number of outliers in the
two groups.
Figure 42 is a plot of the first two HRO discriminant coordinates. The
SUVOR-HRO

8

8

8

a
8

3
-»

a

20

40

•o

CmMiI

Figure 42. SMVCIR Contaminated Data - HRO

visualization is hinting at the subgroup in group two and showing a difference in
location between groups one and two. There are also a number of outliers evident
in the plot.
Figure 43 is a plot of the first two Hawkins discriminant coordinates. A
95% coverage was randomly selected. The first coordinate is splitting off the
subgroup and showing a difference in location between groups one and two. We
can also see a number of outliers in the plot.
The visualizations from the three estimates that obtained the correct col-
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B

M

!•

Figure 43. SMVCIR Contaminated Data - Hawkins 95% Coverage

umn ordering are all very simular. Each visualization shows, hints at, the two
subgroups in group two and each visualization does not show a clear separation
in location for the two groups.

3.5.2 Simulation Results
As we did with SIR 2, we are interested in investigating the ordering pro
cedure for each estimate over a variety of error distributions. We consider the
same two scenarios presented in section 3.4.3. In the first scenario, the groups
differed in location and in the second scenario, the groups differed in variability.
The distributions that were included in the simulations were the multivariate nor
mal (MVN), the contaminated multivariate normal (CN) with e = 0.20, a2 = 100
and the multivariate t with one degree of freedom. The estimating procedures
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included in the study were least squares (LS), Wilcoxon (Wil) and HR estimate
with original estimate of variance. For each distribution and each scenario, 1000
data sets were randomly generated and the proportion of times the estimating
procedure brought in the correct column was calculated.
To recap, suppose that g = 2 and k = 4. The SMVCIR spanning set
consists of six columns, first four represent covariance differences, the fifth is
location differences and the sixth is variance differences. In the first scenario, let
nx =n2 = 30 and let the mean and variance be
E{Xi

)

=

0

E(X2) = [0,0,0,4]'

Var{X i) = Var(X2) = I a
In this scenario, the first column that should be brought in is column 5. For the
second scenario, let ri\ =

= 30 and let the mean and variance be

E (X ,) = 0 E(X2) = [0,0,0,7]'
Var{Xy) = I Var(X,j = diag(l, 1,1,25).
In this scenario, the first column that should be brought in is column .
6

Table displays the simulation results for the first scenario. First not the
6

the proportion of times the correct column is ordered first, for each estimate,
is higher than when SIR 2 was used, see table . The HRO estimate is the
2

clear winner, with the Wilcoxon as the runner up. The HRO estimate stays the
most consistent over the three distributions. For least squares, the proportion
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over the three distribution drops by 0.917. At the contaminated normal and the
multivariate t, least squares does worse than random.
Table

6

SMVCIR Simulation Results - Example 1
Distribution LS Wilcoxon HRO
0.994
MVN
0.942
0.990
0.995
0.116
0.942
CN
0.984
0.025
0.826
t

Table

7

displays the simulation results for the second scenario. First note

that, when only a difference in variance exists, each estimate has a harder time
detecting which column is most important. At the MVN, least squares is the
winner. At the CN and multivariate f, the Wilcoxon estimate is the winner. Each
estimate with SMVCIR does better in this scenario than with SIR , see table 3.
2

Table 7
SMVCIR Simulation Results • Example 2
Distribution LS Wilcoxon HRO
0.611
MVN
0.814
0.721
0.632
CN
0.636
0.776
0.652
0.643
0.762
t
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3.6 Bootstrap Test
In this section we present a bootstrap test that can be used to test the
dimension of any of the kernel matrices discussed in section 2.1, 3.2, 3.3, 3.4 and
3.5. The bootstrap test is a modification of the permutation test proposed by
Cook and Weisberg (1991) and later generalized by Cook and Yin (2000). With
the bootstrap test, the data does not need to be normally distributed, since we
are comparing the observed value to its bootstrap distribution. A series of tests
are performed, starting with the hypothesis H0 : m = 0 and continuing until a
test is not significant or m = k — . If the hypothesis Hq : r = k — is significant,
1

1

then conclude that the dimension of the kernel is r = k.
Suppose the dimension of 5(B) is r, then eigenvalues Ar+i = ••• = A* = 0.
In practice, the eigenvalues are rarely zero and inference on r is required. Let
Aj denote the jth eigenvalue from the spectral decomposition of a kernel matrix.
Define,
k
A, = n £ V

(3.22)

j= r+ l

Consider testing the hypothesis that the dimension is m, H0 : r = m.
Denote the observed value of the test statistic by

Let C = [clt

denote the k x k matrix of discriminant direction (eigenvectors), corresponding
to the eigenvalues A! > A > • • • > A*, from the spectral decomposition of a
2

sample kernel matrix M . Partition C = [C\ : C ], where Ci is k x m and C 2
2

is k x k - m . Construct Z \ = X C \ and Z 2 = X C 2- If H0 is true, then the
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entries of Z i should be independent and identically distributed. For each column
of Z , obtain a bootstrap sample

= ,

2

[Z\ z (1)* ,. . . ,

1

m. Let Z* = [Z\ ZJ] =

Construct M* and the test statistic A ^ j using Z* and the

original y. Repeat this process, say b times, giving A ^t, . . ., A ^ . Obtain the
p-value of Afmota from the bootstrap distribution

6

If the bootstrap p-value is not significant, conclude that r = m. If the bootstrap
p-value is significant and m < k — , then increment m by one and repeat the
1

process. If the bootstrap p-value is significant and m = k —1, then conclude that
r = k.
Next we present an example using the bootstrap test on the SAVE, SIR
2 and SMVCIR kernel matrices. Suppose that g = 3 and k = 4. Let ni = 100,
n = 75 and n = 25. Further, suppose that the mean and variance for each group
2

3

is
E (X 1) = 0, E {X 2) = 3, E ( X 3) = [0,0,0,7]'
Var(Xx) = J4, Var(X2) = diag(2,2,2,2), Var(X3) = diag(2,2,2,4).
Using the mean and variance given above, we generate one data set from each
of the following underlying distributions: multivariate normal (MVN), contami
nated multivariate normal (CN) with e = 0.10 and a2 = 25 and multivariate t
with three degrees of freedom. Then for each of the data sets, we obtained the
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bootstrap results for SAVE, SIR 2 and SMVCIR kernels using least squares (LS)
estimate, Wilcoxon (Wil) estimate and HR location estimate with original vari
ance (HRO) estimate. Fifty bootstraps were used for each example. We would
expect the dimension of the kernel matrix to be r =
location differences. For SIR

2

2

, for the two vectors of

and SMVCIR, the column ordering was obtained

for the original data set and this same ordering was used for each bootstrap. For
both these procedures, all the columns in the spanning matrix were used in the
kernel matrix.
Table contains the p-values from the SAVE bootstrap tests on the three
8

example data sets. At the multivariate normal, least squares determine dimension
Table

8

SAVE Bootstrap Results
MVN
Wil HRO

Test LS
m
0.14
m=l
m
0.08
m=3 0.28 0.38
=

0

0 . 0

0 . 0

=

2

0 . 0 2

0 . 1

0

. 0

0.08
0.16
0.38

LS
0 . 0

CN
Wil HRO
0 . 0

0.08 0.08
0.16 0.06
0.38 0.94

0 . 0

0 . 0 2

0 . 0 2

0.76

t
LS Wil HRO
0.08 0.04
0.18 0.06
0.44
0.06
0.44
0.7
0.24
0 . 0

0 . 0

0 . 6 8

of the kernel to be r = 0, Wilcoxon determine dimesion to be r =

2

and HRO

determines dimension to be r = 1. At the contaminated normal, least squares
and Wilcoxon estimate determine dimension to be r =

1

and HRO estimate

determines the kernel to be r = 3. At the multivariate t, least squares determines
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the dimension to be r = 0 and the Wilcoxon and HRO estimate determine the
dimension to be r = . Recall that these tests are done in an iterative manner.
1

The next test should not be performed if the current one is not rejected. This
is the reason least squares determines the dimension to be r =

0

at multivariate

normal and the multivariate t.
Table 9 presents the results from the SIR

bootstrap test on the three

2

example data sets. At the normal, least squares determines the dimension of the
Table 9
SIR 2 Bootstrap Results
t
MVN
CN
Test LS Wil HRO LS Wil HRO LS Wil HRO
0.08
m
0.24 0.06
m=l
0.14
m
0.04 0.84 0.4
0.16 0.34 0.26
m=3 0.14 0.28 0.62 0.34 0.92 0.7
0.56 0.76
=

0

0 . 0

0 . 0

0 . 0

0 . 0

0 . 0

0 . 0

=

2

0 . 0

0 . 0

0 . 0

0 . 0 2

0 . 0

0 . 0

0 . 0

0 . 1

0 . 0

0 . 0

0 . 0

0 . 1 2

kernel is r = 3 and the two robust estimates determine the dimension of the
kernel is r = 2. At the normal, the two robust estimates correctly determine the
dimension of the kernel, the least squares estimate is also finding a significant
difference in variance-covariance matrices. In the contaminated data set, least
squares determine r = 1, Wilcoxon determines r =

2

and HRO determines r = 3.

In this example, Wilcoxon estimate is the clear winner. Recall that the method
for determining the dimension is iterative, if the hypothsis Hq : m = j, for some
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j = 0 ,..., k —1, is not rejected then we stop. For the multivariate t, least squares
fails to find any difference in groups, determine r = 0. Both robust estimates
determine that r = , though HRO is marginal for r = 2.
1

Table 10 presents the results from the SMVCIR bootstrap test on the
three data sets. Over all three distributions, least squares determines that the
Table 10
SMVCIR Bootstrap Results
MVN
Test LS w a
m
0.0 0.0
m=l 0.0 0.0
m
0.04 0.56
m=3 0.02 0.08
=

0

=

2

t

CN
HRO LS w u
0.0
0.0 0.0
0.0
0.0 0.0
0.28 0.0 0.16
0.08 0.0 0.12

HRO
0.0
0.0
0.2

0.24

LS

wa
0.0
0.2

0.0
0.0
0.0 0.94
0.0 0.84

HRO
0.0
0.12
0.96
0.76

dimension of the kernel is r = 4, indicating it is finding differences in variance
significant. The Wilcoxon estimate and HRO determined that the dimension is
r = 2 under multivariate normality and the contaminated normal. When the
underlying distribution is multivariate t, both estimates determine the dimension
of the kernel is r = .
1

3.7 Continuous Response
When the response variable is continuous, the ultimate goal is to determine
a model for the data. If the dimension of the kernel matrix is r < k, then we
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have reduced the dimension of the data and finding a model should be easier.
A bootstrap test on the kernel matrix will tell us the number of discriminant
coordinates that are needed to model the data. A plot of the response versus the
discriminant coordinates will indicate the relationship and can help in developing
the model.
We use the procedure SMVCIR on the example with the estimating proce
dures least squares (LS), the HR estimate with the original estimate of variance
(HRO) and the Wilcoxon (Wil).
Assume the response variable follows the model
y = (x'bt) * (*' ) + c,
6 2

where

•

■
9.23

■

3.41
5.90

6.97
* 2

=

6.84

8.79

5.82

7.54

The predictor variables x were generated from iV ( , E), where E = diag(5,7, ,9).
4

0

6

The errors were generated from N(0,1).
Table

1 1

presents the results from the bootstrap test. The least squares

estimate determined the dimension of the kernel is r = , indicating two coordi
2

nates are needed to model the data. The Wilcoxon and HRO estimates determine
the dimension of the kernel is r = , indicating one coordinate is needed to model
1
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the data.
Table 11
Bootstrap Test Results
Dimension LS Wil HRO
m
m=l
0.16 0.32
0.18 0.32
m
m=3
0.7 0.3
=

0

=

2

0 . 0

0 . 0

0

. 0

0

. 6

0 . 0 2

0 . 2

Figure 44 is a plot of the response variable versus the first traditional
discriminant coordinate, Z\ and figure 45 is a plot of the response versus the
second traditional coordinate, z2. From plot 44 we can see that there is a quadratic
relationship between Z\ and y. Based on figure 45, there does not seem to be any

I

1

o

I

0

1

t

1

Figure 44. SMVCIR - Least Squares - Z\ vs y

relationship between z and V2
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Figure 45. SMVCIR - Least Squares - Z\ vs y

Figure 46 is a three-dimension plot of the response versus the first and
second Wilcoxon discriminant coordinate. We used a three-dimension plot because
the two-dimensional plot was not showing a clear quadratic trend. From the plot
we can see that the first coordinate is showing the quadratic relationship.
Figure 47 is the plot of the response versus the first HRO discriminant
coordinate. From the plot we can see that the first coordinate is showing the
quadratic relationship in the data.
For the two robust estimates, we would fit the model
J, = (*;/3)2 + e.
For least squares, we would fit the model
V = (« i^ i)2 + *2^2 + e.
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Figure 46. SMVCIR - Wilcoxon - y vs Z\ and z<i
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Figure 47. SMVCIR - HRO - Z\ vs y
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The example presented in this section was generated from multivariate
normal data, with normal random errors. The robust estimates performed as well
as least squares, if not better. The results from the least squares bootstrap test
indicated that one more discriminant coordinates was needed to model the data.
Visualizations for the robust and traditional coordinates showed the quadrature
relationship between the response and the first coordinate. By using robust dis
criminant coordinates we lost nothing compared to least squares. Next, we need
to investigate what happens when the underlying distribution has contamination
or a heavy tail.
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CHAPTER IV
CLASSIFICATION
4.1 Introduction
In section 1.4 we introduced a number of different allocation principles
that led to different classification rules. In this chapter, the allocation principle
we investigate is the total probability of misclassification. In section 1.4, we gave
the TPM for the two group case, we now extend it to the g group case and sketch
the derivation of the rule that minimizes TPM; see Seber (1984).
Suppose that there are g groups. Let ^ denote the prior probability that an
observation comes from group i, i = , ,..., g. Let P(j\i) denote the probability
1

2

that an observation is assigned to group Gj given that it comes from group G{.
The probability of misclassifying an object in group Gi, denoted by P(i), is
P (0 =

E

P ( j |i) = 1 - P ( i |i ) .

Then total probability of misclassification (TPM) is
TPM = £ 7T.P(0 = 1 - E ^ ( * 1 ’)»=1

(4 1 )

i=l

The rule that minimizes TPM, see for instance Seber (1984), is
Assign x to Gi if r*/,(*) > n jfj( x),
7

for all j = 1 ,..., g.

132
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The classical linear discriminant rule is established under the assumption
of normality. Suppose that x is distributed Nk{pi, £), if x comes from group
Gi, i = 1 ,2 ,..., g. Then
ln(TTifi{x)) = lnTTj - ^ ln(2ir) - ^ In |E| - ^(x - /i)'E -1(x - p).
Canceling terms that are common leads to the linear discriminant function
Li{x) - Info/if*)) = InTTj + p & ~ l {x - ^Pi).

(4.3)

Therefore, the classical linear discriminant rule is
Assign x to Gj if L»(x) > £>(x), for all j = 1 ,2 ,..., g.

(4.4)

If we assume prior probabilities are equal, iri = r = • • • = rs, then the above
7

2

7

classification rule is equivalent to the closest rule,
Assign x to Gi if
(x - P i ) ' E - l (x - p ^ < (x - p j ) ' E - l (x - Pj),

j

= 1,2,...,$.

The linear discriminant rule (4.4) was derived under the assumption of ho
mogeneous variance-covariance matrices. Suppose that x is distributed

Ej)

i

if x comes from group Gi, = l,2,...,g. Then
ln fo /i(* )) = lnTTi - ^ ln(27r) - ^ In |E*| - i ( x - f t) 'E T l(x - p ^ .

Again, canceling the common term, | ln(27r), leads to the quadratic discriminant
function
$(x) = ln( Ti/,(x)) = ln ^ - ^ In |E<| - i( x - p ^ E 4_1(x - #**).
7
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Therefore, the classical quadratic discriminant rule is
Assign x to Gi if ft(x) > ^(x), for all j = 1,2,... ,g.

(4.6)

The common situation in practice is to substitute in traditional estimates
for the parameters in the linear discriminant rule (4.4) and the quadratic discrimi
nant rule (4.6). These traditional estimates are influenced by outlying points. The
classification rules using traditional estimates can lead to increased error rates.
In this chapter, we establish a robust linear discriminant rule and a robust
quadratic discriminant rule that can be used with any generic robust estimating
procedure. Then using the robust estimating procedures discussed in section 2.2,
we present two examples in section 4.3. In section 4.4, we provide a method for
evaluating the graphical procedures discussed in section 2.1 and chapter III. This
allows us to evaluate the graphical methods over a variety of error distribution.
And finally in section 4.5, we present results from simulation studies.

4.2 Robust Classification
Discriminant coordinates can be used in place of the data in the linear
discriminant rule (4.4) and the quadratic discriminant rule (4.6). Let z = C'x,
where C = [ci,. . . ,c*] is the matrix of discriminant directions. It easily follows
that the linear discriminant function (4.3) with traditional estimates substituted
in for parameters is equivalent to the function
U (*) = In Wi + ^ £ ~l {z -

),
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where Az,

is the traditional estimate of location and S s = CT'SO is the

estimate of scatter. Since we are in the original X scale, C 'E C = /. The linear
discriminant rule using discriminant coordinates is
Assign x to Gi if Lj(z) > Lj(z) for all j = , 2 ( 4 . 8 )
1

Based on this last rule (4.8), robust linear discriminant rules can be devel
oped. For a generic robust procedure P , let z = C'Px, where Cp is the matrix
of discrim in an t directions based on procedure P . The robust linear discriminant
function is
LPti(z) = In^

(z - Apa ).

(4 9)

where Ap,* —CpAp,*, is the estimate of location and E p , = CptlpCp is the
estimate of scatter. As with the traditional estimates, since we are in the X scale,
CpTtpCp = I. The robust linear discriminant rule is
Assign x to Gi if Lpj(z) > Lpj(z) for all j = 1 ,2 ,..., g.

(4.10)

If the robust procedure is affine equivariant, then the definitions ApA = C’pAp.x,
and

= C p t p C p are not needed.
To establish a generic robust quadratic discriminant rule, we employ the

same method that is used above. Again, let z = C x, where C = [ci,..., c*] is
the matrix of discriminant directions. The quadratic discriminant function based
on discriminant coordinates is
fc(z) = lnxi - ilnfS^I - ^(z - A^)#S ^ ( * - AJ>
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where A* = C'fiXt and 22* = C 'E ^C are the traditional estimates of location
and scatter, respectively. This quadratic discriminant function is equivalent to
equation (4.5) when traditional estimates are substituted in for the parameters.
This leads to the quadratic discriminant rule
Assign x to Gi if ®(z) > qj(z) for all j = 1 ,2 ,..., g.

(4.12)

Using is last rule (4.12), we can establish a robust quadratic discriminant
rule. Let Cp denote the matrix of discriminant direction based on generic robust
procedure P. Let fkpZx = C'pfip^ and 22/»* = C p E p ^ C P denote the estimate
of location and scatter for generic robust procedure P. Then the robust quadratic
discriminant function for robust procedure P is
qP4{z) = InTTj - ^ In |EP a| - i( z - Ap^)'Spa (* - Ap,*)-

(4-13)

This lead to the robust quadratic discriminant rule
Assign * to Gi if qp,i(z) > qpj(z) for all j = 1 ,2 ,..., g.

(4.14)

These proposed robust discriminant rules, (4.10) and (4.14), are very gen
eral. All that is required is a y/n consistent estimate of location and an estimate
of its scatter. This is not a problem for the robust methods discussed in section
2 . 2.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

137
4.3 Examples
In this section we present the apparent error rate for traditional and robust
linear classification on two data sets. The first data set was originally analyzed
by Reaven and Miller (1986) in the investigation of diabetes on adult subjects.
The second data set was originally analyzed by Habbema, Hermans and Van den
Broek (1974) in their investigation of normal women and hemophilia A carriers.
Each estimating procedure described in section 2.2 was used on both data
sets, least squares (LS), Wilcoxon (Wil), HR estimate with MCD variance esti
mate (HR\1), HR estimate with original variance estimate (HRO) and Hawkins
estimate with amount of coverage randomly selected. For the Hawkins estimate,
we randomly select two coverages.

4.3.1 The Diabetes Data
This data set was used to investigate the relationship between chemical
and overt diabetes in non-obese adults. The data set consists of three groups,
overt diabetic, chemical diabetic and normal. There are 145 observations, with
Th = 33, ri = 36 and n = 76. The five variables in this data set are glucose
2

3

tolerance, insulin response to oral glucose, insulin resistance, relative weight and
fasting plasma glucose. The first three variables are the primary variables and
were used by Reaven and Miller (1986) to classify the data.
Table

1 2

displays the probability of misclassification (PMC) on the full
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data set and the data set consisting of only the primary variables. When only

Table

1 2

Diabetes Data Set
Estimate
PMC (Full) PMC (Primary)
.1517
.0897
LS
.1034
Wil
.0828
HRM
.2828
.2138
.2069
HRO
.0966
.1034
Hwk (55%)
.0828
.1586
Hwk (95%)
.1034

the primary variables are included, the probability of misclassification is higher
for each estimate. When the full data set is used, the Wilcoxon estimate and
Hawkins estimate with 55% coverage are the winners with least squares as a close
runner up. When only the primary variables are used, the Wilcoxon estimate and
Hawkins estimate with 55% coverage are the winners.

4.3.2 The Hemophilia Data
This data set consists of two groups of women and two variables. The first
group are noncarriers or normal women and the second group are hemophilia A
carriers or obligatory carriers. There are nt = 30 women in the first group and
?i = 45 women in the second group. The two variables are log10(AHF activity)
2

and log10(AHF antigen).
Table 13 presents the probability of misclassification (PMC) for each esti
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mating procedure on the hemophilia data set. In this example, least squares and

Table 13
Hemophilia Data Set
Estimate
LS
wa
HRM
HRO
Hwk (60%)
Hwk (90%)

PMC
.1467
.1733
.1467
.1467
.1733
.16

the HR estimate are the clear winners. With HR estimate of location, the method
used estimate the variance-covariance does not seem to matter, PMC is the same
for both. Hawkins estimate with 90% coverage is close runner up.

4.3.3 Summary
In this section, we presented two examples using real data, one were robust
classification rule demonstrated an improvement over the traditional classifica
tion rule and the other were robust classification rule performed equally. In the
first example, the robust classification rules using the Wilcoxon estimate and the
Hawkins estimate were the clear winners. When the full data set was used, least
squares and the HRO estimate were close runners up. When only the primary
variables were used, the PMC for least squares increased by a little more than
6

% whereas the PMC for the winning robust estimates only increased by 2%. In
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the second example, the PMC for the traditional classification rule and the HRO
classification rule were the smallest.
Robust classification rules should be used in addition to traditional clas
sification rules, and a comparison of the results. If the PMC is lower from the
robust classification rule, then this indicates that the traditional classification rule
is being influenced by outliers.

4.4 Method for Evaluation of Visualization Procedures
3In chapter II and III we discussed several graphical methods that can be
used in the exploration of multivariate data. With each of these methods we are
looking for representations of the data that clearly separated the groups. In the
examples, we used -dimensional plots to visually determine whether or not the
2

procedure separated the groups. This visual examination is good for examples, but
we want a way to determine which graphical procedures perform better and under
what conditions. We need a numerical way to evaluate the 2-dimensional plots.
Provided a difference in location exists among the groups, we can think about the
two-dimensional plot as using the first two discriminant coordinates to classify the
data. The estimated error rate will reflect how well the procedure separated the
groups based on location. If the groups only differ in variance/covariance, then
this method will not work in evaluation the visualization methods.
Let r denote the true dimension of one of the population kernel matrices
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given by (2.3), (3.3) and (3.7). Let vr+i , ..., w* denote the orthonormal eigenvec
tors of the kernel matrix corresponding to the k —r zero eigenvalues. Partition
the matrix of discriminant directions C — [C\ C ], where C x is k x r and C 2
2

is k x (k —r). Note the matrix C consists of the discriminant directions in the
original X scale, i.e., c* = E -l/2«», i = 1 ,.. ., k.
Assume that x is distributed

E) in group Gi,i =

Then * =

O x is distributed N ( O n if I) in group G*, * = , ..., g. The optimal classification
1

rule under this scenario is given by (4.4), which is equivalent to
maxLi(se)
t
where L*(x) is given by (4.3). Next we show that the optimal rule based on
the original data is the same as the rule based on the r discriminant coordinates.
Before proceeding, first note that

—ft is in the column space of each population

kernel matrix, (2.3), (3.3) and (3.7). Then
C,Pi

, for each i =

C 2ji

t*i

The linear discriminant function based on z can be written as

li(z) = InIT ,

-

( i 'J i

-

fij
/
O xx

Cm

0 2x

C 2Hi

= In i r - \fi\C\

\

/
= lnTj —[(G > ,)'(C > - C M + (C2^ )'(a 2x - C M
= in n - [ ( < W ( C > - C M + (CJa)'(C2ix - C 2p).
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The above is equivalent to
max{ln7r, -

- CM).

Therefore, if r < 2, then optimal rule based on all the data is the same as the
optimal rule based on the first two discriminant coordinates. When r > 2, the
overall error rate will be increased when the first two discriminant coordinates
are used to classify the data. But, since we are using the estimated error rate
to evaluate the graphical procedure, the estimated error rate will reflect how well
the graphical procedure separated the groups.
Consider for example the diabetes data set presented in section 4.3.1. Since
there are three groups in this data set, the visualization obtained from the first
two discriminant coordinates should reflect the probability of misclassification
presented in table 12. Two estimates, Wilcoxon and Hawkins with 55% coverage,
had the lowest probability of misclassification. We use the Wilcoxon estimate to
demonstrate how classification using discriminant coordinates reflects the visual
ization obtained. In each of the plots presented below, group one is denoted with
red circles, group two with green triangles and group three with blue pluses.
Figure 48 is a plot of the first two Wilcoxon discriminant coordinates. The
Wilcoxon estimate misclassified 12 out of 145 observations. The visualization is
separating the three groups in location. The plot also indicates that the groups
differ in variability, with group one having more variability than the other two
groups.
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Figure 48. Diabetes Data - Wilcoxon Discriminant Coordinates - PMC =
0.0828

Figure 49 is a plot of the first two Wilcoxon SIR coordinates. Recall that
Wilcoxon SIR coordinates differs from Wilcoxon discriminant coordinates by the
estimate of variance used. The PMC is 0.1655 when the data is classified using the
first two SIR coordinates, or 24 out of 145 observations are misclassified. Since
the spaces are the same except for a difference in variance-covariance estimate,
the increased PMC must be due to the estimate of variance. The visualization
is showing that group three clearly differs in location from the other two groups,
but the separation in location for groups one and three is not as clear. Also there
appears to be a difference in variability among the three groups.
Using the first two SAVE coordinates to classify the data resulted in a
PMC of 0.1793 or 26 out of 145 observations were misclassified. As with the SIR
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Figure 49. Diabetes Data - Wilcoxon SIR Coordinates - PMC = 0.1655

plot, the visualization is clearly showing that group one differs in location and
variability from the other two groups, but location difference between groups one
and three is not real clear.
The purpose of the example was to illustrate how the PMC can be used
to evaluate the visualization obtained from a particular graphical method. Visu
ally, there is not much of a difference between the SIR and the SAVE plot and
their PMC is about the same. The discriminant coordinate plot is much more
informative and this is reflected in the smaller PMC.
SIR 2 and SMVCIR visualizations were not included simply because the
most informative plot included only the vectors of differences in location, and
PMC was the same as SIR. The SMVCIR procedure brought in first differences
in location and then differences in variance. But if the spanning set included the
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Figure 50. Diabetes Data - Wilcoxon SAVE Coordinates - PMC = 0.1793

difference in variance vectors, then groups one and three were not clearly separated
by location. Based on the visualizations presented in this section, the assumption
of homogeneous variances seems to be violated.

4.5 Simulation Results
In this section we present small sample simulations results for traditional
and robust discriminantion and classification procedures. In subsection 4.5.1 we
present simulation results over a variety of error distributions for traditional and
robust linear classification. In section 4.5.2 we present simulation results, over a
variety of error distributions, for traditional and robust discriminant coordinates,
SIR and SAVE.
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4.5.1 Classification Simulation Results
For the simulation results presented in this section, g = 2, k = 4. The
mean and variance used are based on the beetle data on page 295 of Seber (1984).
The mean is
192

263 138 186

(4.15)

180.5 298 161 209
and the variance is
335.9283 323.3413

156.0726 71.9925

323.3413 1154.8536 301.0350 106.2447

(4.16)

156.0726 301.0350 341.9277 42.0640
71.9925

106.2447

42.0640 740.7395

Using the mean (4.15) and variance (4.16) we randomly generated 1000 data set
from a variety of error distributions. The error distributions used were multi
variate normal (MVN), the contaminated multivariate normal (CN) and the mul
tivariate t. The estimates used were least squares (LS), the Wilcoxon, the HR
with MCD estimate of variance (HRM), the HR with original estimate of vari
ance (HRO) and Hawkins estimate. For the Hawkins estimate, the coverage was
randomly selected.
For each error distribution, the training data set consisted of thirty ob
servations, fifteen from each group. Using the training data, the classification
rule for each procedure was formed. Then thirty observations were generated for
the test data set. Again, fifteen observations in each group. The test data set
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was then classified by each method and the probability of misclassification was
recorded. To estimate how well each procedure performed, we used the empirical
TPM (total probability of misclassification). To calculate the empirical TPM, we
used the rule
Assign Xi to group 1 if

f{Xi |G2)

> 1,

to classify the data and calculated the proportion misclassified. This gives us
a benchmark for the true TPM. For the multivariate normal, we have the true
TPM, which is
TPM = $(-A /2),
where
A 2 = (Mi “ M2)'£_1(Mi “ Ma)

is Mahalanobis distance. Table 14 displays the empirical TPM for the distributions
used in the simulation. For the multivariate normal, the true TPM is presented
in parenthesis in the distribution column, next to MVN.
Table 15 display the 95% confidence intervals for p, the probability of
misclassification. In each table, next to the Hawkins estimate is the coverage
used for that distribution. From the results displayed in the table, the Wilcoxon
estimate and least squares have the smallest PMC at the multivariate normal. For
the other distributions, either the HRO estimate or the Hawkins estimate have the
smallest PMC. In this simulation, the range of coverages used for Hawkins was 80%
to 95% in incremens of 5%. Should have used a wider range of coverages, since
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Table 14
Empirical TPM
Distribution
MVN (0.1142)
CN e = . , ^ =
CN e = . , <7* =
CN e = . , a =
CN e = 0.20, o* =
CN t = 0.10, a2 =
CN e = 0.20, a2 =
f d f=
t df =
£ df = 3
£ df = 4
t df = 5
1

2

0

1 0

0

2 0

0

1 0

0

2

Emprical TPM
0.1251
9
0.1560
9
0.1791
25
0.1487
0.1904
25
100
0.1665
0.1996
100
0.2278
0.1854
0.1546
0.1545
0.1530

the range covers the maximimum amount of contamination and the amount of
contamination is rarely known. At the multivariate normal, where least squares is
optimal, the robust classification rules perform better than traditional classfication
rule. When the underlying distribution is heavy-tailed or is contaminated, the
robust classification rule is superior to the traditional classificaiton rule. By using
a robust classification rule, nothing is lost when the data is normally distributed,
and when the data is not normally distributed, much is gained.
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Table 15
Classification Simulation Results
Distribution
MVN (85%)
CN e = 0.10, a* = 9 (90%)
cn e = 0.20, a2 = 9 (90%)
CN £ = 0.10, a* = 25 (80%)
CN € = 0.20, a2 = 25 (95%)
CN e = 0.10, a2 = 100 (90%)
CN e = 0.20, a = 100 (85%)
t df=l (95%)
t df = (80%)
t df = 3 (80%)
t df = 4 (90%)
t df = 5 (85%)
2

2

LS
Wil
(0.1259,0.1769) (0.1245,0.1759)
(0.1609,0.2194) (0.1529,0.2126)
(0.2114,0.2750) (0.1916,0.2532)
(0.1948,0.2560) JJ). 1641,0.2227)
(0.2584,0.3232) (0.2044,0.2628)
(0.2453,0.3131) (0.1706,0.2246)
(0.2875,0.3529) (0.2155,0.2721)
(0.2885,0.3543) (0.2587,0.3197)
(0.2313,0.3047) (0.1997,0.2591)
(0.1834,0.2442) (0.1703,0.277)
(0.1699,0.2288) (0.1631,0.2165)
(0.1636,0.2236) (0.1621,0.2223)

HRM
(0.1822,0.2518)
(0.2022,0.2686)
(0.2007,0.2653)
(0.2034,0.2706)
(0.2057,0.2667)
(0.2118,0.2773)
(0.2201,0.2779)
(0.2417,0.3031)
(0.2097,0.2747)
(0.1949,0.2619)
(0.1910,0.2546)
(0.1883,0.2596)

HRO
Hawkins
(0.1437,0.2023) (0.1585,0.2191)
(0.1437,0.2023) (0.1361,0.1915)
(0.1771,0.2341) (0.1697,0.2251)
(0.1627,0.21971 (0.1609,0.2206)
(0.1919,0.2481) ((0.3410,0.3101)
(0.1689,0.2250) (0.1612,0.2148)
(0.2057,0.2611) (0.2071,0.2673)
(0.2312,0.2904) (0.29714,0.3669)
(0.1961,0.2599) (0.1894,0.2493)
(0.1668,0.2283) (0.2040,0.2724)
(0.1589,0.2203) 0.1929,0.2594)
(0.1656,0.2772) (0.1433,0.2014)
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4.5.2 Visualization Evaluation Simulation Results
In this section we present simulation results that evaluate discriminant
coordinates, SIR and SAVE over a variety of error distributions and scenarios.
The distributions used are the multivariate normal (MVN), the contaminated
multivariate normal with e = 0.20, a2 = 100 (CN) and the multivariate t with
one degree of freedom. Only the edges of distributions were used initially to see
if there was a difference among the methods and estimates.
In each scenario, g = 2, k = 4, ni = nj = 30. In the first scenario, the
groups differ in location but have the same variance-covariance. In the second sce
nario, the groups differ in location and differ in variance. In the third and fourth
scenario, the groups differ in location and in variance-covariance, one with high
correlation and the other with low correlation. For each situation (given scenario
and distribution combination), 1000 simulations were run. For each simulation,
the discriminant coordinates were calculated for each procedure/kernel combina
tion. Then, the discriminant coordinates were used to classify the original data
and the proporion of observations misclassified was calculated. The proportion of
observations misclassified is used to evaluate how well the procedure did separat
ing the data, the smaller the proportion the better the separation. The estimates
used in the simulation were least squares, Wilcoxon and HR with original esti
mate of variance (HRO). Displayed in each of the tables below is 95% confidence
intervals for p, the probability of misclassification.
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Scenario

1

In the first scenario, the mean (4.15) and variance (4.16) from the classifi
cation simulation were used. Assumed that both groups had the same variance.
Table 16 displays the from discriminant coordinate simulation. At the
Table 16
Discriminant Coordinate Results - Scenario 1
t
MVN
CN
Estimate
LS
(0.11053,0.11566) (0.24226,0.25307) (0.29486,0.30721)
Wil - Wald (0.12192,0.13138) (0.18727,0.196029) (0.22343,0.23284)
Wil - Drop (0.12164,0.13112) (0.18680,0.19557) (0.22295,0.23235)
HRO
(0.1134,0.1185)
(0.17637,0.18249) (0.20916,0.21571)

normal, least squares is the winner with the HRO estimate as a close runner up.
At the contaminated normal and multivariate t, the HRO estimate is the winner.
Table 17 displays the results from SIR simulation. At the normal, least
Table 17
SIR Results - Scenario

1

CN
t
Estimate
MVN
(0.28584,0.29852)
LS
(0.11097,0.11606) (0.23991,0.25049)
Wil
(0.11357,0.11860) (0.18411,0.19069) (0.22837,0.23583)
HRO
(0.11224,0.11739) (0.17410,0.18040) (0.20520,0.21183)

squares is the winner, but the Wilcoxon and HRO estimates are quite close. At
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the contaminated normal and multivariate t, the HRO estimate is the winner with
the Wilcoxon estimate as a close runner up.
Table 18 displays the results from SAVE simulation. At the multivariate
Table 18
SAVE Results - Scenario 1
t
CN
Estimate
MVN
(0.36869,0.38381)
LS
(0.11022,0.11531) (0.28765,0.30118)
Wil
(0.11368,0.11872) (0.18322,0.18971) (0.22909,0.23671)
HRO
(0.11147,0.11656) (0.17267,0.17873) (0.20488,0.21142)

normal, least squares is the winner, but not by much, the Wilcoxon and HRO are
very close. At the contaminated normal and multivariate t, the HRO estimate is
the winner with the Wilcoxon as a close runner up.

Scenario 2
In the second scenario, E ( X i) =

0

, E (X 2) = 4, Var(Xi) = I* and

Var(X2) = diag(5, ,7,9).
6

Table 19 displays the from discriminant coordinate simulation. At the
multivariate normal, least squares is the clear winnder with HRO estimate as the
runner up. At the contaminated normal and the multivariate f, the HRO estimate
is the winner with Wilcoxon drop as the close runner up.
Table

2 0

displays the results from SIR simulation. As expected, least
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Table 19
Discriminant Coordinate Results - Scenario 2
MVN
CN
Estimate
(0.0204,0.02259) (0.11572,0.12195)
LS
Wil - Wald (0.0322,0.04131) (0.10017,0.10876)
Wil - Drop (0.03179,0.04091) (0.09934,0.10793)
(0.02403,0.02637) (0.09370,0.09820)
HRO

t
(0.16732,0.17868)
(0.12394,0.13279)
(0.12290,0.13173)
(0.11847,0.12349)

Table 20
SIR Results - Scenario

2

t
MVN
CN
Estimate
(0.16841,0.17993)
(0.02087,0.02230) (0.11796,0.12447)
LS
Wil
(0.04225,0.04545) (0.09934,0.10399) (0.12304,0.12850)
(0.03003,0.03253) (0.09146,0.09597) (0.11342,0.11851)
HRO

squares is the winner at the multivariate normal. At the contaminated normal
and multivariate t, the HRO estimate is the winner with the Wilcoxon as the close
runnerup.
Table 21 displays the results bom SAVE simulation. First thing to note is
that the SAVE visualization is much worse than the SIR visualization at the con
taminated normal and the multivariate t. Least squares wins at the multivariate
normal and the HRO estimate is the winner at contaminated normal and t with
the Wilcoxon as the runner up.
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Table

2 1

SAVE Results - Scenario 2
t
Estimate
MVN
CN
LS
(0.02551,0.02805) (0.17974,0.19373) (0.27763,0.29580)
WU
(0.04472,0.04812) (0.10035,0.10492) (0.13318,0.13968)
HRO
(0.03072,0.03324) (0.09322,0.09774) (0.11951,0.12482)

Scenario 3
In the third scenario, E ( X i) = 0, E(JT2) = 4, Var(X{) =
1.0 0.6
Var{Xi) =

0.7

/

4

and

0.5

0.6 1.0 0.45 0.65
0.7 0.45 1.0 0.55
0.5 0.65 0.55 1.0

Table 22 displays the from discriminant coordinate simulation. At the
Table 22
Discriminant Coordinate Results - Scenario 3
Estimate
LS
Wil - Wald
Wil - Drop
HRO

MVN
(0.00262,0.00351)
(0.01188,0.02172)
(0.03406,0.04597)
(0.00320,0.00417)

t
CN
(0.07233,0.07740) (0.13453,0.14510)
(0.07997,0.08903) (0.10109,0.11118)
(0.07968,0.08912) (0.10056,0.11081)
(0.07310,0.07736) (0.09349,0.09818)

multivariate normal and the contaminated normal, least squares is the winner
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with the HRO estimate as a close runner up. At the multivariate t, the HRO
estimate is the winner with the Wilcoxon drop as a close runner up.
Table 23 displays the results from SIR simulation. At the multivariate
Table 23
SIR Results - Scenario 3
CN
Estimate
MVN
LS
(0.00253,0.00337) (0.07159,0.07674)
Wil
(0.01455,0.01678) (0.07440,0.07873)
HRO
(0.00357,0.00460) (0.06642,0.07055)

t
(0.13543,0.14707)
(0.10367,0.10866)
(0.09496,0.09984)

normal, least squares is the winner with HRO estimate as a close runner up. At
the contaminated normal and the multivariate t, the HRO estimate is the winner.
Least squares nearly doubles the PMC from contaminated normal to multivariate
t.
Table 24 displays the results from SAVE simulation. As with the previTable 24
SAVE Results - Scenario 3
Estimate
CN
t
MVN
LS
(0.00259,0.00345) (0.10530,0.11663) (0.22850,0.24823)
Wil
(0.01474,0.01694) (0.07481,0.07873) (0.10435,0.10995)
HRO
(0.00369,0.00474) (0.06642,0.07055) (0.09245,0.09718)

ous scenarios, least squares is the best at the multivariate normal with the HRO
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estimate as a dose runner up. At the multivariate t and the contaminated nor
mal, the HRO estimate is the winner with Wilcoxon as a close runner up. The
probability of misclassific a tio n for the HRO estimate and the Wilcoxon estimates
remains about the same over the three kernels, but least squares does not.

0
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II

)= ,

c*i
X

Scenario 4

0.15

1 . 0

0 . 1

0 . 0

0 . 1

1 . 0

0 . 1

0 . 0

0 . 0

0 . 1

1 . 0

0 . 2

0 . 0

0 . 2

1 . 0

Var{X2) =

0.15

Table 25 displays the from discriminant coordinate simulation. From the
Table 25
Discriminant Coordinate Results - Scenario 4
t
MVN
Estimate
CN
LS
(0.00001,0.0016) (0.05656,0.06064) (0.10098,0.10969)
Wil - Wald (0.00782,0.017507) (0.07061,0.07929) (0.08102,0.08961)
Wil - Drop (0.00781,0.01749) (0.06829,0.07700) (0.07963,0.088204)
(0.00007,0.00029) (0.06486,0.06901) (0.07632,0.08052)
HRO

results presented in the table, least squares has the lowest probability of mis
classification at the multivariate normal and the contaminated normal. At the
multivariate t, the HRO estimate has the lowest probability of misclassification.
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Table 26 displays the results from SIR simulation. At the multivariate
Table 26
SIR Results - Scenario 4
t
MVN
CN
Estimate
(0.00002,0.00018) (0.05656,0.06064) (0.10057,0.10929)
LS
(0.00613,0.00764) (0.06551,0.06952) (0.08541,0.09009)
Wil
(0.00040,0.00080)
(0.05567,0.05953) (0.07445,0.07851)
HRO

normal, least squares is the winner and at the contaminated normal and the
multivariate £, the HRO estimate is the winner.
Table 27 displays the results from SAVE simulation. As before, least
Table 27
SAVE Results - Scenario 4
t
MVN
CN
Estimate
(0.00002,0.00018) (0.07114,0.07899) (0.17538,0.19522)
LS
(0.00629,0.007808) (0.06457,0.06863) (0.08256,0.08978)
Wil
(0.00034,0.00740) (0.05492,0.05875) (0.07542,0.07968)
HRO

squares has the lowest PMC at the multivariate normal and the HRO estimate has
the lowest PMC at the contaminated normal and the multivariate £. The PMC
for the HRO and Wilcoxon estimates stays fairly constant over the three kernel
matrices, but least squares does not. The PMC for least squares is higher using
SAVE coordinates.
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4.5.3 Summary
The simulation results presented in this section demonstrate that in the sit
uation were least squares should be optimal, the robust estimates perform equally
and in the non-optimal situations, the robust estimates are far superior. This
conclusion holds for both classification and discrimination.
For classification, at the contaminated distributions and the t distributions,
either the HRO estimate or the Hawkins estimate performed the best, with the
Wilcoxon estimate as a close runner up. In the future, we would like to violate the
assumption of homogeneous variance-covariance matrices and see how the PMC
is affected.
For discrimination, we evaluated the graphical procedures over four sce
narios and three error distributions. One of the goals was to investigate how the
graphical procedure was affected by differences in variance-covariances. We only
considered the two group case. Future simulations will include more than two
groups. In each scenario, the HRO estimate performed equally as well as the least
squares estimate at the multivariate normal and in the contaminated distribution
and the multivariate t distribution, the robust estimates performed much better
than least squares.
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CHAPTER V
CONCLUDING REMARKS AND FUTURE WORK
5.1 Conclusion
Graphical (visualization) procedures are of prime importance in multivari
ate data. They are useful in exploring the relationships among variables, in the
detection of clusters, outliers and points of high influence. Discriminant analy
sis as a whole is concerned with the relationship between a categorical variable
and a random vector of measured characteristics and so graphical procedures are
important in discriminant analysis. In this dissertation, we developed two new
visualization procedures based on traditional and robust estimating procedures.
We also proposed robust linear classification rules and compared these to tradition
linear classification. The robust procedures for visualization and classification are
based on an affine equivariant estimate, a rank-based estimate and a high break
down estimate.
The first visualization procedure we investigated was discriminant coordi
nates. Traditional discriminant coordinates are derived from the Lawley-Hotelling
test statistic for testing group means are the same. Wald-type tests and drop in
dispersion tests are asymptotically equivalent to the Lawley-Hotelling test statis
tic. Robust discriminant coordinates were derived from Wald-type tests and a
159
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drop in dispersion test, based on the robust estimating procedures. As stated
earlier, the visualization procedures should be useful in detecting clustering and
outliers in the data. As shown with two examples, the traditional discriminant
coordinate visualization failed, see figures

1 0

and , whereas the robust discrim
2

inant coordinate visualization detected the subgroup, figure

1 2

, and the outlier,

figure 4.
Traditional procedures in discriminant analysis generalize to Sliced Inverse
Regression (SIR) and Sliced Average Variance Estimation (SAVE) for discrete
data. One of the goals of these procedures is determine relationships in the data
in a coordinate system that is smaller than that of the original data. This smaller
coordinate system is derived from a kernel matrix which is based upon a spanning
set. The spanning set for SIR involves vectors of differences in location. The SAVE
spanning set involves differences in variance-covariance matrices and differences
in location. As shown in section 3.2, the spanning set for SIR is the same as
the spanning set for discriminant coordinates, expect for a different estimate of
the variance-covariance. Using a randomly generated multivariate data set, we
showed that the visualization obtained from robust SAVE coordinates were more
informative than the visualization obtained from traditional SAVE coordinates.
Small sample simulation results indicated that, under various scenarios,
the robust discriminant coordinates were less influenced by contamination and
heavy-tailed distribution than traditional discriminant coordinates.
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Two disadvantages associated with expanding the SIR spanning set to the
SAVE spanning set are: differences in location may be masked by differences in
variance-covariance matrices and the researcher does not know what to contribute
differences to in a SAVE visualization, location, scatter or both. One solution to
these disadvantages is to obtain an ordering of the vectors in the spanning set
and select the most important ones. This is the method used by our first new
visualization procedure, SIR 2. The ordering procedure we proposed is based
on numerical linear algebra techniques, QR decomposition with column-pivoting.
The QR decomposition with column pivoting is applied to the matrix of right
singular vector, obtained from the singular value decomposition of the spanning
matrix. The SVD of the spanning matrix corresponds directly to the spectral
decomposition of the kernle matrix. We also proposed a subset selection procedure
based on an interval length for the rth singular value. The length of the interval
can be used to determine the number of vectors to include in the spanning set.
Another disadvantage of the SAVE procedure is differences in variances
(covariances) can be masked by covariances (variances). Our solution to this
problem resulted in our second new procedure Sliced Mean Variance Covariance
Inverse Regression (SMVCIR). We separated out the variances from the variancecovariance matrices. The vectors in the SMVCIR spanning matrix are differences
in location, differences in covariances and differences in variances. The QR de
composition with column-pivoting is used to order the vectors in the spanning
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set and select the most important ones to make up the SMVCIR kernel matrix.
Robust methods for the SIR 2 and SMVCIR procedures were also investigated.
Small sample simulation results on SIR

2

and SMVICR spanning sets show that

the robust estimates of the spanning set are less sensitive than least squares when
contamination is present or heavy-tailed distributions.
Robust linear and quadratic classification rules were also proposed. Small
sample simulation studies showed that the robust classification rules have a lower
probability of misclassification than traditional classification rules. Simulation
study was performed over a variety of error distributions.

5.2 Future Work
Bootstrap test simulation The example presented in section 3.6 indicated that
bootstrap test on robust kernels was less sensitive to outliers and heavy
tailed distributions. Small sample simulations are needed to investigate this
further.
Theory for x2 test on robust kernel The asymptotic test presented in sec
tion 3.2.2 is valid for traditional SIR and SAVE kernels. Need an asymptotic
test for robust SIR and SAVE kernels.
Method for determining number of columns in spanning set The meth
ods we have proposed for determining the number of vectors in the spanning
set it ad-hoc and iterative. A more formal test is desired. One idea is to
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perform a drop in dispersion bootstrap test for full versus reduced spanning
set.
Discriminant coordinates derived from other hypothesis Discriminant co
ordinates were obtained from maximizing Lawley-Hotelling type test statis
tic for test of equality of means. Investigate discriminant coordinates derived
from other hypothesis, such as main effect or an interaction.
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