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One of the most intriguing puzzle is why there is a coexistence of Fermi arcs and Fermi pockets in
the pseudogap phase of cuprate superconductors? This puzzle is calling for an explanation. Based on
the t-J model in the fermion-spin representation, the coexistence of the Fermi arcs and Fermi pockets
in cuprate superconductors is studied by taking into account the pseudogap effect. It is shown that
the pseudogap induces an energy band splitting, and then the poles of the electron Green’s function
at zero energy form two contours in momentum space, however, the electron spectral weight on
these two contours around the antinodal region is gapped out by the pseudogap, leaving behind
the low-energy electron spectral weight only located at the disconnected segments around the nodal
region. In particular, the tips of these disconnected segments converge on the hot spots to form the
closed Fermi pockets, generating a coexistence of the Fermi arcs and Fermi pockets. Moreover, the
single-particle coherent weight is directly related to the pseudogap, and grows linearly with doping.
The calculated result of the overall dispersion of the electron excitations is in qualitative agreement
with the experimental data. The theory also predicts that the pseudogap-induced peak-dip-hump
structure in the electron spectrum is absent from the hot-spot directions.
PACS numbers: 74.72.Kf, 74.25.Jb, 74.72.Gh, 74.90.+n
I. INTRODUCTION
Superconductivity in cuprate superconductors is real-
ized when charge carriers are doped into a parent Mott
insulating state1. This Mott insulating state emerges to
be due to the strong electron correlation2,3, leading to
that an energy gap called the pseudogap exists4,5 above
the superconducting (SC) transition temperature Tc but
below the pseudogap crossover temperature T ∗. In this
case, it is widely believed that understanding the pseudo-
gap regime in cuprate superconductors is thought to be
key to understanding the high-Tc phenomenon in general.
An important component of that understanding will be
the determination of the particular characteristics of the
low-energy electron excitations in the normal-state that
evolve into the SC-state for the temperatures T < Tc
4–8.
It is therefore critically important to know the exact na-
ture of the electron Fermi surface (EFS).
Experimentally, the early angle-resolved photoemis-
sion spectroscopy (ARPES) experimental data showed
that although the normal-state of cuprate superconduc-
tors in the pseudogap phase is metallic, the electron
spectral weight around the antinodal region of the Bril-
louin zone (BZ) is suppressed, and then EFS is truncated
to four disconnected Fermi arcs centered on the nodal
region9–19. However, the recent improvements in the res-
olution of the ARPES experiments allowed to resolve ad-
ditional features in the ARPES spectrum. Among these
new achievements is the observation of the Fermi pockets
∗Corresponding author. E-mail: spfeng@bnu.edu.cn
in the pseudogap phase of cuprate superconductors20–23.
In particular, the ARPES experiments indicated that the
Fermi pockets appear to coexist with the Fermi arcs, and
then the area of the Fermi pockets is strongly depen-
dent on the doping concentration22. On the other hand,
the Fermi pockets have been also observed by the quan-
tum oscillation measurements24–27. The combined these
ARPES and quantum oscillation experimental data thus
provide dramatic new insights into the pseudogap phase
and elucidate how the electron excitations differ for dif-
ferent values of the electron momentum and the doping
concentration9–27.
To date, the origin of the coexistence of the Fermi arcs
and Fermi pockets in cuprate superconductors is still de-
bated. In one class of the theories, it has been indi-
cated that a finite pseudogap acts to deform a continuous
EFS contour in momentum space to form a coexistence
of the Fermi arcs and Fermi pockets28,29. Moreover, a
hybridization phenomenology has been suggested to de-
scribe the pseudogap state30, where a momentum inde-
pendent pseudogap opens along the bonding dispersion
which results in symmetric bands relative to the energy
of the antibonding dispersion, leading to the appearance
of two contours in momentum space to form the Fermi
pockets. On the other side is a class of the theories,
where the origin of the coexistence of the Fermi arcs and
Fermi pockets is thought to be a doping dependent EFS
reconstruction due to charge order31. In particular, it
has been argued that the strong electron correlations in
the system can also produce the Fermi pockets32. How-
ever, one obvious discrepancy is that the spectral weight
on the back side of the Fermi pocket near the nodal re-
gion is zero from these phenomenological theories, which
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2is at odds with the ARPES experimental results22. In
our recent work33, we have studied the nature of charge
order and its evolution with doping in the normal-state
pseudogap phase of cuprate superconductors based on
the t-J model in the fermion-spin representation, and
shown that the charge-order state34–42 is driven by the
pseudogap-induced Fermi-arc instability, with a charac-
teristic wave vector corresponding to the hot spots on
the Fermi arcs rather than the antinodal nesting vector.
Furthermore, we have shown that the Fermi arc, charge
order, and pseudogap in cuprate superconductors are in-
timately related each other, and all of them emanates
from the electron self-energy due to the interaction be-
tween electrons by the exchange of spin excitations. In
this paper, we try to discuss the origin of the coexistence
of the Fermi arcs and Fermi pockets in the pseudogap
phase of cuprate superconductors along with this line.
Our results show that in the pseudogap phase, the pseu-
dogap induces an energy band splitting, and then the
poles of the electron Green’s function at zero energy form
two continuous contours in momentum space, however,
the electron spectral weight on these two continuous con-
tours around the antinodal region is gapped out by the
momentum dependence of the pseudogap, and then the
low-energy electron excitations occupy disconnected seg-
ments located at the nodal region. In particular, the tips
of these disconnected segments converge on the hot spots
to form the Fermi pockets, therefore there is a coexis-
tence of the Fermi arcs and Fermi pockets. Moreover,
our results indicate that in corresponding to the mo-
mentum dependence of the pseudogap, the pseudogap-
induced peak-dip-hump (PDH) structure in the electron
spectrum is particularly obvious around the antinodal
region6–8,42–49. However, although a weak PDH struc-
ture emerges around the nodal region, our theory also
predicts that this PDH structure is absent from the hot-
spot directions.
The paper is organized as follows. The general formal-
ism of the electron spectral function of the t-J model in
the fermion-spin representation obtained in terms of the
full charge-spin recombination scheme is presented in Sec.
II. Within this basic formalism of the electron spectral
function, we therefore discuss the nature of the coexis-
tence of the Fermi arcs and Fermi pockets in the pseudo-
gap phase of cuprate superconductors in Sec. III, where
we also show that the single-particle coherent weight is
closely related to the pseudogap, and increases with the
increase of the doping concentration. In particular, the
calculated overall dispersion of the electron excitations is
in qualitative agreement with the ARPES experimental
data. Finally, we give a summary and discussions in Sec.
IV.
II. GENERAL FORMALISM
In the parent compound of cuprate superconductors,
the hopping of the electrons from site to site is prohib-
ited since the on-site Coulomb repulsive interaction be-
tween electrons is much larger than the kinetic energy
gain, leading to that the parent compound of cuprate
superconductors is a Mott insulator with an antiferro-
magnetic (AF) long-range order (AFLRO)50–52. How-
ever, when this parent Mott insulator is doped with a
small percentage of charge carriers, AFLRO is rapidly
suppressed leaving the AF short-range order (AFSRO)
correlation still intact50–52. In this metallic state with
AFSRO, the electrons become mobile but the strong elec-
tron correlation from the parent Mott insulating state is
thought to survive52–54, leading to that some competing
orders34–42, pseudogap4,5, and eventually superconduc-
tivity appear. Very soon after the discovery of supercon-
ductivity in cuprate superconductors1, Anderson2 argued
that this essential physics is contained in the square-
lattice t-J model acting on the space with no doubly
occupied sites
∑
σ C
†
lσClσ ≤ 1, where the electron opera-
tors C†lσ and Clσ that respectively create and annihilate
electrons with spin σ. The strong electron correlation in
the t-J model manifests itself by this no-double electron
occupancy local constraint, and therefore the crucial re-
quirement is to impose this local constraint53–55. It has
been shown that this no-double electron occupancy lo-
cal constraint can be treated properly in actual calcula-
tions within the framework of the charge-spin separation
fermion-spin theory56,57, where the constrained electron
is decoupled as a charge carrier and a localized spin, with
the charge carrier that represents the charge degree of
freedom together with some effects of spin configuration
rearrangements due to the presence of the doped charge
carrier itself, while the localized spin represents the spin
degree of freedom. However, a long-standing unsolved
problem is how a microscopic theory based on the charge-
spin separation can give a consistent description of the
nature of EFS in cuprate superconductors53–55. To solve
this problem, we33,58 have developed a full charge-spin
recombination scheme to fully recombine a charge carrier
and a localized spin into a constrained electron, where the
obtained electron propagator can produce a large EFS
satisfying Luttinger’s theorem. Following our previous
discussions33,58, the normal-state electron Green’s func-
tion of the t-J model in the fermion-spin representation
can be obtained in terms of the full charge-spin recombi-
nation scheme as,
G(k, ω) =
1
ω − εk − Σ1(k, ω) , (1)
where εk = −Ztγk + Zt′γ′k + µ is the mean-field (MF)
electron excitation spectrum, with the chemical poten-
tial µ, the nearest-neighbor (NN) and next NN hopping
integrals t and t′, respectively, γk = (coskx + cosky)/2,
γ′k = coskxcosky, and the number of the NN or next
NN sites on a square lattice Z. In the framework of the
full charge-spin recombination58, the electron self-energy
Σ1(k, ω) due to the interaction between electrons by the
exchange of spin excitations has been calculated in terms
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FIG. 1: (Color online) (a) The contour kF and (b) the map of the electron spectral intensity A(k, 0) obtained within the
mean-field level at δ = 0.15 with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
of the spin bubble as33,
Σ1(k, iωn) =
1
N2
∑
p,p′
Λ2p+p′+k
× 1
β
∑
ipm
G(p+ k, ipm + iωn)Π(p,p
′, ipm), (2)
with Λk = Ztγk − Zt′γ′k, and the spin bubble,
Π(p,p′, ipm) =
1
β
∑
ip′m
D(0)(p′, ip′m)
× D(0)(p′ + p, ip′m + ipm), (3)
where D(0)−1(k, ω) = (ω2 − ω2k)/Bk is the MF spin
Green’s function with the MF spin excitation spectrum
ωk and function Bk that have been given explicitly in
Ref.57. In particular, this electron self-energy Σ1(k, ω)
has been evaluated explicitly as33,
Σ1(k, ω) =
1
N2
∑
pp′µν
(−1)ν+1Ωpp′k
× F
(ν)
nµpp′k
ω + (−1)µ+1ωνpp′ − ε¯p+k , (4)
where µ(ν) = 1, 2, Ωpp′k =
ZFΛ
2
p+p′+kBp′Bp+p′/(4ωp′ωp+p′), ωνpp′ =
ωp+p′ − (−1)νωp′ , and ε¯k = ZFεk with the single-
particle coherent weight ZF that has been given in Ref.
33, while the function,
F
(ν)
nµpp′k = nF[(−1)µ+1ε¯p+k]n(ν)1Bpp′ + n(ν)2Bpp′ , (5)
with n
(ν)
1Bpp′ = 1+nB(ωp′+p)+nB[(−1)ν+1ωp′ ], n(ν)2Bpp′ =
nB(ωp′+p)nB[(−1)ν+1ωp′ ], and nB(ω) and nF(ω) that
are the boson and fermion distribution functions, respec-
tively. Thus not only the structure of the one-electron
bands, but also the structure of the basic interaction are
contained in the electron Green’s function (1). With the
help of this electron Green’s function (1), the electron
spectral function is therefore obtained as,
A(k, ω) =
2|ImΣ1(k, ω)|
[ω − εk − ReΣ1(k, ω)]2 + [ImΣ1(k, ω)]2 , (6)
where ImΣ1(k, ω) and ReΣ1(k, ω) are, respectively, the
corresponding imaginary and real parts of Σ1(k, ω).
III. NATURE OF ELECTRON FERMI SURFACE
IN PSEUDOGAP PHASE
The coexistence of the Fermi arcs and Fermi pockets
in the pseudogap phase of cuprate superconductors chal-
lenges the traditional concept of an EFS as a contin-
uous contour of the gapless quasiparticle excitations in
momentum space that separates the occupied and un-
occupied states. However, we in this section will show
that the coexistence of the Fermi arcs and Fermi pock-
ets is a natural consequence of the pseudogap-induced
EFS instability, and therefore there is a closed connec-
tion between the coexistence of the Fermi arcs and Fermi
pockets and pseudogap.
A. Coexistence of Fermi arcs and Fermi pockets
The locations of the continuous contours in momentum
space are determined directly by the poles of the electron
Green’s function (1) at zero energy,
εk + ReΣ1(k, 0) = 0, (7)
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FIG. 2: (Color online) (a) The contour kFA (blue line) and contour kBS (red line) obtained from the self-consistent solution
(7) and (b) the map of the electron spectral intensity A(k, 0) at δ = 0.15 with T = 0.002J for t/J = 2.5 and t′/t = 0.3. Inset
in (a): a position comparison for the contours kFA (blue line), kBS (red line), and kF (black line).
and then the weight of the low-energy electron exci-
tation spectrum A(k, 0) in Eq. (6) at the continuous
contours is dominated by the inverse of the imaginary
part of the electron self-energy 1/|ImΣ1(k, 0)|. How-
ever, in the static-limit approximation for the electron
self-energy Σ1(k, ω) (then within the MF level)
33, the
equation (7) is reduced as ε¯k = ZFεk = 0, and then
the electron spectral function in Eq. (6) is reduced as
A(k, ω) = 2piZFδ(ω − ε¯k). For a convenience in the fol-
lowing discussions, we plot (a) the continuous contour kF
in momentum space obtained from the εk = 0 and (b)
the map of the electron spectral intensity obtained from
A(k, ω) = 2piZFδ(ω−ε¯k) at doping δ = 0.15 with temper-
ature T = 0.002J for parameters t/J = 2.5 and t′/t = 0.3
in Fig. 1. In this static-limit approximation for the elec-
tron self-energy, only one continuous contour kF is found
in momentum space as shown in Fig. 1a, and then the
weight of the low-energy quasiparticle excitations is lo-
cated on this continuous contour kF to form a large EFS
as Fig. 1b, where the quasiparticle excitation spectrum is
gapless, and then the quasiparticle lifetime on the contin-
uous EFS contour kF is infinitely long
33. In particular,
this EFS with the area contains 1 − δ electrons33, and
therefore fulfills Luttinger’s theorem.
However, when the strong electron correlations are
included in terms of the electron self-energy Σ1(k, ω),
the electron excitation energies are heavily renormalized,
which leads to a redistribution of the spectral weight of
the low-energy electron excitations. To see this point
clearly, we plot (a) the continuous contours in momentum
space obtained directly from the self-consistent equation
(7) and (b) the map of the electron spectral intensity
A(k, 0) in Eq. (6) at δ = 0.15 with T = 0.002J for
t/J = 2.5 and t′/t = 0.3 in Fig. 2. Obviously, the result
of the self-consistent solution in Fig. 2a indicates that
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FIG. 3: (Color online) The electron spectral function A(k, 0)
in the [kx, ky] plane at δ = 0.15 with T = 0.002J for t/J = 2.5
and t′/t = 0.3. The black circles indicate the locations of the
hot spots.
there are two continuous contours in momentum space,
which are labeled as kFA and kBS, respectively. However,
in comparison with the continuous contour kF shown in
Fig. 1a, we therefore find that both the contours kFA and
kBS are shifted away from the contour kF except for the
hot spots as shown in the inset of Fig. 2a, since both the
contours kFA and kBS converge on the hot spots. This
reflects a fact that the EFS in Fig. 1a in the MF level
has been reconstructed by the strong electron correla-
tions. On the other hand, the result in Fig. 2b shows
that the low-energy spectral weight at the contours kFA
5and kBS around the antinodal region has been suppressed
by |ImΣ1(k, 0)|, and then the low-energy electron excita-
tions occupy disconnected segments located at the con-
tours kFA and kBS around the nodal region. To show the
spectral weight redistribution on these disconnected seg-
ments more clearly, we plot A(k, 0) in the [kx, ky] plane at
δ = 0.15 with T = 0.002J for t/J = 2.5 and t′/t = 0.3 in
Fig. 3, where the locations of the hot spots, the highest
peak heights on the contours, are marked by the black
circles. The positions of the hot spots obtained in the
present framework are qualitatively consistent with the
ARPES experimental data17,36, since these ARPES ex-
perimental observations indicate that the sharp quasi-
particle peaks with large spectral weights (then the hot
spots) appear always at the off-node places. It is thus
shown that the tips of the disconnected segments on the
contours kFA and kBS converge at the hot spots to form a
closed Fermi pocket, leading to a coexistence of the Fermi
arc and Fermi pocket, where the disconnected segment
at the first contour kFA is so-called the Fermi arc, and is
also defined as the front side of the Fermi pocket, while
the other at the second contour kBS is associated with
the back side of the Fermi pocket. However, the result
in Fig. 3 also shows that the partial spectral-weight at
the Fermi arc is transferred to the back side of the Fermi
pocket due to the spectral weight redistribution in the
presence of the strong electron correlations, which leads
to that although both the Fermi arc and back side of the
Fermi pocket possess finite spectral weight, the electron
excitation peaks at both the Fermi arc and back side of
the Fermi pocket are anomalously broad, in qualitative
agreement with the ARPES experimental results22. On
the other hand, at the hot spots, the spectral weight is
much larger than these on the Fermi arc and back side of
the Fermi pocket, and then the quasiparticle peaks are
extremely sharp, this is why these hot spots connected
by the charge-order wave vector contribute effectively to
the quasiparticle scattering process34–42. Furthermore,
we have also made a series of calculations for A(k, 0)
at different doping levels, and the results show that the
area of the Fermi pockets are proportional to the doping
concentration, i.e., in contrast to the case of the doping
dependence of the charge-order wave vector QHS
33, the
Fermi-arc length and area of the Fermi pockets smoothly
increases with the increase of doping, and then the Fermi
arc length evolves into a continuous EFS contour in mo-
mentum space in the heavily overdoped regime.
The essential physics of the coexistence of the Fermi
arcs and Fermi pockets is closely related to the emergence
of the momentum dependence of the pseudogap. This
follows a fact that the electron self-energy Σ1(k, ω) in
Eq. (4) can be also rewritten as33,58,
Σ1(k, ω) ≈ [∆¯PG(k)]
2
ω + ε0k
, (8)
with the energy spectrum ε0k = L
(e)
2 (k)/L
(e)
1 (k), the
pseudogap ∆¯PG(k) = L
(e)
2 (k)/
√
L
(e)
1 (k), the functions
L
(e)
1 (k) = −Σ1o(k, ω = 0) and L(e)2 (k) = Σ1(k, ω = 0),
while Σ1o(k, ω = 0) is the antisymmetric part of the elec-
tron self-energy, and it and the functions L
(e)
1 (k) and
L
(e)
2 (k) can be obtained directly from Σ1(k, ω) in Eq.
(4). As we33 have shown in the previous discussions, this
pseudogap ∆¯PG(k) is therefore identified as being a re-
gion of the electron self-energy effect in which the pseudo-
gap ∆¯PG(k) suppresses the spectral weight. It should be
emphasized that the equation (8) is exact mapping when
ω = 0, however, it is a very good approximation for the
qualitative description of the low-energy electronic state
behavior of cuprate superconductors in the pseudogap
phase. In this case, the imaginary part of Σ1(k, ω) can
be expressed in terms of the pseudogap as,
ImΣ1(k, ω) ≈ 2pi[∆¯PG(k)]2δ(ω + ε0k), (9)
which is in agreement with the ARPES experiment43,
where an intrinsic relation between the electron scatter-
ing and pseudogap has been observed. Substituting the
electron self-energy Σ1(k, ω) in Eq. (8) into Eq. (1), the
electron Green’s function in Eq. (1) can be rewritten as,
G(k, ω) =
W+k
ω − E+k
+
W−k
ω − E−k
, (10)
where W+k = (E
+
k + ε0k)/(E
+
k − E−k ) and W−k =
−(E−k + ε0k)/(E+k − E−k ) are the coherence factors, and
satisfy the sum rule: W+k + W
−
k = 1. As a conse-
quence of the presence of the pseudogap, the electron
energy band has been split into the antibonding band
E+k = [εk− ε0k +
√
(εk + ε0k)2 + 4∆¯2PG(k)]/2 and bond-
ing band E−k = [εk − ε0k −
√
(εk + ε0k)2 + 4∆¯2PG(k)]/2,
respectively.
With the above expression of the electron Green’s func-
tion in Eq. (10), now we find that the first contour kFA,
shown as a blue line curve in Fig. 2a, represents the con-
tour in momentum space, where the electron antibonding
dispersion E+k along kFA is equal to zero, while the second
contour kBS, shown as a red line curve in Fig. 2a, is the
contour in momentum space, where the electron bond-
ing dispersion E−k along kBS is equal to zero. Since the
electron self-energy Σ1(k, ω) originates in the electron’s
coupling to spin excitations, the pseudogap ∆¯PG(k) is
strong dependence of momentum. To see this strongly
anisotropic pseudogap in momentum space clearly, we
plot (a) the map of the intensity of |ImΣ1(k, 0)| and (b)
the angular dependence of the pseudogap ∆¯PG(kF) on
EFS at δ = 0.15 with T = 0.002J for t/J = 2.5 and
t′/t = 0.3 in Fig. 4. It is shown clearly that as in
the case of |ImΣ1(k, 0)|, the pseudogap ∆¯PG(kF) has a
strong angular dependence with the actual maximum at
the antinode, the Fermi momentum on the BZ bound-
ary, which leads to that the low-energy electron spectral
weight at the contours kFA and kBS around the antinodal
region is gapped out by the pseudogap. However, the
actual minimum does not appear around the node, but
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FIG. 4: (Color online) (a) The map of the imaginary part of the electron self-energy (b) the angular dependence of the
pseudogap on the electron Fermi surface at δ = 0.15 with T = 0.002J for t/J = 2.5 and t′/t = 0.3.
locates exactly at the hot spot kHS, where the pseudogap
∆¯PG(kHS) = 0, the energy spectra ε0kHS = −εkHS , and
then E+kHS = E
−
kHS
= εkHS for the electron quasiparticle
excitation spectra at the antibonding and bonding bands,
which leads to that the tips of these disconnected seg-
ments on kFA and kBS converge on the hot spots to form
the closed Fermi pocket around the nodal region, gener-
ating a coexistence of the Fermi arcs and Fermi pockets.
In other words, the coexistence of the Fermi arcs and
Fermi pockets is a natural consequence of the emergence
of the strong momentum dependence of the pseudogap.
Furthermore, the magnitude of the pseudogap parameter
∆¯PG is the doping dependent, and smoothly decreases
upon increasing doping33,58. This doping dependence of
the pseudogap ∆¯PG therefore leads to that the Fermi-arc
length (then the area of the Fermi pockets) increases with
the increase of doping, and then it covers the full length
of EFS in the heavily overdoped regime.
B. Peak-dip-hump structure in electron spectrum
In the early days of the electronic structure of cuprate
superconductors, the ARPES experiments observed a
tremendous change in the electron excitation spectral
lineshape around the antinodal region, where an elec-
tron excitation peak develops at the lowest binding en-
ergy, followed by a dip and a hump, giving rise to
the remarkable PDH structure in the electron excita-
tion spectrum6–8,42–49. Later, the ARPES measurements
have been extended to study the doping, temperature,
and momentum dependence of the electron excitation
spectrum and found that (a) the hump scales with the
peak and persists above Tc in the pseudogap phase
44,
reflecting that the well pronounced PDH structure is to-
tally unrelated to superconductivity; (b) although the
PDH structure is most strongly developed around the
antinodal region, the weak PDH structure was also ob-
served around the nodal region49; (c) the PDH structure
is mainly caused by the pseudogap42,43. The study of the
electron excitation spectrum of cuprate superconductors
thus is complicated due to the presence of the strong
doping, temperature, and momentum dependence of the
pseudogap. As a complement of the above analysis of the
pseudogap-generated coexistence of the Fermi arcs and
Fermi pockets, we in this subsection study the nature of
the PDH structure of the electron excitation spectrum
in the normal-state pseudogap phase, and show that as
a natural consequence of the momentum dependence of
the pseudogap shown in Fig. 4b, the PDH structure is
thus absent from the hot spot directions. To show this
absence of the PDH structure from the hot spot direc-
tions clearly, we have made a series of calculations for
the electron excitation spectral function A(k, ω) at the
contour kFA along the momentum from the antinode to
node, and the results are plotted in Fig. 5. It is ob-
vious that at the antinode, an additional peak in the
electron excitation spectrum appears at the higher en-
ergy region (see Fig. 5a), however, the low-energy peak
is much sharper than this additional peak. In this case,
the electron excitation spectrum consists of two peaks,
with a low-energy peak, and a weak high-energy peak,
which is associated with the hump, while the spectral
dip is in between them, and then the total contributions
for the electron excitation spectrum give rise to the PDH
structure, in good agreement with the ARPES experi-
mental observations on cuprate superconductors6–8,42–49.
However, the position of this weak high-energy hump is
momentum dependent, i.e., when the momentum moves
away from the antinode and towards to the hot spot, the
position of the hump appreciably shift to the low-energy
peak (see Fig. 5b and Fig. 5c). In particular, this hump
is incorporated with the low-energy peak at the hot spot
(see Fig. 5d), leading to an absence of the PDH structure
at the hot spot directions. However, this PDH structure
develops again when the momentum moves away from
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FIG. 5: (Color online) The electron spectral function at the contour kFA in δ = 0.15 with T = 0.002J for t/J = 2.5 and
t′/t = 0.3, taken at the point cut in the Brillouin zone inset to the figures, where AN, HS, and N denote the antinode, hot spot,
and node, respectively.
the hot spot and towards to the node (see Fig. 5e), and
then a weak PDH structure appears at the nodal point
(see Fig. 5f). As shown in Fig. 4b, the magnitude of
the pseudogap exhibits the largest value at the antinode,
and then it decreases with the move of the momentum
from the antinode to the hot spot. On the other hand,
the magnitude of the pseudogap reaches its minimum at
the hot spot, and then it increases with the move of the
momentum from the hot spot to the node. This spe-
cial momentum dependence of the pseudogap therefore
induces the striking feature of the PDH structure in the
electron excitation spectrum, i.e., the PDH structure is
particularly obvious around the antinodal region, then it
disappears at the hot spot directions, and eventually a
weak PDH structure emerges around the nodal region.
C. Dispersion of electron excitations
The poles of the electron Green’s function (1) map
the energy versus momentum dependence of the electron
excitations, i.e., the electron excitation energies are ob-
tained by the solution of the self-consistent equation,
Ek − εk − ReΣ1(k, Ek) = 0, (11)
and then these energies can be measured in ARPES
experiments6,7,59–62. For a further understanding of the
unusual feature of the electron excitations of cuprate su-
perconductors in the normal-state pseudogap phase, we
plot the positions of the lowest-energy solutions in Eq.
(11) as a function of momentum along the high sym-
metry directions of BZ at δ = 0.15 with T = 0.002J for
t/J = 2.5 and t′/t = 0.3 in Fig. 6 in comparison with the
corresponding experimental data60 of Bi2Sr2CaCu2O8+δ
(inset). Apparently, our present theoretical result cap-
tures the qualitative feature of the overall dispersion
of the electron excitations observed experimentally on
cuprate superconductors in the normal-state pseudogap
phase6,7,59–62. In corresponding to the large values of the
pseudogap around the antinodal region as shown in Fig.
4b, the dispersion of the electron excitations around the
[pi, 0] point has an anomalously small changes of electron
energy as a function of momentum, leading to appear-
ance of the unusual flat band around the [pi, 0] point.
In particular, this flat band is slightly below the Fermi
energy. These theoretical results are in qualitative agree-
ment with the experimental results6,7,59–62. Our results
also show that this unusual flat band is manifestation of
a strong coupling between the electron excitations and
collective spin excitations.
D. Doping dependence of single-particle coherence
Now we turn to discuss the doping dependence of the
single-particle coherence of cuprate superconductors in
the normal-state pseudogap phase. The doping depen-
dence of the behavior of the single-particle coherence
8(0,0) ( , )π π ( ,0)π (0,0)
/
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FIG. 6: The position of the lowest-energy solutions of the self-consistent equation (11) as a function of momentum at δ = 0.15
with T = 0.002J for t/J = 2.5 and t′/t = 0.3. Inset: the corresponding experimental results of Bi2Sr2CaCu2O8+δ taken from
Ref. 60, where the solid circles represent the experimental data points, while the solid lines represent the best interpretation
of the dispersion relationships.
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FIG. 7: The nodal region single-particle coherent weight near
the electron Fermi surface as a function of doping with T =
0.002J for t/J = 2.5, t′/t = 0.3. Inset: the corresponding
experimental result of the single-particle coherent weight of
Bi2Sr2CaCu2O8+δ taken from Ref. 64.
may discriminate whether superconductivity in cuprate
superconductors is linked to a doped Mott insulator or
not63. The single-particle coherent weight is defined as
Z−1F (k, ω) = 1 − ReΣ1o(k, ω), where ReΣ1o(k, ω) is the
antisymmetric part of the electron self-energy Σ1(k, ω).
In the following discussions, we only focus on the low-
energy behavior of the single-particle coherence, and in
this case, the single-particle coherent weight can be stud-
ied in the static limit, i.e., Z−1F (k) = 1−ReΣ1o(k, ω)|ω=0.
In this static-limit approximation, the single-particle co-
herent weight is obtained directly from the electron self-
energy in Eq. (8) as,
Z−1F (k) = 1 +
[∆¯PG(k)]
2
ε20k
, (12)
which shows that the partial pseudogap effects have
been contained in ZF(k), and then ZF plays a simi-
lar role as the pseudogap, i.e., it reduces the electron
energy bandwidth, and suppresses the low-energy spec-
tral weight of the electron excitation spectrum. In Fig.
7, we plot the nodal region ZF near kF as a func-
tion of doping with T = 0.002J for t/J = 2.5 and
t′/J = 0.3 in comparison with the corresponding ex-
perimental result64 of the single-particle coherent weight
obtained from Bi2Sr2CaCu2O8+δ (inset). Our present
calculations therefore reproduce qualitatively the exper-
imental result of the single-particle coherent weight of
cuprate superconductors64–66. In particular, this single-
particle coherent weight ZF is vanishingly small in the
heavily underdoped regime, and is increased linearly with
doping, i.e., ZF ∝ δ, which indicates that only δ num-
ber of the coherently doped carriers are recovered in the
normal-state, consistent with the picture of a doped Mott
insulator with δ charge carriers2 and the experimental
data64–66.
IV. CONCLUSIONS
In conclusion, based on the t-J model in the fermion-
spin representation, we have studied the origin of the
coexistence of the Fermi arcs and Fermi pockets in the
normal-state pseudogap phase of cuprate superconduc-
tors by taking into account the pseudogap effect, and the
main results are summarized in Fig. 8. Our results show
that the coexistence of the Fermi arcs and Fermi pockets
is a natural consequence of the pseudogap-induced elec-
tron spectral-weight redistribution in the normal-state
pseudogap phase, where the pseudogap induces an en-
ergy band splitting, and then the poles of the electron
Green’s function at zero energy form two continuous con-
tours in momentum space, however, the low-energy spec-
tral weight at these two contours around the antinodal
region is gapped out by the momentum dependence of
the pseudogap, and then the low-energy electron excita-
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FIG. 8: (Color online) Schematic electronic structure of
cuprate superconductors in the normal-state pseudogap
phase. The curve represents the electron Fermi surface in
one quadrant of momentum space, defined by momenta in
the [kx, ky] plane. The hot spots, where the pseudogap van-
ishes, are marked by the black dots. The Fermi arc and back
side of the Fermi pocket around the nodal region are marked
in the solid blue and red lines, respectively, where the Fermi
pocket coexists with the Fermi arc. The antinodal regions
are marked in the solid green lines, where the pseudogap ex-
hibits the largest value at the antinodes. The dashed black
line regions mark a crossover between these two regimes. The
empty triangles and empty circle denote the antinodes and
node, respectively.
tions occupy disconnected segments located at the nodal
region. In particular, the tips of these disconnected seg-
ments converge on the hot spots to form the Fermi pock-
ets, therefore there is a coexistence of the Fermi arcs and
Fermi pockets. Furthermore, we have shown that the
single-particle coherent weight is directly related to the
pseudogap, and grows linearly with doping. Moreover,
the calculated result of the overall dispersion of the elec-
tron excitations is in qualitative agreement with the ex-
perimental data. Although the pseudogap-induced PDH
structure in the electron spectrum is most strongly devel-
oped around the antinodal region, and remains around
the nodal region, our theory predicts that this PDH
structure is absent from the hot-spot directions. Our
result also shows that the coexistence of the Fermi arcs
and Fermi pockets is the part of a rich phenomenology
associated with the pseudogap physics.
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