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Doubling property and vanishing order of Steklov
eigenfunctions
Jiuyi Zhu
Abstract. The paper is concerned with the doubling estimates and vanishing order
of the Steklov eigenfunction on the boundary of a smooth boundary domain Rn. The
eigenfunction is given by a Dirichlet-to-Neumann map. We improve the doubling prop-
erty shown by Lin and Bellova [BL]. Furthermore, we show that the vanishing order of
Steklov eigenfunction is everywhere less than Cλ where λ is the Steklov eigenvalue and
C depends only on Ω.
1. Introduction
In this paper, we study the doubling estimates and vanishing order of Steklov eigen-
function on the boundary of a smooth bounded domain in Rn. The Steklov eigenvalue
problem is given by
(1.1)
{
△u = 0 in Ω,
∂u
∂ν
= λu on ∂Ω,
where ν is the exterior unit normal and Ω ⊂ Rn is a bounded smooth domain. One can
also consider the Steklov eigenvalue problem on any smooth Riemannian manifold. It is
known that the model (1.1) has a discrete spectrum {λj}∞j=0 with
0 = λ0 < λ1 ≤ λ2 ≤ λ3, · · · , and lim
j→∞
λj =∞.
The Steklov eigenfunctions were introduced by Steklov [St] in 1902. It interprets the
vibration of a free membrane with uniformly distributed mass on the boundary. The
model (1.1) also plays a important role in conductivity and harmonic analysis as it was
initially studied by Caldero´n [C], since the set of eigenvalues for the Steklov problem
is the same as the set of eigenvalues of the Dirichlet-to-Neumann map. The Steklov
eigenfunctions and eigenvalues have appeared in quite a few physical fields, such as fluid
mechanics, electromagnetism, elasticity, etc. For instance, It is found applications in
the investigation of surface waves [BS], the stability analysis of mechanical oscillators
immersed in a viscous fluid [CPV], and the study of the vibration modes of a structure
in contact with an incompressible fluid [BRS].
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Vanishing order of solution is a quantitative behavior of the strong unique continuation
property. The vanishing order of function u at x0 is l if D
αu(x0) = 0 for all |α| ≤ l in
Taylor expansion. In order to obtain the order of vanishing for the Steklov eigenfunction,
we usually need to show the doubling estimates for (1.1). Doubling estimates are also
crucial tools in proving strong unique continuation and obtaining the measure of nodal set
of eigenfunctions. It describes that the L2 norm of solutions in a ball B2r is controlled by
the L2 norm of solutions in a small ball Br. For the eigenfunction of the Laplace-Beltrami
operator △g on the smooth Riemannian manifold M, i.e.
(1.2) −△gu+ λu = 0 on M,
Donnelly and Fefferman [DF] showed that the vanishing order of u is bounded everywhere
in M by C√λ, where C depends only on the manifold M and λ is large. Their proof
relies on the following doubling estimates
(1.3)
∫
B2r(x)
u2 ≤ eC
√
λ
∫
Br(x)
u2
for any x ∈M. With the aid of (1.3), Donnelly and Fefferman [DF] obtained the bound
for the nodal set of eigenfunctions on an analytic manifold, that is,
C
√
λ ≤ Hn−1({x ∈M, u(x) = 0}) ≤ C
√
λ
with C depending only on M.
The study of doubling estimates and nodal sets of Steklov eigenfunctions for large λ
was first initiated by Lin and Bellova in [BL]. They were able to prove that
(1.4)
∫
B2r(x)∩∂Ω
u2 ≤ eCλ5
∫
Br(x)∩∂Ω
u2
for x ∈ ∂Ω and r ≤ r0/λ with r0, C depending only on Ω and n. Furthermore, they
obtained the upper bound for the nodal set of Steklov eigenfunctions on the analytic
domain. It was shown in [BL] that
Hn−2({x ∈ ∂Ω, u(x) = 0}) ≤ Cλ6.
Later on, Zelditch [Z] was able to improve the upper bound and show that optimal upper
bound for the nodal set is Cλ on analytic domains. Zelditch’s proof does not rely on
doubling estimates. It is left as an interesting problem to study the doubling property of
Steklov eigenfunctions. Our main goal is to improve the doubling estimates in (1.4) on
smooth domains.
Theorem 1. Let Ω ∈ Rn be a smooth domain. There exist positive constants r0, C
depending only on Ω such that
(1.5)
∫
B2r(x)∩∂Ω
u2 ≤ eCλ
∫
Br(x)∩∂Ω
u2
holds with r ≤ r0/λ and x ∈ ∂Ω.
An immediate consequence of the integral form of doubling estimates is the doubling
property in L∞ norm. We were able to show the following corollary.
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Corollary 1. There exist positive constants r0, C depending only on Ω and n such
that for r ≤ r0/λ and x ∈ ∂Ω, there holds
(1.6) ‖u‖L∞(B 2r
λ
(x)∩∂Ω) ≤ eCλ‖u‖L∞(B r
λ
(x)∩∂Ω).
Based on Carleman estimates and doubling property, we are able to obtain the van-
ishing order of Steklov eigenfunctions on ∂Ω.
Theorem 2. The vanishing order of Steklov eigenfunction on ∂Ω is everywhere less
than Cλ where C is positive constant depending only on Ω.
The outline of the paper is as follows. Section 2 is devoted to obtaining the appropriate
Carleman estimates for a general equation derived from the Steklov eigenvalue problem.
In Section 3, a three-ball theorem is presented. Then the doubling estimates on solid
ball follow. In section 4, we obtain the doubling estimates on the boundary and the
vanishing order of Steklov eigenfunction. The letters C, C¯, C0 and C1 denote generic
positive constants and do not depends on u. They may also vary from line to line.
2. Carleman estimates
In order to obtain the doubling estimates of Steklov eigenfunctions on the boundary
of Ω, it is not easy to consider the eigenfunctions solely on ∂Ω. we first do a reflection
across the boundary. The argument follows from [BL]. Set
Ωρ := {y ∈ Rn|dist{y, ∂Ω} < ρ}.
Define
Ω′ρ := {x+ tν(x)|x ∈ ∂Ω, t ∈ (0, ρ)} = {y ∈ Rn|dist(y, ∂Ω) < ρ}\Ω,
where ν(x) is the unit outer normal at x. Since ∂Ω is compact and smooth, there exists
a map (x, t) → x + tν(x) which is one-to-one from ∂Ω × (−δ, δ) onto δ–neighborhood of
∂Ω, where δ depends only on Ω. Set
Ω˜ = Ωδ ∩ ∂Ω ∩ Ω′δ
and
uˆ(x) = u(x) exp{λd(x)}
where d(x) = dist(x, ∂Ω) is the distance function. Notice that uˆ(x) = u(x) on ∂Ω. From
the equation (1.1), one can check that uˆ satisfies the equation
(2.1)
{
div(A(x)∇uˆ) + b(x) · ∇uˆ+ q(x)uˆ = 0 in Ωδ,
∂uˆ
∂ν
= 0 on ∂Ωδ ,
with
(2.2)


A(x) = I,
b(x) = −2λ∇d(x),
q(x) = λ2 − λ△d(x).
We consider the reflection from Ωδ to Ω
′
δ. Let x = y+ tν(y) with y ∈ ∂Ω and t ∈ (−δ, 0).
The reflection map is given by
Ψ(x) = y − tν(y).
4 JIUYI ZHU
For x′ ∈ Ω′δ, there exists x such that Ψ(x) = x′. Define
uˆ(x′) = u(Ψ−1(x′)) = uˆ(x).
Then uˆ satisfies
div(A(x)∇uˆ) + b(x) · ∇uˆ+ q(x)uˆ = 0 in Ω′δ
with A(x) = (aij)
n
i,j=1,

aij(x
′) =
∑n
k=1
∂Ψi
∂xk
(x)∂Ψ
j
∂xk
(x),
bi(x′) = −∑nj=1 ∂∂x′j aij(x′) +△Ψi(x) + b(x) · ∇Ψi(x),
q(x′) = q(x).
Therefore, uˆ satisfies the following equation
(2.3) div(A∇uˆ) + b · ∇uˆ+ quˆ = 0 in Ω˜
with
(2.4)


‖A‖L∞(Ω˜) ≤ C,
‖b‖W 1,∞(Ω˜) ≤ Cλ,
‖q‖W 1,∞(Ω˜) ≤ Cλ2,
where C depends only on Ω. One can also check that A is uniformly Lipshitz and the
equation (2.3) is uniformly elliptic in Ω˜ with ellipticity constant depending only on Ω.
Instead of studying u in (1.1), we investigate uˆ in (2.3), then we reduce uˆ to the boundary
of Ω by making use of the fact that uˆ(x) = u(x) on ∂Ω.
General speaking, Carleman estimates and frequency functions are two major ways to
obtain doubling estimates and study strong unique continuation. The frequency function
is a local measure of “degree” of a polynomial like function and first observed by Almgren
for harmonic functions. Garofalo and Lin in [GL] showed it powerful application in the
strong unique continuation problem. The doubling property (1.4) in [BL] is achieved
by sophisticated use of frequency functions. Carleman estimates are weighted integral
inequalities which were introduced by Carleman. See e.g. [JK], [KT], [LT], [S], to just
mention a few literature on strong unique continuation using Carleman estimates. Our
goal in this section is to obtain the carleman estimates for (2.3). Since A(x) does not
depend on λ, we can instead consider the general elliptic equation
(2.5) aij(x)Dij uˆ+ b(x) · ∇uˆ+ q(x)uˆ = 0 in Ω˜
with the coefficients satisfying the same conditions as that in (2.4). The summation over
i, j is understood. In the following, we adapt the idea in deriving Carleman estimates
in [LW] and [BC] which extend Donnelly and Fefferman’s approach [DF] for classical
eigenfunctions.
To begin, we introduce polar coordinates in Rn\{0} by setting x = rω, with r = |x|
and ω = (ω1, · · · , ωn) ∈ Sn−1. Moreover, we use a new coordinate t = log r. Then
∂
∂xj
= e−t(ωj∂t + Ωj), 1 ≤ j ≤ n,
where Ωj is a vector field in S
n−1. We also see that the vector fields Ωj satisfy
n∑
j=1
ωjΩj = 0 and
n∑
j=1
Ωjωj = n− 1.
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Since we are only interested the local estimates of uˆ and r → 0 if and only if t → −∞,
we study the case that t sufficiently closes to −∞. One can also see that
∂2
∂xi∂xj
= e−2t(ωi∂t − ωi + Ωi)(ωj∂t + Ωj), 1 ≤ i ≤ j ≤ n.
Note that
e2t△ = ∂2t + (n− 2)∂t +△ω,
where △ω =
∑
j Ω
2
j is the Laplace-Beltrami operator on S
n−1. We want to establish the
Carleman estimates in the neighborhood of x ∈ ∂Ω. From (2.2), we know
aij(x) = δij +O(e
t), as t→ −∞.
Next we obtain the Carleman estimates with weight
φβ(x) = e
−βφ˜(x)
with β > 0 and
φ˜(x) = log |x|+ log((log |x|)2).
Since we have introduced the new coordinate concerning t, by denoting
φ(t) = t+ log t2,
then φ˜(x) = φ(log |x|). We consider the local estimates of any smooth supported function
u at x0 ∈ ∂Ω. Let r(x) = |x−x0|. Our Carleman estimate concerning the general elliptic
equations (2.3) is given as follows.
Proposition 1. There exist C1, C0 and sufficiently small r0 depending on Ω such
that for u ∈ C∞0 (Br0(x0)\{x0}), x0 ∈ ∂Ω and
β > C1(1 + ‖b‖W 1,∞ + ‖q‖1/2W 1,∞),
one has
C0‖φβ(aijDiju+ b · ∇u+ qu)r 4−n2 ‖2 ≥ β3‖φβ(log r)−1ur−n2 ‖2
+ β‖φβ(log r)−1∇ur 2−n2 ‖2.(2.6)
Based on the proof of proposition 1, if u has support away from x0, we will have
the following corollary which is useful in deriving the three-ball theorem and doubling
estimates.
Corollary 2. Besides the conditions in proposition 1, assume further that
supp u ⊂ {x0 ∈ ∂Ω, |x− x0| ≥ δ˜ > 0},
we have
C‖φβ(aijDiju+ b · ∇u+ qu)r 4−n2 ‖2 ≥ β3‖φβ(log r)−1ur−n2 ‖2 + βδ˜‖φβur− 1+n2 ‖2
+ β‖φβ(log r)−1∇ur 2−n2 ‖2.(2.7)
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Proof of Proposition 1. Define the differential operators P = aijDij and Q =
b(x) · ∇. Let
u = eβφ(t)v.
Set
Pβv = e
−βφ(t)P (eβφ(t)v),
Qβv = e
−βφ(t)Q(eβφ(t)v).
Then
Lβv := e
2tPβv + e
2tQβv + e
2tqv
= ∂2t v + av + aˆ∂tv +△ωv + e2tqv + S(v) +R(v),
where

a = βφ
′′
+ β2(φ′)2 + (n− 2)βφ′
= (1 + 2t−1)2β2 + (n− 2)β + 2(n− 2)t−1β − 2t−2β,
aˆ = 2βφ′ + (n− 2)
= 2β + 4βt−1 + (n− 2),
S(v) =
∑
j+|α|≤2Cjα(t, ω)∂
j
tΩ
αv + C¯(t, ω)(β(φ′)2 + βφ′′)v + etbiωiβφ′v,
R(v) =
∑
j+|α|≤1Cjα(t, ω)βφ
′∂jtΩ
αv + etbiωi∂tv + e
tbiΩiv,
Cjα = O(e
t), ∂tCjα = O(e
t), ΩαCjα = O(e
t),
C¯ = O(et), ∂tC¯ = O(e
t), ΩαC¯ = O(et).
In order to show (2.6) for t close to −∞, we only need to prove the following
C
∫
|e2tPβv + e2tQβv + e2tqv|2 dtdω ≥ β
∫
t−2|∂tv|2 dtdω + β
∑
j
∫
t−2|Ωjv|2 dtdω
+ β3
∫
t−2v2 dtdω.(2.8)
By the triangle inequality,
(2.9) ‖Lβv‖2 ≥ 1
2
A− B,
where
A = ‖∂2t v + △ωv +
∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv + (2βφ′ + etbiωi)∂tv + e
tbiΩiv
+ (β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v‖2
and
B = ‖βφ′′v + (n− 2)∂tv +
∑
j+|α|≤1
Cjα(t, ω)∂
j
tΩ
αv
+
∑
j+|α|≤1
Cjα(t, ω)βφ
′∂jtΩ
αv + C¯(t, ω)(β(φ′)2 + βφ′′)v‖2.(2.10)
We first study A. While B will be incorporated into the leading term in A. We
decompose A as
A = A1 +A2 +A3,
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where
A1 = ‖∂2t v + △ωv +
∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv
+ (β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v‖2,
A2 = ‖(2βφ′ + etbiωi)∂tv + etbiΩiv‖2,
A3 = 2 < ∂2t v +△ωv +
∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v
(2βφ′ + etbiωi)∂tv + etbiΩiv > .
Let us calculate A1. Since |φ′′| ≤ 1 as t is negatively large,
(2.11) A1 ≥ ǫ˜
β
A′1
with 0 < ǫ˜ < 1 to be determined, where
A′1 = ‖
√
|φ′′|
(
∂2t v + △ωv +
∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv
+ (β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v
)
‖2.(2.12)
We split A′1 into three parts.
A′1 = J1 + J2 + J3,
where
J1 = ‖
√
|φ′′|(∂2t v +△ωv + ∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv
)‖2,
J2 = ‖
√
|φ′′|(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v‖2,
J3 = 2 < ∂2t v + △ωv +
∑
j+|α|=2
Cjα(t, ω)∂
j
tΩ
αv
|φ′′|(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v > .
Note that J1 is nonnegative. Since φ′ is close to 1 as t→ −∞, by the triangle inequality,
J2 ≥ β4‖
√
|φ′′|v‖2 − ‖
√
|φ′′|((n− 2)βφ′ + etβφ′biωi + e2tq)v‖2.
Since we have chose that
β > C1(1 + ‖b‖W 1,∞ + ‖q‖1/2W 1,∞),
by Young’s inequality,
‖
√
|φ′′|((n− 2)βφ′ + etβφ′biωi + e2tq)v‖2 ≤ ǫβ4‖√|φ′′|v‖2 + Cǫ‖√|φ′′|v‖2.
Choosing ǫ appropriately small, we have
J2 ≥ Cβ4‖
√
|φ′′|v‖2 − Cβ2‖
√
|φ′′|v‖2
≥ Cβ4‖
√
|φ′′|v‖2.(2.13)
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We find a lower bound for J3. Using integration by parts, it follows that
J3 = −2
∫
|φ′′|(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)|∂tv|2
−2
∫
∂t
(
|φ′′|(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq))v∂tv
−2
n∑
j=1
∫
|φ′′|(β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)|Ωjv|2
−2
∫
|φ′′|Ωj
(
β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq
)
Ωjvv
−2
∫ ∑
j+|α|=1
Cjα(t, ω)∂
j
tΩ
αv
∑
j+|α|=1
((|φ′′|β2(φ′)2 + (n− 2)βφ′ + etβφ′biωi + e2tq)v)
≥ −Cβ2
∫
|φ′′|(|∂tv|2 +
n∑
j=1
|Ωjv|2 + |v|2).
Combining above estimates for J2, J3 and (2.11) together, it follows that
(2.14) A1 ≥ Cβ3ǫ˜
∫
|φ′′|v2 − Cβǫ˜
∫
|φ′′|(|∂tv|2 +
n∑
j=1
|Ωjv|2 + |v|2).
Now we compute A2. Obviously,
A2 ≥ 1
β
A2.
By the triangle inequality,
A2 ≥ 4β2‖φ′∂tv||2 − ‖etbiωi∂tv + etbiΩiv‖2.
Application of Young’s inequality yields
‖etbiωi∂tv + etbiΩiv‖2 ≤ ǫβ2‖et∂t‖2 + Cǫ
n∑
j=1
β2‖etΩjv‖2.
Note that 1 + 2
T0
≤ φ′ ≤ 1 as −∞ ≤ t < 0, which is close to 1 as T0 as negatively large.
It follows that
(2.15) A2 ≥ Cβ‖∂tv‖2 − Cβ
n∑
j=1
‖etΩjv‖2.
The calculation of A3 is lengthy. Using integration by parts and the fact that
lim
t→−∞
−φ
′′
et
=∞,
we have
A3 ≥ Cβ
n∑
j=1
∫
|φ′′||Ωjv|2 − Cβ3
∫
|φ′′|etv2 − Cβ
∫
|φ′′||∂tv|2
− Cβ3
∫
et|v|2.(2.16)
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Recall that A = A1 +A2+A3. Together with the estimates (2.14), (2.15) and (2.16), by
choosing ǫ˜ appropriately small, we can derive that
(2.17) A ≥ Cβ‖∂tv‖2 + Cβ3‖
√
|φ′′|v|2 + Cβ
n∑
j=1
‖
√
|φ′′||Ωjv‖2.
Finally we estimate B. By integration by parts,
B = ‖βφ′′v + (n− 2)∂tv +
∑
j+|α|≤1
Cjα(t, ω)∂
j
tΩ
αv
+
∑
j+|α|≤1
Cjα(t, ω)βφ
′∂jtΩ
αv + C¯(t, ω)(β(φ′)2 + βφ′′)v‖2
≤ C(β2‖√|φ′′|v‖2 + ‖∂tv‖2 + ‖et∂tv‖2 + n∑
j=1
‖etΩju‖2
)
.(2.18)
We can check that each term in B can be incorporated in the right hand side of (2.17).
Therefore,
(2.19) ‖Lβv‖2 ≥ Cβ‖
√
|φ′′|∂tv‖2 + Cβ3‖
√
|φ′′|v‖2 + Cβ
n∑
j=1
‖
√
|φ′′|Ωjv‖2.
We are done with the proof of Proposition 1. 
The proof the corollary is inspired by the idea in [BC].
proof of Corollary 2. The application of Cauchy-Schwartz inequality yields∫
∂t(v
2)e−t = 2
∫
v∂te
−t
≤ 2( ∫ (∂tv)2e−t) 12(
∫
v)2e−t
) 1
2 .(2.20)
On the other hand, by integration by parts,
(2.21)
∫
∂t(v
2)e−t =
∫
v2e−t.
Hence ∫
v2e−t ≤ C
∫
(∂tv)
2e−t.
Since u is supported in {x| |x− x0| ≥ δ˜},
(2.22) Cδ˜
∫
v2e−t ≤
∫
(∂tv)
2.
Applying above estimates to (2.17), we know an another refined lower bound for A, that
is,
CA ≥ δ˜β
∫
v2e−t.
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Carrying out the similar proof as Proposition 1, we know that
‖Lβv‖2 ≥ Cβ‖
√
|φ′′|∂tv‖2 + Cβ3‖
√
|φ′′|v‖2 + Cβ
n∑
j=1
‖
√
|φ′′|Ωjv‖2
+ δ˜β‖ve−t/2‖2,(2.23)
which implies the corollary. 
3. Doubling estimates on solid balls
Following from the similar argument in [BC], we have the following three-ball theorem.
Its argument is also similar to the proof of Proposition 2 below.
Lemma 1. There exist constants r0, C and 0 < γ < 1 depending only on Ω such that
for any solutions of (2.5), 0 < R < r0 < δ, and x0 ∈ ∂Ω, one has
(3.1)
∫
BR(x0)
uˆ2 ≤ eC(1+‖b‖W1,∞+‖q‖1/2W1,∞ )(
∫
B2R(x0)
uˆ2)1−γ(
∫
BR/2(x0)
uˆ2)γ .
In the following, we want to derive estimates that controls L2 norm of uˆ in Ω˜ in terms
of L2 norm of uˆ in a small ball centered at ∂Ω. In the presentation, sometimes we drop the
center of Br if there is no misunderstanding. By the lemma 3.7 in [BL], for any 0 < r < δ,
there exists a point x⋆ ∈ ∂Ω such that
(3.2)
∫
Ω
u2 ≤ Cr−2n+1
∫
Br(x⋆)∩Ω
u2
for some C depending only on Ω. Recall that uˆ = eλd(x)u. Obviously
(3.3)
∫
Br(x⋆)∩Ω
u2 ≤
∫
Br(x⋆)∩Ω˜
uˆ2.
Thus,
(3.4)
∫
Ω
u2 ≤ Cr−2n+1
∫
Br(x⋆)∩Ω˜
uˆ2.
We can also check that
(3.5)
∫
Ωδ
uˆ2(x) =
∫
Ω′δ
uˆ2(x′)|∇Ψ(x′)|,
where |∇Ψ(x′)| > C in Ω′δ with C depending only on Ω, that is,
(3.6)
∫
Ωδ
uˆ2(x) ≥ C
∫
Ω′δ
uˆ2(x′).
Since
(3.7)
∫
Ω
u2 ≥ e−2λδ
∫
Ωδ
uˆ2,
it follows from (3.4) and (3.6) that
(3.8)
∫
Ω˜
uˆ2 ≤ Ce2λδr−2n+1
∫
Br(x⋆)∩Ω˜
uˆ2.
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Lemma 2. For any 0 < r < r0 < δ, there exists Cr such that for any x0 ∈ ∂Ω, the
following holds
(3.9)
∫
Br(x0)
uˆ2 ≥ e−Crλ
∫
Ω˜
uˆ2.
Proof. Without loss of generality, we may denote
∫
Ω˜
uˆ2 = 1. Let x¯ ∈ ∂Ω be the
point where ‖uˆ‖Br(x¯) = supx∈∂Ω ‖uˆ‖Br(x). From (3.8),
(3.10) ‖uˆ‖Br(x¯) ≥ e−2λδCr
with Cr depending on Ω and r. Applying the three-ball theorem (i.e. Lemma 1) at any
x ∈ ∂Ω, it follows that
‖uˆ‖Br/2(x) ≥ e−C(1+‖b‖W1,∞+‖q‖
1/2
W1,∞
)‖uˆ‖
1
γ
Br(x)
≥ e−Cλ‖uˆ‖
1
γ
Br(x)
,(3.11)
where we have the assumptions for b and q in (2.4).
Define a sequence of point x0, x1, · · · , xm = x¯ on ∂Ω such that
Br/2(xi+1) ⊂ Br(xi) for i = 0, · · · , m− 1.
We can see that the number m depends on Ω and r. From (3.11), we have
‖uˆ‖Br/2(xi) ≥ e−Cλ‖uˆ‖
1
γ
Br/2(xi+1)
for i = 0, 1, · · · , m− 1. By iteration and (3.10), it follows that
(3.12)
∫
Br(x0)
uˆ2 ≥ e−Crλ
∫
Ω˜
uˆ2.
We are done with Lemma 2. 
Let
Ar, 2r = {x ∈ Ω˜|r ≤ |x− x0| ≤ 2r, with x0 ∈ ∂Ω}.
We can find that there exits some xi ∈ Ar, 2r ∩ ∂Ω such that Br/3(xi) ⊂ Ar, 2r. It yields
that
(3.13)
∫
Ar,2r
uˆ2 ≥ e−Crλ
∫
Ω˜
uˆ2.
We are ready to derive the doubling estimates for uˆ on solid balls on Ω˜.
Proposition 2. There exist positive constants r0, C depending only on Ω such that
for any solution uˆ in (2.3),
(3.14)
∫
B2r(x0)
|uˆ|2 ≤ eCλ
∫
Br(x0)
|uˆ|2
for any r < r0 and x0 ∈ ∂Ω.
12 JIUYI ZHU
Proof. Let R = r0
6
, where r0 is the one in the three-ball theorem. Let 0 < 4ρ <
r0
18
.
Select a small cut-off function with 0 ≤ ψ ≤ 1 satisfying the following properties

ψ(x) = 0 if r(x) < ρ and r(x) > R,
ψ(x) = 1 if 3ρ
2
< r(x) < R
3
,
|∇ψ(x)| ≤ C
ρ
, and |∇2ψ(x)| ≤ C
ρ2
if ρ < r(x) < 3ρ
2
,
|∇ψ(x)| ≤ C
R
, and |∇2ψ(x)| ≤ C
R2
if R
3
< r(x) < R.
Now we apply the Carleman estimates in (2.7) with ψuˆ. Dropping the last term in the
right hand side of (2.7) yields
βρ
∫
e−2βφ˜|ψuˆ|2r−n−1 + β3
∫
(log r)−2e−2βφ˜|ψuˆ|2r−n
≤ C
∫
e−2βφ˜r4−n
(
aijDij(ψuˆ) + biDi(ψuˆ) + quˆ
)2
≤ C
∫
e−2βφ˜r4−n
(
aijDijψuˆ+ 2aijDiuˆDjψ + biDiψuˆ
)2
.(3.15)
By the properties of ψ and the fact that R depending only on Ω and β > 1, we have∫
A 3ρ
2 ,4ρ
∪A R
12 ,
R
6
e−2βφ˜uˆ2r−n ≤ C(1 + λ)2
∫
A
ρ,
3ρ
2
∪AR
3 ,R
e−2βφ˜uˆ2r−n
+ C(ρ2
∫
Aρ,
3ρ
2
e−2βφ˜|∇uˆ|2r−n +R2
∫
AR
3 ,R
e−2βφ˜|∇uˆ|2r−n),(3.16)
where the assumption in (2.4) has been used. Recall the following elliptic estimates for uˆ
in (2.3),
(3.17) ‖∇u‖Bar ≤ C(
1
(1− a)r + ‖b‖L∞ + ‖q‖
1/2
L∞)‖u‖Br , for 0 < a < 1.
Applying elliptic estimates to the last two terms in the right hand side of (3.16) and the
decreasing property of −φ˜, we obtain
e−2βφ˜(4ρ)ρ−n
∫
A 3ρ
2 ,4ρ
|uˆ|2 + e−2βφ˜(R6 )R−n
∫
A R
12 ,
R
6
|uˆ|2 ≤ C(1 + λ)4(e−2βφ˜(ρ)ρ−n ∫
B2ρ
|uˆ|2
+ e−2βφ˜(
R
3
)R−n
∫
B 3R
2
|uˆ|2).(3.18)
Adding e−2βφ˜(4ρ)ρ−n
∫
B 3ρ
2
|uˆ|2 to both sides of (3.18), we have
e−2βφ˜(4ρ)ρ−n
∫
B4ρ
|uˆ|2 + e−2βφ˜(R6 )R−n
∫
A R
12 ,
R
6
|uˆ|2 ≤ C(1 + λ)4(e−2βφ˜(ρ)ρ−n ∫
B2ρ
|uˆ|2
+ e−2βφ˜(
R
3
)R−n
∫
B 3R
2
|uˆ|2).(3.19)
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We want to absorb the last term in the right hand side of (3.19) into the left hand side.
Let β satisfy that
C(1 + λ)4e−2βφ˜(
R
3
)
∫
B 3R
2
|uˆ|2 ≤ 1
2
e−2βφ˜(
R
6
)
∫
A R
12 ,
R
6
|uˆ|2.
In order to make it true, we only need to select β to be
(3.20) β =
1
2(φ˜(R
6
)− φ˜(R
3
))
ln
∫
A R
12 ,
R
6
|uˆ|2
2C(1 + λ)4
∫
B 3R
2
|uˆ|2 + C1(1 + ‖b‖W 1,∞ + ‖q‖
1/2
W 1,∞).
Thus,
e−2βφ˜(4ρ)ρ−n
∫
B4ρ
|uˆ|2 + 1
2
e−2βφ˜(
R
6
)R−n
∫
A R
12 ,
R
6
|uˆ|2
≤ C(1 + λ)4e−2βφ˜(ρ)ρ−n
∫
B2ρ
|uˆ|2.(3.21)
Dropping the second term in the left hand side leads to
(3.22) e−2βφ˜(4ρ)
∫
B4ρ
|uˆ|2 ≤ C(1 + λ)4e−2βφ˜(ρ)
∫
B2ρ
|uˆ|2.
Let DR = (φ˜(
R
6
) − φ˜(R
3
))−1. We know that 0 < A−1 < −DR < A where A does not
depend on R. Note that 0 < φ˜(4ρ)− φ˜(ρ) < C. It follows from (3.20) and (3.22) that
(3.23)
∫
B4ρ
|uˆ|2 ≤ eCλ(
∫
B 3R
2
|uˆ|2∫
A R
12 ,
R
6
|uˆ|2
)A−1 ∫
B2ρ
|uˆ|2.
From (3.13), we arrive at
(3.24)
∫
B4ρ
|uˆ|2 ≤ eCλ
∫
B2ρ
|uˆ|2.
This completes the proof of proposition 2. 
4. Doubling estimates and vanishing order on the boundary
In the above section, the doubling property for uˆ on solid balls is given. Next we
obtain a doubling inequality on the boundary of Ω. We do a scaling for uˆ in B r0
λ
(x0). Let
u¯(x) = uˆ(x0 +
x
λ
)
for x ∈ Br0 . From (2.3), u¯ satisfies
(4.1) div(A¯∇u¯) + b¯ · ∇u¯+ q¯u¯ = 0 a.e. in Br0
where
(4.2)


A¯(x) = A(x0 +
x
λ
),
b¯(x) = λ−1b(x0 + xλ),
q¯(x) = λ−2q(x0 + xλ).
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We can also check that
(i) there exists some positive constant ̺ such that
̺|ξ|2 ≤
∑
a¯ij(x)ξiξj
where A¯(x) =
(
a¯ij(x)
)n
i,j=1
.
(ii) There exists constant K1 such that
|a¯ij(x)− a¯ij(y)| ≤ K1|x− y|.
(iii) There exists constant K2 such that∑
i,j
‖a¯i,j‖L∞(B1) +
∑
i
‖b¯i‖L∞(B1) + ‖q‖L∞(B1) ≤ K2.
Based on the doubling estimates on Ω˜, we can prove the doubling estimates on ∂Ω.
We follow the idea in [BL]. The following lemma obtained in [Lin] is the connection
between the L2 norm of solutions on the boundary and solid balls. For completeness of
the presentation, we state the lemma.
Lemma 3. Assume that u is the solution of (4.1) in B+1 with coefficient satisfying
(i)-(iii) and ‖u‖L2(B+1 ) ≤ 1. Suppose that
(4.3) ‖u‖H1(Γ) + ‖ ∂u
∂xn
‖L2(Γ) ≤ ǫ << 1,
where Γ = {(x′, 0) ∈ Rn, |x′| ≤ 2/3}, then
‖u‖L2(B+
1/2
) ≤ Cǫα
for the constants C, α depending on ̺, K1, K2 and n.
The following J.L. Lions-type lemma is shown in [BL].
Lemma 4. Let u ∈ H2(Rn) and the trace of u on {x ∈ Rn|xn = 0} = Rn−1 be denoted
by u. Then there exist a constant C depending on n such that for any ǫ > 0,
‖∇u‖L2(Rn−1) ≤ ǫ‖u‖H2(Rn) + C
ǫ2
‖u‖L2(Rn−1).
Now we are ready to show the proof of Theorem 1.
Proof of Theorem 1. Since u = uˆ on ∂Ω, in order to prove that∫
B2r(x)∩∂Ω
u2 ≤ eCλ
∫
Br(x)∩∂Ω
u2
for r ≤ r0
λ
and x ∈ ∂Ω, by letting x = x0 ∈ ∂Ω, it suffices to prove
(4.4)
∫
B2r∩∂Ωˆ
u¯2 ≤ eCλ
∫
Br∩∂Ωˆ
u¯2
for r ≤ r0 with Ωˆ = {x|x0 + xλ ∈ Ω} and Br centered at origin. From Proposition 2, there
exist r0, C depending on Ω and n such that∫
B2r(x0)
uˆ2 ≤ eCλ
∫
Br(x0)
uˆ2
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for r ≤ r0
2
. It is true that
(4.5)
∫
B2r
u¯2 ≤ eCλ
∫
Br
u¯2.
Next we want to flatten the hypersurface ∂Ω. Since ∂Ω is smooth, we can regard
B r0
λ
(x0) ∩ ∂Ω as a smooth function with C2 norm bounded by a constant C0 independent
of x0 and λ. After rescaling, we assume that
Br0 ∩ ∂Ωx0,λ = {(x′, xn) ∈ Br0 |x′ ∈ Bn−1r0 , xn = Φ(x′)},
where Φ ∈ C2(Bn−1r0 ), Φ(0) = 0, ∇Φ(0) = 0 and ‖Φ‖C2 ≤ C0. Furthermore, ‖Φ‖C1(Bn−1r0 ) ≤
ǫ with ǫ small. Introducing the injective map F : Bn−1r0 × R→ Rn as
F (x′, xn) = (x′, xn + Φ(x′)).
We can check that
B r
1+ǫ
⊂ F (Br) ⊂ B(1+ǫ)r,
F (Bn−1r
1+ǫ
× {0}) ⊂ Br ∩ ∂Ωx0, λ ⊂ F (Bn−1(1+ǫ)r × {0}).
If we show that
(4.6)
∫
F (Bn−12r ×{0})
u¯2 ≤ eCλ
∫
F (Bn−1r ×{0})
u¯2,
then it implies (4.4). We define
w(x) = u¯(F (x)) for x ∈ B r0
1+ǫ
.
To prove (4.6), by the area formula, it is enough to show that
(4.7)
∫
B
n−1
2r ×{0}
w2 ≤ eCλ
∫
B
n−1
r ×{0}
w2
for 0 < r < r0
2(1+ǫ)
, where r0 depends only on Ω. By the same argument, it follows from
(4.5) that
(4.8)
∫
B2r
w2 ≤ eCλ
∫
Br
w2
for 0 < r < r0
2(1+ǫ)
. We can check that w solve
(4.9) div(A˜∇w) + b˜∇w + q˜w = 0
where A˜, b˜ and q˜ satisfy (i)-(iii) with similar bounds independent of λ. We fixed r < r0
2(1+ǫ)
so that the condition (4.8) holds. We do a rescaling to consider fixed radius. Let
(4.10) w¯(x) = C˜w(rx)
where the constant C˜ is chosen so that
(4.11)
∫
B2
w¯(x) = 1.
By the doubling estimates in (4.8), it follows that
(4.12)
∫
B1/2
w¯ ≥ e−Cλ.
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We can see that w¯ also satisfies (4.9). If
‖w¯‖H1(Bn−1
2/3
) + ‖
∂w¯
∂xn
‖L2(Bn−1
2/3
) = ǫ˜ << 1,
by Lemma 3 and (4.11), we have
‖w¯‖L2(B1/2) ≤ Cǫ˜α.
Due to the lower bound (4.12), we obtain
ǫ˜ > e
−Cλ
α C
−1
α ,
that is,
‖w¯‖H1(Bn−1
2/3
) + ‖
∂w¯
∂xn
‖L2(Bn−1
2/3
) > e
−Cλ.
Since the normal derivative of v¯ vanishes on ∂Ωx0,λ, using area formula,
‖∇w¯‖L2(Bn−1
2/3
) ≥
1
C
‖ ∂w¯
∂xn
‖L2(Bn−1
2/3
).
Therefore,
(4.13) ‖w¯‖H1(Bn−1
2/3
) ≥ e−Cλ.
We claim that the estimate
‖w¯‖H1(Bn−1
2/3
) ≥ ǫ¯
implies that
‖w¯‖L2(Bn−1
5/6
) ≥ ǫ¯3/C.
Introduce a cut-off function ψ ∈ C∞0 (Rn) such that ψ = 1 on B2/3 and ψ = 0 on Rn\B5/6.
Consider w¯′ = w¯ · ψ, we obtain for η > 0,
‖∇w¯‖L2(Bn−1
2/3
) ≤ ‖∇w¯′‖L2(Rn−1)
≤ η‖w¯′‖H2(Rn) + C
η2
‖w¯′‖L2(Rn−1)
≤ Cη + C
η2
‖w¯‖L2(Bn−1
5/6
)
where we have used the interior elliptic estimates and Lemma 4. Let η = ǫ¯
2C
, we have
ǫ¯− ‖w¯‖L2(Bn−1
2/3
) ≤ ‖∇w¯‖L2(Bn−1
2/3
)
≤ ǫ¯
2
+
C
ǫ¯2
‖w¯‖L2(Bn−1
5/6
).
Then the claim follows. So (4.13) implies that
(4.14) ‖w¯‖L2(Bn−1
5/6
) ≥ e−Cλ.
Thanks to the trace theorem and interior elliptic estimates,
‖w¯‖L2(Bn−1
5/3
) ≤ C‖w¯‖H1(B5/3)
≤ C‖w¯‖L2(B2) ≤ C.
Then
‖w¯‖L2(Bn−1
5/6
) ≥ e−Cλ‖w¯‖L2(Bn−1
5/3
),
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that is,
‖w‖L2(Bn−1
5r/6
) ≥ e−Cλ‖w‖L2(Bn−1
5r/3
)
for r ≤ r0
2(1+ǫ)
. Now we fix ǫ. For instance, let 0 < ǫ < 1
10
. From (4.7), we arrive at
Theorem 1. 
Thanks to the argument in proving Theorem 1, we present the proof of corollary 1.
Proof of Corollary 1. We consider any point x0 ∈ ∂Ω. For convenience, we may
assume x0 to be origin. On one hand, by (4.10) and (4.11),
1
C˜
=
∫
B2
w2(rx) =
1
rn
∫
B2r
u¯(F (x))
≥ λ
n
rn
∫
B 2r
(1+ǫ)λ
uˆ2.(4.15)
On the other hand, it follows from (4.14) that
e−Cλ
C˜
≤ 1
C˜
∫
B
n−1
5/6
w¯ =
1
rn−1
∫
B
n−1
5r/6
u¯(F (x))
≤ λ
n−1
rn−1
∫
B
5(1+ǫ)r/6λ
∩∂Ω
uˆ2
=
λn−1
rn−1
∫
B
5(1+ǫ)r/6λ
∩∂Ω
u2.(4.16)
By taking ǫ appropriately small, we have
(4.17) eCλ
r
λ
∫
B r
λ
∩∂Ω
u2 ≥
∫
B 5r
3λ
uˆ2.
Applying the elliptic estimates [GT] (Theorem 8.17) for (2.3),
(4.18) eC
√
λr
−n
2 ‖uˆ‖L2(B 5r
3
) ≥ ‖uˆ‖L∞(B 4r
3
).
Since
(4.19) ‖uˆ‖L∞(B 4r
3
) ≥ ‖u‖L∞(B 4r
3
∩∂Ω).
We conclude from (4.18) and (4.19) that
(4.20) eC
√
λ(
r
λ
)
−n
2 ‖uˆ‖L2(B 5r
3λ
) ≥ ‖u‖L∞(B 4r
3λ
∩∂Ω).
Taking (4.17) into consideration yields that
(4.21) eCλ(
r
λ
)
−n+1
2 ‖u‖L2(B r
λ
∩∂Ω) ≥ ‖u‖L∞(B 4r
3λ
∩∂Ω).
Using Ho¨lder’s inequality,
(4.22) eCλ‖u‖L∞(B r
λ
∩∂Ω) ≥ ‖u‖L∞(B 4r
3λ
∩∂Ω).
By iteration, we arrive at
(4.23) eCλ‖u‖L∞(B r
λ
∩∂Ω) ≥ ‖u‖L∞(B 2r
λ
∩∂Ω).

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With the help of the Carleman estimates and the analysis above, we show Theorem 2
as below.
Proof of Theorem 2. As before, we assume any point x0 ∈ ∂Ω as origin. Dropping
the first term in the left hand side of (3.21) gives that
1
2
e−2βφ˜(
R
6
)R−n
∫
A R
12 ,
R
6
|uˆ|2 ≤ C(1 + λ)4e−2βφ˜(r/2)(r
2
)
−n ∫
Br
|uˆ|2(4.24)
for 0 < r < r0
36
. Let
R = 1
2
e−2βφ˜(
R
6
)R−n
∫
A R
12 ,
R
6
|uˆ|2.
Then
(1 + λ)−4e2β(log
r
2
+log(log r
2
)2)R ≤ r−n
∫
Br
|uˆ|2.
Since log
(
(log r
2
)2
)
/2 > 0 as r is small, we have
C(1 + λ)−4r2βR ≤ r−n
∫
Br
|uˆ|2.
From (3.13) and (3.20), we also know that
β ≤ C(1 + λ) ≤ Cλ.
Furthermore, we get
Ce−CλrCλR ≤ r−n
∫
Br
|uˆ|2.
Since λ > 1, it is also true that
(4.25) e−Cλ(
r
λ
)
CλR ≤ ( r
λ
)
−n ∫
B r
λ
|uˆ|2.
From (4.17), we obtain
(4.26) (
r
λ
)−n+1
∫
B r
λ
∩∂Ω
u2 ≥ Re−Cλ( r
λ
)
Cλ
.
Therefore,
‖u‖L∞(B r
λ
∩∂Ω) ≥ Re−Cλ( r
λ
)
Cλ
which implies the conclusion of Theorem 2. 
Remark: After having completed the paper, we learn from arXiv that A. Ru¨land
considered some similar problems for fractional Schro¨dinger equations [R] using a different
method.
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