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H(ω)=乞f(丸 ω) (1) 
i=l 
である場合の平衡状態を調べることに相当することを説明し、その場合のカノニカル分布の持つ性質
を調べます。ここでX1，X2ぅ…ぅXη はIaN に値をとる確率変数で、同じ確率分布 q(x)に独立に従う









































を最小にするパラメータ ωoE W がひとつだけ存在して、ヘッセ行列 (¥7¥7S)(ω0)が正則行列(固
有値が全て正値の行列)であるとき、 q(x)はp(xlw)に対して正別であるといいます。
伊U.具体的な例を紹介します。















位置 rhを推定するという問題を考えます。確率モデルとして w= {(向ぅrh);h = 1うえ・・ぅH}として
H 





の正規分布 H個を和にしたもの、すなわち w={(αh，bh);h=lぅ2ぅ…ぅH，]_ごαh= 1}で
H 
p刈(x叫|同ω刈)二 2乞二J土ιh二二=二ヲ=




















































p(xlω) = p(XI問。)exp( -f(xぅω))
と書けるので、 Eω[1 ;を書き換えることができて
(5) 
















































































と表記します。 lE[Ln]= Loが成り立ちます。関数 f(x，ω)を用いると、汎化損失、経験損失は次の
ようになります。







すると仏(0)= Tn(O) = 0であり、三次以上の項は無視できる [8]ので
G札
T札
Lo + 仏ο ) 三 Lo叫 ( 0) +i主炉抑Q~似f以(仰0











































集合 W C]Rd上に非負値の解析関数 K(ω)が定義されているとします。うまく、 d次元多様体M、





がz二 αの近傍で有界なら、実は x=αの近傍で解析関数です。(つまり、 x=αは除去可能な点で


























は、原点の近傍で有界ですが well-definedではありません。そこで二つの座標 U1= {(X1ぅY1)}と
のこ {(X2ぅぬ)}を用意して、それぞれの座標から JR2ヘ
x = X1二 X2Y2
Y = XIY1二 Y2
という写像 gを考えましょう。和集合 U1U U2を考えて「写像 gにより行き先が同じになる」とい
う同値関係~を導入し、商集合




K(g(X1' Y1)) = xi(l + Yi)ぅ
K(g(九 Y2))= Y~(X~ 十 1) う
となります。これは正規交差な関数です。このとき、関数ψは
ψ(1 + Y1?一 (X2+ 1)2 
一
一 1+υi x~ + 1 
ですから、ルイ上の解析関数です。なお、ヤコビアン 19'(u)1は
Ig'(u)1 = IX1 = Iω| 
になります。
例.もうひとつ例をあげます。
K(α，bぅc)ニ (αb十 C)2+α2b4 
を考えましょう。このとき、 4つの座標
Ui = {(αtヲbiぅCi)} (i = 1う2ぅ3ぅ4)
を考えて
α=α1 C1 b二 b1 C = Clぅ
α=α2 bニ b2C2 Cニ α2(1-b2)C2ぅ
α=α3 b = b3 Cニ α3b3(b3C3-1)う





K ニ cI{(αlh+ 1)2 +αibI} 
α~c~ (1 + b~c~) 
α~bj(c~ 十 1)
α~b~c! (1 + b~) 
となります。つまり、 K は正規交差です。ヤコビアンは








とき、ある d次元多様体 M と解析写像 g:M→W が存在して、局所座標ごとに
K(g(u)) ニイkluiK2dkdう






























H(ω)=間 2k ゾーnukcn(U) (20) 
と書けることがわかりました。これをランダム・ハミルトニアンの標準形と呼びます。また
ψ(ω)dω= luhlb( u)du 
となります。
4.3 超関数の漸近展開
次に、 uE]Rdについての超関数でパラメータ tE ]Rを持つもの、すなわち、状態密度関数










f t入 1( _ log t) m-l (0 < t < 1) 


















((z)二 J 十・・・+ (21) 




h今 +1 、立ァ (j= 1ぅ2ううd)
の最小値を入として、最小値を取る jの回数を m とします。すると、式(21)の極はすべて負の有理
数ですが、最も原点に近いのは z二一入で、その位数は mになります。また座標 u= (U1， U2ぅ…ぅ切)
の中で最小値を取る 3に対応するもの hε ]Ftm とそうでないもの UbE ]Ftd-mを使って u= (Uaヲ句)
と書くことにすると、





ム(tぅU)= (C26(Uα)U~) t入ー 1(_logt)m-1+・・・十
であることがわかりました。ここでの >0は定数であり、 1.. . J はt→0で主要項よりも早く Oに
収束します(漸近展開)。最後に積分要素を
























? ? (23) 
です。これは uの関数ですが、まず uを止めて、各 uについて考えて見ましょう。一般に、{五}が







































附 )d町二ffd(j-J)uhほ p(-t十九(u)仰 )du 
ここで式(22)を用いると、主要項は
"， (logn)m-1 r∞入-1。(ω)伽= η入 Jo dt t ほ p(-t十九(u)伽 (26) 




jdu* fr∞dt F(t， u)t入 1exp( -t + Jt cn(U)) (F(t， u))= J ~~ ~~r ~U 









が得られます。以上の二つのことを使うと、弘(0) ぅ Ç~(O) ぅ ~(O) ぅ ~'(O) を計算することができます。
弘(0) 竺~(入 + ~(Vtçn(U)) iヲ
η ¥ L， / 
以(0) 竺 j汀f川
π (仰例0的) 空 ~( 入- (~Vtçn( u)) う
η ¥ L， / 
(27) 
~'(O) ~討会t川 2)-(Vtα川 )2} 
???
「第56回物性若手夏の学校 (2011年度)J
ここで、式 (24) において s(久的 =α(x ぅ u)2 の場合を考えれば、 ηg~(O) η~/(O) は η →∞のと
き、 0 に収束することが示せます。そこで ηg~(O) を V(ふ)と書くと、
11 1.， L.¥ 
Gn三 Lo十一(入+~(Vtçn(U)) 二V(ふ))う¥ 2" -"''-1/ 2 '''/) 
11 1. ， 1 ¥ 
九三 Lη 十一(入 (Vtcn( u))一二V(ふ)) ¥ 2" ""' /1 2 '''"/) 
一方、式(14)から



























入=ν =d/2が成り立ちます。ここで dはパラメータ空間の次元です。このとき、 WAICは、統計学
における赤池情報量規準[1]と一致します。サンプルから構造を推測する問題では、真の分布は、確率
モデルで実現可能であるとは限らず、また正則とも限らないのですが、そのような場合でも成立する
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