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INTRODUCTION TABLE 1 
Definition of validation and evaluation 
The application of expert system technology to 
chemical analysis is investigated in the Esprit pro- 
ject 1570 ESCA (Expert Systems in Chemical 
Analysis). Expert systems are computer programs 
that contain the knowledge of a recognized expert 
in a certain knowledge domain. This expert 
knowledge is incorporated into the expert system 
using a form of knowledge representation e.g. 
IF. . . THEN. . . rules [l]. The aim of an expert 
system is to bring an expert’s knowledge and 
experience to greater use by making it available to 
a greater public in the form of a computer pro- 
gram. 
Validation: the test on whether the system responds to the 
requirements specified by the developer. 
Evaluation: the test on whether the system corresponds to the 
expectations and requirements of the users of the system. 
HF%C method validation: test procedures performed on an 
HPLC method to test its performance with respect to features 
such as specificity, precision, sensitivity and method limita- 
tions. 
The well defined domain of method develop- 
ment in HPLC was selected as the knowledge 
domain in the ESCA project. In this knowledge 
domain, the ESCA project has produced a number 
of expert systems [2]. The main knowledge do- 
mains are: initial guess of HPLC method condi- 
tions [3], selection of an appropriate criterion for 
the optimization of the mobile phase [4], optimiza- 
tion of the instrumental parameters and operating 
conditions [5,6] and method validation [7-111. 
expert systems developed in ESCA by combining 
theoretical testing of the system using simulated 
test-cases with field tests in analytical aboratories. 
In this paper, the test strategy developed in ESCA 
is described, and the results of the Ruggedness 
Expert System, RES, in this test procedure are 
described [15,16]. 
In the development of these expert systems, 
three clearly defined phases have been defined 
[12]. The first phase consists of selecting ap- 
propriate expert system development tools that 
meet the requirements of the knowledge domain 
[13]. In the second phase the tools are used to 
build the expert systems. In the third phase the 
expert systems are investigated in terms of their 
performance and use in the analytical laboratory. 
The third phase, the testing phase, is an im- 
portant phase in expert system development. The 
practical use of the expert system largely depends 
on the successful conclusion of a thorough testing 
procedure. Many expert systems never reach the 
stage of practical use because the test procedures 
applied did not establish enough confidence in 
them [14]. Apart from real problems with the 
performance of the expert system, the lack of 
acceptable expert system test procedures also 
causes a lack of confidence in expert systems. 
The knowledge domain of RES, the ruggedness 
test, is part of an extensive experimental scheme, 
normally performed on a new HPLC method. This 
phase is commonly referred to as HPLC method 
validation. The concept of validation is also used 
in the expert system testing procedures, but here it 
has a different meaning: in expert system testing, 
validation is used for the test procedures that 
compare the performance of the expert system 
against he expert. Table 1 presents descriptions of 
HPLC method validation and expert system vali- 
dation. In this paper, HPLC method validation 
will be referred to as method validation and expert 
system validation will be referred to as validation 
or validation of the expert system. 
RES 
In the ESCA project, a strategy has been devel- 
oped for the expert system testing phase. It is 
intended to establish sufficient confidence in the 
Method validation plays an important role in 
HPLC method development. In method valida- 
tion, a newly developed HPLC method is sub- 
mitted to a number of tests in order to establish 
its performance. A method validation procedure 
usually includes tests on accuracy, precision, sensi- 
tivity and specificity [17-191. 
In method validation, the HPLC method can 
be submitted to a ruggedness test [20-221. In a 
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ruggedness test the performance of the HPLC 
method is tested under slightly different condi- 
tions than the normal operating conditions. The 
purpose of the test is to simulate changes in the 
operating conditions of the method when the 
method is transported from one laboratory to 
another. Examples of conditions that will un- 
doubtedly vary from laboratory to laboratory are 
temperature, batch of column material, etc. In the 
ruggedness test the effect of these variations on 
the performance of the method can be established 
by simulating them in the laboratory in which the 
method was developed. 
A ruggedness test consists of a number of steps 
[15]. The most important steps are the following. 
- Selection of factors to test. There is a large 
number of factors that could be tested in a 
ruggedness test because they can influence method 
performance. However, it is impossible to test 
them all. Therefore, a selection must be made of 
‘most suspect’ factors that will be tested in the 
ruggedness test. Making this selection requires a 
great deal of experience in HPLC ruggedness test- 
ing and method development. 
_ Selection of the experimental design to test the 
factors. The number of experiments in the rugged- 
ness test must be kept as low as possible. Numer- 
ous experimental designs exist that could be used 
in a ruggedness test. The most appropriate one 
must be selected from this collection of designs, 
taking account of the number of factors to be 
tested. 
- Performance of the experiments. The experi- 
mental work of measuring the performance of the 
method under the various circumstances. 
- Calculation of the statistical parameters from 
the experimental data. Parameters such as main 
effects are calculated. The main effects indicate 
the influence of a certain factor on the perfor- 
mance of the method. 
- Deduction of chemically relevant information 
from the statistical parameters. The statistical 
parameters are translated into chemically relevant 
information. For instance, if the main effect for 
resolution on the factor temperature is larger than 
lo%, a certain action must be undertaken: the 
initial resolution of the method must be increased, 
for example. 
- Advice on improvements to the method, such as 
the initial resolution required to resolve the resolu- 
tion problem. 
Some of these steps are typically heuristic 
(based on experience) and are therefore suitable 
for implementation in an expert system, e.g. the 
step concerning the selection of factors to test [9]. 
Other steps are more of an algorithmic nature and 
are therefore more suitable for implementation in 
an algorithmic language, e.g. the calculation of the 
statistical parameters. However, a software system 
that must guide a user through a ruggedness test 
must contain heuristics as well as algorithms. RES 
guides a user through a complete ruggedness test. 
RES has some features that allow the integration 
of heuristic and algorithmic knowledge. An im- 
portant feature is the representation of the knowl- 
edge in modules. These modules correspond to the 
steps in the ruggedness test. Each module is either 
heuristic or algorithmic. 
EXPERT SYSTEM TEST PROCEDURES 
Testing expert systems differs from testing al- 
gorithmic software in a number of ways. An im- 
portant difference lies in the impossibility of 
assessing all the program code and all possible 
paths through the code in an expert system testing 
procedure. Because an expert system usually con- 
sists of rules and procedures that chain into each 
other, the number of possible pathways through 
the code is very large. It is therefore important to 
establish in a test procedure what the limits of the 
system are. The risk that a future user enters 
information into the expert system that the system 
cannot recognize should be reduced as far as 
possible during the testing procedure. 
Another difference from conventional software 
is that, in many cases, it is impossible to define 
what a ‘good’ result of the expert system is. As the 
expert system contains the knowledge of an ex- 
pert, it contains certain assumptions that the ex- 
pert has made. These assumptions will be reflected 
in the results produced by the system. The expert 
system can also contain areas of knowledge that 
the expert is not completely sure of. Such areas of 
knowledge can result in less accurate results, just 
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as the expert will solve some cases better than 
others. Because of the impossibility of ensuring 
that the expert system always produces the best 
possible answer, the user must have ample possi- 
bilities to interact with the system and change the 
system’s intermediate results during a consulta- 
tion. 
Problems of this type are not addressed in 
algorithmic software testing procedures, which 
usually involves the identification of programming 
errors by comparing the solution of the program 
with a calculated solution. However, they do not 
take into account any uncertainty in the solution, 
nor do they take account of the fact that, in an 
expert system, a large part of the code will not be 
used in a normal consultation. Expert systems 
therefore need special testing procedures. 
Due to the nature of expert systems, it is to be 
expected that general testing procedures are hard 
to define. Expert systems differ very much in their 
knowledge bases and it is especially this part that 
needs thorough testing. The few cases of extensive 
testing described in the literature are dedicated to 
a specific expert system. No general strategy exists 
that gives more detail than that the expert system 
should pass a number of phases before it can be 
evaluated in practice [14,23,24]. As a result, no 
general guidelines like the IEEE standards for 
conventional software testing exist for expert sys- 
tem testing [25], except for exclusively rule-based 
systems. For such systems, a test procedure can be 
constructed that directly tests for such failures as 
conflict, redundancy and circular reasoning [26]. 
Rule-based systems with a fixed rule syntax may 
even include the possibility of automatic adapta- 
tion [27]. 
The ESCA approach 
The objective of the test strategy developed in 
ESCA is to assess the performance of the expert 
system in comparison with the expert’s perfor- 
mance. If it can be shown that the expert system 
performs as well as the expert this will establish 
the confidence of future users in the expert sys- 
tem. A second objective is to assess the usability 
of the expert system in real laboratory situations. 
Both objectives can be achieved by comparing the 
performance of the expert systems with the perfor- 
mance of experts when they are confronted with 
the same problems. This requires that the same 
problems are presented to both the expert system 
and the expert, and that the answers are verified 
in practice, if possible. In many cases it is not 
advisable to organize a comparison between a real 
expert and an expert system. An important disad- 
vantage of such a comparison is the large number 
of test cases needed to be able to decide on the 
ranking of the expert vis a vis the expert system. 
Performing a large number of practical tests may 
become costly and may extend over several weeks 
and involve expensive equipment and labour. 
The strategy developed in ESCA is based upon 
the consideration that only the expert can decide 
whether the expert system performs as it should 
perform. The expert can judge whether the system 
does contain his knowledge and whether the 
knowledge is used correctly by the system. The 
performance of the system can be measured by 
comparing the system’s results with the expert’s 
solutions using simulated test cases. The test cases 
can be simulated to contain various levels of com- 
plexity. This part of the test procedure can be seen 
as a theoretical test and is called validation (Table 
1). The practical side of the test strategy is con- 
cerned with the question of whether the expert 
system is useful in a laboratory environment. Only 
future users can decide upon this issue. Users will 
decide whether the expert system is useful, easy to 
use, etc. They will also be able to assess the 
benefit they get from using the system. This part 
of the testing procedure, the evaluation, must be 
performed in a real laboratory situation, prefer- 
ably with practical laboratory work being done to 
verify the results of the system. Involving future 
users in the evaluation procedure also makes it 
possible to gain information on how users feel 
about getting expert advice from software systems. 
The division of the testing procedure into a valida- 
tion part and an evaluation part has the advantage 
that simulated test cases can be used in the valida- 
tion part. It reduces the cost of the testing proce- 
dure, not only by reducing the practical work, but 
also by enabling the expert to work with batches 
of test cases. 
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Test rriteria 
Because of the difficulty in defining what a 
‘good’ result of the expert system is, it is difficult 
to define what criteria should be used to test an 
expert system. In the validation, it is possible to 
set a certain percentage of test cases on which the 
expert and the expert system must agree before 
the expert system can be evaluated. In the evalua- 
tion however, it is more difficult to set criteria. 
The knowledge incorporated in the expert system 
must be valid. Also, the expert system must be 
understood by a user and must allow the user to 
make optimum use of the knowledge in the expert 
system. These two features interact with each other 
during the evaluation. The evaluators only have a 
limited insight into the contents and organization 
of the knowledge base, so it is difficult for them to 
identify the cause of any problems they may en- 
counter. Nevertheless, it is possible to identify a 
number of criteria that are important in the day- 
to-day use of the expert system. Some of these 
criteria can be tested in the validation. Others can 
only be tested in the evaluation (Table 2). The list 
of criteria can be extended by a number of related 
criteria. However, it is difficult to make an exten- 
sive list with all criteria that should be tested in an 
evaluation procedure. The evaluators were there- 
fore asked to pay attention to the criteria, but they 
were also asked to make comments which were 
not related to a specific criterion. 
Accuracy 
The accuracy is a measure of how good the 
expert system’s solution resembles the expert’s 
solutions. The accuracy may be expressed as a 
TABLE 2 
The criteria to evaluate 
Validation Evaluation 
Accuracy X 
Consistency X X 
Completeness 
software X 
user X 
Usability x 
Quality of advice x 
percentage of solutions that are acceptable to the 
expert. A second aspect of accuracy is the repeat- 
ability of the system’s olution. If a case is resub- 
mitted to the system, the same answer should be 
obtained. Because the pathways through the 
knowledge base of the system are not predefined, 
a test should be performed of whether the system 
takes the optimum pathway each time. One way of 
testing this is by repeated consultation of the 
system on the same test case. 
Completeness 
The completeness of the expert system can be 
seen from two different points of view, the soft- 
ware point of view and the user point of view. 
From the software point of view, the expert sys- 
tem is complete if it does not allow input that is 
not covered by the knowledge base. It should also 
not end any consultation without producing an 
output. In practice, it is difficult to test ah possi- 
ble pathways. By testing the expert system with a 
wide range of test cases it can be shown that the 
system is complete to a large degree. Such testing 
can best be performed in the validation phase. In 
the evaluation, the completeness of the knowledge 
base can be established with respect to the re- 
quirements of day-to-day users. The knowledge 
base is complete if the evaluators do not discover 
any missing parts that are essential for proper use 
of the expert system. 
Usability 
It should be possible for users to operate the 
expert system with a minimum of supervision and 
training. The usability depends on the user inter- 
face and the explanation facilities of the expert 
system. Users should be able to interact with the 
system not only to get advice, but also to change 
any intermediate results in the system to their own 
preference. The usability also includes an assess- 
ment of the usefulness of the knowledge base 
contents. 
Consistency 
It is important that the various modules in the 
system commu~cate with each other in a con- 
sistent way. The user must be able to change 
intermediate results to reflect hi3 own ideas. It 
166 Chemometks and Intelligent Laboratory Systems n 
should be impossible for the user to make changes 
that lead to system crashes or invalid results. 
Quality of advice 
It is often difficult to identify correct and in- 
correct answers. Instead, there is a large gray area 
between correct and incorrect. Therefore, the ex- 
pert system should at least produce solutions that 
are acceptable to the user. The quality of advice 
can be measured as the changes that the user will 
make to solutions produced by the expert system. 
The validation of RES 
Validation involves the selection of a number 
of test cases which demonstrate a variety of situa- 
tions. The expert predicts the answers, and then 
tests the problems on the expert system. If there 
are any inconsistencies, the expert should decide 
from one of the following situations: 
_ some of the knowledge in the system is incor- 
rect; 
- some knowledge is missing from the system, 
which should be added to the system; 
- the knowledge in the system is deemed to be 
satisfactory, and the system is regarded as pro- 
viding good answers to the problems set. In this 
case the expert made a mistake and is corrected 
by the system. 
Validation shows whether the systems are provid- 
ing good expert answers to problems falling within 
the intended scope of the systems. The problems 
that are selected will in some way be biased as 
they were chosen by the experts themselves. If 
there is a bias, it will therefore be a bias towards a 
realistic range of problems. 
In order to prevent the introduction of prob- 
lems when the expert decides to fix a problem or 
add new knowledge to the system, a regression 
test is used. It is used to perform quick tests on 
versions of the expert system to ensure that the 
basic functionality has not changed in an unex- 
pected way. The intention is to define a range of 
realistic problems which will be submitted to the 
expert system, every time changes are made to it, 
to ensure that it continues to give valid results. 
The validation process performed on RES con- 
sisted of a number of simulated test cases that 
were submitted to the system. As the system has a 
modular structure, it was decided to validate each 
module separately. Because the modules differ in 
nature from algorithmic to heuristic, different test- 
ing procedures were used for the different mod- 
ules [16]. 
The algorithmic modules were validated using 
simulated test cases with precalculated results. 
The approach used in their validation was similar 
to approaches proposed for conventional software 
testing, such as the IEEE standards [25]. Such 
conventional software testing standards include 
bug reports, identification of responsibilities and 
logging of bug fixes. The algorithmic modules in 
RES were tested with approximately 50 simulated 
test cases to ensure their bug-free operation. After 
being tested with the simulated test cases, two real 
data sets were submitted to the algorithmic mod- 
ules as an ultimate test. The heuristic modules 
were also validated using simulated test cases. A 
set of 11 test cases was generated to cover as much 
of the knowledge in the system as possible. The 
coverage of the test cases over the knowledge 
added up to some 30%. 
In the validation of the heuristic modules, the 
concept of regression testing was used. However, 
to decide which test cases should be part of the 
regression test set was not straightforward. In fact, 
it was only for the rule-based modules that it was 
possible to set criteria on which test cases to 
include in a regression test. For instance, for the 
factor choice module the regression test set was 
selected from the eleven test cases available in the 
validation. On practical considerations, the num- 
ber of test cases in the regression test set was 
limited to four. For every test case a rule trace was 
made which showed which rules were triggered. 
Thus, the number of rules used in each test case 
was assessed. The test cases were ranked accord- 
ing to the number of rules they triggered. Also, the 
rules triggered in only one test case, the ‘single’ 
rules, were listed. The two test cases with the 
largest number of ‘single’ rules, rules that were 
triggered only in that test case, were included in 
the regression test set, together with the two test 
cases that triggered the largest number of rules 
overall. With this regression test set, the heuristic 
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modules were refined, leading to a success rate of 
80-90%. 
Because of the limited resources available and 
the time needed to perform a ruggedness test 
(Table 3), the number of evaluators had to be 
limited to two. The first evaluator was asked to 
concentrate on the contents of the knowledge base 
of RES. Evaluator 1 has a back~ound in HPLC 
method validation and formalized ruggedness test- 
ing and had already performed a number of 
ruggedness tests before evaluating RES. The sec- 
ond evaluator also has a background in HPLC 
method validation. However, this evaluator has 
little experience in systematic ruggedness testing 
using experimental designs, but is experienced in 
ruggedness testing as part of method development 
and method optimization using univariate meth- 
ods. Therefore Evaluator 2 was asked to con- 
centrate on such aspects of RES as the user inter- 
face and usability. 
Evaluator 1 must be regarded as an expert user 
of RES. For this evaluator RES should be an 
advisory system that the expert user can use as a 
check on his own conclusions. Evaluator 1 can 
assess the validity of the knowledge and the rea- 
soning strategy in RES. Because Evaluator 1 al- 
ready has a well estab~shed ruggedness testing 
strategy, some conflicts between the strategy em- 
bedded in RES and the strategy used by Evaluator 
1 are to be expected. Evaluator 2 represents a 
typical user of RES who uses RES as a guide 
while performing a ruggedness test. 
TABLE 3 
Time involved in performing a ruggedness test with the help of 
the expert system 
Step Days 
1. Input the method, select factors, 
edit factors and select design 
2. Carry out the experiments 
3. Create the data file 
4. Input of the data file into the expert 
system and report interpretation 
l-l.5 
5-9 
l-2 
l-2 
Three different types of test cases have been 
used for the evaluations, simulated test cases, his- 
toric data of ruggedness tests and ruggedness tests 
performed following the re~~endations of the 
expert system. Some of the test cases performed 
by Evaluator 1 are simulated test cases similar to 
the test cases that have been used in the validation 
of RES. The evaluators selected the test cases 
from a list of methods that will undergo a rugged- 
ness test in their laboratory in the near future. As 
these test cases are related to practical test cases, 
any bias in the selection of the test cases will be a 
bias towards reality. 
A number of real test cases will also be sub- 
mitted to the system. The first evaluator submitted 
two of his previously performed ruggedness tests 
to RES. Comparison of the results of the system 
with the original results gives an estimate of the 
correctness of the knowledge base. Also, dif- 
ferences in strategy between the expert system and 
the evaluator will be identified quickly. The sec- 
ond evaluator performed two ruggedness tests 
guided by the expert system. This evaluation pri- 
marily resulted in conclusions about the usability 
of both system and ruggedness test and about 
man-machine interface issues. 
Results 
In general the evaluators found the system to 
be useful. The modules contain knowledge that is 
valuable in a laboratory and the system contains 
parts, such as the factor choice module, that con- 
tain knowledge that cannot be found elsewhere. 
The system contains a consistent line of reasoning 
and produces results that can be used in method 
validation and method improvement. The evalua- 
tors also made a number of comments on areas 
where they thought the system could be improved. 
These comments on the system can be divided 
into three categories that represent possible sources 
of dissatisfaction with the system. The first source 
of problems is the discovery of errors that should 
have been eliminated in the validation phase, the 
reasoning errors, programming errors and unclear 
areas in the system. Although the validation was 
as careful and complete as possible, it is inevitable 
that some errors persist and remain to be dis- 
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covered in a later phase. Fortunately, the occur- 
rence of such problems was limited. If possible 
they were repaired immediately to prevent them 
from interfering with the evaluation. For instance, 
a problem with the calculation of standard errors 
revealed by Evaluator 1 was corrected in the ver- 
sion submitted to Evaluator 2. 
A second source of problems is the possible 
difference in ruggedness testing strategy that the 
evaluators may already have developed. The ex- 
pert system contains the knowledge of a recog- 
nized expert on ruggedness testing. However, this 
does not mean that the strategy implemented in 
the expert system is the only useful strategy. Other 
experts are supposed to follow strategies that are 
broadly similar, but differences of minor, and 
sometimes major, importance can be found. This 
is not a real problem as long as the strategy 
employed by the expert system is clear and cor- 
rect. Users of the expert system should be able to 
identify differences between their strategy and the 
expert system’s strategy quickly and at an early 
stage. 
Thirdly, the evaluators proposed a number of 
extensions to RES that they would find useful. 
Suggestions ranged from the method description, 
where more input variables should be allowed, to 
the interpretation of results, where additional sta- 
tistical tests could be useful. 
Evaluator 1 
Evaluator 1 concentrated on the contents of the 
knowledge base. The evaluator tried to answer the 
following questions in the evaluation process: 
- are all well known factors present in the sys- 
tem? 
(completeness) 
- is it possible to edit the experimental design? 
(usability) 
- is the statistical analysis valid? 
(consistency) 
_ are the conclusions practical? 
(quality of advice) 
The evaluation procedure consisted of five test 
cases. Two of these are ruggedness tests that had 
been performed at the evaluator’s laboratory at an 
earlier stage. The method description and the ex- 
perimental results are entered into the system to 
check whether RES and the expert agree on the 
outcomes of the ruggedness test. The three other 
test cases are ruggedness tests that are currently in 
course of preparation. The consultation of RES 
for these test cases has not been taken further 
than the selection of the design stage. 
Comments 
One of the crucial points in the evaluation of 
RES is whether it includes the majority of factors 
normally tested in a ruggedness test. RES cannot 
advise on factors that are not in the knowledge 
base so the omission of important factors would 
be a severe problem. The expert system appeared 
to be acceptably complete (Table 4). One of the 
factors, the sample weight, is tested differently by 
evaluator and expert system. The expert system 
advises a variation of the sample weight, whereas 
the evaluator normally varies the injection volume. 
Both approaches are basically the same and can 
be transformed into each other by simple calcula- 
tions. Only four factors were identified that were 
not present in the expert system. From these four, 
one is related to a specific composition of the 
solvent of the sample that differs from the mobile 
phase composition (water in sample) and the others 
are related to factors already present in the expert 
system. The plate-number change is related to the 
column batch factor. The testing of a second ad- 
ditive (additive-2) is related to the testing of the 
first additive. Also, the testing of the ratio be- 
tween solvent 2 and 3 is related to testing the 
percentage of solvent 1. Adding these factors to 
the system must be discussed, but it is relatively 
easy. 
With respect to the first category of problems, 
unclarities and errors in the system, Evaluator 1 
misinterpreted a major input item that influenced 
part of the evaluation process. As Evaluator 2 
initially made the same misinterpretation, it is 
clear that the user interface of RES can be im- 
proved with respect to the messages displayed. 
This misinterpretation had the largest impact on 
the selection of factors (Table 4). In a number of 
the test cases a better agreement between the 
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TABLE 4 
Factor selection results for Evaluator 1 and 2 
Possible factors in the 
expert system 
A sample weight 
B shake time 
C sonicate time 
D heat temperature 
E pore sire 1 
F pore size 2 
G wash volume 
H extraction volume 
I extraction 1 
J extraction 2 
K centrifuge minutes 
L dilution 
M data-handling 
NPH 
0 temperature 
P buffer concentration 
Q solvent% 
R additive concentration 
S flow rate 
T manufacturer 
U batch 
V r,-range 
W filter 
X wavelength 
Y UV time constant 
Z r, time constant 
Factors added by 
the evaluators: 
1 water in sample 
2 other plate-number 
3 additive-2 
4 ratio solvent-2,3 
Sample preparation factors: 
Data-handling factor: 
Chromato~aph factors: 
Column factors: 
Detector factors: 
Results of the test cases on factor selection 
Sample 1.1 (Evaluator 1) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 1.2 (Evaluator 1) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 1.3 (Evaluator 1) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 1.4 (Evaluator 1) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 1.5 (Evaluator 1) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 2.1 (Evaluator 2) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
Sample 2.2 (Evaluator 2) 
factors selected by evaluator: 
factors selected by expert system: 
Number of same factors: 
A-L+1 
M 
N-S + 2-4 
T-U 
v-z 
a, o, o, s, x, I,4 
A, C, M, T, X 
2 
a, 0~9. x, f,2 
A, M, P, T, X, Y 
2 
a, n, 0, P, q, r, u, x 
M,P,X 
2 
a, b, h, n, o q, r, u, x 
J-J, M, P, X 
2 
a, n, 0, p, 4, r, u, x, 3,4 
A, M, P, X, Y 
3 
b, c, m, q, u, x, Y 
K, M, T, X, Y 
3 
m, 4, r, u, x, Y 
M, Q> R, T, x, Y 
5 
factors chosen by the expert and the expert system 
would have been found if the HPLC method had 
been described correctly. The mistake prevented 
any solvent-related factors from being selected, so 
the solvent percentage and additive concentration 
factors were never selected by the expert system. 
They would have been selected in the majority of 
cases if the mistake had not been made. However, 
the evaluator still felt that despite the differences 
between his results and the system’s results, the 
factor selection part is of great value to an unex- 
perienced evaluator. Sample preparation factors 
are found to be especially difficult to predict. 
The selection of the experimental design showed 
a problem of the second category, differences in 
strategy between the expert system and the evalua- 
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tor. The design used by the evaluator is a frac- 
tional factorial design (2k-p) centered at the 
nominal level. This design is not included in the 
set of designs supported by the system. RES sup 
ports (reflected) fractional factorial designs. The 
main difference in these designs is the number of 
experiments required. The evaluator’s approach 
requires fewer experiments but is best suited for 
the testing of stochastic factors that have a linear 
response curve in the range covered by the rugged- 
ness test. Non-linear and deterministic factors can 
be incorporated into the design at the expense of 
an additional factor to be tested. This requires 
additional experiments o, depending on the num- 
ber of non-linear and deterministic factors, the 
two strategies can resemble each other in the 
number of experiments. 
Only two test cases were available for the 
evaluation of the calculation module and the diag- 
nosis module. A difference in approach was found 
in the calculation of statistical results. The evalua- 
tor used a different outlier test than RES. Also, 
the decision on whether a main effect is si~ficant 
or not was treated differently. The evaluator re- 
lated this decision to the reproducibility of the 
method found in previous tests (see also the Dis- 
cussion below). This is not possible in RES, where 
main effects are compared with predefined limits. 
In general, the main comment is that the sys- 
tem is more suitable for an inexperienced user 
than for an experienced user. In this case, in 
particular, where the user already has a well 
TABLE 5 
Performance of RES with respect o the criteria 
Evaluator 1 Evaluator 2 Validation 
Accuracy 
repeatability 
Completeness 
software 
knowledge base +- 
Consistency + 
Usability 
user-interface - 
flexibility - 
explanation 
Quality of advice 
+ 
+ 
+ 
+ 
+ + 
- 
+/- 
+/- 
+ 
established ruggedness testing procedure, the sys- 
tem is not flexible enough at some points to 
accommodate a procedure other than the one em- 
bedded in the system, so the usability of RES in 
its present form is somewhat limited for this 
evaluator (Table 5). 
Because of the error at the input of the HPLC 
method, it was difficult to estimate the quality of 
advice on the basis of the number of changes 
made to the system’s advice by the evaluator. Still, 
the evaluator had the feeling that the quality of 
advice was acceptable. 
Evaluator 2 
The second evaluation took place at the Quality 
Assurance Department of Evaluator 2. At this 
department there was little experience with for- 
malized ruggedness testing using experimental de- 
signs but ample expertise in method validation 
and great interest in learning more about rngged- 
ness testing. The evaluation concentrated on four 
main questions regarding input and output of the 
system, since it was difficult for the evaluators to 
evaluate the contents of the knowledge bases: 
is the input complete and clear? (complete- 
ness/ usability) 
agreement with the proposed experimental plan? 
(quality of advice) 
are the experimental results processed correctly 
by the expert system? (consistency) 
does the expert system arrive at a correct and 
useful result? (usability) 
The evaluation consists of two test cases that are 
carried through the expert system completely, in- 
cluding the experimental work. The two test cases 
were selected to emphasize different parts of the 
expert system. In the first test case, the sample 
pretreatment is rather complex. Three different 
solvents are added. Sonicating, shaking and 
centrifugation are all used for extraction. AI- 
though two different detectors are used for the 
two components, the chromatography is relatively 
simple. No critical resolutions will occur. The res- 
olution ,between the components and the internal 
standard are both about 10. 
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In the second test case, the separation is the 
most critical part. In one run six components are 
determined. The resolution between two of the six 
components is sensitive to mobile phase changes. 
Sample pretreatment is very simple. Besides the 
three main components, three decomposition 
products are determined in the same run. 
Comments 
There was a problem getting the correct hard- 
ware installed. A workable solution was found by 
a partial re-implementation of the expert system, 
deleting some less essential parts. These parts, 
mainly the explanation facility, could be consulted 
on the original hardware in the course of the 
evaluation. 
In the first test case, some problems appeared 
with the input of the HPLC method into RES. A 
number of features of the method could not be 
entered. The problems with the input of the meth- 
ods are: 
- sonicate and shake could not be selected to- 
gether; 
_ a fluorescence detector was missing; 
_ it was impossible to select more than one detec- 
tor, only the UV variable could be entered. 
Furthermore, the same interpretation error of 
one of the input questions was made as by the 
first evaluator. This problem was identified at an 
early stage and the evaluation process was not 
influenced by it. 
In the first test case, the number of factors was 
changed by the evaluator (Table 4). However, 
most of the changes could easily be explained. The 
solvent factor was added because, in this method, 
the mobile phase is premixed. If water and 
methanol are mixed by the HPLC equipment, an 
unstable baseline can occur due to the difference 
in absorption between water and methanol at 205 
nm. Therefore, only one solvent line was selected. 
It appeared that the solvent was not selected as a 
factor if only one solvent line is selected. If two 
solvent lines are selected, solvent was selected at 
17% and 23% (nominal level 20%). The evaluator 
changed these levels to 18% and 22% because they 
seemed to be rather large for this method. 
The ‘manufacturer of column’ factor was 
changed to ‘batch of column’. The manufacturer 
was fixed in this method so it was more useful to 
test batch-to-batch variations. For the same rea- 
son, the ‘manufacturer’ factor was changed to 
‘batch’ in the second test case. It was difficult to 
discover whether a different column was really 
from a different batch. The columns were thus 
selected with the difference between the serial 
numbers as large as possible. 
The centrifugation time factor was removed 
from the factor choice because the evaluator uses 
another approach to centrifugation than the one 
used in RES. The expert system assumes a fixed 
centrifugation time, whereas the evaluator centri- 
fuges until the solution is clear. Instead, two other 
sample preparation factors were added, shaking 
time and sonicating time, which the evaluator 
judged to be more important. 
Although the evaluator changed the factor 
choice of the expert system considerably in one of 
the test cases, the general conclusion is that the 
factor choice is functioning properly and that the 
flexibility built into this module enhances its use. 
In fact, the changes made to the factor choice by 
the evaluator demonstrated the flexibility and usa- 
bility of RES. The user can overrule the expert 
system whenever he thinks it is necessary. Simi- 
larly, the selection of design module performed to 
the satisfaction of the evaluator. 
The evaluator suggests the inclusion of more 
flexibility in the calculation of results module. If 
an internal standard is applied there is no possibil- 
ity to enter this information in the data file. In 
one of the test cases this was necessary for the 
calculation of the resolution between the internal 
standard and the compound of interest. 
An additional test on the statistical significance 
of the main effects was also suggested. In the first 
test case, the method was not rugged to four 
factors with respect to the parameter concentra- 
tion (Table 6). The evaluator tested the statistical 
significance of the main effect with respect to the 
standard deviations computed from the duplicates 
of every experiment. Through this test, the num- 
ber of factors to which the method is not rugged is 
reduced to one. 
The evaluator had problems with the interpre- 
tation of the results presented by the system. This 
was partly due to the lack of a good manual and 
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TABLE 6 
Main effects for test case 2.1 of Evaluator 2 
Level Parameter Component Factor Main effect 
(W) 
upper cont. 1 solvent 1.22 l * 
2 dam-handing 1.06 
retention 
peak height * : 
solvent 26.27 
solvent 8.97 
(drift factors) 2 solvent - 1.65 
lower cont. 1 shake 1.29 
2 batch - 1.08 
retention 
peak height * : 
solvent - 18.52 
solvent - 13.14 
(drift factors) 2 solvent 6.37 
* With respect to the internal standard. 
** The statistically significant main effect. 
also partly due to the lack of explanation facilities 
in the specific version of the system. It is expected 
that both problems can be solved easily. 
In general the evaluator judged the system to 
be useful. It produced good results and proved to 
give a valid set-up and interpretation of a rugged- 
ness test. The evaluator adds a possible use of the 
expert system; the testing of methods developed at 
other laboratories on their ruggedness before using 
them in one’s own laboratory. 
DISCUSSION 
In general, both evaluators agreed on the use- 
fulness and the usability of RES. RES appeared to 
contain a valid strategy for ruggedness testing for 
an expert user as well as a normal user. The 
comments made by the evaluators contain a num- 
ber of interesting suggestions concerning improve- 
ments to RES. 
Sometimes, for the problems in category two, 
decisions have to be made about the desirability of 
including more than one strategy in the system. 
When strategies differ considerably a choice must 
be made of whether to include the different 
strategies or to include only one strategy. If more 
than one strategy is incorporated into the expert 
system, the user must be given a choice between 
the two or the expert system must decide between 
the two. If the user must decide on which strategy 
to follow, some expert knowledge is required from 
the user. This is undesirable because a user will 
normally not have this knowledge available and 
will either have to consult an expert or make a 
decision himself without realizing the conse- 
quences. To let the expert system itself decide 
between two strategies is not always possible. Be- 
fore such a decision can be incorporated into the 
expert system, the experts themselves must agree, 
which is somet~es not easily achieved. Therefore, 
it seems better to include only one strategy in the 
system. This will avoid confusion in the users 
because the system will always produce a con- 
sistent and reproducible reasoning process. 
With respect to suggestions for the addition of 
parts to the system, the proposed extensions are in 
general very useful, especially where the two 
evaluators make the same suggestions. However, 
the expert system has been developed with a cer- 
tain user in mind. If too many options are added 
to the system it may expect certain actions from 
the user that the user cannot perform. For in- 
stance, it was suggested that the statistical signifi- 
cance of the main effect be tested with a previ- 
ously determined standard deviation of the method 
using an F-test with 95% confidence interval. This 
would probably reduce the number of main ef- 
fects. If additional statistics are implemented, the 
user will have to enter a number of characteristics 
of the method, such as the reproducibility of the 
method. Such figures may not always be available. 
Another possibility is the addition of a repeatabil- 
ity test to RES in order to enable the user to 
measure the standard deviation of the method. 
Such an addition is the subject of current research 
WI. 
The results of the test procedure described here 
give rise to a number of comments on the test 
strategy used. It can be concluded that the strategy 
was reasonably successful. Comments were made 
on most of the criteria, so a good estimate of the 
performance of the expert system could be made. 
Also, a number of additional comments were 
made, for instance, co~ents on the strategy em- 
ployed by the expert system. One of the criteria 
that should have been tested-the explanation 
facilities of the expert system-has hardly been 
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tested in reality. This was mainly caused by practi- 
cal constraints such as hardware that was not 
available at the evaluator’s ite. In retrospect, it is 
difficult to say which criteria should be added to 
the list so as to incorporate some of the additional 
comments made by the evaluators. This is prob- 
ably caused by the very specific nature of the 
knowledge base. 
The evaluation process has been a manual pro- 
cess in that it involved manual changes to parts of 
the knowledge base. Currently, automatic refine- 
ment of the knowledge base is under investigation, 
based on refinement strategies developed for rule- 
based systems [26,27]. Automatic refinement al- 
lows small changes to be made to the knowledge 
base when errors are found in the expert system’s 
results. In particular, parts of the system that 
produce intermediate results, e.g. the factor choice, 
can be refined automatically. In these parts, the 
changes to the system’s results made by the user 
are known in the system because they are entered 
by the user. An elaborate storage system and an 
evaluation of the various possible changes to the 
knowledge base are required to develop such an 
automatic refinement system. Recently, an appli- 
cation of such a system on a spectroscopic subject 
was reported [28]. 
CONCLUSIONS 
In general the test procedure described here 
should be sufficient to establish the confidence of 
future users in the system. In the validation phase, 
the expert system has been tested on its perfor- 
mance in comparison with a human expert. It 
appeared to have a success rate of 80-90%. This is 
a nearly ideal situation because a 100% score is 
unrealistic and even undesirable. In the cases 
where there was disagreement between the expert 
and the expert system it was very difficult to 
decide which solution was better. 
In the evaluation phase, the performance of the 
expert system has been estimated in practice. Both 
evaluators ubmitted a broad range of test cases to 
the system. They identified a number of recom- 
mendations that would improve the system, in 
their view, but they agreed upon the usefulness of 
the system in practice. The system is probably 
more useful for a user inexperienced in ruggedness 
testing than for an experienced user. As the sys- 
tem was intended for inexperienced users, this was 
to be expected. 
Evaluator 2 suggested that the system would 
also be useful to test the ruggedness of methods 
originating from other laboratories to be adopted 
by one’s own laboratory. Evaluator 1 remarked 
that for him, it would be sensible to use only 
certain modules of the system and use their own 
strategy where it differed too much from the 
strategy embedded in RES. 
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