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1Nomenklatur
Formelzeichen:
Symbol Einheit Bedeutung
a m/s Schallgeschwindigkeit
bax m axiale Gitterbreite
c m/s Absolutgeschwindigkeit
cp J/(kg·K) spezifische Wa¨rmekapazita¨t bei konstantem Druck
cv J/(kg·K) spezifische Wa¨rmekapazita¨t bei konstantem Volumen
dh m hydraulischer Durchmesser
e J/kg spezifische Energie
f Hz Frequenz
g m/s2 Erdbeschleunigung
h J/kg spezifische Enthalpie
h∗ m Ho¨henkoordinate
k m2/s2 turbulente kinetische Energie
larc m Bogenla¨nge
lc m charakteristische La¨nge
ls m Sehnenla¨nge
lBi m Bitangentenla¨nge
m˙ kg/s Massenstrom
p Pa statischer Druck
q J/kg spezifische Wa¨rme
r m Radialkoordinate
s J/(kg·K) spezifische Entropie
sax m axialer Gitterabstand
t s Zeit
t∗ m Gitter-Teilung
u m/s, m Umfangsgeschwindigkeit, Umfangskoordinate
2 NOMENKLATUR
w m/s Relativgeschwindigkeit
x m Axialkoordinate, Raumkoordinate
y m Wandabstand, Raumkoordinate
A m2 Fla¨che
F N Gesamtkraft
Fp N Druckkraft
Fτ N Reibungskraft
H∗ m Schaufelho¨he
K W/(m·K) Wa¨rmeleitfa¨higkeit
Ma - Mach-Zahl
N - Anzahl der Schaufeln
R J/(kg·K) Gaskonstante
Re - Reynolds-Zahl
Sr - Strouhal-Zahl
T K Temperatur
T ∗ s Periode
Tu - Turbulenzgrad
U m/s Geschwindigkeit
Uλ m/s charakteristische Geschwindigkeit
V m3 Volumen
α Grad Absolutwinkel
β Grad Relativwinkel
βs Grad Staffelungswinkel im Be´ziersystem
βBi Grad Bitangentenwinkel
γ Grad Winkel in einer Netzzellen
δ Grad Winkel der Stro¨mungsgeschwindigkeit zur Axialrichtung
ε m2/s3 turbulente Dissipationsrate
ζ - Druckverlustbeiwert
η - aerodynamischer Wirkungsgrad
θ kg/s3 Schubspannungsleistung
κ - isentroper Exponent
λ Pa·s Querkontraktionszahl
µ Pa·s dynamische Viskosita¨t
ν m2/s kinematische Viskosita¨t
NOMENKLATUR 3
ξ - Energieverlustbeiwert
ρ kg/m3 Dichte
% m Radius
τ Pa Schubspannung
ϕ rad Winkelkoordinate
ψ - Entropieverlustbeiwert
ω - Totaldruckverlustbeiwert
Λ - Reaktionsgrad
Ω rad/s Winkelgeschwindigkeit
Indizes:
Symbol Bedeutung
0, 1, 2, 3 Mittelungsebene
a, x Axialkomponente
Bi Bitangentenkoordinatensystem
is isentrop
i, j, k Indizes fu¨r Koordinatenrichtungen
r Relativsystem
t Totalzustand
u, y Umfangskomponente
w Wand
C konvektiv
D diffusiv
L laminar
R Rotor
S Stator
T turbulent
Positionen der Mittelungsebenen:
0 - 50% ls stromaufwa¨rts von Stator VK
1 - 8% ls stromabwa¨rts von Stator HK
2 - [
einzelne Stufe: 20% ls stromabwa¨rts von Rotor HK
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Stufen: 8% ls stromabwa¨rts von Rotor HK
3 - 20% ls stromabwa¨rts von HK des zweiten Stators
4 NOMENKLATUR
Abku¨rzungen:
max maximaler Schwankungswert
min minimaler Schwankungswert
CFD
”
Computational Fluid Dynamics“
DFT
”
Diskrete Fourier Transformation“
DS Druckseite
Gitter stationa¨re Gitterrechnung
HK Hinterkante
RB Randbedingung
RHS rechte Seite -
”
Right Hand Side“
RMS Standardabweichung -
”
Root Mean Square“
SS Saugseite
VK Vorderkante
Weitere Bezeichnungen:
G Fluss
~I Einheitsvektor
N Elementenzahl
X umfangsgemittelter Wert
X˜ zeitlicher Mittelwert
X ′ Schwankungswert
|X| Amplitude, Betrag
δij Kronecker-Delta
² Fehler
²ijk Permutationssymbol
51 Einleitung
1.1 Motivation
Aus o¨kologischen Gru¨nden wird angestrebt, den in Kraftwerken entstehenden Ausstoß von
scha¨dlichen Stoffen, wie zum Beispiel Kohlendioxid, zu reduzieren. Diese Reduktion wird
nicht durch eine einzelne Maßnahme erreicht, sondern kann nur als Summe von verschie-
denen konstruktiven Verbesserungen der Kraftwerkskomponenten erzielt werden. Zu diesen
Komponenten geho¨rt bei der Elektrizita¨tserzeugung insbesondere die Dampfturbine.
In den letzten Jahren konnte man einen großen Fortschritt bei der Reduktion der Verluste
in Turbomaschinen beobachten. Weitere Verbesserungen sind jedoch immer schwieriger zu
realisieren. Die instationa¨ren Effekte, deren komplexe physikalische Grundlagen immer noch
nicht vollsta¨ndig verstanden sind, verbergen jedoch ein bedeutendes Optimierungspotenzial.
Ein genaueres Wissen u¨ber diese Vorga¨nge wird es ermo¨glichen, die Bauweise der zuku¨nftigen
Dampfturbinen optimaler zu gestalten. Daraus werden ho¨here Wirkungsgrade, la¨ngere Le-
bensdauer und ho¨here Zuverla¨ssigkeit der betroffenen Komponenten direkt resultieren. Dies
wird wiederum zur Steigerung der Umweltfreundlichkeit und Wirtschaftlichkeit moderner
Kraftwerke fu¨hren.
Das Ziel der im Rahmen dieser Arbeit durchgefu¨hrten Untersuchungen ist, eine besse-
re Kenntnis der pha¨nomenologischen Details der instationa¨ren Verlustmechanismen sowie
der stro¨mungsmechanischen Wechselwirkung zwischen den geha¨usefesten (Leitschaufelgitter)
und den rotierenden (Laufschaufelgitter) Komponenten in der Maschine zu gewinnen. Von
besonderem Interesse sind neben dem zeitvera¨nderlichen Verlustverhalten die dynamischen
Belastungen der Beschaufelung. Mit diesem Wissen wird es mo¨glich sein, die entsprechen-
den Sicherheitsfaktoren, die zur Zeit sehr konservativ ausgelegt sind, kleiner zu wa¨hlen. Als
Resultat werden zum Beispiel die Belastungen durch Fliehkra¨fte erho¨ht und das Ho¨hen-
verha¨ltnis H∗/ls vergro¨ßert werden ko¨nnen. Dadurch wird der Wirkungsgrad der einzelnen
Stufen unmittelbar verbessert. Das vertiefte Versta¨ndnis der instationa¨ren Pha¨nomene ist
auch notwendig, um die geometrische Formen der Beschaufelung stro¨mungsgu¨nstiger zu ge-
stalten. Dabei werden die tempora¨ren Fluktuationen der Zustro¨mung besser einbezogen. Es-
sentiell ist ebenfalls der Einfluss anderer geometrischer Parameter wie Axialspalt, Clocking
oder das Verha¨ltnis der Teilungen. Im Vordergrund der Untersuchungen steht die pha¨nome-
nologische Analyse der physikalischen Vorga¨nge. Die Arbeit ist in mehreren Stufen steigender
Komplexita¨t ausgefu¨hrt worden, um das Versta¨ndnis der instationa¨ren Effekte in logischer
Weise aufzubauen. Dabei wurde eine große Anzahl von fu¨r eine Dampfturbine typischen
Einflussparametern variiert.
6 KAPITEL 1: Einleitung
1.2 Stand der Forschung
Das Problem der instationa¨ren Stro¨mung in Turbomaschinen wurde bereits in mehreren
U¨bersichtsarbeiten, wie zum Beispiel Dawes [15, 16] oder Greitzer [34], diskutiert. Einer-
seits sind die Verlustfaktoren aufgrund der instationa¨ren Effekte im Vergleich mit den sta-
tiona¨ren Werten etwas ungu¨nstiger, andererseits wurde aber auch bei den zeitlich vera¨nder-
lichen Pha¨nomenen eine stabilisierende Auswirkung beobachtet - Gallus [29]. Lewis et al.
[61] haben berichtet, dass die zeitlich gemittelten instationa¨ren Belastungen der Stator- und
Rotorschaufeln in einer transonischen Axialturbine kleiner als die stationa¨ren Werte sind.
Auch unterschiedliche Methodik wurde bei den Untersuchungen angewendet. Neben experi-
mentellen (Dunn et al. [20] oder Walraevens [97]) und numerischen (Hodson et al. [39] oder
Engel [23]) Arbeiten, deren Kern die Lo¨sung voller Navier-Stokes Gleichungen fu¨r turbulen-
te, kompressible und viskose Stro¨mungen ist, wurden diverse analytische Ansa¨tze entwickelt
(Fritsch und Giles [28] oder Hall et al. [36]). Die CFD-Untersuchungen der Stator-Rotor
Interaktion werden prinzipiell auf drei unterschiedliche Arten durchgefu¨hrt. Einen U¨berblick
u¨ber die Methoden findet man zum Beispiel in von Lavante et al. [59].
Die erste Vorgehensweise, die
”
Frozen Rotor“ oder
”
quasi instationa¨r“ genannt wird, ver-
sucht die zeitabha¨ngigen Effekte durch mehrere u¨ber die Schaufelperiode verteilte stationa¨re
Lo¨sungen nachzubilden. Diese Methodik wird aufgrund ihrer Schnelligkeit bevorzugt be-
nutzt. Sie liefert aber Ergebnisse, die unter Umsta¨nden ein stark verfa¨lschtes Bild der realen
Stro¨mung wiedergeben. Eine andere Methode, die
”
Mixing Plain Model“ oder auch als
”
qua-
si stationa¨r“ bezeichnet wird, behandelt ebenfalls stationa¨re Stator-Rotor Konfigurationen
in denen die Stro¨mungsgro¨ßen an einem willku¨rlichen Interface zwischen den Schaufelreihen
(Rie et al. [80]) gemittelt werden. In der Regel erfolgt die Mittelung nur in der Umfangsrich-
tung. Dieser Ansatz vernachla¨ssigt zwar die Ausbreitung der Potenzial- und Nachlaufeffekte,
hat aber neben Schnelligkeit den Vorteil, dass Konfigurationen mit unterschiedlichen Teilun-
gen in den jeweiligen Schaufelreihen berechnet werden ko¨nnen. Die Benutzung des Verfahrens
ist nur legitim, wenn instationa¨re Wechselwirkungen schwach sind - zum Beispiel bei großen
Axialspalten und vernachla¨ssigbaren Nachlaufeffekten.
Viele Vergleiche mit Messergebnissen (z. B. Yan und Gregory-Smith [102]) zeigen jedoch,
dass die einzigen Methoden, die zuverla¨ssige instationa¨re Ergebnisse liefern, die voll insta-
tiona¨ren Verfahren sind, die auf dem
”
Sliding Mesh“ [78] oder
”
Tilting Mesh“ [33] Einsatz
basieren.
Die Wechselwirkung zwischen Rotor und Stator einer axialen Gasturbine wurde von Sharma
et al. [88] analysiert. Hierzu wurden experimentelle wie auch numerische Ergebnisse vorge-
stellt. Daraus geht hervor, dass viele dreidimensionale Strukturen in der Stro¨mung, die ent-
weder im ersten Leitschaufelkranz oder sogar stromaufwa¨rts davon erzeugt werden, bis zum
Stator der zweiten Stufe erkennbar sind und das instationa¨re Verhalten der Stro¨mung be-
einflussen. Hierzu za¨hlen Nachla¨ufe des ersten Stators, Hufeisenwirbel an der Schaufelspitze
und an der Nabe sowie Sekunda¨rwirbel und Heißgasstra¨hnen, die durch Ungleichma¨ßigkeiten
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in der Temperaturverteilung in der Brennkammer gebildet werden.
Die Wechselwirkung zwischen dem Stator-Nachlauf und Rotor fu¨r den Fall einer Axialturbine
wurde von Zaccaria und Lakshminarayana [104, 105] experimentell untersucht. Laut ihrem
Bericht sind unter anderem die starken lokalen Beschleunigungen an den Schaufelsaugseite
fu¨r die Wechselwirkung zwischen dem Nachlauf der ersten Leitschaufelreihe und der strom-
abwa¨rts liegenden Laufschaufelreihe verantwortlich.
Bei der Applikation der Forschungsergebnisse auf das Gebiet der axialen Dampfturbinen
sollten aber einige Einschra¨nkungen beachtet werden. Viele Forschungsprojekte auf diesem
Gebiet sind fu¨r die modernen hoch belasteten Dampfturbinen nur von relativ begrenzter
praktischer Bedeutung, da sie sich entweder mit einzelnen Schaufelprofilen oder mit axialen
Verdichtern befassen - Probasco et al. [76] oder Mitran et al. [63]. Die Ergebnisse und die
daraus folgenden Erkenntnisse, die fu¨r die axialen Verdichter gewonnen wurden, ko¨nnen aber
nicht ohne weiteres auf die axialen Turbinen u¨bertragen werden. Schon bei der zweidimen-
sionalen Betrachtung weist die Stro¨mung in einer Turbine erhebliche Differenzen auf, da hier
das Stro¨mungsfeld beschleunigt und wesentlich sta¨rker umgelenkt wird. Im dreidimensiona-
len Fall tritt in einer typischen axialen Turbine der so genannte Hufeisenwirbel (
”
Horseshoe
Vortex“) auf, der im allgemeinen in Verdichtern nicht vorhanden ist. Außerdem ist hier die
Sekunda¨rstro¨mung wegen der wesentlich sta¨rkeren Umlenkung ausgepra¨gter. Zum Teil wurde
bei manchen Untersuchungen der axiale Spalt unrealistisch groß gewa¨hlt. Moderne Turbinen
haben einen axialen Spalt der etwa 20% der Leitschaufelsehne betra¨gt, es wurden aber mei-
stens Spalte von u¨ber 40% der Schaufelsehne untersucht. Es besteht deshalb nach wie vor
ein großer Bedarf an intensiver Forschungsarbeit auf dem Gebiet der Analyse instationa¨rer
Stro¨mungen in Turbinenstufen.
Die Theorie der instationa¨ren Stro¨mung in Turbomaschinen wurde zum Beispiel von Wisler
et al. [99] behandelt. Die instationa¨ren Wellenvorga¨nge, die in den Turbomaschinenkompo-
nenten auftreten, werden hier in drei Gruppen aufgeteilt, wobei die so genannten La¨ngen-
skalen (
”
length scales“) und damit auch die charakteristischen Frequenzen dieser Pha¨nomene
maßgeblich sind. Verglichen werden die La¨ngenskalen mit den Sehnenla¨ngen der Schaufel-
profile.
Die hochfrequenten Vorga¨nge sind folglich durch kurze La¨ngenskalen (
”
short length scales“)
beschrieben, die mindestens eine Gro¨ßenordnung ku¨rzer als die entsprechende Schaufelpro-
filsehne sind. Hierzu za¨hlen die meisten Vorga¨nge, die durch Reibungseffekte verursacht
werden. Es handelt sich hier zum Beispiel um instationa¨re Verdichtungsstoß-Grenzschicht
Wechselwirkungen oder um instationa¨re Wirbelschleppen im Nachlauf der Schaufeln, die sich
durch eine
”
Ondulation“ des Nachlaufs bemerkbar machen. Die Frequenzen dieser Vorga¨nge
sind meistens eine Funktion der geeignet definierten Reynolds-Zahl, die typischerweise zwi-
schen 105 und 107 liegt. Sie sind aus konstruktiver Sicht relativ belanglos, ko¨nnen aber das
untersuchte Stro¨mungsfeld durch nichtlineare Kopplungsmechanismen stark beeinflussen.
Von großer praktischer Bedeutung sind die Pha¨nomene der mittleren La¨ngenskalen (
”
middle
length scale“), da sie fu¨r die aerodynamische wie auch strukturtechnische Auslegung von
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Interesse sind. In diesem Bereich findet man die meisten von der Konvektion dominier-
ten Interaktionsmechanismen zwischen den geha¨usefesten und rotierenden Komponenten.
Ein typisches Beispiel ist die gegenseitige Beeinflussung der Schaufelreihen, die sich im Un-
terschallbereich aus dem elliptischen Charakter des Stro¨mungsfeldes ergibt, und deshalb
als Potenzialwirkung bezeichnet wird. Die Auswirkungen verhalten sich elliptisch, so dass
stromauf- wie auch stromabwa¨rts laufende Einflu¨sse zu beobachten sind. Ein weiteres Beispiel
ist die Wechselwirkung zwischen dem Nachlauf einer Schaufelreihe und der sich dazu relativ
bewegenden na¨chsten Schaufelreihe. In diesem Fall hat die Interaktion vorwiegend parabo-
lischen Charakter - der Einfluss des Nachlaufs ist hauptsa¨chlich stromabwa¨rts zu finden.
Des Weiteren ko¨nnen auch instationa¨re Nichtlinearita¨ten, wie zum Beispiel Verdichtungs-
stoßwellen, die Stro¨mung in den benachbarten Schaufelkra¨nzen vera¨ndern. Der Charakter
dieser Interaktionsmechanismen ist hyperbolisch. Trotz der drei mo¨glichen Arten instatio-
na¨rer Wechselwirkung werden ha¨ufig - und leider nicht ganz richtig - alle mittelfrequenten
Effekte zusammenfassend als Stromaufpotenzialwirkungen bezeichnet. Sie sind zum Teil fu¨r
signifikante Druckfluktuationen auf der Schaufeloberfla¨che verantwortlich und ko¨nnen lokal
zu einer dynamischen U¨berbeanspruchung der Schaufeln fu¨hren.
Die niederfrequenten Pha¨nomene besitzen La¨ngenskalen, die mindestens eine Gro¨ßenordnung
gro¨ßer sind als die Teilung zwischen den Schaufeln. Sie sind wichtig fu¨r das globale Verhalten
der jeweiligen Turbomaschine. Darunter fallen zum Beispiel Verdichterpumpen,
”
Rotating
Stall“,
”
Brummen“ oder niederfrequentes Flattern der Schaufeln.
Zwischen den drei einzelnen Bereichen ko¨nnen keine scharfen Grenzen gezogen werden, da
in der Praxis eine eindeutige Kategorisierung nicht mo¨glich ist. Die oben erkla¨rte Betrach-
tungsweise ist aber wichtig im Zusammenhang mit den numerischen Methoden, die diese
Stro¨mungsfelder simulieren sollen. Die zeitliche und o¨rtliche Auflo¨sung der betreffenden nu-
merischen Methode sollten als entsprechende Filter verstanden werden, die meistens nur
einen begrenzten Frequenzbereich der instationa¨ren Vorga¨nge abdecken ko¨nnen. Die hoch-
frequenten Pha¨nomene werden ha¨ufig wegen der beno¨tigten hohen Auflo¨sung in Zeit und im
Raum nicht direkt simuliert. Die niederfrequenten Effekte sind sehr aufwendig zu simulieren,
da in diesem Fall ganze Komponenten beru¨cksichtigt werden mu¨ssen. Folglich werden die
mittelfrequenten Vorga¨nge, nicht zuletzt wegen ihres direkten Einflusses auf die Formgebung
der Schaufel, sehr intensiv untersucht.
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Dieses Kapitel bezieht sich auf den im Rahmen dieser Arbeit verwendeten Stro¨mungslo¨ser
Fluent. Die vorgestellte Theorie lehnt sich an die Arbeiten von Gro¨nner [35], Kistner [50]
und Yao [103] an. Fu¨r weitere Erla¨uterungen und Einzelheiten wird hauptsa¨chlich auf diese
Literaturstellen und auf [43] verwiesen. Die im weiteren Verlauf des Kapitels verwendeten
Operatorfunktionen und Tensoroperationen wurden in den Anha¨ngen A.1 und A.2 definiert.
2.1 Navier-Stokes Gleichungen
Das Verhalten von Stro¨mungen im Kontinuum wird durch die Navier-Stokes Gleichungen be-
schrieben, die unabha¨ngig voneinander der franzo¨sische Ingenieur Claude Navier (1785-1836)
und der irische Mathematiker George Stokes (1819-1903) ermittelt haben. Die Gleichungen
lassen sich aber auch durch Momentenbildung aus der Bolzmann-Gleichung bestimmen [71].
2.1.1 Grundform
Die Navier-Stokes Gleichungen charakterisieren instationa¨re, reibungsbehaftete, kompres-
sible und dreidimensionale Stro¨mungen und basieren auf den Erhaltungsgleichungen von
Masse, Impuls und Energie:
• Kontinuita¨tsgleichung
Die globale Kontinuita¨tsgleichung beschreibt die zeitliche Dichtea¨nderung ∂ρ/∂t eines
Kontrollvolumens als Summe der ein- und ausfließenden Massenstro¨me. Diese Bilanz
fu¨hrt zu folgender Beziehung:
∂ρ
∂t
+∇ ·
(
ρ · ~U
)
= 0 . (2.1)
Hierin steht ρ fu¨r die Dichte, t fu¨r die Zeit und ~U fu¨r den Geschwindigkeitsvektor.
• Impulserhaltungssatz
Jedes Fluidelement ist aufgrund seiner Masse und Geschwindigkeit mit einem Impuls
behaftet. Dieser Impuls kann nach dem Newton’schen Grundgesetz nur durch die Wir-
kung von Kra¨ften gea¨ndert werden. Diese Kra¨fte ko¨nnen sowohl als Oberfla¨chen- wie
auch als Volumenkra¨fte auftreten. In der vorliegenden Arbeit werden die Oberfla¨chen-
kra¨fte durch Normal- und Tangentialspannungen repra¨sentiert. Als Volumenkraft wird
ausschließlich die Tra¨gheitskraft beru¨cksichtigt. Der Einfluss der Erdbeschleunigung
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g wird bei dem vorliegenden Problem vernachla¨ssigt. Die Impulsgleichung resultiert
demnach zu:
∂
(
ρ · ~U
)
∂t
+∇ ·
(
ρ · ~U ⊗ ~U
)
= −∇p+∇ · τ¯ , (2.2)
wobei p fu¨r den statischen Druck und τ¯ fu¨r den sich aus Reibungseffekten ergebenden
Schubspannungstensor steht.
Unter der Voraussetzung eines Newton’schen Fluids lassen sich die Schubspannungen
im Medium in Abha¨ngigkeit von den Geschwindigkeiten formulieren:
τ¯ = λ · ∇ · ~U · I¯ + µ ·
(
∇~U +
(
∇~U
)T)
. (2.3)
I¯ ist hier der Einheitstensor, λ die Querkontraktionszahl und µ die dynamische Visko-
sita¨t.
• Energieerhaltungssatz
Die Energie eines Systems kann durch Verrichtung von Arbeit oder durch Zu- oder Ab-
fuhr von Wa¨rme gea¨ndert werden. Die Bilanzierung u¨ber ein Kontrollvolumen ergibt:
∂et
∂t
+∇ ·
(
et · ~U
)
= −∇ ·
(
p · ~U
)
+∇ ·
(
τ¯ · ~U
)
+∇ · ~q (2.4)
mit der volumenspezifischen totalen Energie et und dem Wa¨rmestromvektor ~q.
Zusammengefasst ergeben sich die Erhaltungssa¨tze in integraler Form zu:
∫
V
∂ ~Q
∂t
dV +
∮
A
G · ~n dA+
∫
V
~S dV = ~0 , (2.5)
wobei ~Q der Vektor der konservativen Variablen ist. Er ergibt sich fu¨r einen dreidimensionalen
Raum zu:
~Q = [ρ, ρ · Ux, ρ · Uy, ρ · Uz, et]T . (2.6)
Hierin stehen ρ · Ux, ρ · Uy und ρ · Uz fu¨r den spezifischen Impuls in den drei kartesischen
Koordinatenrichtungen. Der Term ∂ ~Q/∂t beschreibt die zeitliche A¨nderung der abha¨ngigen
Variablen im Volumen V . Der Einfluss der Flu¨sse normal zur Oberfla¨che des Volumenele-
mentes V mit der Fla¨che A wird durch die generalisierte Flussmatrix G erfasst:
G = GC −GD . (2.7)
Sie beinhaltet die Einflu¨sse der konvektiven (GC) und diffusiven (GD) Terme. Der Vektor ~S
beschreibt zusa¨tzliche Quellterme, die in dem betrachteten Volumenelement auftreten. Diese
Quellen ko¨nnen durch das Vorhandensein einer Wa¨rmequelle, dem Auftreten von chemischen
Reaktionen oder durch eine rotatorische Bewegung bzw. rotatorische oder translatorische
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Beschleunigung des Volumens V verursacht werden. Der Vektor ~S la¨sst sich ebenfalls in
einen konvektiven und diffusiven Teil aufspalten:
~S = ~SC − ~SD . (2.8)
In dieser Arbeit stellt der Vektor die aufgrund der Rotation des Volumens um die x-Achse
entstehenden Quellterme dar.
Durch Anwendung des Gauß’schen Integralsatzes [26] kann Gl. (2.5) in die schwach konser-
vative Form oder Divergenzform der Erhaltungsgleichungen u¨berfu¨hrt werden. Sie lautet:
∂ ~Q
∂t
+∇ ·G + ~S = ~0 . (2.9)
2.1.2 Rotierendes System
Fu¨r Turbomaschinenanwendungen erweist sich die Formulierung der Navier-Stokes Gleichun-
gen fu¨r ein mit konstanter Winkelgeschwindigkeit Ω um die raumfeste Maschinenachse rotie-
rendes Zylinderkoordinatensystem als geeignet, da hierdurch in eleganter Weise sowohl die
Rotationssymmetrie als auch die Drehung des Rotors beru¨cksichtigt wird. Ausgehend von
einem ortsfesten kartesischen x, y, z - Koordinatensystem lassen sich die Gleichungen in ein
bewegtes zylindrisches x, ϕ, % - Koordinatensystem mit Hilfe der Transformationsbeziehun-
gen
x = x x = x
ϕ = arctan(y/z) bzw. y = % · sinϕ
% =
√
y2 + z2 z = % · cosϕ
(2.10)
u¨berfu¨hren. Der Winkelgeschwindigkeitsvektor zeigt in Richtung der x - Achse (Einheitsvek-
tor ~Ix) und hat in beiden Koordinatensystemen die Form:
~Ω = −Ω · ~Ix = konst. . (2.11)
Beim Wechsel ins Relativsystem ist zu beachten, dass anstelle der absoluten Totalzusta¨nde
(siehe Anhang A.3) die relativen Gro¨ßen zu verwenden sind. Die Integralen Navier-Stokes
Gleichungen ko¨nnen dann, wiederum in streng konservativer Formulierung und unter der
Voraussetzung von zeitunabha¨ngigen Kontrollvolumina, wie folgt angegeben werden:
∫
V
∂ ~Q
∂t
dV +
∫∫
(GC −GD) · ~Ix · % dϕd%+
∫∫
(GC −GD) · ~Iϕ · % dxd%+
+
∫∫
(GC −GD) · ~I% · % dxdϕ+
∫
V
(
~SC − ~SD
)
dV = ~0 (2.12)
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mit der Matrix der konvektiven Flu¨sse und dem Vektor der konvektiven Quellterme
GC =


ρ · Ux ρ · Uϕ ρ · U%
ρ · U 2x + p ρ · Ux · Uϕ ρ · Ux · U%
ρ · Uϕ · Ux ρ · U 2ϕ + p ρ · Uϕ · U%
ρ · U% · Ux ρ · U% · Uϕ ρ · U 2% + p
ρ · ht · Ux ρ · ht · Uϕ ρ · ht · U%


~SC =
1
r


0
0
ρ · U% · (Uϕ + 2 · Ω · %)
−ρ · (Uϕ + Ω · %)2 − p
0


(2.13)
sowie der Matrix der diffusiven Flu¨sse und dem Vektor der diffusiven Quellterme
GD =


0 0 0
τxx τxϕ τx%
τϕx τϕϕ τϕ%
τ%x τ%ϕ τ%%
θx − qx θϕ − qϕ θ% − q%


~SD =
1
r


0
0
τ%ϕ
−τϕϕ
0


. (2.14)
Die Totalenthalpie ht lautet im Absolutsystem:
ht = et +
p
ρ
mit et = e+
1
2
· ~U2 (2.15)
und im Relativsystem - die so genannte Rothalpie:
htr = etr +
p
ρ
mit etr = e+
1
2
·
(
~Ur
2 − Ω2 · %2
)
. (2.16)
Den inneren Energiezustand e beschreibt mit Hilfe der Temperatur T und der spezifischen
Wa¨rmekapazita¨t bei konstantem Volumen cv die kalorische Zustandsgleichung:
e = cv · T . (2.17)
Der symmetrische Schubspannungstensor (Gl. (2.3)) hat in dem zylindrischen Koordinaten-
system die Form:
τ¯ =


τxx τxϕ τx%
τϕx τϕϕ τϕ%
τ%x τ%ϕ τ%%

 =
= µ ·


2 · ∂Ux
∂x
+Υ 1
%
· ∂Ux
∂ϕ
+ ∂Uϕ
∂x
∂Ux
∂%
+ ∂U%
∂x
... 2 ·
(
1
%
· ∂Uϕ
∂ϕ
+ ∂U%
∂%
)
+Υ ∂Uϕ
∂%
− Uϕ
%
+ 1
%
· ∂U%
∂ϕ
sym. · · · 2 · ∂U%
∂%
+Υ


(2.18)
wo:
Υ =
λ
µ
·
(
∂Ux
x
+
1
%
· ∂Uϕ
ϕ
+
U%
%
+
∂U%
∂%
)
. (2.19)
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Der Vektor der Schubspannungsleistung:
~θ =


θx
θϕ
θ%

 =


τxx · Ux + τxϕ · Uϕ + τx% · U%
τϕx · Ux + τϕϕ · Uϕ + τϕ% · U%
τ%x · Ux + τ%ϕ · Uϕ + τ%% · U%

 . (2.20)
Nach dem Fourier’schen Gesetz ist der Wa¨rmestrom proportional zum Temperaturgradien-
ten. Der Wa¨rmetransport im Fluid folgt daher der Transportgleichung:
~q = −K · ∇T (2.21)
und somit der Vektor des Wa¨rmestroms:
~q =


qx
qϕ
q%

 = −K ·


∂T
∂x
1
%
· ∂T
∂ϕ
∂T
∂%

 . (2.22)
Dabei steht K fu¨r die Wa¨rmeleitfa¨higkeit.
2.1.3 Schließung der Bestimmungsgleichungen
Gleichung (2.12) beschreibt formal fu¨nf Beziehungen zur Bestimmung des Lo¨sungsvektors
~Q. In den Herleitungen treten allerdings die weiteren Unbekannten p, T , µ und K auf. Zur
Schließung des Gleichungssystems mu¨ssen deshalb weitere Annahmen u¨ber das stro¨mende
Medium gemacht werden.
Die Stro¨mung wird als im lokalen thermischen Gleichgewicht befindlich angesehen und es
wird von thermisch idealem Gas ausgegangen. Damit hat das untersuchte Medium eine
konstante spezifische Wa¨rmekapazita¨t bei konstantem Druck:
cp = konst. . (2.23)
Die thermische Zustandsgleichung lautet dann:
p
ρ · T = R = konst. . (2.24)
Werden zusa¨tzlich die Beziehungen R = cp − cv, mit R als Gaskonstante, und fu¨r den Isen-
tropenexponenten κ = cp/cv benutzt, ergibt sich mit Hilfe von Gl. (2.17) der zur Schließung
des Gleichungssystems beno¨tigte Zusammenhang zwischen dem statischen Druck p und der
inneren Energie zu:
e =
1
κ− 1 ·
p
ρ
. (2.25)
Die stoffspezifischen Transportkoeffizienten µ und K ha¨ngen sehr stark von dem Turbu-
lenzgrad der Stro¨mung ab. Eine direkte numerische Simulation aller in einer turbulenten
Stro¨mung vorhandenen La¨ngen- und Zeitskalen ist jedoch fu¨r Turbomaschinenanwendungen
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bislang aufgrund des immensen Ressourcenbedarfs nicht praktizierbar. Aus diesem Grund
wird ha¨ufig eine statistische Betrachtungsweise der Stro¨mung mit Hilfe der so genannten
Turbulenzmodelle verwendet, die in dem Abschnitt 2.2 genauer beschrieben werden. In die-
sem Fall wird die dynamische Viskosita¨t als Summe des laminaren µL und des turbulenten
µT Anteils berechnet:
µ = µL + µT . (2.26)
Die Querkontraktionszahl (Viskosita¨tskoeffizient) λ (Gl. (2.3) und (2.19)) wird nach der
Stokes’schen Hypothese zu
λ = −2
3
· µL (2.27)
angenommen.
Die Wa¨rmeleitfa¨higkeit (K = cp·µ
Pr
) berechnet siehe zu:
K = cp ·
(
µL
PrL
+
µT
PrT
)
. (2.28)
Die laminare und turbulente Prandtl-Zahlen werden meist als Konstanten verwendet:
PrL = 0.72 bzw. PrT = 0.9 . (2.29)
Bei dem fu¨r diese Arbeit relevanten Gas ist die laminare dynamische Za¨higkeit µL nur
schwach druckabha¨ngig und kann mit Hilfe des empirischen Sutherland-Gesetzs als Funktion
der Temperatur ermittelt werden:
µL = µref.
(
T
Tref.
)1.5
· Tref. + TSut.
T + TSut.
. (2.30)
Dabei sind die Konstanten:
µref. = 1.789 · 10−5 Pa·s - Referenzviskosita¨t,
Tref. = 273.11 K - Referenztemperatur,
TSut.= 110.56 K - Sutherland-Temperatur.
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2.2 Turbulenzmodellierung
Um eine Stro¨mung vollsta¨ndig beschreiben zu ko¨nnen, mu¨ssen auch die kleinsten Schwankun-
gen der primitiven Variablen erfasst werden. Diese Schwankungen werden als
”
Turbulenz“
bezeichnet.
Man unterscheidet laminare und turbulente Stro¨mungen. Die Grenze zwischen den beiden
Stro¨mungsarten kann durch eine kritische Reynolds-Zahl Rekrit. gekennzeichnet werden. Die
Reynolds-Zahl ist definiert als
Re ≡ U · lc
νL
(2.31)
mit U als Geschwindigkeit, lc als charakteristischer La¨nge und νL als kinematischer Visko-
sita¨t (νL = µL/ρ). Diese dimensionslose Kennzahl beschreibt das Verha¨ltnis von Tra¨gheits- zu
Reibungskra¨ften. Unterhalb einer kritischen Reynolds-Zahl, die z. B. fu¨r eine Rohrstro¨mung
bei etwa 2300 liegt [30], dominieren die viskosen Effekte und die Stro¨mung wird als laminar
bezeichnet. Nimmt die Reynolds-Zahl gro¨ßere Werte an und wird der Einfluss der Tra¨gheits-
kra¨fte sta¨rker, spricht man von einem turbulenten Charakter der Stro¨mung.
Da eine Auflo¨sung der turbulenten Effekte eine sehr feine Diskretisierung in Ort und Zeit
erfordert, ist es heutzutage nur mit einem sehr großem Rechenzeit- und Speicheraufwand
mo¨glich, die Bewegungsgleichungen fu¨r Stro¨mungsprobleme technischer Anwendungen di-
rekt zu lo¨sen. Neben dieser direkten numerischen Simulation (DNS) gibt es das Gebiet
der Turbulenzmodellierung. Dieses ermo¨glicht mit Hilfe von analytischen und empirischen
Ansa¨tzen eine gro¨bere Problemdiskretisierung.
Innerhalb der Modellierung turbulenter Stro¨mungen ko¨nnen diverse Verfahren unterschieden
werden. Die bekanntesten hierbei sind:
• Statistische Turbulenzmodelle
Werden die Erhaltungsgleichungen, die eine Stro¨mung beschreiben, zeitlich gemittelt,
ergibt sich ein Gleichungssystem. Dieses ist nicht geschlossen. Der Informationsver-
lust, der durch die zeitliche Mittelung hervorgerufen wird, a¨ußert sich im Auftreten
der unbekannten Zweifachkorrelation turbulenter Schwankungsgro¨ßen U ′iU
′
j. Diese Un-
bekannte, die als Reynoldsspannungstensor bezeichnet wird, ermitteln die statistischen
Turbulenzmodelle unter empirischen Annahmen. Diese Modelle werden auch manch-
mal
”
Eddy-Viscosity-Modelle“ benannt, weil sie die turbulente Viskosita¨t (
”
Eddy-
Viscosity“) µT berechnen. Die statistischen Turbulenzmodelle sind zur Zeit am weite-
sten verbreitet, weil sie im Vergleich zu anderen Ansa¨tzen geringere Hardwareleistung
beno¨tigen.
• Large Eddy Simulation - LES
Hier werden die Navier-Stokes-Gleichungen in einem ersten Schritt tiefpassgefiltert
[41]. Somit ergibt sich ein Gleichungssystem mit weniger Freiheitsgraden, was eine
gro¨bere Diskretisierung als bei DNS zula¨sst. Modelliert werden nun die Unbekannten,
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die bei der Filterung herausgefallen sind. Hierbei wird u¨berwiegend ein sehr einfaches
statistisches Turbulenzmodell verwendet. Der Vorteil der LES, gekennzeichnet durch
eine bessere Beschreibung der Physik, wird durch eine ho¨here Hardwareanforderung
gegenu¨ber den statistischen Modellen aufgehoben.
• Pdf-Verfahren
Die pdf-Verfahren [75] beruhen auf der Lo¨sung der Transportgleichung der Wahrschein-
lichkeitsdichtefunktion (Probability Density Function - PDF). Der große Vorteil einer
pdf-Methode ist, dass die konvektiven Terme und die Quellterme im Gleichungssystem
geschlossen auftreten. Diese Tatsache macht die Implementierung weiterer Gleichun-
gen fu¨r unbekannte Skalare einfach und spiegelt sich in dem Sachverhalt wieder, dass
pdf-Verfahren ha¨ufig eine Anwendung bei reagierenden Stro¨mungen finden. Es werden
jedoch Modelle fu¨r die Terme beno¨tigt, die den molekularen Transport wiedergeben.
Der Grundgedanke bei den statistischen Turbulenzmodellen beruht auf der Tatsache, dass
als Ergebnis einer Stro¨mungsberechnung meist nur der zeitliche Mittelwert der gesuchten
Gro¨ße von Interesse ist. So kann z. B. die Geschwindigkeit U in einen zeitlichen Mittelwert
U˜ und die dazugeho¨rige Schwankungsgro¨ße U ′ aufgeteilt werden:
U = U˜ + U ′ . (2.32)
Diese Aufteilung der Stro¨mungsgro¨ßen wurde bereits 1895 von Reynolds vorgeschlagen. Man
spricht hier deswegen von der Reynolds’schen Mittelung.
Je nach dem, wie der Reynoldsspannungstensor berechnet wird, lassen sich die statistischen
Turbulenzmodelle in zwei Gruppen klassifizieren:
• Wirbelviskosita¨tsmodelle
• Reynolds-Spannungs-Modelle - RSM
Wirbelviskosita¨tsmodelle lo¨sen das Schließungsproblem der Turbulenz durch eine direkte
Modellierung des Reynoldsspannungstensors. Sie basieren hierbei auf der Annahme der Ana-
logie zwischen den viskosen und den turbulenten Spannungen. Diese Annahme findet ihren
Ausdruck in der Formulierung, die bereits 1877 von Boussinesq aufgestellt wurde. Boussi-
nesq ging davon aus, dass die Reynoldsspannungen sich analog zu den viskosen Spannungen
proportional zu der Scherrate bestimmen lassen. Hierfu¨r wurde eine turbulente Viskosita¨t
µT eingefu¨hrt. Diese ist jedoch im Gegensatz zu ihrem viskosen Analogon keine Stoffgro¨ße,
sondern eine im Stro¨mungsfeld Vera¨nderliche. Der Wirbelviskosita¨ts- oder auch Gradienten-
flussansatz kann allgemein formuliert werden:
−ρ · U ′iU ′j = µT ·
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
·
(
ρ · k + µT · ∂Ui
∂xi
)
δij (2.33)
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mit dem Operator (Kronecker-Delta):
δij ≡
{
0 fu¨r i 6= j
1 fu¨r i = j
.
Die turbulente kinetische Energie k wird mit Hilfe der turbulenten Normalspannungen U ′i
2
folgendermassen definiert:
k ≡ U
′
i
2
2
. (2.34)
Unter Verwendung des Gradientenflussansatzes zur Modellierung des Reynoldsspannungs-
tensors ergibt sich die turbulente Viskosita¨t als weitere Unbekannte. Diese wird unter An-
nahme der Gleichgewichtsturbulenz bestimmt, d. h. sowohl ein charakteristisches Zeitmaß
als auch ein charakteristisches La¨ngenmaß ist ausreichend zur Beschreibung der turbulenten
Detailstruktur. Es kommt hinzu, dass die Isotropie der kleinen Skalen vorausgesetzt wird.
Eine Einteilung der Wirbelviskosita¨tsmodelle kann nach der Anzahl der zu den gemittelten
Navier-Stokes Gleichungen hinzukommenden partiellen Differentialgleichungen vorgenom-
men werden:
• Nullgleichungsmodelle
Die unbekannte Wirbelviskosita¨t µT wird hier durch bekannte Gro¨ßen der gemittel-
ten Impulsgleichungen bestimmt, ohne dass eine weitere partielle Differentialgleichung
gelo¨st wird. Das bekannteste Nullgleichungsmodell ist sicherlich der Prandtlsche Mi-
schungswegansatz [82].
• Eingleichungsmodelle
Als zusa¨tzliche Gleichung neben den gemittelten Impulsgleichungen wird in diesem
Fall eine Transportgleichung fu¨r eine modifizierte Form der turbulenten kinematischen
Viskosita¨t νT gelo¨st. Die neuste Entwicklung auf dem Gebiet der Eingleichungsmodelle
ist das 1992 vero¨ffentlichte Spalart und Allmaras [90] Modell.
• Zweigleichungsmodelle
Diese lo¨sen zwei weitere Transportgleichungen. Es wird eine Transportgleichung fu¨r
k gelo¨st, um den Geschwindigkeitsmaßstab
√
k zu erhalten. Durch das Aufstellen ei-
ner weiteren partiellen Differentialgleichung ist es mo¨glich, das turbulente Zeit- und
La¨ngenmaß zu bestimmen.
Die zweite Gleichung kann z. B. fu¨r die charakteristische Frequenz ω der energietra-
genden, großskaligen Schwankungsbewegungen aufgestellt werden. Am bekanntesten
ist aber, die zweite Gleichung fu¨r die Dissipationsrate ε der kinetischen Turbulenzener-
gie zu lo¨sen. Es ergibt sich das k − ε Modell.
Die statistischen k − ε Turbulenzmodelle za¨hlen zur Zeit zu den meist erprobten und sind
bei den industriellen Anwendungen fest verankert. Im Rahmen dieser Arbeit wurde das
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”
Realizable k−ε Modell“ verwendet. Die Eignung der zwei anderen Arten,
”
Standard k−ε“
und
”
RNG k − ε“, wurde fu¨r das vorhandene Stro¨mungsproblem untersucht.
Reynoldsspannungsmodelle (RSM) basieren im Gegensatz zu den Wirbelviskosita¨tsmodellen
nicht auf der Annahme von Boussinesq zur Bestimmung des Reynoldsspannungstensors. Das
Schließungsproblem der Turbulenz wird auf einer ho¨heren Ebene gelo¨st und aus den Navier-
Stokes Gleichungen wird hier eine Transportgleichung fu¨r den unbekannten Reynoldsspan-
nungstensor abgeleitet.
2.2.1 Standard k − ε Modell
Das
”
Standard k − ε“ Modell [55] ist das bekannteste Zweigleichungsmodell und es ist das
meist genutzte im kommerziellen Bereich. Gru¨nde hierfu¨r liegen sicherlich im Kosten-Nutzen
Vergleich. Hierbei sind unter Kosten die Rechenzeit und die Hardwareanforderungen zu
verstehen. Als Nutzen kann die Qualita¨t der Rechenergebnisse bezeichnet werden. Hinzu
kommt eine hohe numerische Stabilita¨t dieses Modells, die nicht außer Acht gelassen werden
darf, wenn Turbulenzmodelle beurteilt werden.
Es ist ein halbempirisches Turbulenzmodell, das eine Transportgleichung fu¨r die turbulente
kinetische Energie und eine fu¨r deren Dissipation lo¨st. Bei der Modellierung einzelner Terme
wird angenommen, dass eine vollturbulente Stro¨mung vorliegt und Einflu¨sse der molekularen
Viskosita¨t vernachla¨ssigbar sind. Somit kann dieses Modell, so wie es hier vorgestellt wird,
im wandnahen Bereich nicht sinnvoll eingesetzt werden.
Die beiden zusa¨tzlichen Transportgleichungen fu¨r die turbulente kinetische Energie k und
und ihre Dissipationsrate ε, die neben den gemittelten Impulsgleichungen gelo¨st werden
mu¨ssen, stellen sich wie folgt dar:
ρ · Dk
Dt
=
∂
∂xi
[(
µL +
µT
σk
)
· ∂k
∂xi
]
+ Pk − ρ · ε− YM (2.35)
und
ρ · Dε
Dt
=
∂
∂xi
[(
µL +
µT
σε
)
· ∂ε
∂xi
]
+ C1ε · ε
k
· Pk − C2ε · ρ · ε
2
k
. (2.36)
Mit Pk wird die Produktionsrate der turbulenten kinetischen Energie aufgrund der Geschwin-
digkeitsgradienten bezeichnet:
Pk = −ρ · U ′iU ′j ·
∂Uj
∂xi
. (2.37)
Die Produktion wird unter der Annahme von Boussinesq wie folgt modelliert:
Pk = 2 · µT · Sij2 (2.38)
mit der mittleren Spannungsrate:
Sij =
1
2
·
(
∂Uj
∂xi
+
∂Ui
∂xj
)
. (2.39)
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YM repra¨sentiert den Beitrag der Kompressibilita¨t bei der Dissipation:
YM = 2 · ρ · ε ·MaT 2 (2.40)
mit der turbulenten Mach-Zahl:
MaT ≡
√
k
κ ·R · T . (2.41)
Aus den oben beschriebenen Gleichungen kann nun die gesuchte turbulente Viskosita¨t be-
stimmt und zur Berechnung des Reynoldsspannungstensors verwendet werden:
µT = ρ · Cµ · k
2
ε
. (2.42)
Anhand von Experimenten mit Luft und Wasser bestimmte Modellkonstanten sind:
σk = 1.0, σε = 1.3, Cµ = 0.09, C1ε = 1.44, C2ε = 1.92.
2.2.2 Realizable k − ε Modell
Ein weiteres Zweigleichungsmodell ist das
”
Realizable k − ε“ Modell [89]. Dieses ist aus
dem Standard Modell entwickelt worden und lo¨st die identische Transportgleichung fu¨r die
turbulente kinetische Energie k (2.35). Das Wort
”
realizable“ bedeutet, dass das Modell eine
erho¨hte Verla¨sslichkeit bzw. eine bessere U¨bereinstimmung mit der Physik gegenu¨ber dem
Standard k− ε Modell besitzt. Zum besseren Versta¨ndnis ko¨nnen die Boussinesq Beziehung
(2.33) und die Definition der turbulenten Viskosita¨t (2.42) herangezogen werden. Danach
ko¨nnen die turbulente Normalspannungen U ′2 berechnet werden:
U ′2 =
2
3
· k − 2 · µT
ρ
· ∂U
∂x
. (2.43)
Es ist unmittelbar einsichtig, dass die Normalspannung, die per Definition positiv ist, ne-
gativ werden kann, sobald der Gradient ∂U
∂x
einen gewissen Wert u¨berschreitet. Um es zu
verhindern, muss die folgende Bedingung erfu¨llt sein:
k
ε
· ∂U
∂x
≤ 1
3 · Cµ . (2.44)
Damit sichergestellt wird, dass diese Ungleichung erfu¨llt ist, wird µT weiterhin wie im Stan-
dard k− ε Modell bestimmt (Gl. (2.42)) mit der A¨nderung, dass Cµ nun eine variable Gro¨ße
ist:
Cµ =
1
4.04 + A∗ · B∗·k
ε
. (2.45)
Hierbei ist:
A∗ =
1
3
· arccos
(√
6 · Sjk · Ski
)
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und
B∗ =
√
Sij
2 + (Wij − 2 · ²ijkΩ) · (Wij − 2 · ²ijkΩ)
mit dem Permutationssymbol:
²ijk ≡


0 fu¨r i = j, j = k oder k = i
+1 fu¨r (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
−1 fu¨r (i, j, k) ∈ {(1, 3, 2), (3, 2, 1), (2, 1, 3)}
.
Das Symbol Ω kennzeichnet die Winkelgeschwindigkeit des rotierenden Bezugsystems und
Wij wird a¨hnlich wie die Invariante Sij (Gl. (2.39)) definiert:
Wij =
1
2
·
(
∂Uj
∂xi
− ∂Ui
∂xj
)
. (2.46)
Die Gro¨ße Cµ ist nun eine Funktion der Scherung, der Rotation und der Turbulenz. Es kann
gezeigt werden, dass diese Modifikation sich positiv auf die Produktion von k im Staupunkt
einer Profilumstro¨mung auswirkt. Die Physik der Stro¨mung wird auf diese Weise realistischer
modelliert, d. h. negative turbulente Normalspannungen werden vermieden. Dadurch tritt
die Schwa¨che des Standard k − ε Modells, die sich durch eine U¨berproduktion turbulenter
kinetischer Energie im Staupunkt bemerkbar macht, nicht auf.
Eine weitere Schwa¨che des Standard k − ε Modells ist die Modellierung der Dissipations-
rate ε, die zu unphysikalischer Ausbreitungsrate eines
”
runden Freistrahls“ [82] fu¨hrt. Die
Transportgleichung fu¨r ε wurde daher in dem
”
realizable“ k−ε Modell ebenfalls modifiziert:
ρ · Dε
Dt
=
∂
∂xi
[(
µL +
µT
σε
)
· ∂ε
∂xi
]
+ ρ · C1 · ε ·
√
S∗ − ρ · C2 · ε
2
k −
√
µL
ρ
· ε
(2.47)
mit
C1 = max
[
0.43,
k · √S∗
k · √S∗ + 5 · ε
]
.
S∗ ist hierbei die 2-fache zweite Invariante der mittleren Spannungsrate Sij aus Gl. (2.39):
S∗ = 2 · Sij2 .
Die u¨blichen Werte fu¨r die Modellkonstanten sind:
σε = 1.2, C2 = 1.9.
2.2.3 RNG k − ε Modell
DasRenormalizationGroup (RNG) k−εModell [101] ist ebenfalls ein Zweigleichungsmodell,
das eine Transportgleichung sowohl fu¨r die turbulente kinetische Energie als auch fu¨r die
Dissipationsrate lo¨st. Als Ausgangspunkt fu¨r die Modellentwicklung dienen jedoch nicht die
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reynoldsgemittelten Navier-Stokes Gleichungen, sondern die der Momentanwerte. Aus diesen
werden die Bewegungsgleichungen mittels der mathematischen RNG-Technik fu¨r das RNG
k − ε Modell hergeleitet.
Einen tieferen Einblick in die RNG-Theorie bietet [72]. Wegen seiner Eigenschaften ist das
RNG Modell besser fu¨r Stro¨mungen mit starker Kru¨mmung der Stromlinien geeignet. Als
Transportgleichungen fu¨r die turbulenten Gro¨ßen k und ε ergeben sich folgende Ausdrucke:
ρ · Dk
Dt
=
∂
∂xi
[
αk · (µL + µT ) · ∂k
∂xi
]
+ Pk − ρ · ε− YM (2.48)
und
ρ · Dε
Dt
=
∂
∂xi
[
αε · (µL + µT ) · ∂ε
∂xi
]
+ C1ε · ε
k
· Pk − C2ε · ρ · ε
2
k
−R∗ . (2.49)
Die Gro¨ßen αk und αε sind die Kehrwerte der effektiven Prandl-Zahl entsprechend fu¨r
k und ε.
Die turbulente Viskosita¨t µT wird identisch zum Standard k− ε Modell nach Gl. (2.42) mit
Cµ als weitere Modellkonstante bestimmt. Beim Vergleich mit dem Standard k − ε Modell
fa¨llt eine sehr große A¨hnlichkeit beider Turbulenzmodelle auf, die sich aus zwei verschie-
denen Ansa¨tzen ergeben hat. Der Hauptunterschied liegt in dem in Gl. (2.49) zusa¨tzlich
auftauchenden Quellterm R∗:
R∗ =
Cµ · ρ ·
(
S∗·k
ε
)3 · (1− S∗·k
4.38·ε
)
1 + 0.012 · (S∗·k
ε
)3 · ε2k . (2.50)
Die Modellkonstanten werden nicht experimentell bestimmt, sondern lassen sich ebenfalls
aus der RNG-Theorie ableiten:
Cµ = 0.0845, C1ε = 1.42, C2ε = 1.68.
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2.3 Wandbehandlung
Der wandnahe Bereich kann prinzipiell in drei Zonen unterteilt werden:
• Viskose Unterschicht: y+ ≤ 5
• U¨bergangsbereich: 5 < y+ ≤ 60
• Bereich des logarithmischen Wandgesetzes (vollturbulenter Bereich): y+ > 60
Der dimensionslose Wandabstand y+ wird folgendermassen definiert:
y+ ≡ ρ · Uτ · y
µL
(2.51)
mit der Schubspannungsgeschwindigkeit
Uτ ≡
√
τw/ρw . (2.52)
Dabei ist y der Abstand von der Wand und τw bzw. ρw entsprechend Schubspannung und
Mediumdichte an der Wand.
Den drei oben aufgefu¨hrten Bereichen kommt im Rahmen der Turbulenzmodellierung eine
große Bedeutung zu. Die Stro¨mung in Wandna¨he ist durch einen großen Geschwindigkeitsgra-
dienten gekennzeichnet. Dieser Gradient ist bedingt durch die Haftbedingung an der Wand
und besonders durch den U¨bergang von hohen Reynolds-Zahlen in der Kernstro¨mung, in der
die Reibung im Vergleich zur Turbulenz vernachla¨ssigt werden kann, zu kleinen Reynolds-
Zahlen in unmittelbarer Wandna¨he, in der die Reibung wieder eine wesentliche Rolle spielt.
Dieser U¨bergangsbereich der Stro¨mung von der Wand zum Kern wird als Grenzschicht be-
zeichnet [84]. Da die vorher genannten Turbulenzmodelle in ihrer beschriebenen Form nicht
im wandnahen Bereich gu¨ltig sind, muss dieses Gebiet eine andere Modellierung erfahren.
Fluent bietet hier prinzipiell zwei Mo¨glichkeiten:
• Wandfunktionen:
– Standardwandfunktion
– Ungleichgewichtswandfunktion
• 2-Schichten Modell
Um die Grenzschicht mit ihren großen Gradienten auflo¨sen zu ko¨nnen, muss die Knotendich-
te des numerischen Rechennetzes entsprechend fein sein. Ebenfalls muss bei der Modellie-
rung auf Effekte niedriger Reynolds-Zahlen, die so genannten
”
low-Re“ Effekte, eingegangen
werden. Dies kann mit der Verwendung einer Wandfunktion vermieden werden, die eine
Verbindung zwischen der Stro¨mungsgeschwindigkeit und der Wandschubspannung herstellt.
Der Stro¨mungsbereich in unmittelbarer Wandna¨he wird u¨berbru¨ckt und somit das rechen-
intensive Gebiet mit vielen Netzpunkten vermieden. Wandfunktionen werden u¨blicherweise
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bei Konfigurationen eingesetzt, wo y+ ≈ 30 (bis 60) in der ersten Zelle an der Wand ist.
Werte y+ < 11.225 [43] sowie eine Streckung der Zellen senkrecht zur Wand sollen bei der
Verwendung von Wandfunktionen vermieden werden.
In dem 2-Schichten Modell wird die wandnahe Stro¨mung in die viskose Unterschicht und die
durch die Turbulenzeinflu¨sse dominierte Außenstro¨mung unterteilt. Das Gebiet der viskosen
Unterschicht wird hier durch das Berechnungsnetz aufgelo¨st. Es wird empfohlen, dass in der
ersten Wandzelle y+ < 4 ∼ 5 (idealerweise y+ = 1) ist.
Im Rahmen dieser Arbeit wurden das 2-Schichten Modell und die Ungleichgewichtswand-
funktion verwendet. Die Eignung der Standardwandfunktion fu¨r das vorhandene Problem
wurde ebenfalls untersucht.
2.3.1 Wandfunktionen
Standardwandfunktion
Die Implementierung der Standardwandfunktion in Fluent basiert auf dem Vorschlag von
Launder und Spalding [56]. Ausgehend von dem Wandgesetz kann man eine dimensionslose
Geschwindigkeit U ∗ berechnen:
U∗ =
1
Kκ
· ln (Eκ · y∗) (2.53)
wo
y∗ =
ρ · C
1
4
µ · k
1
2
P · yP
µL
. (2.54)
Die Formelzeichen kP und yP stehen hier entsprechend fu¨r turbulente kinetische Energie und
Wandabstand im Mittelpunkt (P ) der ersten Wandzelle.
Die Konstanten sind: Kκ = 0.42 und Eκ = 9.81.
Bei dem verwendeten Lo¨ser wurde y∗ = 11.225 als Grenzwert angenommen. Bei y∗ > 11.225
wird das logarithmische Wandgesetz verwendet, um die Geschwindigkeit U ∗ zu ermitteln.
Wenn aber die Ho¨he der ersten Wandzelle einen kleineren y∗-Wert ergibt, wird die Beziehung
fu¨r laminare Scherspannung eingesetzt:
U∗ = y∗ . (2.55)
Reynolds’sche Analogie zwischen Impuls- und Energietransport liefert ein a¨hnliches loga-
rithmisches Gesetz auch fu¨r die Temperaturverteilung senkrecht zur Wand. Die Relation
zwischen der Dicke der Temperaturgrenzschicht und der viskosen Impulsverlustdicke [31] ist
fu¨r unterschiedliche Fluide verschieden. So ist zum Beispiel die Dicke der Temperaturgrenz-
schicht fu¨r Fluide mit großer Prandtl-Zahl (z. B. O¨l) viel kleiner als die Impulsverlustdicke.
Bei Fluiden kleinerer Prandtl-Zahl (z. B. flu¨ssiges Metall) sind die Relationen umgekehrt.
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Bei der Temperaturverteilung in der Grenzschicht wird neben der Wa¨rmeleitung auch der
Beitrag der viskosen Reibung beru¨cksichtigt.
In allen k − ε Turbulenzmodellen existiert fu¨r die turbulente kinetische Energie eine Rand-
bedingung, die besagt, dass der Gradient von k normal zur Wand gleich Null ist:
∂k
∂n
= 0 . (2.56)
In der Wandfunktion soll die Produktion Pk (Quellterm in der Gleichung fu¨r k) der turbu-
lenten kinetischen Energie und die Dissipationsrate ε in Wandna¨he bestimmt werden. Nach
der Standardwandfunktion gilt:
Pk ≈ τ
2
w
Kκ · ρ · C
1
4
µ · k
1
2
P · yP
(2.57)
und
εP =
C
3
4
µ · k
3
2
P
Kκ · yP . (2.58)
Ungleichgewichtswandfunktion
Bei dieser Wandfunktion wurde das logarithmische Wandgesetz so modifiziert, dass Druck-
gradienten an der Wand beru¨cksichtigt werden:
Uˆ · C
1
4
µ · k 12
τw/ρ
=
1
Kκ
· ln
(
Eκ · ρ · C
1
4
µ · k 12 · y
µL
)
(2.59)
wo
Uˆ = U − 1
2
· dp
dx
·
[
yv
ρ ·K∗κ · k
1
2
· ln
(
y
yv
)
+
y − yv
ρ ·K∗κ · k
1
2
+
y2v
µL
]
. (2.60)
Der Ausdruck yv steht fu¨r die Dicke der viskosen Unterschicht:
yv ≡ µL · y
∗
v
ρ · C
1
4
µ · k
1
2
P
(2.61)
mit y∗v = 11.225.
Die Konstante ist: K∗κ = 0.4187.
In der Ungleichgewichtswandfunktion wurde angenommen, dass die Netzzellen in der Wand-
na¨he sowohl die viskose Unterschicht als auch die vollturbulente Schicht beinhalten. Folgende
Profile fu¨r die turbulenten Gro¨ßen wurden angenommen:
τT =
{
0 fu¨r y < yv
τw fu¨r y > yv
τw =


(
y
yv
)2
· kP fu¨r y < yv
kP fu¨r y > yv
ε =


2·νL·k
y2
fu¨r y < yv
k
3
2
Cl·y
fu¨r y > yv
(2.62)
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wo Cl = Kκ · C−
3
4
µ . Unter Verwendung dieser Profile werden in den Wandzellen die Produk-
tionsrate Pˆk und die Dissipationsrate εˆ ermittelt:
Pˆk =
1
Kκ · yn ·
τ 2w
ρ · C
1
4
µ · k
1
2
P
· ln
(
yn
yv
)
, (2.63)
εˆ =
1
yn
·
[
2 · νL
yv
+
k
1
2
P
Cl
· ln
(
yn
yv
)]
· kP . (2.64)
Dabei ist yn die Ho¨he der Zelle (yn = 2 · yP ).
Die Gesetzma¨ßigkeiten der Temperaturgrenzschicht sind hier identisch wie in der Formu-
lierung der Standardwandfunktion. Aufgrund der Fa¨higkeit Druckgradienten zu beru¨cksich-
tigen, wird die Ungleichgewichts-Wandfunktion bei komplexen Stro¨mungen empfohlen, wo
eventuell Ablo¨sung und Wiederanlegung der Stro¨mung stattfinden kann.
2.3.2 2-Schichten Modell
Neben der Verwendung einer Wandfunktion in Wandna¨he gibt es die Mo¨glichkeit, diesen
Stro¨mungsbereich als separate Zone anzusehen. Es kann dann in der Hauptstro¨mung ein
Turbulenzmodell angewendet werden, das fu¨r große Reynolds-Zahlen gilt, und im wandnahen
Bereich wird ein einfaches Modell eingesetzt, das low-Re Effekte beru¨cksichtigt. Die Lage
der Grenze zwischen den zwei Bereichen wird mit Hilfe der turbulenten Reynolds-Zahl Rey
bestimmt:
Rey ≡ ρ ·
√
k · yP min
µL
. (2.65)
Dabei ist yP min der kleinste Abstand von der Mitte der Zelle zur Wand in dem benutzten
Netz.
Bei Rey > 200 wird ein voll turbulentes Gebiet angenommen und das entsprechende Turbu-
lenzmodell (k − ε) angewendet.
In der viskosen Schicht (Rey < 200) wird das Eingleichungsmodell nach Wolfstein [100]
eingesetzt. Hier wird die turbulente Viskosita¨t und die Dissipationsrate wie folgt berechnet:
µT = ρ · Cµ ·
√
k · lµ , (2.66)
ε =
k
3
2
lε
. (2.67)
Die La¨ngenskalen lµ und lε sind:
lµ = Cl · y ·
[
1− exp
(
−Rey
Aµ
)]
, (2.68)
lε = Cl · y ·
[
1− exp
(
−Rey
Aε
)]
. (2.69)
Die Konstanten sind nach [12]: Aµ = 70, Aε = 2 · Cl.
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2.4 Numerisches Lo¨sungsverfahren
Das Grundprinzip der Stro¨mungssimulationen ist die numerische Lo¨sung von Systemen par-
tieller Differenzialgleichungen. Die Hauptschritte bei dem Verfahren bestehen aus der Dis-
kretisierung und der eigentlichen Anwendung von Lo¨sungsalgorithmen. Um Stabilita¨t und
Leistungsfa¨higkeit letzterer zu steigern werden unter anderem Unterrelaxations- und Multi-
gridverfahren benutzt.
2.4.1 Diskretisierung
Damit die Navier-Stokes Gleichungen bzw. die Differentialgleichungen fu¨r die Turbulenzmo-
dellierung numerisch gelo¨st werden ko¨nnen, mu¨ssen sie diskretisiert werden. Dabei werden
die partiellen Differentialgleichnungen in ein System von algebraischen nichtlinearen Glei-
chungen fu¨r diskrete Punkte in Raum und Zeit u¨berfu¨hrt. Die Art der Diskretisierung ist
neben der Turbulenzmodellierung ein wesentlicher Einflussfaktor bezu¨glich der Qualita¨t der
Simulationsergebnisse. Es gibt verschiedene mathematische Formulierungen der Diskretisie-
rung. Neben z. B. Spektral- oder Randelement-Methoden folgende Ansa¨tze za¨hlen zu den
am bedeutendsten:
• Finite-Differenzen Methode - FDM
Es ist ein seit langem bekanntes Verfahren, partielle Differentialgleichnungen nume-
risch zu lo¨sen. Die Methode wurde bereits im 18. Jahrhundert von dem Mathematiker
Euler eingefu¨hrt. Dieser Ansatz dru¨ckt die zeitliche bzw. ra¨umliche Differentiation der
Vera¨nderlichen mit Hilfe der Taylor’schen Reihenentwicklung oder Polynomansa¨tze
aus. Dabei werden die Differentialquotienten durch Differenzenquotienten ersetzt.
Wegen ihrer Einfachheit gilt diese Methode eigentlich nur fu¨r die so genannten struktu-
rierten Rechennetze, wo die physikalische Doma¨ne durch eine finite Anzahl von regula¨r
angeordneten Punkten ersetzt wird.
• Finite-Elemente Methode - FEM
Der Verlauf der Zustandsgro¨ßen in den Zellelementen zwischen den Netzpunkten wird
mittels Gewichtungsfunktionen approximiert. Eine beliebige Zustandsgro¨ße X kann
mit dem Ansatz
X =
m∑
i=1
Xi · φi (2.70)
im Stro¨mungsgebiet approximiert werden. Hierbei ist m die Anzahl der Knotenpunk-
te des Rechennetzes und φi sind die Gewichtungsfunktionen - auch ”
Formfunktionen“
genannt. Die Funktionen werden nun so bestimmt, dass der Fehler beim Einsetzen
der approximierten Verteilung in die exakte Bestimmungsgleichung minimal wird. Die
betrachteten Abweichungen werden als Residuen bezeichnet. Die Berechnung der dis-
kreten Werte der Gro¨ße selbst wird also auf die Bestimmung der Koeffizienten in Fol-
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ge einer Minimumsuche reduziert. Fu¨r eine besondere Gewichtungsfunktion geht das
Finite-Elemente Verfahren in das Finite-Volumen Verfahren u¨ber.
• Finite-Volumen Methode - FVM
Bei diesem Verfahren werden die Erhaltungsgleichungen u¨ber das gesamte Stro¨mungs-
gebiet integriert. Die physikalische Doma¨ne wird in eine finite Anzahl von Zellenvolu-
mina unterteilt. Nach dem Satz von Gauß [6] wird fu¨r jedes Zellenvolumen das Ober-
fla¨chenintegral in der integralen Form der Erhaltungsgleichungen (Gl. (2.5)) durch eine
Summierung u¨ber die einzelnen Volumenoberfla¨chen Ai ersetzt:
∫
V
∂ ~Q
∂t
dV +
m∑
i=1
∮
Ai
(G · ni) dAi +
∫
V
~S dV = ~0 . (2.71)
Dabei ist m die Anzahl der Volumenoberfla¨chen. Die numerische Anna¨herung entsteht
bei der stu¨ckweise konstanten Verteilung des Stro¨mungsfeldes. Die Stro¨mungsgro¨ßen
werden durch die in den Zellenmittelpunkten definierten Zusta¨nde ausgedru¨ckt. Die
Verfahrensgenauigkeit wird von der Extrapolation der Variablen aus den Zellenmittel-
punkten auf die Zellenra¨nder bestimmt. Der Vorteil der Methode besteht darin, dass die
auf dem Rechengebiet auftretenden Diskontinuita¨ten in der Lo¨sung des Stro¨mungsfel-
des eingeschlossen sind. Wegen der lokalen und globalen konservativen Eigenschaft hat
dieses Verfahren eine sehr breite Anwendung in der numerischen Stro¨mungssimulation.
Ein konservatives Verfahren gewa¨hrleistet die Erfu¨llung von Bilanzen der berechneten
Transportgro¨ßen.
Die Finite-Volumen Methode ist auch im Stro¨mungslo¨ser Fluent implementiert. Im Vergleich
zu den anderen Verfahren besitzt FVM starke mathematische und physikalische Hintergru¨nde
und unter Verwendung von unstrukturierten Rechennetzen eine sehr große ra¨umliche Flexi-
bilita¨t.
Diskretisierung in Raum
Wie es aus Gl. (2.71) ersichtlich ist, mu¨ssen sowohl die Oberfla¨chenintegrale als auch die
Volumenintegrale approximiert werden. Zu diesem Zweck wird die gesamte Oberfla¨che einer
Zelle in Seitenfla¨chen unterteilt. Abbildung 2.1 veranschaulicht dieses Prinzip am Beispiel
eines einfachen 3-D Netzes. In einem zweidimensionalen Fall werden die Volumina zu Fla¨chen
und Fla¨chen zu Kanten.
Das gesuchte Integral setzt sich aus der Summe der Teilflu¨sse u¨ber die Seitenfla¨chen (Kan-
tenla¨ngen) der Zelle. Die Teilflu¨sse werden mit den Werten der Stro¨mungsvariablen an den
Seiten der Zelle berechnet. Die letzten werden wiederum aus der Zellenmitte durch entspre-
chende Extrapolation bestimmt. Bei der Extrapolation handelt es sich um die Lo¨sung des so
genannten Riemann’schen Problems [58]. Dabei werden unterschiedliche Verfahren fu¨r die
konvektiven und fu¨r die diffusiven Flu¨sse verwendet.
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Abbildung 2.1: Diskretisierung und Flussbestimmung
Bei den konvektiven Flu¨ssen werden Upwind-Schemata eingesetzt. Ihren Namen verdanken
sie der Tatsache, dass hier die Werte auf der Zellenseite aus den Werten in der Zelle ermittelt
werden, die in der
”
upwind“ Richtung der Geschwindigkeit liegt. Fluent bietet folgende
Ansa¨tze fu¨r die Extrapolation an:
•
”
First-Order Upwind“
Hier wird angenommen, dass die Werte der primitiven Variablen in der Zellenmitte
auch an den Zellenwa¨nden gelten.
•
”
Power-Law“
Dieses Schemata extrapoliert die Werte an den Zellenwa¨nden unter Verwendung ex-
akter Lo¨sung der Gleichung fu¨r die eindimensionale Diffusion. Das Verfahren ist 1.-
Ordnung genau.
•
”
Second-Order Upwind“
In diesem Fall wird eine ho¨here Genauigkeit der Variablen an den Zellenseiten mit
Hilfe Taylor’scher Reihenentwicklung der Werte in den Mittelpunkten der
”
upstream“
liegenden Zellen erreicht.
•
”
QUICK“ - Quadratic Upwind Interpolation for Convective Kinematics
Diese Methode basiert auf einer gewichteten Mittelung der Ergebnisse von
”
Second-
Order Upwind“-Extrapolation und von Zentraldifferenzen. Sie ist 2.-Ordnung genau.
Bei den diffusiven Flu¨ssen werden Zentraldifferenzen-Schemata eingesetzt. Sie berechnen
die Stro¨mungsvariablen an den Zellenseiten durch lineare Interpolation zwischen den Wer-
ten in den Mittelpunkten der benachbarten Zellen. Sie sind immer 2.-Ordnung genau. Das
Zentraldifferenzen-Verfahren wird bei den konvektiven Flu¨ssen nicht verwendet, weil es in
diesem Fall zu numerischen Oszillationen kommen kann [57].
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Diskretisierung in Zeit
Die Zeit kann als zusa¨tzliche Dimension bei der Berechnung von instationa¨ren Stro¨mungs-
problemen angesehen werden. Sie muss ebenso wie die Raumdoma¨ne diskretisiert werden.
Der entscheidende Unterschied zwischen ra¨umlichen und zeitlichen Koordinaten ist die Wir-
kungsweise. Bei elliptischen Problemen ko¨nnen die Raumkoordinaten in allen Richtungen
Auswirkungen haben. Eine zeitliche A¨nderung wirkt sich dagegen in der Zukunft aus. Bei
der Zeitdiskretisierung handelt es sich deshalb immer um eine Extrapolation. Zu diskreti-
sieren ist der Term ∂ ~Q/∂t aus Gl. (2.71). Es ist lediglich die erste Ableitung und somit ein
parabolisches Problem. Den Abmessungen einer Zelle bei ra¨umlicher Diskretisierung ent-
spricht eine Zeitschrittdauer ∆t bei der Diskretisierung in Zeit. Die physikalische Zeit zu
einem Zeitschritt n+ 1 ist dann:
tn+1 = tn +∆tn . (2.72)
Die zeitliche Ableitung wird unter Anwendung der Ru¨ckwa¨rtsdifferenzen diskretisiert und
der erste Ordnung genauer Differenzenquotient lautet:
~Qn+1 − ~Qn
∆tn
= RHS . (2.73)
Der zweite Ordnung genauer Quotient ist:
3 · ~Qn+1 − 4 · ~Qn + ~Qn−1
2 ·∆tn = RHS . (2.74)
Dabei steht RHS fu¨r die rechte Seite des entsprechenden Ausdruckes, den man nach einer
Diskretisierung von Gl. (2.71) erha¨lt.
Die Verfahren zur Bestimmung des Zustandsvektors ~Q(tn+1) unterscheiden sich durch zwei
wesentliche Merkmale:
• Ein- oder Zweischrittverfahren
Bei dem Einschrittverfahren wird der Zustandsvektor zu einem gegebenen Zeitschritt
anhand seines Wertes aus dem vorangegangenen Schritt errechnet.
Bei dem Zweischrittverfahren (engl. Dual Time Stepping) wird neben der physika-
lischen Zeit eine prekonditionierte pseudo-Zeit eingefu¨hrt. Benutzung von pseudo-
Zeitschritten zwischen den physikalischen fu¨hrt zur Erho¨hung der Stabilita¨t und Ge-
nauigkeit des Verfahrens.
• Explizites oder implizites Verfahren
Das explizite Verfahren ist das einfachste Zeitdiskretisierungsverfahren. Die Informatio-
nen zum aktuellen Zeitpunkt tn+1 werden ausschließlich aus den vorangegangenen Zeit-
punkten tn explizit berechnet. Die expliziten Methoden erfahren durch die so genannte
CFL-Bedingung eine Einschra¨nkung bezu¨glich der Gro¨ße der verwendeten Zeitschrit-
te ∆t. Aus Stabilita¨tsgru¨nden muss die so genannte Courant-Friedrichs-Lewy-Zahl
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kleiner 1 gewa¨hlt werden (CFL < 1):
CFL = Uλ · ∆t
∆x
. (2.75)
Mit der charakteristischen Geschwindigkeit Uλ werden die Zustandsgro¨ßen verteilt. Bei
dem expliziten Verfahren darf pro Zeitschritt die Verteilung des Zustandvektors maxi-
mal eine Gitterzelle (∆x) weitertransportiert werden. Fu¨r die numerische Simulation
einer stationa¨ren Stro¨mung beno¨tigt man somit sehr viele, relativ kleine Zeitschritte
bis zum Erreichen einer konvergierten Lo¨sung, was eine sehr lange Rechenzeit zur Folge
hat. A¨hnlich ist es im Falle von instationa¨ren Rechnungen.
Implizite Verfahren besitzen diese Zeitschritteinschra¨nkung nicht. Hier wird, um den
Zustandsvektor zu einem Zeitpunkt n + 1 zu berechnen, allerdings zu den Informa-
tionen aus tn diejenigen zum Zeitpunkt tn+1 miteinbezogen - siehe z. B. [74]. Es kann
eine CFL-Zahl benutzt werden, die gro¨ßer als 1 ist, in der Regel 1 < CFL < 70, was
im Prinzip wesentlich schneller zu einer konvergierten Lo¨sung fu¨hrt. Bei instationa¨ren
Problemstellungen hat die Zeitschrittweite ∆t lediglich einen Einfluss auf die Genau-
igkeit der Simulation. Um sie zu erho¨hen, wird grundsa¨tzlich das implizite Verfahren
mit dem Zweischrittverfahren kombiniert.
In der Regel sind die impliziten Verfahren im Gegensatz zu den expliziten wesentlich
stabiler. Sie sind jedoch mit der Aufgabe verbunden, sehr große algebraische Glei-
chungssysteme zu lo¨sen, was auch große Rechen- sowie Speicherkapazita¨ten erfordert.
Diese beiden Unterscheidungsmerkmale sind beliebig miteinander kombinierbar.
2.4.2 Lo¨sungsalgorithmen
Als Ergebnis der Diskretisierung erha¨lt man fu¨r jede Rechennetzzelle einen Satz von Glei-
chungen. In dem hier vorliegenden Fall sind es die Erhaltungsgleichungen fu¨r Kontinuita¨t,
Impuls, Energie, turbulente kinetische Energie und turbulente Dissipationsrate. Somit ergibt
sich ein System von 5 ·N Gleichungen, wo N die Anzahl der Netzzellen in der Rechendoma¨ne
ist. Fu¨r das System bietet Fluent grundsa¨tzlich zwei Lo¨sungsalgorithmen:
• Gekoppelter (
”
coupled“) Lo¨ser
Bei dieser Methode werden Kontinuita¨ts-, Impuls- und Energiegleichung simultan (ge-
koppelt) behandelt. Die Ausdru¨cke fu¨r die turbulenten Gro¨ßen werden sequentiell be-
rechnet. Jeder Iterationsschritt setzt sich aus folgenden Operationen zusammen:
1. Aktualisierung (
”
update“) aller Zustandsgro¨ßen auf der Basis der aktuellen Werte
oder der Initialisierungswerte, falls es sich um den ersten Iterationsschritt handelt.
2. Die Kontinuita¨ts-, Impuls- und Energiegleichungen werden simultan gelo¨st.
3. Die Gleichungen fu¨r turbulente kinetische Energie und turbulente Dissipationsrate
werden unter Verwendung der im Schritt 2 berechneten Werte gelo¨st.
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4. U¨berpru¨fung der Abbruchbedingung.
• Entkoppelter (
”
segregated“) Lo¨ser
In diesem Fall werden alle Gleichungen sequentiell (entkoppelt) behandelt. Eine Itera-
tion setzt sich aus folgenden Schritten zusammen:
1. Aktualisierung aller Zustandsgro¨ßen auf der Basis der aktuellen Werte oder der
Initialisierungswerte.
2. Das Geschwindigkeitsfeld wird aus der Impulsgleichung unter Verwendung der
aktuellen Druckwerte errechnet.
3. Da bei der Ermittlung des Geschwindigkeitsfeldes im Schritt 1 die Kontinuita¨ts-
gleichung nicht beru¨cksichtigt wurde, muss eine Druckkorrektur durchgefu¨hrt wer-
den. Eine spezielle Druckkorrekturgleichung wurde aus der Kontinuita¨ts- und Im-
pulsgleichung abgeleitet. Mit ihrer Hilfe wird das Geschwindigkeitsfeld und das
Druckfeld in einem iterativen Prozess so lange korrigiert, bis die Kontinuita¨ts-
und Impulsgleichung erfu¨llt sind.
4. Die Gleichungen fu¨r die turbulenten Gro¨ßen werden gelo¨st.
5. U¨berpru¨fung der Abbruchbedingung.
Aufgrund seiner physikalischen Eigenschaften ist der gekoppelte Lo¨ser besser fu¨r die Simu-
lation von stark kompressiblen Stro¨mungen geeignet. Ein Nachteil dieses Verfahren ist, dass
der Speicherbedarf in der Regel zwei- bis dreimal ho¨her als beim entkoppelten Algorithmus
ist.
In dem entkoppelten Lo¨ser stehen folgende Verfahren fu¨r die oben angesprochene Druck-
Geschwindigkeit Koppelung [73] zur Verfu¨gung:
•
”
SIMPLE“ - Semi-Implicit Method for Pressure Linked Equation
Es ist die einfachste zur Verfu¨gung stehende Methode.
•
”
SIMPLEC“ - SIMPLE Consistent
Dieses Verfahren beno¨tigt im Gegensatz zur
”
SIMPLE“-Methode keine Unterrelaxation
fu¨r den Druck und sichert somit eine schnellere Konvergenz.
•
”
PISO“ - Pressure-Implicit with Splitting of Operators
Durch zusa¨tzliche Schritte bei der Druckkorrektur gewa¨hrleistet dieses Verfahren die
beste Erfu¨llung der Kontinuita¨tsgleichung. Der zusa¨tzliche Rechenaufwand wird mei-
stens durch ein besseres Konvergenzverhalten ausgeglichen.
2.4.3 Unterrelaxationen
Die Robustheit des benutzten Lo¨sungsverfahrens spielt eine entscheidende Rolle bei nume-
rischen Simulationen. Bei iterativen Lo¨sungsalgorithmen ko¨nnen Instabilita¨ten auftreten,
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wenn die A¨nderung der jeweiligen Gro¨ße von einem Iterationsschritt zum anderen nicht be-
schra¨nkt wird. Dieses Limitieren der Gro¨ßena¨nderung zwischen zwei Iterationsschritten wird
als Unterrelaxation bezeichnet. In einer einfachen Form wird der neue Wert einer Gro¨ße X
unter Benutzung des alten Wertes Xalt auf folgende Weise aktualisiert:
X = Xalt + φ ·∆X . (2.76)
Dabei ist φ ein Unterrelaxationsfaktor (0 < φ ≤ 1).
2.4.4 Multigrid
Die fu¨r numerische Simulationen beno¨tigte Rechenzeit ist fu¨r den Einsatz des Verfahrens
von hoher Bedeutung. Aus diesem Grund sind Methoden wichtig, die die herko¨mmlichen
Lo¨sungsalgorithmen der linearen Gleichungssysteme beschleunigen ko¨nnen. Neben konju-
gierten Gradientenverfahren [85] ist das Mehrgitterverfahren eine weit verbreitete Methode.
Bevor ein Mehrgitterverfahren angewendet werden kann, werden ausgehend von dem vorge-
gebenen feinen Netz durch Zusammenfassung von Zellen gro¨bere Netze erzeugt. Dies beruht
auf dem Grundgedanken, dass ein iterativer Lo¨sungsalgorithmus die Fehlerkomponenten ei-
ner Na¨herungslo¨sung, deren Wellenla¨ngen den Netzzellenweiten entsprechen, effizient elimi-
niert. Dies trifft aber nicht fu¨r sehr langwellige Fehler zu. Um diese zu kompensieren, werden
viele Iterationsschritte beno¨tigt. Genau hier setzt das Mehrgitterverfahren an. Durch meh-
rere Netzzellenweiten der verschiedenen Netzebenen werden die Fehler in ihrem gesamten
Frequenzspektrum schneller ausgeschieden.
Fluent bietet hier zwei Verfahren an:
• Algebraic Multigrid - AMG
Das AMG-Verfahren wird als algebraisch bezeichnet, da keine geometrisch gro¨beren
Netze ausgehend von dem feinen Ursprungsnetz erzeugt werden. Dies hat den Vorteil,
dass keine gro¨beren Netzebenen generiert oder gespeichert werden mu¨ssen. Ebenso
entfa¨llt es, Fluss- oder Quellterme fu¨r die groben Netzebenen zu ermitteln.
• Full-Approximation Storage - FAS
Bei dem FAS-Verfahren wird eine Anzahl, die frei wa¨hlbar ist, unterschiedlicher Netz-
ebenen erzeugt. Fu¨r jede einzelne von ihnen werden die diskreten Gleichungen abgelei-
tet und mu¨ssen neben den Geometriedaten des Netzes abgespeichert werden, was zu
einem relativ hohen Speicherbedarf fu¨hrt.
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2.5 Berechnungsnetze
Bevor die hier vorgestellten Lo¨sungsalgorithmen angewendet werden ko¨nnen, muss die ge-
samte Berechnungsdoma¨ne in einzelne Kontrollvolumina (Netzzellen) unterteilt (diskreti-
siert) werden. Die Qualita¨t des Netzes hat neben den verwendeten Lo¨sungsverfahren und
vor allem dem Turbulenzmodell einen wesentlichen Einfluss auf die Genauigkeit der spa¨te-
ren Stro¨mungssimulation. Bei der Netzgenerierung muss bereits auf das zu erwartende Stro¨-
mungsfeld und auf die verwendeten numerischen Ansa¨tze eingegangen werden. Das Netz
sollte so generiert werden, dass die Verteilung der Knotenpunkte sich an die in der Stro¨mung
vorkommenden Gradienten anlehnt. Ebenso wird z. B. die eventuelle Verwendung von Wand-
funktionen die Verteilung der Zellen in den wandnahen Gebieten beeinflussen.
Prinzipiell werden alle Netzzellen sowohl in 2- als auch in 3-D entweder auf der Dreieck- oder
Viereckbasis aufgebaut - Abb. 2.2.
2−D:
ViereckDreieck
HexaederPrismaTetraeder
3−D:
Pyramide
Abbildung 2.2: In CFD verwendete Zellentypen
Aufgrund der logischen Anordnung bzw. der Datenstruktur der zusammenha¨ngenden Netz-
zellen werden Rechennetze in zwei Klassen eingeteilt:
• Strukturierte Netze
Jeder Knotenpunkt wird hier mittels fortlaufender Nummerierung in einer zwei- bzw.
dreidimensionalen Matrix abgelegt. Durch die Verbindung der einzelnen Punkte in je-
weils eine Richtung der diskreten Koordinate ergibt sich ein strukturierter Datensatz,
der in numerischen Algorithmen sehr effizient abgearbeitet werden kann. Im zweidimen-
sionalen Fall besteht das aufgebaute Netz aus Rechtecken und im dreidimensionalen
Fall aus Hexaedern. Der Nachteil solcher Netze ist ihre Unflexibilita¨t, falls die zu dis-
kretisierende Doma¨ne unregelma¨ßig ist. Abhilfe schaffen hier blockstrukturierte Netze
- Abb. 2.3, wo gezielte Aufteilung der Berechnungsdoma¨ne in einzelne Blo¨cke gewisse
Anpassung der Strukturierten Teile erlaubt. Bei sehr komplexen Geometrien kann aber
unter Umsta¨nden die Verwendung von strukturierten Netzen nicht mo¨glich sein. Aller-
dings gibt es immer noch viele Stro¨mungslo¨ser, die nur diese Art von Datenstrukturen
verarbeiten ko¨nnen.
• Unstrukturierte Netze
Die Knotenpunkte eines unstrukturierten Netzes sind ungeordnet im Raum und auf
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diese Art miteinander verbunden, dass im zweidimensionalen Fall Drei- und Vierecke
oder aber auch beide Formen gemischt auftreten. Im dreidimensionalen Raum sind
die Zellen Tetraeder, Hexaeder, Pyramiden oder Prismen. Somit gibt es keine Be-
schra¨nkung der Netzstruktur und die Netzpunkte mu¨ssen keiner Ordnung folgen. Die
Vorteile der unstrukturierten Netze sind ihre große Anpassungsfa¨higkeit an komplexe
Geometrien sowie in der Regel einen geringeren Arbeitsaufwand bei der Vernetzung.
Der letzte Punkt bringt insbesondere einen erheblichen Vorteil bei der automatisierten
Vernetzung. Da die Zuordnungsbeziehungen zwischen den Zellen aufwendig sind, ist
der Speicherbedarf gegenu¨ber strukturierten Daten ho¨her.
Abbildung 2.3: Beispiel eines blockstrukturierten 2-D Netzes
Abbildung 2.4 zeigt Ausschnitte von einfachen 3-D Netzen, wo die Grenzschicht aufgelo¨st
wurde. Alle vier dargestellten Topologien ko¨nnen mit unstrukturierten Datensa¨tzen beschrie-
ben werden. Die strukturierte Datenstruktur kann allerdings nur beim Fall a Anwendung
finden.
a b c d
Abbildung 2.4: Verschiedene Netztopologien - Oberfla¨chennetze
Erfahrungsgema¨ß haben die Netze, die auf der Basis von Vierecken entstanden sind (a und
b), mehrere Vorteile gegenu¨ber der auf Dreieckbasis (c und d). Dadurch, dass die Seiten
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in Vierecken bzw. Hexaeder nahezu senkrecht zueinander stehen, wird eine ho¨here Genau-
igkeit der Lo¨sungsalgorithmen gewa¨hrleistet. Bei Finite-Volumen Verfahren werden na¨mlich
die Flu¨sse als Skalarprodukte des entsprechenden Flussvektors mit dem Oberfla¨chenvektor
bestimmt. Daru¨berhinaus braucht man bei auf Vierecken basierenden Netzen weniger Kno-
tenpunkte bzw. Speicher, um eine Doma¨ne gu¨nstig zu diskretisieren. Dreieck- bzw. Tetraeder-
oder Pyramidenzellen sind auch u¨berhaupt nicht geeignet, um Grenzschichten aufzulo¨sen.
Die Qualita¨t eines Berechnungsnetzes wird durch mehrere Faktoren beeinflusst, die wichtig-
sten sind dabei:
• Scherung
Sie ist ein Maß fu¨r die Verzerrung der einzelnen Zellen und wird u¨blicherweise folgen-
dermassen definiert:
Scherung = max
[
γmax − γe
180◦ − γe ,
γe − γmin
γe
]
(2.77)
wo:
γmax gro¨ßter Winkel in der Zelle,
γmin kleinster Winkel in der Zelle,
γe = 60
◦ fu¨r dreieckige Zellen bzw. Zellenseiten,
= 90◦ fu¨r viereckige Zellen bzw. Zellenseiten.
Die Scherung soll den Wert von 0.75 nicht u¨berschreiten.
• Seitenverha¨ltnis
Das Verha¨ltnis der la¨ngsten und der ku¨rzesten Seite einer Zelle sollte den Wert 5 nicht
u¨berschreiten. Ausnahme sind hier Grenzschichtzellen in unmittelbarer Wandna¨he, wo
die Gradienten der Stro¨mungsvariablen entlang der Wand vernachla¨ssigbar klein im
Vergleich zu den A¨nderungen normal zur Wand sind.
• Expansionsrate
Die Expansionsrate kennzeichnet die Fla¨chenverha¨ltnisse bzw. Volumenverha¨ltnisse be-
nachbarter Zellen. Die Expansionsrate beeinflusst den Abbruchfehler des Diskretisie-
rungsverfahrens und wirkt sich somit unmittelbar auf die Qualita¨t der Rechenergeb-
nisse aus. Es ist darauf zu achten, dass die lokale Variation in der Zellengro¨ße nicht
u¨ber 20% liegt.
• Verteilung der Knotenpunkte in Grenzschichten
Wie bereits im Abschnitt 2.3 angesprochen, sollte in Abha¨ngigkeit von der Verwende-
ten Wandbehandlung der dimensionsloser Wandabstand y+ (Gl. (2.51)) in der ersten
Wandzelle folgende Werte einhalten:
y+ ≈ 1.0 bei der Verwendung von 2-Schichten Modell,
y+ ≥ 11.225 bei der Verwendung von Wandfunktionen.
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• Lage der Netzbegrenzungen
Da die Ein- bzw. Ausstromrandbedingungen durch physikalische Pha¨nomene wie z. B.
Sto¨ße, Nachlauf- oder Potenzialeffekte beeinflusst werden ko¨nnen, ist es wichtig, die
Netzbegrenzungen in ausreichender Entfernung von eventuellen Sto¨rquellen zu pla-
tzieren. Die Erfahrung hat gezeigt, dass diese Vorgehensweise auch bei den in Fluent
implementierten nicht reflektierenden Randbedingungen sinnvoll ist.
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2.6 Randbedingungen
Die Navier-Stokes Gleichungen sowie die Gleichungen der Turbulenzmodellierung bilden ein
System von Differentialgleichungen, dessen Lo¨sung erst durch die Vorgabe von Anfangs- und
Randbedingungen genau definiert ist. Man spricht hier von einem so genannten Anfangs-
Randwert Problem.
Die Anfangsbedingung wird durch entsprechende Initialisierung der Werte der Zustands-
gro¨ßen in der gesamten Berechnungsdoma¨ne am Anfang der Simulation erfu¨llt. Es ist wich-
tig, dass der initialisierte Zustand mo¨glichst nah an der spa¨teren Lo¨sung liegt. Zu große
Unterschiede resultieren in la¨ngeren Rechenzeiten bzw. ko¨nnen numerische Instabilita¨ten
am Anfang der Simulation verursachen.
Die Randbedingungen ermo¨glichen die Koppelung des Stro¨mungsgebietes mit der nicht mehr
in der Simulation erfassten Umgebung. Die richtige Bestimmung der Stro¨mungsvariablen an
der Berandung des Stro¨mungsgebietes ist von essenzieller Bedeutung fu¨r die physikalische
Richtigkeit der Simulationsergebnisse.
In diesem Abschnitt werden Fluent-Randbedingungen beschrieben, die in der vorliegenden
Arbeit Verwendung gefunden haben - Abb. 2.5.
Rotierende Wände
Stationäre Wände
Einströmung
Periodisch - Stator Interface - Stator Interface - Rotor
Periodisch - Rotor Abströmung
Ω
Abbildung 2.5: Berandungstypen in einer Stator-Rotor Konfiguration
2.6.1 Einstro¨mung
Im Rahmen der vorliegenden Arbeit wurde am Einstro¨mrand grundsa¨tzlich die
”
Pressure
Inlet“ Bedingung angewendet. Aufgrund seiner physikalischen Eigenschaften ist diese Rand-
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bedingung fu¨r das vorliegende elliptische Stro¨mungsproblem sehr gut geeignet.
Aus der Problemstellung ergibt sich am Eintritt der Berechnungsdoma¨ne jedoch nur die To-
taltemperatur und die Geschwindigkeit. Der statische Druck kann anhand der festgelegten
Reynolds-Zahl nur am Austritt bestimmt werden. Um die Information u¨ber das Druckni-
veau am Eintritt zu bekommen, wurde fu¨r Initialisierungsrechnungen die
”
Velocity Inlet“
Randbedingung eingesetzt, die eigentlich fu¨r kompressible Stro¨mungen nicht geeignet ist.
Mit ihrer Hilfe ist es aber mo¨glich, mit zufriedenstellender Genauigkeit den Totaldruck am
Eintritt zu ermitteln und gleichzeitig eine sehr gute Startlo¨sung fu¨r weitere Berechnung unter
Benutzung von
”
Pressure Inlet“ zu erhalten.
”
Pressure Inlet“
Bei dieser Randbedingung sind folgende Vorgaben erforderlich:
• Totaldruck
• Totaltemperatur
• Stro¨mungsrichtung (Winkel)
• Informationen um die turbulenten Gro¨ßen (k und ε) zu berechnen
Da die turbulente kinetische Energie und die turbulente Dissipationsrate an der An-
stro¨mung nicht bekannt sind, werden an dieser Stelle der hydraulische Durchmesser
und der Eintrittsturbulenzgrad vorgegeben. Mit Hilfe dieser beiden Parameter ist es
mo¨glich, k und ε zu ermitteln.
• Optional - statischer Druck
Die Vorgabe des statischen Druckes ist in zwei Fa¨llen notwendig:
1. Die gesamte Berechnungsdoma¨ne soll mit den Werten der Zustandsgro¨ßen am
Anstro¨mrand initialisiert werden.
2. Es handelt sich um eine U¨berschallanstro¨mung.
Anhand des Totaldruckes, der Totaltemperatur, der Richtungsangaben sowie der im An-
hang A.3 vorgestellten Beziehungen, ko¨nnen alle primitiven Variablen bestimmt werden.
Die Bestimmung des Turbulenzgrades Tu erfolgt u¨ber die Schwankungsgro¨ße U ′ und die
mittlere Geschwindigkeit U˜ - vergleiche Gl. (2.32):
Tu =
√
U ′2
U˜
. (2.78)
Der Eintrittsturbulenzgrad ist fu¨r die gegebene Konfiguration bekannt. Als hydraulischer
Durchmesser dh wurde der kleinste Abstand zwischen den Schaufelko¨rpern gewa¨hlt. Mit
diesen Daten ko¨nnen die turbulenten Gro¨ßen ermittelt werden:
k =
3
2
·
(
U˜ · Tu
)2
, (2.79)
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ε = C
3
4
µ · k
3
2
0.07 · dh . (2.80)
Die Modellkonstante Cµ wurde bereits im Abschnitt 2.2 fu¨r einzelne Turbulenzmodelle defi-
niert.
Bei der
”
Pressure Inlet“ Randbedingung handelt es sich um die so genannte nichtreflektie-
rende RB [32]. Sie soll unphysikalische Reflektionen von Sto¨rungen verhindern, die z. B.
durch Potenzialeffekte hervorgerufen werden. Man spricht von nichtreflektierenden Randbe-
dingungen, wenn eine aus dem Stro¨mungsgebiet ankommende Sto¨rung an dem Rand nicht
reflektiert sondern kompensiert wird. Diese Art von RB basiert auf der Methode der Cha-
rakteristik. Aus den Vorzeichen der Charakteristiken der Unterschallstro¨mung (U + a > 0,
U > 0, U − a < 0) la¨sst sich ableiten, dass fu¨r die Navier-Stokes Gleichungen vier pri-
mitive Variablen auf dem Rand vorgegeben werden und eine Gro¨ße aus dem Inneren des
Stro¨mungsgebietes extrapoliert werden muss. Bei einer U¨berschallanstro¨mung mu¨ssen alle
fu¨nf Variablen (ρ, Ux, Uy, Uz, p) vorgegeben werden. Daher ist es bei U¨berschallanstro¨mung
notwendig, auch den statischen Druck vorzugeben.
”
Velocity Inlet“
Die physikalischen Grundlagen dieser Randbedingung wurden fu¨r inkompressible Stro¨mun-
gen entwickelt. Ihre Verwendung bei kompressiblen Problemen kann zu Ungenauigkeiten in
der Lo¨sung fu¨hren.
Folgende Vorgaben sind hier erforderlich:
• Geschwindigkeit
• Stro¨mungsrichtung (Winkel)
• Statische Temperatur
• Informationen um die turbulenten Gro¨ßen (k und ε) zu berechnen
• Optional - statischer Druck
Die Vorgabe des statischen Druckes ist notwendig, falls es an dem Einstro¨mrand lokal
zu Ausstro¨mung kommen kann.
2.6.2 Abstro¨mung
Als Abstro¨mrandbedingung wurde die
”
Pressure Outlet“ RB eingesetzt. Es ist eine sehr
einfache und zuverla¨ssige RB, die den vorgegebenen statischen Druck am Austritt einha¨lt
und die restlichen primitiven Variablen aus dem Inneren der Berechnungsdoma¨ne entlang
ihrer Charakteristik extrapoliert.
Folgende Vorgaben sind erforderlich:
• Statischer Druck
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• Optional - Informationen um die turbulenten Gro¨ßen (k und ε) zu berechnen
• Optional - statische Temperatur
Die optionalen Vorgaben sind notwendig, falls es am Abstro¨mrand lokal zu Einstro¨mung
kommen kann.
2.6.3 Periodische RB
Die periodische Randbedingung wird in der Regel verwendet, wenn die gegebene Geometrie
und die erwartete Lo¨sung sich periodisch wiederholen. Die Randbedingung verbindet immer
zwei Berandungen, die sich nach einer bestimmten Translation oder Rotation (Teilung) exakt
u¨berdecken. Die Zustandsgro¨ßen an den Berandungen werden so von einem zu dem anderen
Rand u¨bertragen, als ob sie geometrisch nebeneinader liegen wu¨rden. Allerdings wird in
dem rotationsperiodischen Fall der Rotationswinkel bei der Umrechnung von kartesischen
Geschwindigkeitskomponenten beru¨cksichtigt.
In dieser Arbeit werden sich u¨ber den Umfang wiederholende Schaufelsegmente untersucht.
2.6.4 Wa¨nde
Die Festko¨rperrandbedingung wird durch die Erfu¨llung der Haftbedingung (
”
no-slip“) und
der Bedingung der Massenundurchla¨ssigkeit an der Wand realisiert. Es handelt sich hier um
die so genannte Derichlet’sche Randbedingung, wo die Fluidgeschwindigkeit an der Wand
gegeben ist. Bei ruhenden Wa¨nden ist die Geschwindigkeit gleich Null. Bei Wa¨nden, wo
eine relative Bewegung zum Berechnungsnetz stattfindet, z. B. Geha¨useteile in dem mit der
Rotorbeschaufelung rotierendem Netz, kann an der Wand eine bestimmte Geschwindigkeit
vorgegeben werden, um je nach Bezugssystem Bewegung oder Ruhezustand der Wand zu
modellieren.
Weiterhin werden in der hier betrachteten Konfiguration die Wa¨nde als adiabat behandelt.
Hier handelt es sich um die so genannte von Neumannsche Randbedingung, wo die Tempe-
raturgradienten am Festko¨rper gleich Null gesetzt werden.
2.6.5
”
Sliding Mesh“
Um die vollinstationa¨re Stator-Rotor Interaktion zu modellieren, bietet Fluent das so ge-
nannte
”
Sliding Mesh“ Verfahren an. Dabei werden um die unbeweglichen (Stator) und be-
weglichen (Rotor) Schaufeln separate Rechennetze erzeugt. Im Rahmen einer instationa¨ren
Berechnung werden die Netze dann relativ zueinander bewegt. Die Beru¨hrungsebenen (in
2-D - Linien) werden als
”
Interface“ bezeichnet. Die Flu¨sse werden von einer zu anderer
Zelle u¨ber das Interface hinweg berechnet, so dass die Interaktion der beiden benachbarten
Fluidzonen vollsta¨ndig beru¨cksichtigt wird.
Die Funktionsweise des Verfahrens soll an einem sehr einfachen 2-D Beispiel - Abb. 2.6, wo
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an beiden Interfaceseiten sich je nur zwei Zellen beru¨hren, erkla¨rt werden. Fu¨r die Netze gilt
auch die Periodizita¨tsbedingung.
a d b e c f
III IV
I II Zone 1
B C
D E F
Zone 2
A
Abbildung 2.6: Austausch am
”
Sliding Mesh“ Interface
Die Interfacezonen bestehen zum einen aus den Zellenra¨ndern A-B und B-C und zum an-
deren aus D-E und E-F. Die U¨berschneidungen dieser Zonen rufen die Abschnitte a-d, d-b,
b-e, etc. hervor. Die Abschnitte, die in dem Gebiet liegen, wo sich die beiden Netzzonen
u¨berschneiden - Abschnitt d-c, werden zu einem Gebiet zusammengefasst. Die anderen (a-
d und c-f) werden als periodisch aufgefasst. Um z. B. den Fluss u¨ber das Interface in die
Zelle III zu berechnen, werden die Abschnitte d-b und b-e verwendet, um die notwendigen
Informationen von den Zellen I und II in die Zelle III zu u¨bertragen. Hierbei werden Inter-
polationsverfahren angewendet. Damit der Interpolationsfehler an dem Interface mo¨glichst
gering bleibt, sollte bei der Netzgenerierung eine a¨quidistante und auf beiden Interfacesei-
ten gleiche Verteilung der Knotenpunkte erfolgen. Daru¨berhinaus sollten an dem Interface
rechtwinklige Zellen verwendet werden.
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2.7 Mittelungsverfahren
Neben den Lo¨sungsalgorithmen und der Diskretisierung hat das Postprozessing, also die
eigentliche Auswertung der aus dem Stro¨mungslo¨ser gewonnenen Daten, einen direkten Ein-
fluss darauf, wie genau die Stro¨mung beurteilt werden kann. Besonders wichtig ist hier die
Vorgehensweise bei der ra¨umlichen und zeitlichen Mittelung der Stro¨mungsgro¨ßen. Mit den
gemittelten Daten werden dann u. a. integrale Gro¨ßen wie Verlustbeiwerte, Wirkungsgrade,
Stro¨mungswinkel oder Kra¨fte berechnet. Nur gemittelte und globale Parameter ermo¨glichen
Vergleiche zwischen unterschiedlichen Konfigurationen und Ableitung von generellen Ten-
denzen.
2.7.1 Ra¨umliche Mittelung
Information u¨ber globale Werte der Zustandsgro¨ßen, z. B. am Ein- oder Austritt einer Schau-
felreihe, wird durch geeignete Mittelung [62] der Gro¨ßen gewonnen. Die Mittelwerte werden
bei einer bestimmten axialen Koordinate u¨ber den Umfang berechnet. Die Positionen der
axialen Mittelungsebenen wurden auf der Seite 3 definiert. Die wichtigsten Verfahren bei der
ra¨umlichen Mittelung sind:
• Fla¨chenmittelung
Das Berechnungsnetz wird durch eine Ebene geschnitten. Die geteilten Zellen bilden
Fla¨chenelemente auf der Schnittfla¨che A. Die Stro¨mungsdaten in den Elementen wer-
den aus den benachbarten Zellen interpoliert. Die so gewonnenen diskreten Werte einer
Stro¨mungsvariable, z. B. statischer Druck p, werden mit den elementaren Fla¨chen mul-
tipliziert und u¨ber die gesamte Fla¨che aufintegriert. Das Integral wird auf die Schnitt-
fla¨che bezogen:
p =
1
A
·
∫
A
p dA . (2.81)
• Massenstrommittelung
Die diskreten Werte der Stro¨mungsvariablen in den Fla¨chenelementen werden mit den
elementaren Massenstro¨men multipliziert und u¨ber die gesamte Fla¨che aufintegriert.
Das Integral wird auf den gesamten Massenstrom bezogen:
p =
1
m˙
·
∫
A
p dm˙ . (2.82)
• Flussmittelung -
”
Mixed-Out Flow Field“
Diese Mittelung, siehe [83], basiert auf der Annahme, dass in einer ausreichend großen
Entfernung vom Gitterein- bzw. Austritt die mittleren Massen-, Impuls- und Ener-
gieflu¨sse so weit ausgemischt sind (mixed-out), dass sie gleich den Flu¨ssen sind, die
anhand der mittleren primitiven Variablen berechnet wurden. Die fla¨chengemittelten
Flu¨sse werden dann im absoluten Bezugssystem wie folgt berechnet:
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G1 =
∫
A
(ρ · Ux) dA
A
G2 =
∫
A
(ρ · U 2x + p) dA
A
G3 =
∫
A
(ρ · Ux · Uy) dA
A
G4 =
∫
A
(ρ · Ux · Uz) dA
A
G5 =
∫
A
(ρ · Ux ·H) dA
A
(2.83)
mit:
H =
κ · p
(κ− 1) · ρ +
1
2
· (U 2x + U 2y + U 2z ) .
Daraus ergibt sich:
Ux =
G2 − p
G1
, Uy =
G3
G1
, Uz =
G4
G1
, ρ =
G1
Ux
. (2.84)
Der gemittelte Druck bei Unterschall:
p =
1
κ+ 1
·
(
G2 +
√
G
2
2 + (κ
2 − 1)(G22 +G
2
3 +G
2
4 − 2 ·G1 ·G5)
)
. (2.85a)
Der gemittelte Druck bei U¨berschall:
p =
1
κ+ 1
·
(
G2 −
√
G
2
2 + (κ
2 − 1)(G22 +G
2
3 +G
2
4 − 2 ·G1 ·G5)
)
. (2.85b)
Bei der Mittelung im relativen Bezugssystem werden Uy und Uz entsprechend durch
Uyr und Uzr ersetzt. Die x-Achse des kartesischen Koordinatensystems ist die Rotati-
onsachse und somit ca = Ux.
In einem zweidimensionalen Fall wird bei der Umfangsmittelung die Fla¨che A durch die
Teilung t∗ des periodischen Schaufelsegments ersetzt. So wird z. B. die Fla¨chenmittelung
(2.81) wie folgt definiert:
p =
1
t∗
·
∫ t∗
0
p dy . (2.86)
Die Flussmittelung basiert auf dem physikalischen Mischungsprozess und sorgt dafu¨r, dass die
gemittelten Werte bei stationa¨ren Konfigurationen nur schwach von der axialen Koordinate
des Schnittes vor oder hinter dem Gitter abha¨ngen. Aufgrund dieser Eigenschaft wird dieses
Verfahren im Rahmen dieser Arbeit vorzugsweise benutzt.
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2.7.2 Zeitliche Mittelung
Untersuchung von instationa¨ren Effekten erfordert neben der Umfangsmittelung auch eine
Mittelung der Daten in der Zeit-Doma¨ne. Hierbei werden die instationa¨ren Gro¨ßen, wie z. B.
auf den Rotor wirkende Kraft FR, u¨ber eine Zeitperiode T
∗ gemittelt:
F˜R =
1
T ∗
·
∫ T ∗
0
FR dt . (2.87)
Instationa¨re Stro¨mungsgro¨ßen, wie z. B. Totaldruck pt, werden zuerst aus den umfangsge-
mittelten primitiven Variablen berechnet und dann u¨ber die Zeit gemittelt:
p˜t =
1
T ∗
·
∫ T ∗
0
pt dt . (2.88)
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2.8 Verlustabscha¨tzung
Einer der Schwerpunkte der vorliegenden Arbeit ist die Beurteilung des Einflusses unter-
schiedlicher Geometrie- und Stro¨mungsparameter auf die stro¨mungsmechanischen Verluste.
Um sie zu beziffern werden diverse Definitionen herangezogen:
1. Verlustbeiwerte
• Energieverlustbeiwert:
ξS =
[
1− 1− (p1/pt1)
κ−1
κ
1− (p1/p˜t0)κ−1κ
]
· 100% (2.89a)
ξR =
[
1− 1− (p2/pt2r)
κ−1
κ
1− (p2/ ˜pt1r)κ−1κ
]
· 100% (2.89b)
• Druckverlustbeiwert:
ζS =
p˜t0 − pt1
p˜t0 − p1
· 100% (2.90a)
ζR =
˜pt1r − pt2r
˜pt1r − p2
· 100% (2.90b)
• Totaldruckverlustbeiwert:
ωS =
(
1− pt1
p˜t0
)
· 100% (2.91a)
ωR =
(
1− pt2r
˜pt1r
)
· 100% (2.91b)
• Entropieverlustbeiwert (siehe [18]):
ψ =
T · (s− s0(1))
ht(r) − h
· 100% (2.92)
Mit dem Eintrittszustand als Referenz folgt:
s− s0(1) = cv ·
(
ln
p
˜p0(1)
− κ · ln ρ
˜ρ0(1)
)
.
Die dynamische Enthalpie hinter dem Stator:
ht1 − h1 = c
2
1
2
= cp ·
(
Tt1 − T1
)
und hinter dem Rotor:
ht2r − h2 = w
2
2
2
= cp ·
(
Tt2r − T2
)
.
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2. Dimensionslose Entropiea¨nderung
Z. B. fu¨r die gesamte Stufe:
∆s∗0−2 =
s2 − s0
cv
(2.93)
3. Stufenwirkungsgrad
η =
1− Tt2
T˜t0
1−
(
pt2
p˜t0
)κ−1
κ
(2.94)
Der aerodynamische Wirkungsgrad [93] vergleicht die Stufenarbeit (ht0 − ht2) mit der
Arbeit einer verlustfreien Stufe, die das Fluid vom Totaldruck pt0 auf den Totaldruck
pt2 isentrop expandieren wu¨rde (ht0 − ht2 is).
In Abb. 2.7 werden die obigen Definitionen mit Hilfe eines h-s Diagramms veranschaulicht.
c1
2w
=1w c2
2tis
2is
1 2
0
1
u
u
0
2
1
2 /2w
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2 /2
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2 /2
2
2 /2w
0
2c /2
pt1pt0
p0
pt2
p2
pt1r pt2r
p1
T0
s
h
Λ = 0.5
Abbildung 2.7: Idealisierte Darstellung der Zustandsa¨nderung in einer Reaktionsstufe
Die Energie-, Druck-, und Totaldruckverlustbeiwerte definieren nur Verluste in einzelnen
Kaskaden - Stator oder Rotor. Der aerodynamische Wirkungsgrad kann nur fu¨r eine oder
mehrere Stufen hergeleitet werden. Der Entropieverlustbeiwert und die Entropiea¨nderung
ko¨nnen hingegen sowohl fu¨r ein als auch fu¨r mehrere hintereinander geschaltete Schaufelgitter
berechnet werden. Diese Eigenschaft erleichtert einen Vergleich zwischen Konfigurationen mit
unterschiedlicher Anzahl der festen und beweglichen Schaufelreihen.
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3 Vorbereitende Arbeiten
Der im Rahmen dieser Arbeit benutzte Stro¨mungslo¨ser Fluent wurde bereits an zahlreichen
Testfa¨llen validiert. Validierungssimulationen instationa¨rer Stator-Rotor Interaktion wurden
fu¨r eine 11
2
stufige Testturbine von Yan und Gregory-Smith [102, 45] durchgefu¨hrt. Die
Testkonfiguration war ERCOFTAC U1 - die so genannte Aachener Turbine von Gallus und
Walreavens [98].
Wie bereits erwa¨hnt, haben mehrere Komponenten des numerischen Lo¨sungsverfahrens wie
Turbulenzmodellierung und Behandlung der Grenzschichtstro¨mung oder die ra¨umliche und
zeitliche Diskretisierung einen entscheidenden Einfluss auf die Qualita¨t der Simulationsergeb-
nisse. Neben der Stro¨mungssimulation selbst tra¨gt aber ebenso das Postprozessing und ins-
besondere die benutzten Mittelungsverfahren zu der Genauigkeit der Endergebnisse bei. Als
besonders sensitiv hat sich in diesem Zusammenhang die Berechnung von Verlustbeiwerten
herausgestellt. Im Rahmen von vorbereitenden Arbeiten vor den eigentlichen numerischen
Untersuchungen wurde diese Problematik ausfu¨hrlich behandelt.
3.1 Wahl der Lo¨sungsalgorithmen
Die numerischen Simulationen aller 2-D Konfigurationen wurden mit der Version 5.x und
aller 3-D Konfigurationen mit der Version 6.x des Programms Fluent durchgefu¨hrt.
Fu¨r die ra¨umliche Diskretisierung wurde aufgrund seiner guten Eigenschaften und Genauig-
keit das
”
Second-Order Upwind“-Schemata benutzt. Fu¨r die zeitliche Diskretisierung wurde
das implizite Verfahren zweiter Ordnung gewa¨hlt.
Da bei den 2-D Fa¨llen teilweise Mach-Zahlen in der Gro¨ßenordnung von 0.9 in der Stro¨mung
auftreten, wurde fu¨r diese Simulationen der gekoppelte Lo¨ser eingesetzt. Aufgrund eines ho-
hen Speicherbedarfs dieses Verfahrens war es allerdings bei den 3-D Simulationen notwendig,
den entkoppelten Lo¨ser zu verwenden. Die maximale Mach-Zahl bei den 3-D Konfiguratio-
nen ist kleiner als 0.5 und die Benutzung des entkoppelten Verfahrens somit zula¨ssig.
Als Multigridverfahren wurde der algebraische Ansatz benutzt. Die verwendeten Randbe-
dingungen wurden bereits im Abschnitt 2.6 besprochen.
Die Berechnungsnetze wurden so generiert, dass das 2-Schichten Modell fu¨r die Wandbehand-
lung eingesetzt werden konnte. Lediglich bei den Simulationen mit hohen Reynolds-Zahlen
(R˜er2 = 4·107) sowie bei den 3-D Berechnungen konnte die Grenzschichtstro¨mung nicht mehr
ausreichend durch das Netz aufgelo¨st werden, was die Benutzung von Wandfunktionen er-
forderte. Aufgrund ihrer guten Eigenschaften wurde hier die Ungleichgewichtswandfunktion
benutzt.
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Um das fu¨r die Problematik der Stro¨mung in Hochdruckturbinen geeignete Turbulenzmodell
zu finden war es notwendig, Verifizierungsrechnungen und Vergleiche mit Messergebnissen
durchzufu¨hren.
Fu¨r diese Untersuchung standen Daten zur Verfu¨gung, die am Institut fu¨r Strahlantriebe
der Universita¨t der Bundeswehr Mu¨nchen unter Betreuung von Prof. Fottner aufgenommen
wurden [27]. Die Messungen wurden an dem Hochgeschwindigkeitsgitterwindkanal (HGK)
des Instituts durchgefu¨hrt [91]. Die Testgeometrie war das Traupel-Profil T140 mit folgenden
Stro¨mungs- und Geometriedaten:
Ma0 = 0.162 ls = 125 mm
Tu0 = 1% βs = 45.4
◦ (βBi = 45.6
◦)
α0 = 90
◦ t∗/ls = 0.767
Re1 = 1.41·106
T1 = 303 K
Die Definitionen der Geometriegro¨ßen sowie der Stro¨mungswinkel kann dem Anhang A.4
entnommen werden.
Der Aufbau des verwendeten Netzes entsprach der im Abschnitt 3.3 beschriebenen Topologie.
Die gesamte Anzahl der Knotenpunkte betrugt 34800, wobei das Schaufelprofil 400 Punkte
bildeten. Die Verteilung der y+-Werte an der Profiloberfla¨che, siehe Abschnitt 2.3, ist in
Abb. 3.1 dargestellt. Da die Grenzschicht ra¨umlich aufgelo¨st wurde, wurde das 2-Schichten
Modell an der Wand eingesetzt.
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Abbildung 3.1: Dimensionsloser Wandabstand in der ersten Wandzelle
In Abb. 3.2 wurden die Mess- und Simulationsergebnisse gegenu¨bergestellt und die Werte
der isentropen Profilmachzahl (Gl. (3.1)) verglichen.
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Mais(x) =
√√√√ 2
κ− 1
∣∣∣∣∣
(
pt0
p(x)
)κ−1
κ
− 1
∣∣∣∣∣ (3.1)
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Abbildung 3.2: Vergleich der Mess- und Simulationsergebnisse - isentrope Profilmachzahl
Alle drei Implementierungen des k−ε Modells liefern eine Profildruckverteilung, die mit den
Messdaten ausgezeichnet u¨bereinstimmt. Eine Aussage u¨ber die Gu¨te der einzelnen Tur-
bulenzmodelle alleine anhand der Verteilung der isentropen Profilmachzahl kann hier nicht
getroffen werden, weil alle drei Modelle praktisch identische Druckverteilungen auf dem Pro-
fil ergeben.
Wa¨hrend der Messungen wurden aber auch Abstro¨mwinkel aufgenommen und als integra-
le Gro¨ße Verlustbeiwerte bestimmt. In Tab. 3.1 wurden die Daten und die resultierenden
relativen Fehler gegenu¨ber gestellt.
Die relativen Fehler wurden folgendermassen berechnet:
²(X) =
∣∣XMessung −XRechnung∣∣
XMessung
· 100% . (3.2)
Fu¨r den Energieverlustbeiwert ξ wurde die Definition (2.89) verwendet:
ξ0−1 =
[
1− 1− (p1/pt1)
κ−1
κ
1− (p1/pt0)κ−1κ
]
· 100% . (3.3)
Aus Tab. 3.1 geht deutlich hervor, dass alle untersuchten Turbulenzmodelle den Abstro¨mwin-
kel um ca. 0.5◦ in Richtung der Saugseite u¨berbestimmen, wobei bei dem Realizable k − ε
Modell die kleinste Abweichung festzustellen ist.
Ebenso werden die Verlustbeiwerte u¨berbewertet, was eine bekannte Schwa¨che der Turbu-
lenzmodellierung ist. Das Standard k−εModell sagt in dem untersuchten Fall unphysikalisch
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Tabelle 3.1: Gegenu¨berstellung der gemessenen und berechneten Nachlaufdaten
Messung Standard RNG Realizable
α1 [
◦] 19.0 19.54 19.49 19.46
ξ0−1 [%] 2.11 3.02 2.42 2.31
²(α1) [%] 2.84 2.58 2.42
²(ξ0−1) [%] 43.13 14.69 9.48
große Verluste voraus. Der relative Fehler bei der Bestimmung des Energieverlustbeiwertes
in der Gro¨ßenordnung von 43% ist nicht akzeptabel. Die Ergebnisse, die unter Verwendung
des RNG Modells erzielt wurden, liegen hinsichtlich des Abstro¨mwinkels und insbesondere
der Verluste wesentlich na¨her an den Messergebnissen. Die kleinsten Abweichungen von den
Messungen weist stets das Realizable k − ε Modell auf und wird deshalb im Rahmen dieser
Arbeit benutzt.
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3.2 Wahl der Diskretisierungsgenauigkeit
Ein zu grobes Berechnungsnetz oder zu große Zeitschritte haben Einbuße in der Genauigkeit
der Simulationsergebnisse zur Folge. Eine zu hohe ra¨umliche oder zeitliche Auflo¨sung resul-
tiert in einem unverha¨ltnisma¨ßigen Rechenaufwand, ohne wesentlich zu der Genauigkeit der
Ergebnisse beizutragen. Um ada¨quate Auflo¨sung in Raum und Zeit zu bestimmen, wurden
Netz- und Zeitschrittverfeinerungsstudien durchgefu¨hrt. Als Testfall diente hier die folgende
Stator-Rotor Konfiguration:
t∗S/t
∗
R = 1.0, sax/ls = 0.2, M˜a0 = 0.1, R˜er2 = 4 · 106.
Die Verfeinerungsstudien wurden an dem Profil durchgefu¨hrt, das auch das Objekt weiterer
Untersuchungen im Rahmen dieser Arbeit ist. Es ist eine typische Beschaufelungsgeometrie
von Hochdruckdampfturbinen.
3.2.1 Netzverfeinerungsstudie
Die Anzahl und die Verteilung der Netzzellen in der Berechnungsdoma¨ne bestimmen die
Genauigkeit der ra¨umlichen Auflo¨sung der Stro¨mungseffekte. Daru¨ber hinaus hat die Anzahl
der Zellen einen direkten Einfluss auf die Computerrechenzeit und auf den Speicherbedarf.
Bei der Wahl der Netzfeinheit muss also ein Kompromiss gefunden werden.
Zu diesem Zweck wurden drei unterschiedliche Netze verglichen:
Netzpunkte 51385 69000 91599
Zellen 50356 67790 90151
Punkte auf dem Statorprofil 410 445 490
Punkte auf dem Rotorprofil 424 461 506
Punkte am Interface 100 120 144
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Abbildung 3.3: Vergleich der zeitlich gemittelten Profilmachzahlen - drei Netzfeinheitsgrade
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Schon das gro¨bste Netz ist fein genug, um z. B. die Profildruckverteilung oder umfangsgemit-
telte Gro¨ßen wie Druck, Dichte oder Geschwindigkeit mit zufriedenstellender Genauigkeit zu
berechnen. Die in Abb. 3.3 zusammengestellten Verla¨ufe der zeitlich gemittelten Werte der
isentropen Profilmachzahlen sind fu¨r die drei untersuchten Netze identisch.
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Abbildung 3.4: Vergleich der zeitlich gemittelten Nachlaufdellen fu¨r drei Netzfeinheitsgrade
Signifikante Unterschiede zwischen dem gro¨bsten und den zwei feineren Netzen kann man
aber z. B. bei dem Vergleich von Nachlaufgro¨ßen beobachten. In Abb. 3.4 sind die zeitlich
gemittelten Nachlaufdellen des Verha¨ltnisses des relativen Totaldruckes hinter dem Rotor
dargestellt. Wie in dieser Abbildung zu sehen ist, stimmen die mit dem feinsten Netz und
dem Netz mit 69000 Punkten erzielte Lo¨sungen relativ gut u¨berein, wa¨hrend die Nachlauf-
dellen bei dem gro¨bsten Netz relativ stark von den beiden anderen Verla¨ufen abweichen.
Das Netz mit 69000 Punkten gewa¨hrleistet eine ausreichende Rechengenauigkeit bei akzep-
tablem CPU-Aufwand und wird deshalb bei den Untersuchungen der instationa¨ren Effekte
verwendet.
In den anderen 2-D Konfigurationen werden der Axialspalt, das Verha¨ltnis der Teilungen
im Stator und Rotor sowie die Umfangsposition des zweiten Stators variiert. Die Anzahl
der Knotenpunkte auf den Schaufeln, die Verteilung der Punkte in der Grenzschicht und
die allgemeine Verteilung der restlichen Netzzellen bleiben dabei identisch. Lediglich die
Gesamtanzahl der Netzzellen a¨ndert sich.
3.2.2 Zeitschrittverfeinerungsstudie
Die zeitliche Genauigkeit der instationa¨ren Lo¨sung wird u. a. durch die Gro¨ße des physika-
lischen Zeitschritts bestimmt. An dieser Stelle soll die fu¨r die Simulationen angenommene
Zeitschrittweite diskutiert werden. Zu diesem Zweck werden Ergebnisse von Rechnungen mit
80, 120 und 160 Zeitschritten pro Schaufelperiode verglichen. Diese Einstellungen kombiniert
3.2 Wahl der Diskretisierungsgenauigkeit 53
mit einer CFL-Zahl von 50 garantieren eine Zeitschrittkonvergenz von allen Stro¨mungsva-
riablen in weniger als 15 Unteriterationen.
In Abb. 3.5 ist zu erkennen, dass es keine signifikanten Unterschiede bei den Rechnungen
mit 120 und 160 Zeitschritten pro Schaufelperiode gibt.
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Abbildung 3.5: Vergleich der zeitlich gemittelten Nachlaufdellen fu¨r drei Zeitschrittweiten
In Tab. 3.2 wurden die aus einer DFT-Analyse gewonnen Fundamentalfrequenzen des in-
stationa¨ren Entropieverlustbeiwertes der gesamten Stufe fu¨r die drei Zeitschrittweiten ge-
genu¨bergestellt. Der Entropieverlustbeiwert wird analog zu Gl. (2.92) berechnet:
ψ0−2 =
T2 · (s2 − s0)
ht2r − h2
· 100% . (3.4)
Die Frequenzanalyse zeigt, dass 120 Zeitschritte pro Schaufelperiode eine gute Wahl sind. Die
relative Abweichung von der bei 160 Zeitschritten ermittelten Frequenz betra¨gt nur 0.008%,
wa¨hrend die Abweichung bei 80 Zeitschritten sich schon auf 0.209% bela¨uft.
Tabelle 3.2: Fundamentalfrequenzen der Entropieverlustbeiwerte fu¨r die gesamte Stufe
Zeitschritte 80 120 160
fψ0−2 [Hz] 4664 4657 4654
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3.3 Netzgenerierung
Fu¨r die Erstellung aller Berechnungsnetze wurde das Netzgenerierungsprogramm Gambit
Version 1.3.0 [44] verwendet. In allen geometrischen Konfigurationen wurde die Rechen-
doma¨ne mit hybriden Netzen diskretisiert. Um das Schaufelprofil wurde ein ko¨rperangepas-
stes strukturiertes O-Netz gelegt, was eine genaue Auflo¨sung der Grenzschicht gewa¨hrleistet.
Das restliche Gebiet wurde mit unstrukturierten Viereckzellen ausgefu¨llt. Die Netze wurden
nach den in den Abschnitten 2.5 und 3.2.1 vorgestellten Richtlinien angefertigt.
Das gleiche Profil wurde sowohl im Stator als auch im Rotor unter dem gleichen Staffelungs-
winkel eingesetzt.
Als Beispiel der Vernetzung von 2-D Konfigurationen wurde in Abb. 3.6 das Netz fu¨r das
Verha¨ltnis der Teilungen von 1.25 und den Axialspalt von 20% der Profilsehnenla¨nge darge-
stellt.
t*S/t
*
R = 1.25
s
ax
/l
s
= 0.2
368628 Punkte
365017 Zellen
Sliding Mesh
Interface
→
u
Abbildung 3.6: Beispiel fu¨r ein 2-D Rechennetz
Die restlichen 2-D Netze wurden nach dem gleichen Prinzip aufgebaut und unterscheiden
sich lediglich in der Gesamtzahl der Knotenpunkte.
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• Einzelgitter
Knotenpunkte auf dem Profil: 480
Knotenpunkte gesamt:
t∗/ls 0.6094 0.7617 0.9521
36516 42489 49591
• Stator-Rotor t∗S/t∗R = 1
Knotenpunkte auf dem
Statorprofil: Rotorprofil: Interface:
445 461 120
Knotenpunkte gesamt:
sax/ls 0.15 0.2 0.25 0.3 0.35
67895 69000 70046 71222 72221
• Stator-Rotor t∗S/t∗R = 0.8
Knotenpunkte auf
einem Statorprofil: einem Rotorprofil: dem Interface:
445 461 480
Knotenpunkte gesamt:
sax/ls 0.2 0.3
314757 323600
• Stator-Rotor t∗S/t∗R = 1.25
Knotenpunkte auf
einem Statorprofil: einem Rotorprofil: dem Interface:
445 461 600
Knotenpunkte gesamt:
sax/ls 0.2 0.3
368628 379678
• 11
2
Stufen - alle Clocking-Positionen
Knotenpunkte auf dem
1. Statorprofil: Rotorprofil: 2. Statorprofil: 1. und 2. Interface:
445 461 461 je 120
Knotenpunkte gesamt: 97845
In den 3-D Konfigurationen bilden die Kontur der Statorschaufel 200 und der Rotorschaufel
204 Punkte. Die Anzahl der Netzpunkte in radialer Richtung betra¨gt 108. Die Anzahl der
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Punkte auf dem Interface in der Umfangsrichtung ist 60. Die Gesamtzahl der Knotenpunkte
in der Konfiguration sax/ls = 0.2 ist 1031385 und in der Konfiguration sax/ls = 0.3 betra¨gt
sie 1052352. Die Oberfla¨chennetze fu¨r den Berechnungsfall mit dem Axialspalt von 20% der
Sehnenla¨nge sind in Abb. 3.7 dargestellt.
Als erster Schritt bei der Generierung des 3-D Netzes wurde ein Oberfla¨chennetz auf der
Nabe erzeugt. Dabei wurden a¨hnlich wie in den 2-D Konfigurationen O-Netze um die Schau-
felprofile gelegt. Die restliche Fla¨che wurde mit unstrukturierten Viereckzellen gefu¨llt. Ge-
eignete Gla¨ttungsfunktionen wurden angewendet. Weil der O¨ffnungswinkel des einzelnen
periodischen Segments nur ca. 3.87◦ betra¨gt, konnte das so genannte Cooper Schema einge-
setzt werden. Hierbei wird das Oberfla¨chennetz von der Nabe in die radiale Richtung zum
Geha¨use hin extrudiert. Somit entsteht ein hochqualitatives Hexaeder-Netz, wo geometrisch
schwierige Stellen in Axial- und Umfangsrichtung unstrukturiert vernetzt werden. In radia-
ler Richtung ist die Verteilung strukturiert. Auch z. B. auf dem Interface entsteht auf diese
Weise ein strukturiertes Netz mit regula¨ren Viereckzellen.
Y
X
Z
s
ax
/l
s
= 0.2
1031385 Punkte
971972 Zellen
a
b
a b
Ω
Interface
Abbildung 3.7: Beispiel fu¨r ein 3-D Rechennetz - Oberfla¨chennetz
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3.4 Fehleranalyse
Aufgrund ihrer Definitionen erfordert besonders die Berechnung der Verlustbeiwerte (Ab-
schnitt 2.8) eine sehr hohe Genauigkeit der eingesetzten numerischen Verfahren.
Die Verlustbeiwerte werden nicht direkt durch den Lo¨ser ermittelt, sondern mu¨ssen anhand
der Werte der primitiven Variablen: ρ, Ux, Uy, Uz und p bestimmt werden. Die Gro¨ßen wer-
den von dem Lo¨ser in jeder Netzzelle mit einer gewissen Genauigkeit berechnet. Deshalb
spiegeln die Verlustbeiwerte die Bestimmungsgenauigkeit der Variablen wider. Allgemein
kann die Empfindlichkeit des maximalen absoluten Fehlers mit Hilfe der totalen Ableitung
beziffert werden:
²(Φ) =
n∑
i=1
∣∣∣∣ ∂Φ∂φi
∣∣∣∣ · ²φi . (3.5)
Dabei ist Φ eine Funktion von n Parametern φi, die entsprechend mit den Genauigkeiten ²φi
ermittelt wurden.
Fu¨r Illustrationzwecke soll an dieser Stelle eine hypothetische 2-D Stator-Rotor Konfigura-
tion bezu¨glich der Genauigkeit untersucht werden:
Druck [Pa] Dichte [kg/m3] Geschwindigkeit [m/s]
p˜0 = 1.68 · 106 ρ˜0 = 20 U˜x0 = 35 Ux1 = 40
p1 = 1.54 · 106 ρ1 = 19 U˜y0 = 1 Uy1 = −120
²(p˜) = ²(p) = 10 ²(ρ˜) = ²(ρ) = 10−4 ²(U˜) = ²(U) = 10−3
Tabelle 3.3 fasst die resultierenden Sensitivita¨ten des Entropie- und Totaldruckverlustbei-
wertes zusammen. Die entsprechenden Werte des maximalen absoluten Fehlers sind: ²(ω) =
0.001% und ²(ψ) = 0.068%. Das berechnete Fehlerniveau erscheint ziemlich klein. Vergleicht
man jedoch ihre Gro¨ßenordnung mit den Ergebnissen aus dem Abschnitt 4.2, stellt man fest,
dass die A¨nderungen der fu¨r unterschiedliche Konfigurationen berechneten Beiwerte sich in
a¨hnlichen Bereichen bewegen.
Tabelle 3.3: Werte der partiellen Ableitungen
∣∣∣ ∂ω
∂p˜0
∣∣∣ ∣∣∣ ∂ω∂p1
∣∣∣ ∣∣∣ ∂ω
∂ρ˜0
∣∣∣ ∣∣∣ ∂ω∂ρ1
∣∣∣
∣∣∣∣ ∂ω∂ ˜Ux(y)0
∣∣∣∣
∣∣∣ ∂ω
∂Ux(y)1
∣∣∣
5.6e-7 5.9e-7 9.8e-5 1.4e-3 1.1e-4 1.3e-4∣∣∣ ∂ψ
∂p˜0
∣∣∣ ∣∣∣ ∂ψ∂p1
∣∣∣ ∣∣∣ ∂ψ
∂ρ˜0
∣∣∣ ∣∣∣ ∂ψ∂ρ1
∣∣∣ ∣∣∣ ∂ψ
∂Ux1
∣∣∣ ∣∣∣ ∂ψ
∂Uy1
∣∣∣
1.5e-5 1.6e-5 1.8 1.8 1.9e-3 5.8e-3
Es ist offensichtlich, dass die Definition des Entropieverlustbeiwertes am sta¨rksten durch die
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Ungenauigkeiten der ra¨umlich gemittelten primitiven Variablen beeinflusst wird. Besonders
stark ist die Empfindlichkeit auf die Berechnungsungenauigkeiten der Dichte.
Dieses Beispiel zeigt, dass eine zuverla¨ssige Ermittlung der Verluste sehr hohe Anspru¨che an
die benutzte Stro¨mugssimulationsmethode, insbesondere Turbulenzmodellierung, stellt. Die
Anforderungen an das Postprozessing, also die eigentliche Auswertung der Stro¨mungsdaten
aus dem Lo¨ser, sind ebenfalls sehr hoch. Eine geeignete Methode zur ra¨umlichen Mittelung
(Abschnitt 2.7) ist genauso wichtig, wie z. B. die Verwendung von Integrationsverfahren
ho¨herer Ordnung bei der zeitlichen Mittelung.
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4 Ergebnisse
Im Rahmen dieser Arbeit wurde die Beschaufelung einer typischen Hochdruckdampftur-
bine untersucht. Dabei wurden unterschiedliche stro¨mungsmechanische und geometrische
Konfigurationen simuliert. Als Stro¨mungsparameter wurden die Zustro¨mmachzahl, der Zu-
stro¨mwinkel und die Reynolds-Zahl variiert. Die Mach-Zahl und die Reynolds-Zahl wurden
durch entsprechende Erho¨hung des Druckniveaus unabha¨ngig voneinander vera¨ndert. Als
Geometrieparameter wurden die Anzahl der Schaufelreihen, die Schaufelteilung bzw. das
Verha¨ltnis der Teilungen, der Axialspalt zwischen dem Stator- und Rotorkranz sowie das
Clocking des zweiten Stators vera¨ndert. Dabei wurde die Komplexita¨t der Geometrie von
2-D Einzelgitter u¨ber instationa¨re Konfigurationen mit zwei und drei Schaufelreihen bis hin
zu 3-D Stufenkonfigurationen gesteigert. Durch die Einbeziehung von 2-D Berechnungen
war es mo¨glich, selektiv die Profilverluste unabha¨ngig von den Randverlusten (siehe z. B.
[93]) zu betrachten. Auch die instationa¨ren Effekte konnten dabei auf Potenzial- und Nach-
laufwechselwirkungen beschra¨nkt und von den Sekunda¨reffekten separat untersucht werden.
Daru¨ber hinaus erlauben die 2-D Simulationen eine breite Parameterstudie mit relativ we-
nig Speicher- und Rechenaufwand durchzufu¨hren, ohne dabei auf eine hohe ra¨umliche und
zeitliche Auflo¨sung der Stro¨mungseffekte zu verzichten.
4.1 Stationa¨re Gittersimulationen
Der Zweck dieser Simulationen war es, einerseits eine Grundlage fu¨r die weiteren insta-
tiona¨ren Stufenrechnungen zu schaffen - Ermittlung der Abstro¨mwinkel und Abstro¨mge-
schwindigkeiten aus dem Statorgitter um die Umfangsgeschwindigkeit des Rotors zu berech-
nen, andererseits sollten die Ergebnisse als Referenz fu¨r die zeitlich gemittelten Daten aus
den instationa¨ren Konfigurationen dienen.
Bei den stationa¨ren Gittersimulationen wurde die Zustro¨mmachzahl, die Abstro¨mreynolds-
zahl, der Zustro¨mwinkel sowie die Schaufelteilung variiert.
In Abb. 4.1 wurden die Verlustbeiwerte (ξ0−1, ζ0−1, ω0−1 und ψ0−1) als Funktion der Zu-
stro¨mmachzahl und der Reynolds-Zahl aufgetragen. Die Beiwerte wurden anhand der um-
fangsgemittelten Daten errechnet - vergleiche Abschnitt 2.8.
Allgemein ist festzustellen, dass die Druckverluste (Druckverlustbeiwert, Totaldruckverlust-
beiwert) mit steigender Mach-Zahl ansteigen - rechte Bildha¨lfte Abb. 4.1. Die Energie- bzw.
Entropieverlustbeiwerte werden dagegen mit gro¨ßer werdender Zustro¨mmachzahl kleiner -
linke Bildha¨lfte Abb. 4.1. Die unterschiedlichen Tendenzen sind auf die Definitionen der
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Abbildung 4.1: Verlustbeiwerte als Funktion der Zustro¨mmachzahl
Verlustziffer zuru¨ckzufu¨hren - siehe Abschnitt 2.8. Sowohl in der Definition des Energie- als
auch des Entropieverlustbeiwertes taucht im Nenner ein Ausdruck auf, der proportional zum
Quadrat der Zustro¨mmachzahl ist. Wenn die Referenzmachzahl gro¨ßer wird, werden die Bei-
werte kleiner.
Wie bereits angesprochen, werden die ho¨heren Reynolds-Zahlen durch eine Erho¨hung des ab-
soluten Druckniveaus in der Stro¨mung erreicht. Gro¨ßere Reynolds-Zahlen bedeuten du¨nnere
Grenzschichten und somit kleinere Verluste.
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Abbildung 4.2: Verlustbeiwerte als Funktion des Zustro¨mwinkels
Die untersuchte Schaufelgeometrie wurde fu¨r den optimalen Zustro¨mwinkel von 90◦ ausge-
legt. Eine Fehlanstro¨mung (Inzidenz), die z. B. bei Teillast- oder U¨berlastbetrieb stattfindet,
zieht eine Erho¨hung der Stro¨mungsverluste nach sich - Abb. 4.2.
Mit steigender Teilung wird der Anteil der reibungsbehafteten Grenzschichtstro¨mung an
dem Gesamtmassenstrom kleiner. Eine Vergro¨ßerung der Teilung fu¨hrt also zur Abnahme
der Verluste - Abb. 4.3.
Abbildung 4.4 zeigt den Einfluss der Zustro¨mmachzahl, der Schaufelteilung und des Zu-
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Abbildung 4.3: Verlustbeiwerte als Funktion der Teilung
stro¨mwinkels auf die Belastung der Beschaufelung. In der Abbildung wurden die auf den
Abstro¨mmassenstrom bezogenen Axial- und Umfangskomponenten der Schaufelkraft aufge-
tragen.
Eine Erho¨hung der Zustro¨mmachzahl fu¨hrt zu ho¨heren Massenstro¨men und zu einer erho¨hten
Belastung der Beschaufelung. Mit steigender Teilung wird die Umlenkung des Schaufelgit-
ters kleiner und die auf die Schaufel wirkenden massenstrombezogenen Kra¨fte werden auch
kleiner. Wie dem rechten Diagramm in Abb. 4.4 zu entnehmen ist, hat die Vera¨nderung des
Zustro¨mwinkels hauptsa¨chlich einen Einfluss auf die Umfangskomponente der Schaufelkraft.
Eine Vera¨nderung der Reynolds-Zahl beeinflusst nur die absoluten Werte der Kra¨fte. Die
oben beschriebenen Tendenzen werden aber beibehalten.
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Abbildung 4.4: Bezogene Schaufelkra¨fte - Einzelgitter Re1 = 4 · 106
In Abb. 4.5 sind die isentropen Profilmachzahlen ebenfalls fu¨r unterschiedliche Zustro¨mmach-
zahlen, Teilungen sowie Zustro¨mwinkel dargestellt. Die Definition der isentropen Mach-Zahl
ist Gl. (3.1) zu entnehmen. Die Verla¨ufe der Profilmachzahl sind fu¨r beide untersuchten
Reynolds-Zahlen identisch.
In dem linken Diagramm ist zu sehen, dass bei der Zustro¨mmachzahl von 0.168 auf der
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Saugseite des Profils ein Verdichtungsstoß entsteht. Wie in Abb. 4.6 gezeigt, kommt es in
dem Stoß lokal zu transsonischer Stro¨mung - Ma ≈ 1.
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Abbildung 4.5: Isentrope Profilmachzahl - Einzelgitter Re1 = 4 · 106
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Abbildung 4.6: Kontur der Mach-Zahl und des Druckverha¨ltnisses - Re1 = 4 · 106
Das Verhalten des Abstro¨mwinkels aus dem Gitter in Abha¨ngigkeit von der Zustro¨mmach-
zahl und der Teilung ist Abb. 4.7 zu entnehmen.
Der Abstro¨mwinkel wird bei der Erho¨hung der Zustro¨mmachzahl geringfu¨gig kleiner. Die
A¨nderung der Teilung hat dagegen einen relativ großen Einfluss auf den Abstro¨mwinkel und
der Abstro¨mwinkel wird bei gro¨ßeren Teilungen gro¨ßer. Generell fu¨hrt eine Verkleinerung
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Abbildung 4.7: Abstro¨mwinkel als Funktion der Zustro¨mmachzahl und der Teilung
der Teilung, oder eine Erho¨hung der Mach-Zahl, zur Verkleinerung des Abstro¨mwinkels in
dem untersuchten Bereich. Die Abha¨ngigkeit des Abstro¨mwinkels von der Reynolds-Zahl ist
schwach. Der Einfluss einer Fehlanstro¨mung des Gitters auf den Abstro¨mwinkel ist bei den
untersuchten Konfigurationen ebenfalls vernachla¨ssigbar klein.
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Abbildung 4.8: Nachlaufgro¨ßen als Funktion der Zustro¨mmachzahl
In Abb. 4.8 ist ein Vergleich der Nachlaufgro¨ßen (Schnitt bei 20% der Sehnenla¨nge hin-
ter der Hinterkante) fu¨r das Teilungsverha¨ltnis t∗/ls = 0.7617, zwei Zustro¨mmachzahlen
und zwei Reynolds-Zahlen dargestellt. Aus dem Verlauf der Dellen ist zu erkennen, dass im
Nachlauf ein Minimum im Totaldruckverha¨ltnis pt1/pt0 und im Abstro¨mwinkel α1 entsteht.
Dabei kann man beobachten, dass mit steigender Mach-Zahl eine leichte Verschiebung des
Minimumwertes des Abstro¨mwinkels α1 von der Druckseite in Richtung der Saugseite des
Nachlaufs stattfindet. Da die Grenzschichtdicke eine Funktion der Reynolds-Zahl ist, wird
bei gro¨ßeren Reynolds-Zahlen (kleineren Grenzschichtdicken) der
”
Defekt“ im Totaldruck-
verha¨ltnis kleiner. Mit steigender Mach-Zahl wird er gro¨ßer.
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4.2 Instationa¨re Stufensimulationen
An dieser Stelle werden Ergebnisse einer Parameterstudie beschrieben, die sich mit der insta-
tiona¨ren Stro¨mung in typischer Hochdruckstufe einer Dampfturbine befasste. Dabei wurde
im Stator und im Rotor das gleiche Profil unter einem bestimmten Staffelungswinkel einge-
setzt.
Als geometrische Parameter wurden der Axialabstand zwischen Stator und Rotor sowie das
Verha¨ltnis der Teilungen in den Schaufelreihen variiert. Fu¨nf Axialspalte sax von 15, 20, 25,
30 und 35 Prozent der Profilsehnenla¨nge ls und drei Verha¨ltnisse der Teilungen t
∗
S/t
∗
R von
0.8, 1.0 und 1.25 wurden untersucht. Als Stro¨mungsparameter wurden die Zustro¨mmachzahl
der Zustro¨mwinkel und die Reynolds-Zahl vera¨ndert. Drei Zustro¨mmachzahlen: 0.05, 0.1 und
0.13 und drei Zustro¨mwinkel: 50◦, 90◦ und 120◦ wurden eingestellt. Das Druckniveau an der
Abstro¨mung wurde so angepasst, dass zwei Reynolds-Zahlen von 4 · 106 und 4 · 107 simuliert
wurden.
4.2.1 Gleiche Teilungen im Stator und Rotor
Die charakteristischen Stro¨mungsdaten der Stufenkonfigurationen mit gleichen Teilungen in
beiden Schaufelreihen sind in Tab. 4.1 zusammengefasst.
Tabelle 4.1: Charakteristische Daten - t∗S/t
∗
R = 1
˜Maa0
˜Mar2 p˜2/p˜0 Sr
0.05 0.17 0.96 3.1
0.1 0.39 0.83 3.0
0.13 0.65 0.64 2.8
Hierbei ist die Strouhal-Zahl Sr definiert als:
Sr ≡ 2 · baxR
(w˜a1 + w˜a2) · T ∗S
. (4.1)
Die Strouhal-Zahl [86] quantifiziert die Fluktuation der Stro¨mung und beschreibt die Zeit, die
ein Fluidpartikel braucht, um die Rotorkaskade wa¨hrend einer Schaufelperiode zu passieren.
Diese Periode ist hier die Zeit, die eine Rotorschaufel braucht, um eine Teilung des Stators
zu durchlaufen:
T ∗S =
t∗S
|u| . (4.2)
Die zwei Hauptquellen von Instationarita¨ten bei Stator-Rotor Interaktion sind Potenzial-
und Nachlaufeffekte.
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Die Potenzialeffekte, die rein reibungsfreier Natur sind, entstehen durch gegenseitige Beein-
flussung der sich relativ zueinander bewegenden Rotor- und Statorschaufeln. Dabei werden
Druckschwankungen erzeugt, die sich sowohl stromab- als auch stromaufwa¨rts ausbreiten.
Die Nachlaufeffekte entstehen durch Entropieerzeugung in den Profilgrenzschichten und
durch Mischung der so gebildeten druck- und saugseitigen viskosen Stro¨me an der Hin-
terkante der Schaufel. Die Nachla¨ufe interagieren mit den stromab liegenden Schaufeln und
deren Nachla¨ufen.
Andere Quellen von Instationarita¨ten wie z. B. Stoß-Grenzschicht Interaktion oder Schau-
felflattern wurden hier nicht modelliert.
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Abbildung 4.9: Zeitliche Druckfluktuationen auf den Schaufelprofilen
In Abb. 4.9 ist ein Druckfluktuationsdiagramm fu¨r einen exemplarischen Berechnungsfall
dargestellt. Diagramme dieser Art geben die zeitliche Abha¨ngigkeit der Schwankung (z. B.
p − p˜) auf der Profiloberfla¨che wieder. Daraus ko¨nnen die Sta¨rke und die Ausbreitungsge-
schwindigkeit der Fluktuationen (in der vorliegenden Darstellung die Axialgeschwindigkeit)
abgeleitet werden.
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Relativ starke Druckschwankungen entstehen im Axialspalt zu dem Zeitpunkt t/T ∗S ≈ 0 -
siehe Abb. 4.9. In diesem Moment ist der Abstand zwischen der Statorhinter- und Rotor-
vorderkante am kleinsten und die potenziale Interaktion zwischen den beiden Schaufelreihen
erreicht ihr Maximum. Zu einem spa¨teren Zeitpunkt, bei t/T ∗S ≈ 0.6, kann man die Entste-
hung eines Potenzialeinflusses der Statorhinterkante auf das vordere Teil der Rotorsaugseite
beobachten. Diese Potenzialwirkung verschiebt sich aufgrund der relativen Rotor-Stator Be-
wegung zuerst auf der Saugseite des Rotors zur Anstro¨mkante hin. Auf diese Weise entsteht
eine Schwankung, die in Abb. 4.9 als rs1 bezeichnet wird - Spur der Fluktuation Nummer 1
auf der Saugseite des Rotors. Nachdem die Fluktuation die Anstro¨mkante passiert, wandert
sie an der Rotordruckseite von der Vorderkante weg - rd1.
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Abbildung 4.10: Nachlauftransport
Der Potenzialeinfluss vom Rotor auf die Statorsaugseite kann als Fluktuation ss1 beobach-
tet werden. Wa¨hrend sich die Rotorvorderkante der Saugseite des Stators na¨hert, bewegt
sich ss1 erstmal in Richtung der Hinterkante des Stators. Sie passiert die Hinterkante und
setzt sich weiter als sd1 auf der Statordruckseite fort. Dabei entfernt sich wieder die Rotor-
vorderkante von der Statorhinterkante und die Schwankung wandert Stromaufwa¨rts. Diese
Druckfluktuation wird spa¨ter sogar auf der Saugseite des Stators als ss2 sichtbar.
Da sich die Rotorvorder- und Statorhinterkante voneinander wegbewegen, wird die Potenzi-
alwirkung schwa¨cher und im Axialspalt entsteht ein Druckabfall. Dadurch wird am Austritt
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der Stufe eine weitere Fluktuation hervorgerufen, die als rd3 zu erkennen ist. Sie bewegt
sich auf der Rotordruckseite in Richtung der Vorderkante.
Die bei der oben aufgefu¨hrten U¨berlegung angenommene Reihenfolge der Effekte ist will-
ku¨rlich, da es sich hier um periodische Vorga¨nge handelt.
Die Geschwindigkeit, mit der sich die Fluktuationen 1 - 3 auf den Schaufeloberfla¨chen
”
be-
wegen“, ha¨ngen hauptsa¨chlich von der Schaufelgeometrie und der Umfangsgeschwindigkeit
des Rotors ab.
Besonders interessant sind aber die Druckschwankungen rs4 und rs5, die sich in etwa mit
der Stro¨mungsgeschwindigkeit fortpflanzen. Nimmt man Abb. 4.10 zur Hilfe, so kann man
erkennen, dass sich die durch den Rotor
”
zerschnittenen“ Statornachla¨ufe mit der gleichen
Geschwindigkeit bewegen. Die axiale Transportgeschwindigkeit der Statornachla¨ufe ist am
Eintritt des Rotorkanals gleich der Stro¨mungsgeschwindigkeit. Am Austritt des Rotorgitters
werden die Nachla¨ufe
”
gestreckt“ und geringfu¨gig verlangsamt.
Es scheint also, dass die Fluktuationen rs4 und rs5 die selbe Ursache haben und zwar die
Nachlaufwechselwirkung. Somit wu¨rde der Statornachlauf die Druckverteilung auf der Saug-
seite des Rotors beeinflussen. Eine plausible Erkla¨rung liefert hier die
”
Negative-Jet“ Theorie
- siehe z. B. [52]. Die
”
Negative-Jet“ Effekte ko¨nnen mit Hilfe der instationa¨ren Geschwin-
digkeitsfelder ~Ur − ~˜Ur visualisiert werden. Die viskosen Nachla¨ufe des Stators weisen einen
”
Defekt“ in der Geschwindigkeitsverteilung auf, was in Abb. 4.11 als gegen die Stro¨mung
gerichtete Vektoren sichtbar ist. Diese
”
Jets“ erzeugen in dem Rotorkanal instationa¨re Wir-
belstrukturen, die fu¨r einen Massentransport sorgen. Auf dem Rotor entsteht dadurch an der
Druckseite ein instationa¨res Druckminimum und an der Saugseite ein instationa¨res Druck-
maximum.
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Abbildung 4.11: Nachlaufeffekte -
”
Negative-Jet“
Um dies zu veranschaulichen, zeigt Abb. 4.11 Entropiekonturen und das instationa¨re Ge-
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schwindigkeitsfeld zum Zeitpunkt der maximalen Druckschwankung auf der Rotorsaugseite
- siehe Markierung in Abb. 4.9. Bei dem Vergleich der beiden Bilder ist es deutlich zu er-
kennen, dass das Maximum der Druckschwankung exakt an der Stelle liegt, wo die Wirkung
der
”
Negative-Jet“ Effekte auf die Rotorsaugseite am sta¨rksten ist. Diese Beeinflussung der
instationa¨ren Profildruckverteilung durch die Nachlaufstro¨mung ist auch in den Standardab-
weichungen der isentropen Mach-Zahl wiederzufinden - Abb. 4.12. Diese RMS-Werte (Root
Mean Square) spiegeln sehr gut den Grad der Fluktuationen auf der Schaufeloberfla¨che und
werden wie folgt definiert:
MaisRMS(x) =
√
1
T ∗S
·
∫ T ∗S
0
[
M˜ais(x)−Mais(x)
]2
dt . (4.3)
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Abbildung 4.12: RMS Werte der isentropen Mach-Zahl
An dieser Stelle ist noch anzumerken, dass die Nachlaufwirkung stark durch die Potenzial-
effekte beeinflusst wird. Die von den
”
Negative-Jet“ Effekten stammenden Druckschwan-
kungen ko¨nnen durch die u¨berlagerten Potenzialeffekte versta¨rkt oder geda¨mpft werden. So
markieren die zwei Schwankungen rs4 und rs5 eigentlich den Weg eines und des selben Nach-
laufs u¨ber zwei Schaufelperioden T ∗S . Diese Fluktuationen werden durch die Potenzialeffekte
zu bestimmten Zeiten geschwa¨cht und der Verlauf der Schwankung sozusagen getrennt. In
Abb. 4.13 wurden die saugseitigen Druckschwankungen fu¨r zwei extreme Axialabsta¨nde ge-
genu¨ber gestellt. Es ist hier deutlich zu erkennen, dass bei dem gro¨ßten Axialspalt, wo die
Potenzialeffekte schwa¨cher sind, die Nachlaufwirkung ausgepra¨gter ist - siehe die gestrichelte
Markierung im Bild.
Da die Statornachla¨ufe mit der Rotorgrenzschicht interagieren und die Potenzialeffekte stark
von der Profilgeometrie und der Verdra¨ngungsdicke abha¨ngen, werden auch die Potenzialef-
fekte von den Nachlaufeffekten beeinflusst. Die Potenzial- und Nachlaufeffekte ko¨nnen also
nicht vo¨llig entkoppelt betrachtet werden.
Die Wechselwirkung zwischen den Potenzial- und Nachlaufeffekten ist besonders stark bei
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Abbildung 4.13: Druckschwankungen auf der Rotorsaugseite fu¨r zwei Axialspalte
den Berechnungskonfigurationen mit der ho¨chsten untersuchten Zustro¨mmachzahl. In die-
sen Fa¨llen sind z. B. bei den instationa¨ren Fluktuationen der Schaufelkra¨fte (Abb. 4.14) im
Vergleich zu den kleineren Zustro¨mmachzahlen mehrere Harmonische zu erkennen.
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Abbildung 4.14: Fluktuationen der Axial- und Umfangskra¨fte
In Abb. 4.15 wurden die Ergebnisse einer DFT-Analyse der bezogenen Gesamtkraft im Rotor
fu¨r die zwei erwa¨hnten Mach-Zahlen gegenu¨bergestellt. In beiden Fa¨llen ist die erste Har-
monische gleich der Schaufelfrequenz fS, die durch die Potenzialeffekte bestimmt wird. Bei
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der Zustro¨mmachzahl von 0.13 sind zusa¨tzlich die zweite und die erste Harmonische deutlich
zu erkennenden. Die Entstehung von diesen Harmonischen ist auf die
”
Negative-Jet“ Effekte
zuru¨ckzufu¨hren.
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Abbildung 4.15: Frequenzanalyse der Gesamtkraft im Rotor
Die Ausbreitung der hier beschriebenen Potenzial- und Nachlaufeffekte tra¨gt dazu bei, dass
die Amplitude und Phase der umfangsgemittelten Gro¨ßen von der axialen Koordinate der
Mittelungsebene abha¨ngig sind. Dank der eingesetzten Mittelungsverfahren bleiben aber
die z. B. hinter der Rotorhinterkante umfangs- und zeitgemittelten Gro¨ßen nahezu von der
axialen Lage der Abstro¨mebene unabha¨ngig.
Die mit den instationa¨ren Effekten zusammenha¨ngende Verluste sollen an dieser Stelle be-
sonders ausfu¨hrlich behandelt werden. Zeitgemittelte Werte von zwei Verlustkennzahlen fu¨r
Stator und Rotor wurden in Abb. 4.16 fu¨r unterschiedliche Axialspalte und Zustro¨mmach-
zahlen der Stufe verglichen.
Generell nehmen die Verluste im Rotor mit kleiner werdendem Axialspalt zwischen den Spal-
ten von 15 und 25 Prozent der Profilsehne ab. Die A¨nderungen im Totaldruck sind sowohl im
Stator als auch im Rotor sehr klein im Vergleich zu der Verschiebung des absoluten Total-
druckniveaus, die auf die A¨nderung der Zustro¨mmachzahl zuru¨ckzufu¨hren ist. Aufgrund der
Definition von ω bestimmt diese Mach-Zahl die Skalierung der Ordinate in dem linken Teil
des Diagramms. Im Gegenteil zum Totaldruckverlustbeiwert ω˜ zeigt der Entropieverlustbei-
wert ψ˜ zu erwartende Trends in dem Verlustverhalten sowohl als Funktion des Axialspaltes
als auch als Funktion der Zustro¨mmachzahl.
Im Stator sind die Verlustziffer meistens kleiner als im Rotor und praktisch unabha¨ngig von
der Mach-Zahl. Nur bei der ho¨chsten Zustro¨mmachzahl von 0.13 und bei gro¨ßeren Axialspal-
ten ist der Entropieverlustbeiwert im Stator gro¨ßer als der im Rotor. Dieses Verhalten von
ψ wurde bereits in dem vorigen Abschnitt angesprochen. In der Definition (Gl. 2.92) wird
die Entropiea¨nderung mit einem zum Quadrat der Abstro¨mgeschwindigkeit proportionalen
Ausdruck normiert. Da bei der hier eingesetzten Profilgeometrie mit steigender Geschwindig-
keit am Eintritt der Stufe die Abstro¨mgeschwindigkeit vom Rotor viel schneller zunimmt als
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Abbildung 4.16: Verlustbeiwerte in einer Stufe - t∗S/t
∗
R = 1
die vom Stator, ergeben sich kleinere Verlustbeiwerte im Rotor als im Stator. In Abb. 4.17
wurden u. a. die zeitlich gemittelten Entropiea¨nderungen im Stator und im Rotor gegenu¨ber
gestellt. Es ist deutlich zu sehen, dass die Verluste im Rotor stets gro¨ßer als die im Stator
sind. Der Rotor erfa¨hrt neben der Potenzialwirkung, den Reibungseffekten im eigenen Nach-
lauf und Grenzschicht sowie den Mischungsvorga¨ngen an der Hinterkante auch zusa¨tzlich den
Nachlaufeinfluss vom Stator, was die Quelle von signifikanten Verlusten ist. Die Anstro¨mung
des Stators ist homogen und frei von irgendwelchen Nachlaufeffekten. Die zeitlich gemittelten
Totaldruckverlustbeiwerte sind im Rotor immer ho¨her als im Stator. Der Totaldruckverlust-
beiwert zeigt hier also eine Tendenz, die logischer ist. Betrachtet man die Entropiea¨nderung
im Stator, Rotor oder in der gesamten Stufe als Funktion der Zustro¨mmachzahl - Abb. 4.17,
erkennt man, dass die Entropieerzeugung, also auch Verluste, mit zunehmender Mach-Zahl
ansteigen.
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Abbildung 4.17: Entropiea¨nderung in einer Stufe - t∗S/t
∗
R = 1
In Abb. 4.18 wurden die zeitgemittelten Verlustbeiwerte von instationa¨ren Stufensimulatio-
nen mit Beiwerten von stationa¨ren Einzelgitterrechnungen verglichen. Die zeitlich gemittel-
ten Verlustbeiwerte im Stator sind na¨herungsweise gleich denWerten aus der Gitterrechnung.
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Abbildung 4.18: Verlustbeiwerte - Vergleich von stationa¨ren und instationa¨ren Ergebnissen
Abbildung 4.19 zeigt die A¨nderungen von zeitgemittelten Stufenwirkungsgraden und Entro-
pieverlustbeiwerten der gesamten Stufe in Abha¨ngigkeit vom Axialspalt und von der Mach-
Zahl. Die Wirkungsgrade und Verlustbeiwerte zeigen konsistente Verla¨ufe zueinander. Auf-
grund der Definitionen von η und ψ nimmt der Wirkungsgrad ab und der Verlustbeiwert
mit ansteigender Zustro¨mmachzahl zu. Gro¨ßere Axialspalte zwischen Stator und Rotor re-
sultieren in allen Fa¨llen in niedrigeren Verlusten und ho¨heren Wirkungsgraden.
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Abbildung 4.19: Stufenwirkungsgrad und Verlustbeiwert als Funktion von sax und M˜a0
Der Einfluss des Zustro¨mwinkels auf die Verluste sowohl in den einzelnen Schaufelreihen als
auch in der gesamten Stufe ist relativ groß. Wie erwartet, fu¨hrt eine Fehlanstro¨mung der
Stufe zum Anstieg der Verlustbeiwerte im Stator. Die erho¨hten Verluste im Stator haben
aber ebenfalls eine Zunahme der Verluste im Rotor zur Folge - Abb. 4.20. Dabei wurden
die Berechnungsfa¨lle mit den drei unterschiedlichen Zustro¨mwinkel so konfiguriert, dass der
relative Zustro¨mwinkel und die relative Zustro¨mmachzahl zum Rotor stets identisch waren.
Eine verlustreichere Nachlaufstro¨mung vom Stator tra¨gt offensichtlich zu einer Vergro¨ßerung
der Verluste in der nachfolgenden Schaufelreihe bei. Dieses Verhalten kann ebenfalls durch
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Abbildung 4.20: Verlustbeiwerte im Stator und Rotor als Funktion des Zustro¨mwinkels
die Wirkung der
”
Negative-Jet“ Effekte erkla¨rt werden. Dort, wo die Anstro¨mung des Sta-
tors ungu¨nstiger ist (gro¨ßere Inzidenz), entstehen gro¨ßere Verluste in den Grenzschichten
und somit ho¨here Mischungsverluste und sta¨rker ausgepra¨gte Statornachla¨ufe. In Abb. 4.21
sind die zeitlich gemittelten Werte des Totaldruckverha¨ltnisses hinter dem Stator bei den
Stufenzustro¨mwinkeln von 90◦ und 50◦ gegenu¨bergestellt. In dem Fall, wo die zeitlich ge-
mittelten Verlustbeiwerte im Stator gro¨ßer sind, sind auch die Nachlaufdellen geringfu¨gig
tiefer und breiter. Sta¨rkere Statornachla¨ufe induzieren sta¨rkere
”
Negative-Jet“ Effekte und
dadurch ebenfalls ho¨here Verluste im Rotor.
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Abbildung 4.21: Zeitlich gemittelte Nachlaufdellen des Stators
Die zeitgemittelten Wirkungsgrade und Entropieverlustbeiwerte als Funktion des Zustro¨m-
winkels und des Axialspaltes wurden in Abb. 4.22 zusammengestellt.
Vergleicht man fu¨r ein Teilungsverha¨ltnis identische Konfigurationen bezu¨glich der Stro¨-
mungsdaten (Zustro¨mwinkel, Mach-Zahl, Reynolds-Zahl), so stellt man fest, dass die zeitlich
gemittelten Abstro¨mwinkel sowohl vom Stator als auch vom Rotor na¨herungsweise gleich den
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bei stationa¨ren Simulationen ermittelten Werten sind. Ebenso ist kein wesentlicher Unter-
schied zwischen den Schaufelkra¨ften, die bei den instationa¨ren Simulationen berechnet und in
der Zeitdoma¨ne gemittelt wurden, und den Kra¨ften fu¨r stationa¨re Einzelgitter, festzustellen.
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Abbildung 4.22: Stufenwirkungsgrad und Entropieverlustbeiwert - Funktion sax und α˜0
Im Rahmen einer DFT-Analyse wurden die maximalen Amplituden des Abstro¨mwinkels
und der Schaufelkra¨fte ermittelt. Wie in dem linken Diagramm von Abb. 4.23 zu sehen ist,
weist die maximale Schwankungsamplitude des Abstro¨mwinkels vom Stator eine sehr klare
Tendenz bezu¨glich des Axialspaltes auf und nimmt mit gro¨ßer werdendem Spalt ab. Dieses
Verhalten ist auf die Schwa¨chung der Potenzialeffekte bei Vergro¨ßerung des Spaltes zuru¨ck-
zufu¨hren. In der Amplitude des Abstro¨mwinkels vom Rotor, wo sowohl die Potenzial- als auch
die Nachlaufeffekte zum Tragen kommen, sind hingegen keine funktionellen Abha¨ngigkeiten
weder bezu¨glich der Zustro¨mmachzahl noch bezu¨glich des Axialspaltes festzustellen.
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Abbildung 4.23: Maximale Amplituden des Abstro¨mwinkels - Funktion des Axialspaltes
Die maximalen Amplituden der Kraftkomponenten sowohl in der Axial- als auch in der
Umfangsrichtung nehmen in beiden Schaufelreihen mit gro¨ßer werdendem Axialspalt ab -
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Abb. 4.24. Besonders groß sind die Amplituden im Rotor. Hier ist auch der Einfluss der Zu-
stro¨mmachzahl relativ gut zu sehen - ho¨here Mach-Zahlen verursachen auch sta¨rkere Fluk-
tuationen. Das Vorhandensein von Nachla¨ufen in der Schaufelpassage versta¨rkt also auch die
Fluktuation der Schaufelkra¨fte.
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Abbildung 4.24: Maximale Amplituden der Kra¨fte - Funktion des Axialspaltes
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4.2.2 Unterschiedliche Teilungen im Stator und Rotor
Die charakteristischen Stro¨mungsdaten der Stufenkonfigurationen mit unterschiedlichen Tei-
lungen im Stator- und Rotorkranz fasst Tab. 4.2 zusammen.
Tabelle 4.2: Charakteristische Daten - t∗S/t
∗
R = 0.8 und 1.25
t∗S/t
∗
R M˜a0
˜Mar2 p˜2/p˜0 Sr
0.8 0.1 0.41 0.80 4.2
1.25 0.1 0.38 0.86 2.0
Zwei Verha¨ltnisse der Teilungen t∗S/t
∗
R = 0.8 und t
∗
S/t
∗
R = 1.25 wurden simuliert, wobei
das Teilungsverha¨ltnis im Rotor t∗R/ls immer gleich 0.7617 war. Die instationa¨re Simulation
erfordert periodisch identische Netzsegmente in der Umfangsrichtung an beiden Seiten des
”
sliding mesh“ Interfaces - siehe Abb. 4.25. Daru¨ber hinaus wurde das Teilungsverha¨ltnis
im Stator so gewa¨hlt, dass die Gesamtzahl der Schaufelprofile im Stator- und Rotorsegment
bei beiden Verha¨ltnissen der Teilungen identisch ist. Eine Kombination von fu¨nf Stator- und
vier Rotorprofilen in dem periodischen Segment bei dem Verha¨ltnis der Teilungen von 0.8
sowie vier Stator- und fu¨nf Rotorprofilen bei dem Verha¨ltnis der Teilungen von 1.25 hat
Teilungsverha¨ltnisse im Stator ergeben, die aus Tab. 4.3 zu entnehmen sind.
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R = 0.8
→
u
s
ax
/l
s
= 0.2
⊕
⊕
t*S/t
*
R = 1.25
→
u
Abbildung 4.25: Periodische Segmente fu¨r zwei unterschiedliche Verha¨ltnisse der Teilungen
Zwei Axialspalte sax von 20 und 30 Prozent der Profilsehnenla¨nge ls wurden ebenfalls simu-
liert. Somit wurden vier geometrische Konfigurationen bei identischen Stro¨mungsbedingun-
gen (Zustro¨mwinkel, Zustro¨mmachzahl, Abstro¨mreynoldszahl) instationa¨r berechnet.
Die Abha¨ngigkeit der zeitlich gemittelten Wirkungsgrade und Entropieverlustbeiwerte von
dem Verha¨ltnis der Teilungen und vom Axialspalt ist in Abb. 4.26 dargestellt.
Obwohl, wie es in dem Abschnitt 4.2.1 gezeigt wurde, die zeitlich gemittelten Verlustbeiwerte
im Rotor ho¨her sind als die im Stator, resultieren kleinere t∗S/t
∗
R Verha¨ltnisse in kleineren
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Tabelle 4.3: Teilungsverha¨ltnisse im Stator- und Rotorsegment
t∗S/t
∗
R = 0.8 t
∗
S/t
∗
R = 1.25
t∗S/ls t
∗
R/ls t
∗
S/ls t
∗
R/ls
0.6094 0.7617 0.9521 0.7617
Wirkungsgraden. Dieses Verhalten kann nur durch die Pra¨senz von mehr Statornachla¨ufen
im Rotorgitter bei t∗S/t
∗
R = 0.8 als bei t
∗
S/t
∗
R = 1.25 erkla¨rt werden.
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Abbildung 4.26: Stufenwirkungsgrad und Entropieverlustbeiwert - Funktion t∗S/t
∗
R und sax
Wie bereits erwa¨hnt, tragen die Nachla¨ufe bzw. die
”
Negative-Jet“ Einflu¨sse zur Entstehung
von zusa¨tzlichen Verlusten bei. Mehr Statorschaufeln pro eine Rotorschaufel erzeugen logi-
scherweise mehr Nachla¨ufe in der Rotorkaskade. Bei t∗S/t
∗
R = 0.8 fallen fu¨nf Stator- auf vier
Rotorschaufeln an und die Stufenverluste sind gro¨ßer als bei t∗S/t
∗
R = 1.25, wo vier Stator-
auf fu¨nf Rotorschaufeln anfallen. Folglich nimmt der Wirkungsgrad der Stufe in dem unter-
suchten Bereich mit zunehmendem t∗S/t
∗
R Verha¨ltnis zu. Der Einfluss des Axialspaltes auf die
Verluste ist mit den Ergebnissen fu¨r das Verha¨ltnis der Teilungen von 1.0 konsistent und die
zeitlich gemittelten Stufenverluste bei sax/ls = 0.2 sind gro¨ßer als bei sax/ls = 0.3.
Der Einfluss der viskosen Nachla¨ufe auf die Verluste ist groß und sollte bei vereinfachten
Simulationen mit gleicher Anzahl der Stator- und Rotorschaufeln beru¨cksichtigt werden.
Die Annahme der gleichen Teilungen im Stator und Rotor wird heutzutage ha¨ufig bei 3-D
Simulationen getroffen, um Speicher- und Rechenzeitaufwand in realistischen Grenzen zu
halten.
Ergebnisse einer DFT-Analyse der Abstro¨mwinkel sind in Abb. 4.27 wiedergegeben. Die
Winkel wurden hier u¨ber den gesamten Umfang des periodischen Segments gemittelt. Die
Analyse zeigt, dass neben den Hauptfrequenzen des Stators fS und Rotors fR eine hochfre-
quente Komponente mit hoher Amplitude vorhanden ist. Das Ergebnis einer Multiplikation
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Abbildung 4.27: Frequenzanalyse der Abstro¨mwinkel
der Anzahl N der jeweiligen Schaufeln im Segment und der Frequenz der anderen Schaufel-
reihe ergibt bei Stator und Rotor den gleichen Wert. Diese Frequenzen u¨berlagern sich und
resultieren in einer hochfrequenten Komponente der Schwankung. Die Frequenz des Stators
wird beispielsweise wie folgt ermittelt:
fS =
1
T ∗S
wo T ∗S =
t∗S
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Abbildung 4.28: DFT-Analyse der auf eine einzelne Schaufel wirkenden Kra¨fte
Unterzieht man solcher Frequenzanalyse auch die auf die gesamten Stator- und Rotorsegmen-
te wirkenden Kra¨fte, erha¨lt man ein Frequenzverhalten, das dem gezeigten Frequenzgang des
Abstro¨mwinkels sehr a¨hnlich ist. Die U¨berlagerung der Stator- und Rotorfrequenz fu¨hrt hier
zum Entstehen von hochfrequenter Belastung des gesamten Schaufelkranzes. Dies erzeugt
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unerwu¨nschte Resonanzeffekte, weshalb in der Praxis ganzzahlige Verha¨ltnisse der Schaufel-
zahlen im Stator und Rotor vermieden werden.
Ein anderes Frequenzverhalten zeigt sich, wenn nur jeweils eine Schaufel aus dem Stator-
bzw. Rotorsegment betrachtet wird. Abbildung 4.28 zeigt Ergebnisse von DFT-Analyse der
Kra¨fte, die nur auf die mit
”
⊕“ in Abb. 4.25 gekennzeichneten Schaufelprofile wirken. Auf-
grund der Periodizita¨t in Umfangsrichtung weisen die auf alle Profile in einem Gitter (Kranz)
wirkenden Kra¨fte zeitliche Verla¨ufe, die sich nur in der Phase unterscheiden.
Bei dem Verha¨ltnis der Teilungen von 1.25 ist der pro eine Schaufel umgesetzte Massen-
strom gro¨ßer als bei t∗S/t
∗
R = 0.8. Gro¨ßere Massenstro¨me resultieren in sta¨rkerer Belastung
der Beschaufelung und in ho¨heren Amplituden der Kra¨fte.
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4.3 Instationa¨re Simulationen von 11
2
Stufen
Die charakteristischen Stro¨mungsdaten der Konfiguration mit zwei Statoren und einem Rotor
fasst Tab. 4.4 zusammen.
Tabelle 4.4: Charakteristische Daten der
”
Clocking“ Untersuchung
M˜a0 M˜a3 p˜3/p˜0 Re3 Sr
0.1 0.46 0.71 4 · 106 2.9
Simuliert wurden fu¨nf unterschiedliche Umfangspositionen des zweiten Stators. Sie wurden,
wie in Abb. 4.29 dargestellt, entsprechend von -2 bis 2 durchnummeriert und durch eine
Verschiebung des zweiten Stators jeweils um t∗S/5 in die Umfangsrichtung realisiert.
1
2
0
-1
-2
Rotor
2. Stator1. Stator
→
u
Abbildung 4.29: Umfangspositionen des 2. Stators -
”
Clocking“
In Abb. 4.30 sind der zeitlich gemittelte Wirkungsgrad und der zeitlich gemittelte Entropie-
verlustbeiwert der Stator-Rotor-Stator Konfiguration als Funktion der Umfangsposition des
zweiten Stator dargestellt.
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Abbildung 4.30: Wirkungsgrad von 1 1
2
Stufen als Funktion der
”
Clocking“-Position
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Die Konfiguration mit dem ho¨chsten Wirkungsgrad ist diejenige, bei der sich der zweite
Stator in der durch
”
1“ bezeichneten Position befindet. Der minimale Wirkungsgrad kor-
respondiert mit der Position
”
-2“. Bei diesen beiden
”
Clocking“-Konfigurationen kann man
unterschiedliche Muster in der Interaktion zwischen den durch den Rotor zerschnittenen
Nachla¨ufen des ersten Stators und den Schaufeln des zweiten Stators beobachten.
Position 1
2
3
1
→
u 2. Stator
Position -2
2
1
→
u
2. Stator
Abbildung 4.31: Anstro¨mung des zweiten Stators
In Abb. 4.31 sind Entropiekonturen der momentanen Stro¨mungsfelder der beiden Konfigu-
rationen zu identischen absoluten Umfangspositionen des Rotors dargestellt. Die Ziffer 1-3
markieren die einzelnen Segmente der geteilten Nachla¨ufe des ersten Stators, die als Gebie-
te hoher Entropie (helle Konturbereiche) sichtbar sind. Der ho¨chste Wirkungsgrad wurde
bei der Konfiguration beobachtet, wo die Segmente mit der Anstro¨mkante des
”
geclockten“
Stators interagieren. Im Gegenteil zu diesem Verhalten wurden die niedrigsten Wirkungs-
grade bei dieser Umfangsposition des zweiten Stators beobachtet, wo die Nachlaufsegmente
des ersten Stators durch die Passage des zweiten Stators
”
glatt“ transportiert werden. Die
Markierungen in Abb. 4.31 verdeutlichen den Mechanismus.
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Abbildung 4.32: Maximale Amplituden der Abstro¨mwinkel
Durch eine direkte Interaktion der Nachlaufsegmente mit den Schaufeln des zweiten Stators,
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die in der Konfiguration
”
1“ stattfindet, wird die Wirkung der Nachlaufeffekte im Gitter des
zweiten Stators geschwa¨cht und die durch die
”
Negative-Jet“ Effekte entstandenen Fluktua-
tionen geschwa¨cht. Als Resultat nehmen nicht nur die zeitlich gemittelten Verluste sondern
auch die maximalen Amplituden des Abstro¨mwinkels vom Rotor und vom zweiten Stator ab.
Die in Abb. 4.32 dargestellten maximalen Amplituden wurden mit Hilfe einer DFT-Analyse
der zeitlichen Verla¨ufe des Stro¨mungswinkels ermittelt.
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Abbildung 4.33: Maximale Amplituden der Kra¨ftekomponenten in 2. Stator
Die Amplituden der Kraftkomponenten im zweiten Stator nehmen hingegen bei der Position
”
1“ zu - siehe Abb. 4.33. Das kann dadurch erkla¨rt werden, dass die
”
Negative-Jet“ Effekte
gegen die Druckerho¨hung auf der Schaufel wirken. Dieses Verhalten wurde bereits im Ab-
schnitt 4.2.1 beschrieben. Da bei der Konfiguration
”
1“ die Nachlaufeffekte von dem ersten
Stator schwa¨cher werden, werden die maximalen Amplituden der Kra¨fte im zweiten Stator
gro¨ßer. Das Frequenzverhalten der Kra¨fte im zweiten Stator ist dem bereits in Abb. 4.15 dar-
gestellten Spektrum der Gesamtkraft im Rotor einer Stator-Rotor Anordnung a¨hnlich. Bei
schwachen Nachlaufeffekten ist prinzipiell nur eine dominante Amplitude der Schaufelkraft
bei f/fS = 1 zu erkennen. Dort, wo die Nachlaufeffekte sta¨rker werden, wird diese maximale
Amplitude kleiner und zusa¨tzliche Frequenzen tauchen in dem Spektrum auf, was auf die
”
Negative-Jet“ Effekte zuru¨ckzufu¨hren ist.
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4.4 Instationa¨re 3-D Simulationen einer Stufe
Die dreidimensionale Stufengeometrie besteht aus zylindrischen Schaufeln mit dem Profil
und dem Staffelungswinkel, die auch bei den 2-D Berechnungen verwendet wurden. Die Mit-
telschnittgeometrie und die Stro¨mungsdaten sind mit der Konfiguration aus Abschnitt 4.2.1
identisch. Die Zustro¨mung zu der Stufe ist homogen und die wichtigsten Daten der Konfi-
guration sind:
M˜a0 = 0.1 H
∗/ls = 1.73
α˜0 = 90
◦ Ω = 314 rad/s
δ˜0 = 0
◦
˜Rer2 = 4·106
Die 3-D Ergebnisse besta¨tigen die aus den 2-D Mittelschnittrechnungen gewonnenen Er-
kenntnisse. Die zeit- und umfangsgemittelten Verlustbeiwerte (Abb. 4.34), die erfahrungs-
gema¨ß eine a¨ußerst sensitive Gro¨ße darstellen, stimmen fu¨r den 3-D Mittelschnitt mit den
2-D Ergebnissen sehr gut u¨berein. Allerdings ist hier auch zu sehen, dass die durch sekunda¨re
Effekte hervorgerufenen Verluste dominant sind. Die Verluste erreichen an den Naben- und
Geha¨usewa¨nden wegen der Reibungseffekte in Grenzschichten ihr Maximum. In radialer
Richtung von der Nabe weg nehmen sie bis zum Gebiet der Sekunda¨rwirbel ab, was auf die
Erweiterung des Stro¨mungskanals zuru¨ckzufu¨hren ist - vergleiche Abschnitt 4.1.
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Abbildung 4.34: Vergleich der Totaldruckverlustbeiwerte im Stator und Rotor (3-D vs. 2-D)
Werden die zeitgemittelten Verlustbeiwerte nicht nur in radialer Richtung sondern u¨ber den
gesamten Umfang gemittelt, so stellt man fest, dass im Gegensatz zu den 2-D Ergebnis-
sen die Gesamtverluste in der Stufe bei sax/ls = 0.3 ho¨her als bei sax/ls = 0.2 sind. In
der 3-D Konfiguration tragen auch die Wandverluste am Geha¨use und an der Nabe zu den
Gesamtverlusten bei und eine Vergro¨ßerung des Axialspaltes zwischen dem Stator- und Ro-
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torgitter hat eine Vergro¨ßerung der entsprechenden Reibungsfla¨chen zur Folge. Offensichtlich
ist bei der untersuchten Konfiguration das Ho¨henverha¨ltnis von 1.73 nicht groß genug um
die ho¨heren Wandverluste durch die Verlustabnahme aufgrund schwa¨cherer Potenzialeffekte
bei gro¨ßeren Axialspalten zu kompensieren.
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Abbildung 4.35: Vergleich des Abstro¨mwinkels vom Stator und Rotor (3-D vs. 2-D)
Abbildung 4.35 zeigt die radiale Verteilung des Abstro¨mwinkels hinter dem Stator und Rotor.
In dieser Abbildung wurden ebenfalls Ergebnisse entsprechender Mittelschnittrechnungen
eingetragen. Das Abstro¨mverhalten im Mittelschnitt der 3-D Konfiguration stimmt a¨hnlich
wie das Verlustverhalten mit den Ergebnissen der 2-D Simulationen gut u¨berein.
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Abbildung 4.36: Vergleich der Amplituden der Schaufelkra¨fte (3-D vs. 2-D)
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In Abb. 4.35 ist a¨hnlich wie in Abb. 4.34 der Einfluss der sekunda¨ren 3-D Effekte an der
Nabe und am Geha¨use deutlich sichtbar.
In Abb. 4.36 wurden die Resultate einer DFT-Analyse der auf den jeweiligen zeitlichen Mit-
telwert bezogenen Axial- und Umfangskra¨fte dargestellt und mit den 2-D Ergebnissen der
Mittelschnittrechnung verglichen. Auch hier ist eine relativ gute U¨bereinstimmung zwischen
2-D und 3-D Simulationen zu beobachten. Der Einfluss des Axialspaltes auf die Amplituden
der Kra¨ftekomponenten wurde in beiden Konfigurationen a¨hnlich widergegeben. Die Abwei-
chungen in den einzelnen Schwankungswerten sind hauptsa¨chlich auf die Wirkung der Se-
kunda¨reffekte zuru¨ckzufu¨hren. Dabei spielt die Verengung des Schaufelkanals vom Geha¨use
zu der Nabe hin eine wichtige Rolle, da die Potenzialeffekte bei kleineren Schaufelteilungen
viel sta¨rker als bei gro¨ßeren sind.
Passagenwirbel
Gegenwirbel
Querströmung
S R
Ω
Abbildung 4.37: Dreidimensionale Stro¨mung in einer Turbinenstufe
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Abbildung 4.37 veranschaulicht die momentane Stufenstro¨mung in der untersuchten dreidi-
mensionalen Konfiguration mit dem Axialspalt von sax/ls = 0.2. In dem axialen Schnitt hin-
ter dem Stator wurden die Konturen des absoluten Totaldruckverha¨ltnisses pt/p˜t0 dargestellt.
Der Schnitt hinter dem Rotor wurde nach den Werten des relativen Totaldruckverha¨ltnisses
ptr/ ˜ptr1 eingefa¨rbt. Die hellen Fla¨chen bedeuten hohe und die dunklen entsprechend niedrige
Totaldru¨cke. So sind die Wirbel- und Nachlaufgebiete als dunkle Fla¨chen zu sehen. Daru¨ber
hinaus wurden durch die Zentren der Sekunda¨rwirbel Stromfa¨den gelegt. Die schmaleren
Fa¨den zeigen die Bahnen der Passagenwirbel und die breiteren Fa¨den die Bahnen der Ge-
genwirbel.
In den Bereichen der Schaufelvorderkante treffen die an der Naben- bzw. Geha¨usewand
entstandenen Grenzschichtstro¨mungen auf die Schaufelvorderkante auf. Dies fu¨hrt zu einer
starken Umlenkung dieser Stro¨mungen und zur Entstehung von zwei so genannten Hufeisen-
wirbeln. Die Bezeichnung dieser Wirbel wurde von ihrem U-fo¨rmigen Charakter abgeleitet.
Sowohl an der Nabe als auch am Geha¨use umschließen jeweils zwei A¨ste der Wirbel die
Schaufel - ein Ast an der Druckseite und einer an der Saugseite. Der druckseitige Wirbel ist
in der Regel kleiner und wird als
”
Passagenwirbel“ bezeichnet. Der Wirbel an der Saugsei-
te heißt
”
Gegenwirbel“. Zwischen zwei benachbarten Schaufeln eines Gitters findet daru¨ber
hinaus eine zusa¨tzliche Stro¨mungsbewegung von der Druckseite einer zur Saugseite der an-
deren Schaufel statt. Sie entsteht aufgrund der relativen Bewegung der Schaufelkra¨nze und
der Geha¨use- bzw. Nabenwa¨nde. Diese Querstro¨mung tra¨gt dazu bei, dass der Gegenwir-
bel sta¨rker an die Saugseite der Schaufel gedru¨ckt wird und der Passagenwirbel von der
Schaufeldruckseite weggedra¨ngt wird. So verschiebt sich der Passagenwirbel u¨ber den Ge-
genwirbel und in den Schnittfla¨chen hinter dem Stator bzw. hinter dem Rotor sind zwei fast
u¨bereinander liegenden Wirbel zu sehen. Der kleinere, der sich direkt an der Naben- bzw.
Geha¨usewand befindet und dadurch stark deformiert wird, ist der Passagenwirbel und der
gro¨ßere und weiter von der Wand entfernt liegende ist der Gegenwirbel.
Diese Sekunda¨reffekte sind sowohl im absoluten Bezugssystem des Stators als auch im re-
lativen System des Rotors zu beobachten. Der Rotor erfa¨hrt dabei noch zusa¨tzlich die an-
stro¨menden Nachla¨ufe und Sekunda¨rwirbel des Stators.
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Die hier vorgestellten Ergebnisse erlauben die Schlussfolgerung, dass eine Interaktion zwi-
schen den Potenzial- und Nachlaufeffekten eine zentrale Rolle bei der Verlustgenerierung
in einem zweidimensionalen Fall spielt. Wegen der unterschiedlichen Ausbreitungsgeschwin-
digkeiten und Ausbreitungsrichtungen der beiden Pha¨nomene erfa¨hrt die Stro¨mung unter-
schiedlich starke Fluktuationen in Raum und Zeit. Maßgebend ist dabei nicht nur die Sta¨rke
der A¨nderungen, sondern auch ihre Frequenz. RMS-Werte, z. B. die der isentropen Profil-
machzahl, spiegeln sehr gut das Niveau der Interaktion wieder. Wie Abb. 4.12 zu entnehmen
ist, wird die Rotorschaufel aufgrund der Pra¨senz der Statornachla¨ufe im Rotorgitter sta¨rker
beeinflusst. Hier entstehen auch sta¨rkere Verluste im Vergleich zum homogen angestro¨mten
Stator, der nur den Potenzialeinfluss des stromabwa¨rts liegenden Rotors erfa¨hrt. Ho¨here
Mach-Zahlen bei der Einstro¨mung induzieren sta¨rkere Potenzial- und Nachlaufeffekte und
verursachen somit ho¨here Verluste. Eine Vergro¨ßerung des Axialspaltes resultiert in kleine-
ren Potenzialschwankungen und auch in kleineren Verlusten. Vergro¨ßerung der Anzahl der
Statorschaufeln pro eine Rotorschaufel erho¨ht die Anzahl der Nachla¨ufe in der Rotorkas-
kade und folglich versta¨rkt die Fluktuationseffekte, was in ho¨heren Verlusten resultiert -
Abb. 4.38 links. Eine Fehlanstro¨mung des Stator zieht eine Erho¨hung der Verluste nicht
nur in dem Statorgitter selbst sondern auch in dem nachfolgenden Rotor nach sich. In die-
sem Fall verursachen verlustreichere Nachla¨ufe aus dem Stator sta¨rkere Fluktuationen und
folglich ho¨here Verluste im Rotorgitter. Das Niveau der Druckfluktuationen auf der Schau-
feloberfla¨che des zweiten Stators bei der Stator-Rotor-Stator Konfiguration ha¨ngt ebenfalls
von der
”
Clocking“-Position ab - Abb. 4.38 rechts.
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Abbildung 4.38: MaisRMS auf den Saugseiten
Das Vorhandensein der instationa¨ren Wirbelstrukturen, die als Resultat der
”
Negative-Jet“
Effekte entstehen, in der Mitte des Kanals des zweiten Stators verursacht sta¨rkere Druck-
fluktuationen auf der Oberfla¨che dessen Schaufeln und logischerweise auch ho¨here Verluste.
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Diese Trends wurden ebenfalls von anderen Forschern beobachtet - z. B. [25, 40, 92].
Aus der Untersuchung der 3-D Konfigurationen wird ersichtlich, dass die sekunda¨ren Effekte
das Verlustverhalten dominieren. Ein positiver Einfluss der Vergro¨ßerung des Axialspaltes
auf den Wirkungsgrad der Stufe konnte bei dem untersuchten Ho¨henverha¨ltnis H∗/ls nicht
festgestellt werden. Bei den relativ kleinen Schaufelho¨hen ist der Anteil der stark verlust-
behafteten Sekunda¨rstro¨mung an dem Gesamtmassenstrom relativ groß und das Verlustver-
halten wird durch die Effekte an den Seitenwa¨nden dominiert.
Es bleibt noch anzumerken, dass die hier beschriebenen Tendenzen fu¨r beide untersuchten
Reynolds-Zahlen identisch waren. Im Allgemeinen nehmen die Verluste mit zunehmender
Reynolds-Zahl ab und die Verlustbeiwerte waren bei Re = 4 · 106 ho¨her als bei Re = 4 · 107.
Generell ha¨ngt das Abstro¨mverhalten stark von der Zustro¨mgeschwindigkeit und der Schau-
felteilung ab. Ho¨here Zustro¨mgeschwindigkeiten bzw. Reynolds-Zahlen resultieren in sta¨rke-
rer Umlenkung. Gro¨ßere Teilungen verursachen hingengen eine schwa¨chere Umlenkung. Dies
spiegelt sich auch in den 3-D Konfigurationen wieder. Hier o¨ffnet sich der Stro¨mungskanal
in radialer Richtung und in dieser Richtung nimmt die Umlenkung ab. An der Nabe und am
Geha¨use kommt daru¨berhinaus der Einfluss der Sekunda¨rwirbel stark zur Geltung.
Eine Auswirkung der Breite des Axialspaltes auf die Amplitude des Abstro¨mwinkels ist
praktisch nur hinter dem homogen angestro¨mten Stator zu erkennen. Hinter dem Rotor,
wo neben den Rotornachla¨ufen auch Segmente der Statornachla¨ufe vorhanden sind, sind
die Schwankungen kleiner und man kann an dieser Stelle keine klare Abha¨ngigkeit der Ab-
stro¨mwinkelamplitude von dem Axialspalt feststellen.
Analyse der Ergebnisse von Simulationen unterschiedlicher Teilungen im Stator und Rotor
zeigt, dass hier die maximalen Amplituden des Abstro¨mwinkels wesentlich kleiner sind, als
bei identischen Teilungen in beiden Schaufelreihen.
Fu¨r die dynamische Belastung der Beschaufelung sind die instationa¨ren Druckkra¨fte bzw.
Potenzialeffekte verantwortlich. Die viskosen Kra¨fte sind vernachla¨ssigbar klein. Die Am-
plitude der Kra¨fte ist daher hauptsa¨chlich eine Funktion des Axialspaltes. Bezu¨glich der
maximalen Amplituden der dynamischen Kra¨fte ist festzustellen, dass a¨hnlich wie bei den
Schwankungen des Abstro¨mwinkels identische Teilungen im Stator und Rotor in ho¨chsten
Fluktuationswerten resultieren. Ein Verha¨ltnis der Teilungen von eins ist also die ungu¨nstig-
ste Konfiguration, was die instationa¨re Beanspruchung der Beschaufelung betrifft.
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Im Rahmen der vorliegenden Arbeit wurden die wichtigsten Erkenntnisse einer umfang-
reichen numerischen Untersuchung instationa¨rer Stro¨mungseffekte, die bei relativer Bewe-
gung der Stator- und Rotorbeschaufelung einer Hochdruckdampfturbine stattfinden, zusam-
mengefasst. Die detaillierten Ergebnisse wurden in einer Reihe von Berechnungsberichten
[64, 65, 66, 67] vorgestellt.
Den eigentlichen Simulationen sind nach einer Literaturrecherche vorbereitende Arbeiten
vorangegangen. Das Ziel dieser Arbeiten war die Wahl von numerischen Algorithmen und
Parametern, welche zuverla¨ssige Simulationsergebnisse sichern. In dieser Phase wurden auch
Computerprogramme zur Auswertung der instationa¨ren Daten entwickelt.
Zu Vergleichzwecken wurden zuerst 18 stationa¨re Rechnungen fu¨r unterschiedliche Geome-
trie- und Stro¨mungskonfigurationen durchgefu¨hrt. Danach wurden 45 voll instationa¨re An-
ordnungen simuliert und die Einflu¨sse von Mach-Zahl, Reynolds-Zahl, Inzidenzwinkel, Axial-
spalt, Teilungsverha¨ltnis im Stator und Rotor sowie
”
Clocking“-Position bei einem Stator-
Rotor-Stator Aufbau untersucht. Die Ergebnisse wurden unter Beru¨cksichtigung der Verlu-
ste, des Zu- bzw. Abstro¨mverhaltens sowie der dynamischen Belastung der Beschaufelung
analysiert. Der Hauptaugenmerk lag dabei auf der Betrachtung der Verluste. Dies stellte bei
der vorliegenden Arbeit eine besondere Herausforderung dar, weil zuverla¨ssige Vergleiche
zwischen Wirkungsgraden unterschiedlicher Konfigurationen eine sehr hohe Genauigkeit der
Ergebnisse und der Auswertungswerkzeuge erfordern.
Bestimmte Tendenzen und Gesetzma¨ßigkeiten konnten schließlich abgeleitet werden. Die
durchgefu¨hrten instationa¨ren 3-D Rechnungen haben gezeigt, dass die zweidimensionalen
Simulationen, die fu¨r die meisten Konfigurationen durchgefu¨hrt wurden, ein effizientes und
ausreichend genaues Werkzeug sind, um Stro¨mungseffekte im Mittelschnitt der Beschaufe-
lung zu analysieren. Allerdings haben die Untersuchungen auch hervorgebracht, dass die
sekunda¨ren 3-D Effekte in den Bereichen der Naben- und Geha¨usewand die Stro¨mung bei
kleineren Schaufel ho¨henverha¨ltnissen dominieren. Dieser Einfluss wurde sowohl im Verlust-
und Abstro¨mverhalten als auch bei den dynamischen Kra¨ften festgestellt.
Alle numerischen Ergebnisse wurden in Form einer Datenbank abgelegt. Mit ihrer Hilfe
ko¨nnen auch zuku¨nftig weitere Betrachtungsgro¨ßen und Abha¨ngigkeiten hergeleitet werden.
Als Gegenstand der zuku¨nftigen Arbeit sollten ebenfalls weitere 3-D Simulationen vorgese-
hen werden. Bei den an dieser Stelle vorgestellten 3-D Konfigurationen wurde beispielsweise
die Stro¨mung in den Kavita¨ten nicht mitsimuliert. Eine Erweiterung der Geometrie um
Radialspalte und Dichtungen stellt einen weiteren logischen Schritt dar, der insbesondere
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eine selektive Betrachtung der durch diese Elemente entstehenden Verluste erlauben wird.
Eine Variation des Ho¨henverha¨ltnisses sollte ebenfalls vorgenommen werden, um Verlustkor-
relationen zwischen der Schaufelho¨he und dem Axialspalt abzuleiten.
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A Anhang
A.1 Grundlegende Operatorfunktionen
In der Mathematik hat es sich als praktisch erwiesen, einen Vektoroperator einzufu¨hren, des-
sen Komponenten die partiellen Differenzialoperatoren nach den einzelnen Koordinaten sind.
Dieser Operator wird als Nablaoperator bezeichnet und folgendermaßen in dem kartesischen
Koordinatensystem definiert:
∇ ≡
[
∂
∂x
,
∂
∂y
,
∂
∂z
]T
.
Mit Hilfe dieses Operators ko¨nnen rein formal alle vektoriellen Differenzialoperatoren aus-
gedru¨ckt werden:
• Gradient
Der Gradient eines Skalars S ist ein Vektor:
∇S =
[
∂S
∂x
,
∂S
∂y
,
∂S
∂z
]T
.
Der Gradient eines Vektors ~V ergibt einen Tensor:
∇~V =


∂Vx
∂x
∂Vy
∂x
∂Vz
∂x
∂Vx
∂y
∂Vy
∂y
∂Vz
∂y
∂Vx
∂z
∂Vy
∂z
∂Vz
∂z

 .
• Divergenz
Die Divergenz eines Vektors ~V ist ein skalarer Wert:
∇ · ~V =
[
∂Vx
∂x
+
∂Vy
∂y
+
∂Vz
∂z
]
.
Die Divergenz eines Tensors T¯ ergibt ein Vektor:
∇ · T¯ =


∂Txx
∂x
+ ∂Tyx
∂y
+ ∂Tzx
∂z
∂Txy
∂x
+ ∂Tyy
∂y
+ ∂Tzy
∂z
∂Txz
∂x
+ ∂Tyz
∂y
+ ∂Tzz
∂z

 .
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A.2 Grundlegende Tensoroperationen
Skalaren und Vektoren sind nur die einfachsten Bestandteile eines viel umfassenderen Begriffs
des Tensors T¯ . Ein Skalar ist in dieser Terminologie ein Tensor nullter Stufe und hat 30 = 1
Komponente. Ein Vektor ist ein Tensor erster Stufe mit 31 = 3 Komponenten. Ein Tensor
zweiter Stufe hat 32 = 9 Komponenten (wie eine Matrix). Der Begriff
”
Tensor“ vereint also
verschiedene ra¨umliche Betrachtungsweisen.
T¯ =


Txx Txy Txz
Tyx Tyy Tyz
Tzx Tzy Tzz

 .
• Das dyadische Produkt
Das dyadische Produkt zweier Vektoren ~V und ~W ergibt einen Tensor:
~V ⊗ ~W = ~V · ~W T =


Vx ·Wx Vx ·Wy Vx ·Wz
Vy ·Wx Vy ·Wy Vy ·Wz
Vz ·Wx Vz ·Wy Vz ·Wz

 .
• Transponierung
Ein transponierter Tensor ergibt sich durch Vertauschung von Zeilen und Spalten:
T¯ T =


Txx Tyx Tzx
Txy Tyy Tzy
Txz Tyz Tzz

 .
• Einheitstensor
Der Einheitstensor wird wie folgt definiert:
I¯ ≡


1 0 0
0 1 0
0 0 1

 .
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A.3 Einige Beziehungen fu¨r das ideale Gas konstanter spezifischer Wa¨rme
Ma2 a
at
T
Tt
p
pt
ρ
ρt
Ma2 - 2
κ−1
·
[(
a
at
)−2
− 1
]
2
κ−1
·
[(
T
Tt
)−1
− 1
]
2
κ−1
·
[(
p
pt
)−κ−1
κ − 1
]
2
κ−1
·
[(
ρ
ρt
)−(κ−1)
− 1
]
a
at
(
1 + κ−1
2
·Ma2)−1/2 - ( T
Tt
)1/2 (
p
pt
)κ−1
2·κ
(
ρ
ρt
)κ−1
2
T
Tt
(
1 + κ−1
2
·Ma2)−1 ( a
at
)2
-
(
p
pt
)κ−1
κ
(
ρ
ρt
)κ−1
p
pt
(
1 + κ−1
2
·Ma2)− κκ−1 ( a
at
) 2·κ
κ−1
(
T
Tt
) κ
κ−1
-
(
ρ
ρt
)κ
ρ
ρt
(
1 + κ−1
2
·Ma2)− 1κ−1 ( a
at
) 2
κ−1
(
T
Tt
) 1
κ−1
(
p
pt
) 1
κ
-
Thermodynamische Zustandsgleichung: p = ρ ·R · T
KalorischeZustandsgleichung: e = cv · T
Totale spezifische Energie
Absolutsystem: et = e+
1
2
· (U2x + U 2y + U 2z )
Relativsystem: etr = e+
1
2
· (U2xr + U 2yr + U 2zr − Ω2 · %2)
Weitere Gro¨ßen
h = e+ p
ρ
κ = cp
cv
ht = et +
p
ρ
= cp · T + c22 R = cp − cv
Tt = T +
1
2·cp
· c2 a = √κ ·R · T
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A.4 Definitionen der Geometriegro¨ßen
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Abbildung A.1: Gittergeometrie
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Abbildung A.2: Stro¨mungswinkel
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