It has been known since Elliott (1998) that efficient methods of inference on cointegrating relationships break down when autoregressive roots are near but not exactly equal to unity. This paper addresses this problem within the framework of a VAR with non-unit roots. We develop a characterisation of cointegration, based on the impulse response function implied by the VAR, that remains meaningful even when roots are not exactly unity. Under this characterisation, the long-run equilibrium relationships between the series are identified with a subspace associated to the largest characteristic roots of the VAR. We analyse the asymptotics of maximum likelihood estimators of this subspace, thereby generalising Johansen's (1995) treatment of the cointegrated VAR with exactly unit roots. Inference is complicated by nuisance parameter problems similar to those encountered in the context of predictive regressions, and can be dealt with by approaches familiar from that setting.
Introduction
The cointegrated vector autoregressive (CVAR) model has been widely applied to the modelling of macroeconomic time series -a testament to its ability to account for both the short-and long-run dynamics of these series in a unified way. By allowing for one or more autoregressive roots at unity, the model is able to match two key features of these series: firstly their high degree of persistence, which gives rise to their characteristically 'random wandering' behaviour, and secondly the tendency for economically related series to move together, such that certain linear combinations of these series are markedly less persistent than the series themselves. These linear combinations are, of course, the cointegrating relationships between the series.
Cointegrating relations can be efficiently estimated by a variety of methods, such as FM-OLS (Phillips and Hansen, 1990) , DOLS (Stock and Watson, 1993) , and maximum likelihood estimation of the CVAR itself (Johansen, 1995) . However, a shortcoming shared by all these approaches is their reliance on the assumption that the series are generated by a model with some autoregressive roots that are exactly unity. The fragility of inferences to even small violations of this assumption was highlighted in a seminal contribution by Elliott (1998) , who showed the possibility of large size distortions when roots lie only within a O(n −1 ) neighbourhood of unity. His findings are particularly disturbing, because data generated by a VAR with roots that are 'nearly' unity is essentially indistinguishable from data generated by the same model with exactly unit roots.
The present work is concerned precisely with the problem identified by Elliott -with how one can perform valid inference on the cointegrating relationships implied by a VAR, when the largest characteristic roots may not be exactly unity. In view of the significance of Elliott's results, it is perhaps surprising that only a few previous contributions have also attempted to address it: most notably Wright (2000) , Magdalinos and Phillips (2009) , Müller and Watson (2013) and Franchi and Johansen (2017) . The approach taken in this paper is quite different from that taken in each of those previous works. While Elliott framed his results in terms of an inferential problem, our view is that the problem is as much one of identification as it is of inference. Indeed, the usual definition of cointegration -in terms of linear combinations of series that eliminate their common integrated components -becomes meaningless as soon as the largest characteristic roots in a VAR depart even slightly from unity.
Our first task is thus to develop a characterisation of cointegration, based on the impulse response function implied by the VAR, that remains meaningfully interpretable in a model with some (distinct) roots near but not necessarily equal to unity. In a p-dimensional VAR with q roots 'near' but not necessarily equal to unity, one can always identify a p − q = r-dimensional subspace S r , such that the decay of the impulse response function in the directions contained in S r is more rapid than it is in all other directions. We term this the quasi-cointegrating space (QCS). When the roots of the VAR are exactly unity, the QCS coincides exactly with the cointegrating space -and when the largest characteristic roots are modelled as being local to unity (in the sense of lying within a O(n −1 ) neighbourhood of unity), the quasi-cointegrating vectors are those that exactly eliminate the near stochastic trends from the system. Asymptotic inference on the QCS is complicated by the presence of nuisance parameters related to the proximity of the largest characteristic roots to unity. This problem is similar to 2 'Cointegration' in a VAR without unit roots
Model and assumptions
The data generating process (DGP) for the observed series {y t } n t=1 is a kth order vector autoregressive (VAR) model, written in 'structural' form as
where ε t , x t and y t are p-dimensional random vectors. Let Φ(λ) := Iλ k − k i=1 Φ i λ k−i denote the characteristic polynomial associated to (2.1); we shall refer to any λ for which det Φ(λ) = 0 as a 'root of Φ'. Let Φ := (Φ 1 , Φ 2 , . . . , Φ k ) ∈ R p×kp . The following is maintained throughout.
Assumption DGP. DGP1 {ε t } is i.i.d. with Eε t = 0 and Eε t ε T t = Σ positive definite.
DGP2 det Φ(λ) = 0 for all |λ| > 1. DGP3 x 0 = x −1 = · · · = x −k+1 = 0.
We say that a d z -dimensional process {z t } is integrated of order zero, denoted z t ∼ I(0), if there exists a deterministic process {µ t } such that n −1/2 ⌊nr⌋ s=1 (z s − µ s ) B(r), for B a d zdimensional Brownian motion. Letting ∆ d denote the dth order temporal differencing operator, we say that z t is integrated of order d, denoted z t ∼ I(d), if ∆ d z t ∼ I(0). We say {z t } is nearly integrated if n −1/2 (z ⌊nr⌋ − µ ⌊nr⌋ ) r 0 e C(r−s) dB(s) for some C ∈ R dz×dz .
Cointegration: the model with unit roots
Cointegration analysis is concerned with how linear combinations of I(d) processes can yield processes that are themselves only I(d − b) for some 0 < b ≤ d; the reduced persistence of the latter being interpreted as evidence of a long-run equilibrium relationship between the original processes. Here we focus exclusively on the special but practically important case of I(1) processes having linear combinations that are I(0), reserving the term 'cointegration' exclusively for this case. As is well known, the VAR model (2.1) is able to generate cointegrated I(1) processes under the following assumption, which defines the I(0)/I(1) cointegrated VAR (CVAR) model.
CV1 Φ has q roots at (real) unity, and all others strictly inside the unit circle.
CV2 rk Φ(1) = p − q =: r By the Granger-Johansen representation theorem (GJRT; see e.g. Johansen 1995, Thm 4.2 and Cor. 4 .3), the preceding is necessary and sufficient for y t ∼ I(1), and for there to exist a matrix β ∈ R p×r (with rk β = r) of cointegrating relationships, such that β T y t ∼ I(0). Clearly β is identified only up to its column space CS := sp β, termed the cointegrating space (CS). Two equivalent characterisations of the cointegrating space, the first of which is definitional and the second of which follows immediately from the GJRT, are:
The object of this paper is to estimate the CS, or at least a subspace that shares some of its key properties, in a setting more general than that of CV. For this purpose, we next recall two further characterisations of the CS that can be extended beyond the setting of CV, in a way that the preceding two cannot. We make no assertions to novelty in formulating these: the contribution of this paper consists rather in the manner in which these characterisations will be exploited once CV has been relaxed. Some similar claims to those that follow have therefore appeared (and been proved) elsewhere, either in textbook presentations of the theory or in the extensive literature concerned with the representation of cointegrated processes (for very general treatments of which, see e.g. the recent papers by Beare and Seo, 2019, and Paruolo, 2019 When it exists, S m collects those m linear combinations of y t that are, in the sense of (2.2), the 'least persistent'. Under CV we are assured that S r exists and is unique, and moreover (iii) CS = S r (see Lemma A.3) . In other words, the cointegrating space is spanned by the vectors giving the r least persistent linear combinations of y t . Our final characterisation of the cointegrating space provides the basis for its estimation in settings more general than CV; it derives essentially from the application of an invariant subspace decomposition to the companion form representation of (2.1) (see Lemma A.1). Define
so that for a given ρ ≤ 1 (close to unity), L ρ LU defines a neighbourhood of real unity inside the unit circle, and L ρ ST an open ball of radius ρ. Now suppose that Φ has q roots in L ρ LU and all others in L ρ ST for some ρ ≤ 1; under CV1 this is true with ρ = 1 (so that L 1
such that: the eigenvalues of Λ LU and Λ ST correspond to the roots of Φ, and lie in L ρ LU and L ρ ST respectively; (R LU , Λ LU , L LU ) satisfy
(2.5) and the impulse response function of y t can be written as giving our final characterisation of the cointegrating space as
'Cointegration' without unit roots
We propose to relax CV by allowing the largest q roots of Φ to lie in a small neighbourhood of unity, without requiring that these be exactly unity. Relaxing the assumption of exact unit roots is known to create two difficulties. Firstly, if we work with a sequence of models in which Λ LU = I + n −1 C, then standard efficient estimators of the cointegrating relationships (such as FM-OLS, DOLS and ML) will remain consistent but have an asymptotic bias. Associated inferences on the cointegrating relations can be severely size distorted, depending on the magnitude of C, which cannot be consistently estimated (Elliott, 1998) . This lack of robustness to departures from exact unit roots is particularly disturbing because it arises in models that cannot be consistently distinguished from those with exact unit roots.
Secondly, there is an even deeper problem of identification. If we instead regard Λ LU as being fixed, rather than drifting towards I q , how are we to even define the 'cointegrating relationships' among the elements of y t ? If all the roots of Φ are strictly inside the unit circle -as would now be permitted -then all linear combinations of y t would be I(0), and Φ(1) would have full rank.
The first two characterisations of the cointegrating space given above thus no longer describe something that could be estimated; indeed, both would identify the cointegrating space with the whole of R p .
Our proposed resolution to both these problems, of non-robustness and non-identification, is to rely instead on our third and fourth characterisations of the cointegrating space as a basis for identifying and estimating the long-run equilibrium relationships among the elements of y t .:Consider relaxing CV as follows, so as to allow the VAR to have some roots 'near' but not necessarily equal to unity.
Assumption QC. Let ρ ∈ (0, 1] be given.
Let Λ LU denote a real (q × q) matrix whose eigenvalues correspond to the roots of Φ that are in L ρ LU , and let R LU and L LU be p × q matrices that satisfy (2.4)-(2.6).
QC1 is plainly the analogue of CV1: whereas we previously assumed q roots at unity, this is now relaxed to q roots in the vicinity of unity; indeed it may be shown that CV is a special case of QC with ρ = 1 (Lemma A.3). The requirement that Λ LU be diagonalisable is required to rule out series that are integrated of order two or higher (see e.g. d 'Autume, 1992 ; such series are also excluded by CV, which implies that Λ LU = I q as noted). For ρ < 1 but 'close' to unity, a model satisfying QC will thus inherit the main qualitative features of the cointegrated VAR model: the high persistence of {y t }, and the lesser persistence of r linear combinations of {y t }, where this is understood in terms of (2.2) above. Accordingly, the subspace S r spanned by the r 'least persistent' linear combinations of y t remains an interesting object in the setting of QC; that it is well defined is guaranteed by the following result, the proof of which is given in Appendix A.
Proposition 2.1. Suppose DGP and QC hold. Then S r = (sp R LU ) ⊥ .
By construction, the vectors in S r retain similar characteristics to the cointegrating relationships, in the sense that for each b ∈ S r , b T y t will be less persistent than y t itself. We shall henceforth term the elements of S r the quasi-cointegrating relationships, and refer to S r itself as the quasi-cointegrating space, denoted QCS := S r = (sp R LU ) ⊥ .
Henceforth let β ∈ R p×r denote a matrix of rank r whose columns span the QCS, and which therefore has the property that β T R LU = 0.
It might be argued that the requirement that Φ have q roots 'near' unity -in the sense of lying in L ρ LU -is unnecessary; indeed it is not required for the identification of the QCS, as we have defined it above. However, for the concept of quasi-cointegration to be empirically interesting, in the sense of identifying relationships between series that can be plausibly regarded as 'long-run equilibrium' relationships, it would seem necessary that the quasi-cointegrated series should be measurably less persistent than the original series themselves. Thus we are really interested in modelling a situation where there is a high degree of persistence in the data, but where this persistence can be significantly reduced by taking appropriate linear combinations of the series.
What is regarded as 'persistent' and 'transitory' is left to researcher, to be expressed through the chosen value for ρ (see Section 3.4).
Connections to the literature
Extensions of the basic I(0)/I(1) CVAR model, in which the persistence in y t is generated by some characteristic roots that are not at real unity, have previously been developed in the literature on seasonal cointegration. Johansen and Schaumburg (1999) consider a VAR with roots at the points {z m | m = 1, . . . , q} on the complex unit circle, and develop a version of the GJRT in which y t is decomposed into a sum of persistent nonstationary processes of the formz t m t s=0 z s m ε s . They develop likelihood-based inference on the (possibly complex-valued) 'seasonally cointegrating vectors' that eliminate the nonstationary component associated to z m , for each m separately. Somewhat related work by Nielsen (2010) considers a VAR with q unit roots and one real explosive root at λ > 1, and gives a decomposition of y t into q integrated and one explosive linear process (his Theorem 1), which in the special case of a model initialised at zero with no deterministic terms simplifies to
where w t ∼ I(0), and C 1 , C λ ∈ R p×p with rk C 1 = q and rk C λ = p−1. His focus is on inference on the p−1 'coexplosive vectors' β λ that eliminate that common explosive component, i.e. for which β T λ C λ = 0, but which do not necessarily eliminate the common I(1) components. By comparison, the approach taken in the present work would amount to finding the β that eliminates both the I(1) and explosive components simultaneously, i.e. for which β T C 1 = β T C λ = 0.
As noted in the introduction, there have been relatively few attempts to address the problems identified by Elliott's (1998) paper: most notably Wright (2000) , Magdalinos and Phillips (2009) , Müller and Watson (2013) and Franchi and Johansen (2017) . Insofar as they also consider a VAR model with some characteristic roots near unity, the paper by Franchi and Johansen (2017) is perhaps most closely related to the present work. Their setting is a VAR(1) model, written in error correction form as
where α, β ∈ R p×r and α 1 , β 1 ∈ R p×q have full column rank, and Γ ∈ R q×q . When Γ = 0, the model specialises exactly to the CVAR model of Section 2.2 with q unit roots and CS = sp β.
Departures from this in the direction of a model with some roots 'near' but not equal to unity are permitted by allowing some elements of Γ to be nonzero, with the consequence that Π need no longer be of reduced rank. As is acknowledged by the authors, there is an identification problem here if each of α, β, α 1 , β 1 and Γ are freely varying. They accordingly treat α 1 and β 1 as known, which restores identification and facilitates likelihood-based inference on each of α, β and Γ. While a priori knowledge of α 1 and β 1 may indeed be available in certain situations, its unavailability in general is why we have introduced (2.2) as a kind of identifying criterion in the present work. Indeed, unless we work with a drifting sequence of models in which Γ = Γ n → 0 (as do Franchi and Johansen), it is not entirely clear how β in (2.8) is interpretable in terms of 'long run' relationships between the elements of x t . Magdalinos and Phillips (2009) work with a triangular model of the form
T is weakly dependent. When R n = I q , this model encompasses the I(0)/I(1) CVAR model with q unit roots, but allows for a more general semiparametric treatment of the model's short-run dynamics; when R n = I q + n −1 C, this is also the framework of Elliott (1998) . Beyond certain weak summability conditions (their Assumption LP), the dynamics of u t are otherwise unrestricted, and it is assumed that R n drifts towards I q , though possibly at a much slower rate than n −1 , as n → ∞. Magdalinos and Phillips (2009) show that, under these assumptions, it is possible to obtain an asymptotically mixed normal estimate of A, using instruments that are constructed by filtering x 2t ; they term this the 'IVX' estimator of A. The price of the greater generality afforded by their triangular model is that R n → I q becomes, in a certain sense, necessary for identification of A. Indeed, if R n is fixed with eigenvalues strictly less than unity, it is not clear how A should be defined, since in this case all linear combinations of x t are weakly dependent (in the sense of their Assumption LP).
Finally, Müller and Watson (2013) consider a very general setting, which goes well beyond the framework of the VAR model, in which the 'common trends' in x t are permitted to belong to a broad family of processes. A consequence of this generality is that these authors conceptualise 'cointegration' in terms somewhat different from quasi-cointegration, and the two definitions do not always agree. Essentially, Müller and Watson define x t to be 'cointegrated' with cointegrating relations β ∈ R p×r , if n −1/2 ⌊nr⌋ t=1 β T x t converges weakly to a Brownian motion, while the common trends n −1/2 β T ⊥ x ⌊nr⌋ converge weakly to a cadlag process (where β ⊥ ∈ R p×q has rk β ⊥ = q and β T ⊥ β = 0). In the context of our CVAR model, where QC holds for some ρ < 1, n −1/2 ⌊nr⌋ t=1 x t converges weakly to a Brownian motion if all the roots are strictly inside the unit circle; so in such a case there is no 'cointegration' in the sense of these authors, even though quasi-cointegrating relationships are well defined. On the other hand, if the largest q roots of Φ are localised to unity at rate n −1 (though not more slowly), then it appears that their 'cointegrating' vectors coincide with our quasi-cointegrating vectors. Regarding inference on β, these authors develop and justify an approach that builds a confidence set for β by inverting a stationarity test for β T x t . This is similar to an approach originally proposed by Wright (2000) , but utilises a test statistic that is deliberately based on only a fixed number of low-frequency cointegrated var without unit roots weighted averages of the data.
Estimation and inference 3.1 Formulation of the likelihood
As with the CS in a cointegrated VAR model, inference on the QCS in our more general setting will be based on the normal model likelihood (or quasi-likelihood, if ε t is not in fact normally distributed). Recall that the 'structural' model (2.1) has the 'reduced form'
(3.1)
To allow for a more streamlined exposition, we shall focus on the case where the reduced form model (3.1) is estimated with an unrestricted intercept and trend, while maintaining that the DGP is the structural model (2.1), thus excluding the possibility of a quadratic trend in y t . A discussion of how our results would be affected by alternative treatments of the deterministic terms is deferred to Section 3.7 below.
Up to irrelevant constants, the concentrated loglikelihood is
The QCS depends only on Φ, and the main (asymptotic) results of this paper are not sensitive to the method used to estimate Σ, provided that it is estimated consistently. In what follows, we shall generally assume that the unrestricted ML estimatorΣ n (i.e. the OLS variance estimator) is used, which simplifies some proofs and the numerical implementation of the inferential procedure outlined in Section 3.5. Henceforth, let ℓ * n (Φ) := ℓ n (Φ,Σ n ); for convenience we shall refer to maximisers of ℓ * n as 'maximum likelihood estimators'.
QCS as a functional of the VAR coefficients
Under QC, the QCS is well defined and has dimension q. Since any basis β ∈ R p×q for the QCS is only identified up to its column space, and has rank q, it is convenient to impose the
so that inference on the QCS reduces to inference on the elements of the matrix A ∈ R r×q . This is not restrictive -i.e. it is indeed merely a 'normalisation' -if the QCS does not contain any nonzero vectors whose first r elements are all zero, as will be the case if the elements of y t are ordered appropriately; we shall maintain this throughout the following. Since R LU has rank q and β T R LU = 0, (3.2) can be equivalently expressed as
So long as the roots in L ρ LU remain separated from those in L ρ ST , the column space of R LU depends smoothly on the VAR coefficients. To express this rigorously, let λ i (Φ) denote the ith root of the characteristic polynomial associated to the VAR with coefficients Φ, when these are placed in descending order of modulus, and set G T := [0 r×q , I q ]. For a given ρ ≤ 1, define P ⊂ R p×kp to be the set of VAR coefficients such that:
Then P is open, and since G T R LU has full rank, we may choose (R LU , Λ LU ) to be additionally consistent with the normalisation (3.3). The conditions defining
In this way, inference on the QCS may be rephrased in terms of inference on the parameters A = A(Φ) defined by a smooth nonlinear transformation of the VAR coefficients.
Local-to-unity asymptotics
The QCS, and the associated coefficient matrix A, remain identified so long as the roots of Φ separate in the manner prescribed by QC. In particular, there is no requirement that the roots in L ρ LU should drift towards unity at any rate, as n → ∞. However, the distributions of estimators and test statistics will typically be affected by the proximity of those q largest roots to unity, even in very large samples: we therefore need to work with a sequence of models that allows this dependence to be preserved in the limit. We shall accordingly develop our asymptotics under
letting R n,ST , Λ n,ST and L n = [L n,LU , L n.ST ] be such that (2.4)-(2.6) hold for each n:
(iii) R n,ST = R ST and Λ n,ST = Λ ST are fixed, and the eigenvalues of the latter lie strictly inside the complex unit circle.
Under LOC, y t can be decomposed into a sum of deterministic, nearly integrated and stationary components. Indeed, we have in general that .4) . Under LOC specifically, we have the joint weak convergences
for E a Brownian motion with variance Σ, and L LU = lim n→∞ L n,LU ; thus
so that z LU,t and x t are nearly integrated. Although Φ n,LU = R LU Λ k n,LU depends on n, its column space does not, and
( 3.9) Thus, analogously to the GJRT, (3.6) decomposes x t (and therefore also y t , upon detrending)
into the sum of a nearly integrated component and an I(0) component; the quasi-cointegrating relations are precisely those that eliminate the nearly integrated common trends from y t .
For developing the asymptotics of likelihood-based inference on A (and Λ LU ), it is convenient to reparametrise the model the model in terms of (Φ LU , Φ ST ), which isolates the nearly integrated and I(0) components of y t . The analysis performed in Appendix C shows that the information matrix in terms of (vectorised) Φ LU and Φ ST is asymptotically diagonal, with the ML estimator Φ n,LU converging at rate n −1 . Locally to the true parameters Φ n , the functionals A(Φ) and Λ LU (Φ) depend only on perturbations of Φ LU (see Lemma B.2), and thus the estimators of these quantities inherit this elevated rate of convergence.
We thus have the following theorem, whose proof appears in Appendix D. In order to state it, letZ C (r) denote the residual of an L 2 [0, 1] projection of each sample path of Z C onto a constant and linear trend. We say that a random vector η is mixed normal with mean zero and
(For a discussion of how to compute the restricted estimates in practice, see Section 3.6 below.)
With probability approaching one,Φ n will lie in P, in which case the estimatorsÂ n := A(Φ n ) andΛ n,LU := Λ LU (Φ n ) are well defined. LetÂ n|Λ 0 := A(Φ n|Λ 0 ) denote the estimate of A implied by the restricted estimatorΦ n|Λ 0 . Define L LU := lim n→∞ L LU (Φ n ) and L LU,⊥ to be any p × r
Theorem 3.1. Suppose DGP and LOC hold. Then
The limiting distribution of the unrestricted ML estimator of A thus depends on C, which cannot be consistently estimated. However, if the correct value of Λ LU is imposed, then the restricted ML estimatorÂ n|Λ n,LU is asymptotically mixed normal; a result that generalises those obtained in the special case when Λ LU = I q is correctly imposed. (See e.g. Johansen, 1995, Thm. 13.3 , noting the differences between that result and (3.11) are entirely a consequence of the different assumptions made on the deterministic terms in the VAR.) Though we shall not give a formal proof here, it may be shown that the model likelihood is locally asymptotically mixed normal (LAMN), so thatÂ n|Λ n,LU also inherits the large-sample efficiency properties familiar from the case of exact unit roots (Phillips, 1991) .
Though part (i) of the preceding result could be used as the basis for inference on A using Wald-type statistics, there are some difficulties with this approach in practice, due to there being no guarantee that the characteristic roots of the unrestrictedly estimated VAR will 'separate' in the manner desired. Since these roots come in conjugate pairs, it may well be the case that when ordered in terms of their complex modulus (or proximity to real unity), the qth and (q + 1)th roots will be complex conjugates, preventing us from isolating the 'first' q roots from the resta problem exacerbated by typically imprecise estimation of these roots (see Onatski and Uhlig, 2012) . Our preferred approach therefore utilises (quasi-) likelihood ratio (LR) tests to perform inference on both Λ LU and A; specifically the statistics
where L denotes an appropriate parameter space for Λ LU (to be discussed in Section 3.4 below).
LR n (Λ 0 ) is thus the usual LR test for H 0 : Λ LU (Φ) = Λ 0 , while LR n (a 0 ; Λ 0 ) corresponds to the LR test of H 0 : a ij (Φ) = a 0 , when Λ LU (Φ) = Λ 0 is maintained under both the null and the 1 RecallZC (r) = ZC(r) − µ0 − µ1r, for µ0 := 1 0 (4 − 6s)B(s) ds and µ1 = 1 0 (−6 + 12s)B(s) ds (see e.g. Elliott, 1998, p. 151) . SinceZC is not adapted, an expression such as Z C (dE) T should be understood as a convenient shorthand for
alternative. The asymptotic distributions of these test statistics are given by the next result;
for given C ∈ R q×q , let
where M 1/2 denotes the principal square root of the positive semi-definite matrix M .
Theorem 3.2. Suppose DGP and LOC hold. Then LR n [a ij (Φ n ); Λ n,LU ] χ 2 1 .
(3.14)
3.4 Parameter space for Λ LU Theorem 3.2 leads naturally to Bonferroni-based inference on A; there is an analogy here with predictive regression, if we regard A and Λ LU as corresponding to the regression coefficients and the autoregressive matrix of the regressor process; indeed the inferential procedure outlined in Section 3.5 below is closely related to the Q-test Bonferroni procedure of Campbell and Yogo (2006) . 2 However, this analogy is imperfect, because in a predictive regression there is no reason to place any restrictions on the parameter space L for Λ LU , beyond perhaps requiring that Λ LU should have all its eigenvalues less than unity. Whereas in the present setting, the eigenvalues of Λ LU should also be bounded from below, if the model is to be consistent with r = p − q linear combinations of the original series being measurably less persistent than the series themselves.
Since the specification of L is of critical importance to the performance of any inferential procedure, we first provide a discussion this issue.
When q = 1 we have L = [ρ, 1], and we need only to choose a lower bound for the largest root of Φ. Via the impulse response function (2.6), ρ can be readily interpreted in terms of the minimum half-life of the most persistent shocks (L T LU ε t ) driving y t , as h := − log 2/ log ρ periods. h may itself be chosen with reference to the extent of robustness that is deemed desirable for the application at hand. For example, in a macroeconomic context, it seems appropriate to allow that the most persistent shocks to y t may not have permanent effects, but still have a half-life somewhat longer than the average duration of the business cycle: with postwar US data of annual frequency, this might justify setting h = 8 or 10 and thus ρ = 2 −1/h = 0.917 or 0.933.
When q ≥ 2, L is some set of matrices with eigenvalues lying in the interval [ρ, 1] . In this case, the same considerations as when q = 1 should inform the choice of ρ, but this does not fully determine L . One possibility is to take L to be the subset L d of real, diagonalisable q × q matrices. A potential difficulty with L d is that is that some non-diagonalisable matrices are in its closure, as can be seen e.g. by taking the limit of [ λ+ǫ 1 0 λ−ǫ ] as ǫ → 0. This in effect permits departures from the I(0)/I(1) cointegrated VAR model in the direction of a model with some I(2) components -whereas the concern of this paper is with departures from that model in the direction of stationarity. We therefore regard either the subsets of L d consisting of the normal (L n ) or symmetric (L s ) matrices as being more appropriate choices, the only difference between the two being that the former allows for complex eigenvalues. 3 (Of course, in both cases Λ LU is itself a real matrix.)
Point estimates and confidence intervals
Having specified L , 'unrestricted' point estimates for the model parameters can be computed aŝ Φ n|L := argmax {Φ∈P|Λ LU (Φ)∈L } ℓ * n (Φ), and the implied estimates for A recovered by applying an invariant subspace decomposition toΦ n|L . Details on the numerical implementation of this calculation are given in the following section. We may also use Theorem 3.2 to develop Bonferroni-based inference on a given element a ij of A. Let
denote a 1 − α 1 confidence set for Λ, and a 1 − α 2 confidence set for a ij conditional on an imposed Λ 0 ∈ L ; here c τ and χ 2 1,τ denote the τ th quantiles of the distribution in (3.13) and a χ 2 1 distribution, respectively. As is well known, a Bonferroni-based confidence interval for a ij , with level 1 − α, can then be constructed as
C a ij |Λ 0 (α 2 ), by taking α 1 + α 2 = α. Since this yields inferences on a ij that are necessarily conservative, refinements along lines proposed by Cavanagh, Elliott, and Stock (1995) and Campbell and Yogo (2006) in the context of predictive regression (an approach that has since been further extended by McCloskey, 2017), will be considered by the authors in a subsequent paper, and their finite-sample performance evaluated in comparison with that of other possible approaches (and with 'conventional' approaches that impose Λ LU = I q ).
Numerical implementation
Computation of C B (α 1 , α 2 ) involves maximising ℓ * n (Φ) subject to the restrictions that Φ ∈ P and Λ LU (Φ) = Λ 0 for some specified Λ 0 ∈ L , and possibly also that a ij (Φ) = a 0 for some a 0 ∈ R. To implement this numerically, we suggest introducing the constraint
which is is derived from (2.5) and (3.3) above: it forces Φ(λ) to have roots at the eigenvalues of Λ 0 , and the associated R LU matrix to respect the normalisation (3.3). Then proceed as follows:
(i) Given A ∈ R r×q and Λ 0 ∈ L , maximise ℓ * n (Φ) over Φ ∈ R p×kp , subject to (3.15), to obtained the restricted MLEΦ n|A,Λ 0 . (A straightforward calculation, since (3.15) is a linear restriction on Φ: see Lütkepohl, 2007, Ch. 7.) (ii) As the 'outer loop' of the optimisation procedure, compute
( 3.16) The maximum of ℓ * n (Φ) subject to Λ LU (Φ) = Λ 0 and a ij (Φ) = a 0 can be computed similarly, by holding a ij constant in (3.16). Point estimates of Φ can be calculated by maximisingΦ n|A,Λ 0 over both A and Λ 0 .
When q = 1, and in the special case where Λ 0 = λ 0 I q , (3.16) can be even more simply calculated. In this case, we may rewrite the reduced form model (3.1) as
where ∆ λ 0 y t := y t −λ 0 y t−1 denotes a quasi-difference (see Theorem 1 and Corollary 2 of Johansen and Schaumburg, 1999, which hold even if λ 0 does not lie on the unit circle). Since Φ(λ 0 ) has rank p−q = r, ℓ * n (Φ) can then be efficiently maximised, subject to Λ LU (Φ) = λ 0 I q , via a reduced rank regression, exactly as in Johansen (1995, Ch. 6) .
When q ≥ 2, some care needs to be taken with the parametrisation of L . If we take this to be either the set of real normal (L n ) or symmetric (L s ) matrices, then each Λ LU ∈ L can be expressed as Λ LU = QD LU Q T , where Q ∈ R q×q is an orthogonal matrix (Q T Q = I q ) and D LU is a block diagonal, with blocks that are either: 1×1 and equal to each of the real eigenvalues of Λ LU , or (2 × 2) and of the form [ a b
−b a ], if Λ LU has a pair of complex eigenvalues at λ = a ± ib (Horn and Johnson, 2013, Thm. 2.5.6 and 2.5.8). Since Q can be constructed from q plane rotations (Horn and Johnson, 2013, Prob. 2.1.P29), both L n and L s can thus be expressed in terms of of q(q + 1)/2 free parameters lying in a compact set.
Deterministic terms
For the cointegrated VAR with exact unit roots, Johansen (1995, Sec. 5 .7) develops a hierarchy of models -in his notation, H 2 ⊂ H * 1 ⊂ H 1 ⊂ H * ⊂ H -ordered according to their treatment of the deterministic terms in the reduced form model (3.1). In our more general setting where Λ LU = I q is not required, these models take on a slightly altered expression, and not all are realisable through restrictions on the model parameters.
To discuss how the deterministic terms might be treated, and possible the consequences of this for inference, we first recall that the mapping from the 'structural' VAR (2.1) to the 'reduced form' VAR (3.1) implies that There is a fourth important case, which sits in between the first two, in which a linear trend is present in y t but is assumed to be eliminated by the quasi-cointegrating relationships, whence β T δ = 0. Since β spans the orthocomplement of R LU , this is equivalent to requiring d ∈ sp Φ(1)R LU . If we assume exact unit roots, then Φ(1)R LU = 0 (from (2.5) above) and this restriction can be imposed simply by estimating the reduced form VAR without a trend (as in Johansen's model H 1 ). However, in our setting with non-unit roots this restriction cannot be so simply expressed, because Φ(1) may have full rank; all that can be said is that d ∈ sp Φ(1)R LU .
Estimation under this restriction is accordingly more involved, and we leave the development of the asymptotics of our procedure in this case for future work.
Conclusion
This paper has developed a characterisation of cointegration that extends naturally to a VAR with non-unit roots, under which the long-run equilibrium relationships between the series are identified with those directions in which the implied impulse responses decay most rapidly. The subspace spanned by those directions, which we have termed the quasi-cointegrating space, can be estimated by maximum likelihood. Likelihood-based inference faces similar challenges to inference in predictive regressions, and the performance of procedures developed in that context, modified so as to be applicable to the present setting, will be evaluated by the authors in a subsequent paper.
References Appendices
Notation. For x ∈ R p and A ∈ R p×p , x denotes the Euclidean norm and A := sup x =1 Ax the induced matrix norm.
A Representation theory
This section provides results that support some of the assertions made in the course of Sections 2 and 3, and which are auxiliary to results proved in the following appendices. Some are well known, but are collected here for ease of reference. Proofs follow at the end of this appendix.
For VAR coefficients Φ :
denote the associated companion form matrix. For a collection of m × n matrices Z 1 , . . . , Z k , let
so that taking x t := col{x t−i } k−1 i=0 , we may write (2.1) as
Let λ i (Φ) denote the ith root of the characteristic polynomial associated to Φ, when these are placed in descending order of modulus.
Lemma A.1. Suppose that |λ q (Φ)| > |λ q+1 (Φ)| for some q ∈ {1, . . . , p}. Then there exist there matrices R ∈ R p×kp , Λ ∈ R kp×kp and L ∈ R p×kp such that:
(ii) the following hold:
is invertible, and L equals the first p rows of L := (R −1 ) T ;
(iv) F (Φ) = RΛL T ; and
(v) in the model (2.1), IRF s := ∂y t+s /∂ε t = RΛ k−1+s L T for s ≥ 1.
Further, the matrices R * ∈ R p×kp , Λ * ∈ R kp×kp and L * ∈ R p×kp satisfy conditions (i)-(v) if and only if there exists an invertible kp × kp matrix Q = diag{Q LU , Q ST }, where Q LU ∈ R q×q , such that R * = RQ, Λ * = Q −1 ΛQ and L * = L(Q T ) −1 .
For a given Φ, and its associated companion form F = F (Φ), we shall routinely partition the matrices appearing in Lemma A.1 as
where each of R LU , R LU , L LU and L LU have q columns, i.e. the partitioning is conformable with that of Λ = diag{Λ LU , Λ ST }. This partitioning, in conjunction with parts (ii) and (v) of the preceding lemma, yields (2.5) and (2.6) above. Moreover, we may write part (iv) as
which decomposes F with respect to the invariant subspaces associated to the eigenvalues of Λ LU and Λ ST .
. . , p}, the eigenvalues of Λ 0 ∈ R q×q are all greater than |λ q+1 (Φ)| in modulus, and R 0 ∈ R p×q is a full column rank matrix such that For the next result, recall the definition of S r given in the context of (2.2) above.
Lemma A.3. Suppose DGP holds.
(i) If QC holds for some ρ ∈ (0, 1], then S r = (sp R LU ) ⊥ .
(ii) If CV holds, then CS = S r = (sp R LU ) ⊥ , and QC holds with ρ = 1. 
Proof of Lemma A.1. Let J denote a (kp × kp) real Jordan matrix similar to F , each of whose diagonal blocks correspond to roots of Φ(·), so that P −1 F P = J for some P ∈ R kp×kp . We may take the diagonal blocks of J to be ordered such that J = diag{J LU , J ST }, where J LU ∈ R q×q has all its eigenvalues in L ρ LU . Letting X := [0 p · · · 0 p I p ]P we have by Gohberg, Lancaster, and Rodman (1982, Thm. 1.24 and 1.25 ) that the matrices (X, J) form a standard pair for Φ(·). 4 Therefore,
is well defined. By Gohberg, Lancaster, and Rodman (1982, Prop. 2 
Parts ( Since Λ 0 and Λ ST must be similar to the blocks J LU and J ST of the real Jordan form of F , as introduced in the proof of Lemma A.1, the result then follows by the same arguments as were given in that proof.
Proof of Lemma
Since the spectral radius of Λ ST is strictly less than ρ, we have by Horn and Johnson (2013, Horn and Johnson, 2013) . The eigenvalues of Λ T LU Λ LU = Λ LU Λ T LU are therefore of the form |λ| 2 , for λ an eigenvalue of Λ LU , and thus λ min (Λ T LU Λ LU ) ≥ ρ 2 , where λ min (M ) denotes the smallest eigenvalue of a positive-definite matrix M . Therefore letting x : (ii). Since rk Φ(1) = p − q under CV2, there exists R LU ∈ R p×q having rank q such that
where = (1) follows by taking Λ LU = I q . By a similar argument, here exists a L LU ∈ R p×q with rk L LU = q and L T LU Φ(1) = 0. CV is thus a special case of QC with ρ = 1. S r = (sp R LU ) ⊥ therefore follows immediately from part (i) of the lemma. Finally, recall from the second characterisation of the cointegrating space given in Section 2.2 that CS = {ker Φ(1)} ⊥ . By (A.11) this also coincides with (sp R LU ) ⊥ .
Proof of Lemma A.4. By (A.2) and Lemma A.1,
Since Λ = diag{Λ LU , Λ ST }, it is clear that (3.7) holds for z LU,t and z ST,t as defined in the lemma.
Further, taking the first p rows of (A.2) and using Lemma A.1 again yields
Proof of Proposition 2.1. This is an immediate corollary of Lemma A.3.
B Perturbation theory
Recall the definition of P ⊂ R p×kp given in Section 3.2. The normalisation (3.3) entails that
which by Lemmas A.1 and A.2 uniquely determines R LU = [ A Iq ] and Λ LU as a function of Φ ∈ P. As in Section 3.2, we shall denote the implied mappings by R LU (Φ), A(Φ), Λ LU (Φ),
Our first result is that these are smooth (i.e. infinitely differentiable); its proof and those of the subsequent lemmas appear at the end of this appendix. Our next result gives the first derivatives of the maps A(Φ) and Λ LU (Φ); it is closely related to Theorem 2.1 in Sun (1991) . To express these derivatives more concisely, let (ii) the first differentials of A(·) and Λ LU (·) at Φ = Φ 0 satisfy 5 vec(dA) When Λ LU (Φ) = I q , the pq × pq matrix J(Φ) simplifies as follows.
Then J(Φ) is nonsingular, and
Proof of Lemma B.1. We first prove P is open. For F ∈ R kp×kp , let λ i (F ) denote the ith eigenvalue of F , when these are placed in descending order of modulus. Let F denote the set of kp × kp matrices such that (i) |λ q+1 (F )| < |λ q (F )|; and there exist Λ LU ∈ R q×q and R LU ∈ R kp×q such that
In view of Lemma A.1, Φ ∈ P if and only if the companion form matrix F (Φ) is in F . Since F (·) is trivially continuous, it suffices to show that F is open.
To that end, fix F 0 ∈ F , and let R 0,LU and Λ 0,LU denote matrices satisfying (ii) and (iii) above. By the continuity of eigenvalues and simple invariant subspaces (Theorems IV.1.1 and V.2.8 in Stewart and Sun, 1990) , for every ǫ > 0 there exists a δ > 0 such that whenever F − F 0 < δ, F satisfies requirements (i) and (ii) above, with associated R LU such that R LU − R 0,LU < ǫ. Since the set of full rank matrices is open, we may take ǫ > 0 sufficiently small such that (iii) also holds. Thus F ∈ F , and so F 0 is an interior point of F ; deduce F is open.
We turn next to the smoothness of A(Φ) and Λ LU (Φ). For F 0 ∈ F we have the invariant subspace decomposition (as per (A.5) above)
where R 0,LU and Λ 0,LU satisfy (ii)-(iii) above. Since (iii) holds, we may choose R 0,LU such that G T R 0,LU = I q ; note that L T 0 R 0 = I kp (as per Lemma A.1(iii)) implies L T 0,LU R 0,LU = I q . Define the maps
so that H(R 0,LU , Λ 0,LU ; F 0 ) = H * (R 0,LU , Λ 0,LU ; F 0 ) = 0; but note that these maps need not otherwise agree, since they impose distinct normalisations on R LU . Once we have shown that the Jacobian of H * with respect to (R LU , Λ LU ) is nonsingular at (R 0,LU , Λ 0,LU ; F 0 ), it will follow by the implicit mapping theorem (Lang, 1993 , Thm. XIV.2.1) that there exists a neighbourhood N ⊂ F of F 0 and smooth functions R * LU : N → R kp×q , Λ * LU : N → R q×q such that
for all F ∈ N ; by the continuity of R * LU (·), we may choose N such that rk{G T R * LU (F )} = q for duffy and simons all F ∈ N . Thus
are well defined for all F ∈ N , and have the property that immediately, and that of A(Φ) by noting that it corresponds to rows (k − 1)p + 1 to (k − 1)p + r of R LU (Φ). It thus remains to verify that the Jacobian of H * with respect to (R LU , Λ LU ) is nonsingular at (R 0,LU , Λ 0,LU ; F 0 ). Matrix differentiation gives
The Jacobian is nonsingular if dH * = 0 implies dR LU = 0 and dΛ LU = 0. To that end, suppose dH * = 0. Then 0 = dH * 2 = L T 0,LU (dR LU ), and
and similarly, by (B.4) above, from which it follows that dR LU = 0, since L 0 is nonsingular.
Proof of Lemma B.2. (i). We have
is by hypothesis, and = (2) by Lemma A.1. Since |λ q+1 (Φ)| < |λ q (Φ 0 )| = |λ q (Λ 0,LU )| and Φ ∈ P, the result then follows by Lemma A.2.
(ii). Analogously to (B.5) above, define
By the argument given in the proof of Lemma B.1, there are smooth maps
, but otherwise these maps need not agree. Since the maps R * LU (Φ) and Λ * LU (Φ) are easier to work with, we first obtain the derivatives of these, and subsequently those of A(Φ) and Λ LU (Φ) via renormalisation, analogously to (B.6)-(B.7).
Setting the total differential of H * to zero gives
where F 0 := F (Φ), whence by similar arguments as were given in the proof of Lemma B.1, By the structure of the companion form matrix, L T 0,ST F (dΦ)R 0,LU = L T 0,ST (dΦ)R 0,LU . Since R is given by the final p rows of R, we have
To compute the Jacobian of A(Φ), note that by partitioning the p × p identity matrix as
The first part of (B.3) follows immediately from (B.11) and (B.12). For the Jacobian of Λ LU (Φ), note that (as per (B.7) above)
Recognising that G T (dR * LU ) = G T (dR * LU ) and vectorising, we have That J(Φ) is nonsingular will follow once we have shown that the (p × p) matrix
is nonsingular. We first note the following facts. Since Φ ∈ P with Λ LU (Φ) = I q , it follows from (B.1) that rk Φ(1) ≤ p − q. Since Φ(·) has exactly q roots at unity, the reverse inequality holds by Corollary 4.3 of Johansen (1995) , whence rk Φ(1) = p − q. Thus CV holds: this implies that sp β = sp Φ(1) T and rk L LU = q (see Lemma A.3 and the characterisation of the CS discussed in Section 2.2). Now let c ∈ R p be such that Kc = 0, so that in particular L T LU c = 0. Since rk Φ(1) + rk L LU = p, while (2.5) with Λ LU = I q implies L T LU Φ(1) = 0, it follows that c ∈ sp Φ(1), i.e. c = Φ(1)b for some b ∈ R p . By Gohberg, Lancaster, and Rodman (1982, Thm 2.4) , Φ(µ) −1 = R(µI − Λ) −1 L T for any µ not a root of Φ(·). Since the columns of the quasi-cointegrating matrix β are orthogonal to R LU , we have
by the continuity of the r.h.s., as µ → 1, since Λ ST has no eigenvalues at unity. Hence
But sp β = sp Φ(1) T , so we must have Φ(1)b = 0. Thus c = 0, from which it follows that K is nonsingular.
C Asymptotics
The assumptions DGP and LOC are maintained throughout this appendix. We first recall some notation. Let Φ 0 := lim n→∞ Φ n , where {Φ n } is the sequence specified by LOC. Let R n := [R LU (Φ n ), R ST ] and Λ n := diag{Λ n,LU , Λ ST } be as in LOC. Take R n := col{R n Λ k−i n } k i=1 and L n := (R T n ) −1 as in Lemma A.1, and partition these as R n = [R n,LU , R n,ST ] and L n = [L n,LU , L n,ST ] (as per (A.4)); note that both these matrices are convergent.
Let z LU,t := L T n,LU x t and z ST,t = L T n,ST x t be as in Lemma A.4 (for Φ = Φ n ); these follow the autoregressions given in (3.7). Recall E ∼ BM(Σ) and Z C (r) := r 0 e C(r−s) L T LU dE(s) from (3.8). For i ∈ {LU, ST}, letz i,t denote the residual from an OLS regression of {z LU,t−1 } n t=1 onto a constant and linear trend. Recall thatZ C denotes the residual from an L 2 [0, 1] projection of each sample path of Z C onto a constant and linear trend. As in Section 3.1, letΣ n denote the unrestricted MLE for Σ, i.e. the OLS residual variance matrix estimator.
Proofs of the following results appear at the end of this section.
Lemma C.1. The following hold jointly:
as weak convergences on the space of right-continuous functions [0, 1] → R m (with respect to the uniform topology); and
where Ω := lim n→∞ var(z ST,n ) and ξ is independent of E.
Now define the reparametrisation
which is reversed by setting Φ = Φ n + vec −1 (ϕ)L T n , where vec −1 (x) maps x ∈ R kp 2 to the matrix X ∈ R p×kp for which vec(X) = x. The parameter space for ϕ is the open set
and the true parameters correspond to ϕ = 0. Although P n depends on n, since Φ n → Φ 0 ∈ P
and P is open (Lemma B.1), there is an ǫ > 0 such that P n contains a ball of radius ǫ centred at the origin, for all n sufficiently large. Let
Define D n := diag{nI #LU , n 1/2 I #ST }, where #LU := pq and #ST := p(kp − q) correspond to the dimensions of the vectors ϕ LU and ϕ ST respectively.
Lemma C.2. There exist S n and H n such that for all ϕ ∈ P n ,
for ξ as in Lemma C.1.
Define the constraint maps
and the associated restricted parameter spaces P n|θ := {ϕ ∈ P n | θ n (ϕ) = 0} P n|θ,γ := {ϕ ∈ P n | θ n (ϕ) = 0 and γ n (ϕ) = 0}.
Letφ n ,φ n|θ andφ n|θ,γ denote exact maximisers of ℓ * n (ϕ) over the sets P n , P n|θ and P n|θ,γ respectively: which may be shown to exist at least with with probability approaching one (w.p.a.1), and may be arbitrarily defined otherwise.
Proposition C.2. Let {Φ n } be as in LOC, Φ 0 := lim n→∞ Φ n ∈ P, and {Φ n } a random sequence in P withΦ n = Φ n + o p (1). Then
where R n,LU := R LU (Φ n ).
Proof of Lemma C.1. (i)-(iv) follow by Donsker's theorem for partial sums, Lemma 3.1 in Phillips (1988) and the continuous mapping theorem; (v) by the martingale central limit theorem (Hall and Heyde, 1980, Thm. 3.2) ; and (vi) by arguments similar to those given in Section 3.2.2 of Lütkepohl (2007) .
Proof of Lemma C.2. Let Φ i := ΦR n,i and Φ n,i := Φ n R n,i for i ∈ {LU, ST}. Then
Twice differentiating the r.h.s. (as in Lütkepohl 2007, Sec. 3.4 ) with respect to Φ LU and Φ ST , and noting that ϕ i = vec(Φ i − Φ n,i ), we thus have
andε t denotes the residual from an OLS regression of {ε t } n t=1 on a constant and a linear trend; = (1) holds because each element ofz LU,t−1 andz ST,t−1 is orthogonal to a constant and linear trend. The stated convergences of S n and H n then follow by Lemma C.1 and the continuous mapping theorem.
Proof of Lemma C.3. By Lemma C.2, we have
Let M < ∞ and ǫ > 0. Since D n = diag{nI #LU , n 1/2 I #ST }, S n = O p (1) and H n H is positive definite w.p.a.1, it is evident that
Deduce that D nφn = O p (1). Since P n|θ,γ ⊂ P n|θ ⊂ P n and 0 ∈ P n|θ,γ , that D nφn|θ and D nφn|θ,γ are stochastically bounded follows by the same argument.
Proof of Lemma C.4. (i). Since Φ n → Φ 0 , L n → L 0 and Λ LU (·) is continuously differentiable (Lemma B.1),
where = (1) follows by Lemmas B.2 and B.3. The probability limit of ∇ ϕ γ n (φ n ) follows similarly.
(ii). By Lemma C.3 and the remarks following (C.2), there exists a ball B(0, ǫ) of radius ǫ > 0, centred on the origin, such that B(0, ǫ) ⊂ P n for all n sufficiently large, and P{φ n|θ ∈ B(0, ǫ)} → 1. We may take ǫ sufficiently small that Φ ϕ := Φ n + vec −1 (ϕ)L T n has |λ q+1 (Φ ϕ )| < |λ q (Φ n )| for all n sufficiently large, for all ϕ ∈ B(0, ǫ). In particular, suppose ϕ LU = 0; then (Φ ϕ − Φ n )R n,LU = 0 and we have by Lemma B.2(i) that Λ LU (Φ ϕ ) = Λ LU (Φ n ) = C/n. It follows that θ n (0,φ n,ST|θ ) = 0 w.p.a.1., whence 0 = θ n (φ n,LU|θ ,φ n,ST|θ ) = θ n (φ n,LU|θ ,φ n,ST|θ ) − θ n (0,φ n,ST|θ ) = [Θ + o p (1)] Tφ n,LU|θ = Θ Tφ n,LU|θ + o p ( φ n,LU|θ ) by part (i) of the lemma and a mean value expansion. Hence, letting Q Θ and Q Θ,⊥ denote the matrices that orthogonally project from R #LU onto sp Θ and (sp Θ) ⊥ respectively, we have
Proof of Proposition C.1. (i). Immediate from Lemma C.2.
(ii). As in the proof of Lemma C.4(ii), we may take ǫ > 0 such that B(0, ǫ) ⊂ P n for all n sufficiently large, and P{φ n|θ ∈ B(0, ǫ)} → 1. Hence w.p.a.1.,φ n|θ satisfies the first-order conditions for a constrained interior maximum, ∇ ϕ ℓ * n (φ n|θ ) = D n S n − D n H n (D nφn|θ ) = ∇ ϕ θ n (φ n|θ )µ n ,
Proof of Proposition C.2. Recall the definitions of R n = [R n,LU , R n,ST ] and L n = [L n,LU , L n,ST ]
given at the beginning of this appendix. Since I kp = R n,LU L T n,LU + R n,ST L T n,ST , we may writẽ Φ n = Φ n + [(Φ n − Φ n )R n,LU ]L T n,LU + [(Φ n − Φ n )R n,ST ]L T n,ST =: Φ n +∆ n,LU +∆ n,ST .
Since∆ n,LU = o p (1) and Φ n → Φ 0 , we have |λ q+1 (Φ n +∆ n,ST )| < |λ q (Φ n )| w.p.a.1, and so by where the second equality holds w.p.a.1, and follows from the continuity of J A (Lemma B.2(iii)), Φ n +∆ n,ST = Φ 0 + o p (1), and R LU (Φ n +∆ n,ST ) = R LU (Φ n ) = R n,LU (w.p.a.1, as implied by Lemma B.2(i)). Finally, sincẽ ∆ n,LU R n,LU = [(Φ n − Φ n )R n,LU ]L T n,LU R n,LU = (Φ n − Φ n )R n,LU , (C.11) the first part of (C.4) follows from (C.9)-(C.11). The proof of the second part is analogous.
D Proofs of theorems
Proof of Theorem 3.1. (i). In the notation of Appendix C,φ n,LU = vec{(Φ n − Φ n )R n,LU }. By Since Φ n → Φ 0 with Λ LU (Φ 0 ) = I q under LOC, we have by Lemma B.3 that
The result then follows from (D.1) and (D.2), by reversing the vectorisation.
(ii). In the notation of Appendix C, maximising ℓ * n (Φ) subject to Λ LU (Φ) = Λ n,LU = I q + C/n corresponds to maximising ℓ n (ϕ) subject to θ n (ϕ) = 0. Thusφ n,LU|θ = vec{(Φ n|Λ n,LU − Φ n )R n,LU }, and so by Proposition C.1(ii)
To determine the distribution of the r.h.s., we note that Θ T ⊥ S LU = whence U and V are independent. In particular, we have from (D.4) that U is independent of Z C . This, combined with the fact that
which proves (3.10).
Finally, note that the preceding holds for any choice of L LU,⊥ ∈ R p×r having full column rank and L T LU,⊥ L LU = 0. Let α := Φ 0 (1)β(β T β) −1 ∈ R p×r , where Φ 0 (1) := lim n→∞ Φ n (1); then L T LU α = L T LU Φ 0 (1)β(β T β) −1 = 0 by (2.5) with Λ LU = Λ LU (Φ 0 ) = I q . Further, rk α = r since sp Φ 0 (1) = sp β, and thus we may indeed choose L LU,⊥ = α. In this case,
where = (1) follows from (B.15) above. Thus (3.11) is proved.
Proof of Theorem 3.2. We first prove (3.13). In the notation of Appendix C, LR n (Λ n,LU ) = 2[ℓ * n (φ n ) − ℓ * n (φ n|θ )]. By Proposition C.1(iii),
where Θ = I q ⊗ L LU , S LU = [Z C (r) ⊗ Σ −1 dE], and H LU = Z CZ T C ⊗ Σ −1 . To obtain the claimed expression for LR, note that where C * := ∆ −1/2 C∆ 1/2 is as in the statement of the theorem, and = (1) follows from e C D = De D −1 CD for any nonsingular D. HenceZ C (r) = ∆ 1/2Z C * (r), whereupon (3.13) follows from (D.5) and the definition of W * .
We next prove (3.14). Maximisation of ℓ * n (Φ) subject to Λ LU (Φ) = I q + C/n and a ij (Φ) = a 0 corresponds, in the notation of Appendix C, to maximisation of ℓ n (ϕ) subject to θ n (ϕ) = 0 and γ n (ϕ) = 0. Therefore by Proposition C.1(iv), Thus vec{H −1/2 Θ,⊥ Θ T ⊥ S LU } ∼ N[0, I qr ] is independent of H LU , and therefore also of Q. The result follows by noting that H 1/2 Θ,⊥ Ξ has rank qr − 1 a.s., whence I qr − Q projects orthogonally onto a subspace of dimension 1, a.s.
