Abstract. In this paper, we consider a competition model between n species in a chemostat that incorporates both monotone and nonmonotone general response functions and distinct removal rates. We show that only the species with the lowest break-even concentration survives, provided that the variation of distinct removal rates relative to the flow rate of the chemostat can be controlled by either the difference between the two lowest break-even concentrations or by a parameter based on the structure of response functions. LaSalle's extension theorem of the Lyapunov stability theory and fluctuation lemma are the main tools.
Introduction.
In this paper, we study the global asymptotic behavior of the following model of n species of microorganisms competing for a single growth limiting nutrient in a chemostat:
pi(S(t)) yi
x i (t),
where S(0) ≥ 0 and x i (0) > 0, i = 1, 2, . . . , n.
In model (1.1), S(t) denotes the concentration of nutrient, and x i (t) denotes the density of the ith population of microorganisms at time t;
pi (S) yi represents the uptake rate of nutrient of the ith population; p i (S) represents the per capita growth rate of the ith population and so y i is a growth yield constant; S 0 and D denote, respectively, the concentration of the growth limiting nutrient in the feed bottle and the flow rate of the chemostat; each constant D i represents the removal rate of species x i .
We make the following assumptions on the response functions p i : The global analysis of this model was given by Hsu, Hubbell, and Waltman [6] in the case when the response functions are of the Michaelis-Menten form, and D i = D for i = 1, 2, . . . , n. The authors showed that only the species with the lowest break-even concentration survives. Thus, in this situation the competitive exclusion principle holds: only one species survives, namely, that species which makes optimal use of the resources. Hsu [5] applied a Lyapunov-LaSalle argument to give a simple and elegant proof of the results in [6] for the case of distinct D i . Armstrong and McGehee [1] proved that the competitive exclusion principle is true for D i = D and arbitrary monotone response functions. Butler and Wolkowicz [2] gave a different proof in the case of arbitrary monotone response functions as well as proved that competitive exclusion principle holds for nonmonotone response functions. However, the analyses in [1] and [2] depend critically on the assumption that D i = D for i = 1, 2, . . . , n. In [9] , Wolkowicz and Lu used the functions
and proved that if λ 1 < S 0 < µ 1 and if it is possible to find constants α i for each i ≥ 2 for which λ i < S 0 , such that
where
then all solutions of (1.1) with
Note that the D i 's need not be identical. The graph of g i (S) is in Fig. 1 . Wolkowicz and Lu [9] identified a class of response functions, including LotkaVolterra, Michaelis-Menten, sigmoidal, and inhibition prototypes of response functions, where such α i in (1.7) can always be found. The graph of g i (S) indicates that such α i possibly can be found for quite a large class of response functions. However, gaps such as in Fig. 1 cannot be expected in all response functions. The question of whether the competitive exclusion principle holds for general response functions as well as differential removal rates still remains open, as noted in a monograph by Smith and Waltman [8] . The interested reader is referred to [8] for the general theory of the chemostat. In a recent paper [10] , Wolkowicz and Xia proved that for monotone response functions, the competitive exclusion principle still holds, even if differential removal rates are permitted, provided the differences in the removal rates are sufficiently small. In the case of only two species, the results in [10] indicate that the competitive exclusion principle holds if
For the case of n (n > 2) species in the chemostat, the results become weaker and dependent on the structure of response functions. In fact, for n ≥ 2, Wolkowicz and Xia [10] proved that the competitive exclusion principle is true if for all j = 2, 3, . . . , n,
j is the unique solution of the equation
In this paper, we generalize [1] , [2] , and [6] by allowing different removal rates, and we generalize [1] and [5] by allowing general response functions. We further extend [10] by providing less restrictive bounds on the differences of the removal rates and by allowing nonmonotone response functions. In particular, by constructing a nontrivial Lyapunov function, we show that for general, not necessarily monotone, response functions, if λ 1 < S 0 < µ 1 and
then the competitive exclusion principle holds for system (1.1). This result is not dependent on the structure of response functions. It indicates that the competitive exclusion principle holds for general response functions, provided that the variation of distinct removal rates relative to the flow rate can be controlled by the difference between the two lowest break-even concentrations. In a slightly different approach, using the fluctuation lemma and Lyapunov stability theory, we demonstrate that a parameter depending on response functions can always be found for system (1.1), and if the variation of distinct removal rates relative to the flow rate can be controlled by this parameter, then the competitive exclusion principle holds. This result includes criterion (1.7) as a special case.
We include a statement of the extension theorem of Lyapunov stability theory given in Wolkowicz and Lu [9] , which is a slightly modified version of the statements given in LaSalle [7] and Hsu [5] .
Consider the system of differential equations
where the vector-valued function f :
The following fluctuation lemma is elementary but useful. For a proof see Hirsch, Hanish, and Gabriel [4] .
The following result is due to Barbǎlat. For a proof see Gopalsamy [3] .
2. Analysis of the model. Before presenting the results, we need some lemmas. The first two lemmas can be found in [9] .
Lemma 2. The following lemma plays an important role in analysis of system (1.1). For a proof of this lemma, see [10] .
For g i (S) given in (1.6) and λ 1 < S 0 , we define
then all solutions of (1.1) satisfy
From Lemma 2.3, it follows that for large t
Let C(u) be a continuously differentiable function and C (u) be given by
Then by the definition of C (u), we have
(2.6) Fig. 2 . Define the Lyapunov function V (S, x 1 , . . . , x n ) as
Then the time derivative of V along solutions of the differential equation iṡ
First, note that [1 −
x 1 is nonpositive for 0 < S < S 0 and equals zero for S ∈ [0, S 0 ) if and only if S = λ 1 or x 1 = 0, and C (
. Therefore the first term inV is always nonpositive and equals zero for S ∈ [0, S 0 ) if and only if S = λ 1 or x 1 = 0. For i = 2, . . . , n, define
. By Theorem 1.1 every bounded solution of (1.1) is contained in Ψ, and hence by Lemma 2.1 every solution of (1.1) approaches the set Λ, the largest invariant subset of Φ = {(S, x 1 , . . . , x n ) ∈ Ψ :V = 0}. Φ is made up of points of the following forms:
Since V is bounded above, any point of the form (S, 0, . . . , 0) cannot be in the omega limit set Ω of any solution initiating in the interior of R + n+1 . Since E λ1 = (λ 1 ,
, 0, . . . , 0) is globally asymptotically stable on the face {(S, x, 0, . . . , 0) : S ≥ 0, x > 0} and E λ1 is a locally asymptotically stable equilibrium point of (1.1), any point of the form (λ 1 , x 1 , 0, . . . , 0) with x 1 > 0 in Ω must be E λ1 . This completes the proof.
We now consider making use of the fluctuation lemma to study system (1.1). Lemma 2.4. For any ε > 0, the solutions of (1.1) satisfy
Proof. Without loss of generality, we assume that It follows from (1.1) that
Note that Lemma 2.3 implies that for i = 1, 2, . . . , n, x i (t) are bounded and thus x i (t) are uniformly continuous on some [a, ∞). If lim t→∞ n i=1 xi(t)
yi exists, then by Lemma 1.2 , 
, then σ i is defined to be −∞. A graphical depiction of σ i is in Fig. 3 . Let
The following theorem generalizes the main result in [9] . Theorem 2.2. If λ 1 < S 0 < µ 1 and
Proof. It follows from Lemma 2.3 that for any ε > 0, Define the Lyapunov function V (S, x 1 , . . . , x n ) as follows:
Note that the first term in the above sum is always nonpositive and equals zero for S ∈ [0, S 0 ) if and only if S = λ 1 or x 1 = 0. For i = 2, . . . , n, define
By (2.13), we need consider only the case of S > η.
< 0 according to the property ofm i . Thus h i (S) < 0 for every S ∈ (η, S 0 ). By the same argument as the last part of the proof of Theorem 2.1, we know that the omega limit set Ω of any solution initiating in the interior of R + n+1 must be E λ1 = (λ 1 ,
. , n}, then Theorem 2.2 is reduced to the main result in [9] . Theorem 2.3. If λ 1 < S 0 < µ 1 and, for all i ∈ {1, 2, . . . , n}, the equation
has no solution on [0, σ], then all solutions of (1.1) satisfy
Proof. Note that Lemma 2.3 implies that S (t) is uniformly continuous on some (a, ∞). So if lim t→∞ S(t) exists, then lim t→∞ S (t) = 0 according to Lemma 1.2. If lim inf t→∞ S(t) < lim sup t→∞ S(t), by Lemma 1.1, there is a sequence {t
Let S 1 = lim inf t→∞ S(t). In any case we can always find {t k } ↑ ∞ such that for all k
By (2.14), S 1 > σ. Using the same argument as the last part of the proof of Theorem 2.2, we can show that the omega limit set Ω of any solution initiating in the interior of R + n+1 must be E λ1 = (λ 1 ,
, 0, . . . , 0). The proof is complete. The following example illustrates the application of Theorem 2.1 and Theorem 2.2. The functions in this example are chosen purely for their mathematical convenience rather than any biological significance.
Example. Consider the system and g 3 (S) = 0.0498
Using graphing utilities, we see that there is a gap between the two parts of the graph of g 3 as required by criterion (1.7). However, such a gap does not exist for the graph of g 2 , so criterion (1.7) does not work. We can check that condition (2.4) is not satisfied. One can find that σ ≈ 0.0257 and condition (2.12) is satisfied. By Theorem 2.2, the competitive exclusion principle holds for system (2.15).
Discussion.
In this paper we considered a model of n species of microorganisms competing exploitatively for a single growth limiting resource in a chemostat. We demonstrated that if the variation of distinct removal rates with respect to the flow rate of the chemostat can be dominated either by the difference between the two lowest break-even concentrations or by a parameter associated with system (1.1), then the competitive exclusion principle holds: only the species with the lowest break-even concentration avoids extinction. We generalized the results in [1] , [2] , and [6] by allowing differential removal rates; we generalized the results in [5] and [9] by allowing general response functions (including monotone and nonmonotone functions); and we improved the bounds in the differences of the removal rates obtained in [10] .
Our first approach in this paper made use of a rather novel and nontrivial way of constructing a proper Lyapunov function. In the case of M i ≤ m i (see Fig. 1 ) for all i ∈ {2, 3, . . . , n}, it was shown in [9] that the competitive exclusion principle holds regardless of the range of distinct removal rates. Fig. 3 displays the more general feature of g i (S), namely M i > m i . In this case α i in (1.7) no longer exists. We overcame this difficulty by using the term C( The second approach in this paper involved the fluctuation lemma that is simple but useful in mathematical analysis. We showed that σ defined by (2.11) can always be found for system (1.1) and λ 1 − σ provides another way to estimate the variation of distinct D i relative to D. It is interesting to compare criterion (2.12) with criterion (1.7), the main result in [9] . When M i ≥ m i for i ∈ {2, . . . , n}, σ can be regarded as −∞, and criterion (2.12) indicates no restriction on D i for all i. This is what (1.7) represents. When M i < m i for some i, condition (1.7) can not be satisfied, but the range of variation for distinct D i relative to D still can be found so that the CEP holds.
Theorem 2.1 in this paper indicates that it seems possible to predict the outcome of competition of n competitors in a chemostat without knowing the actual form of the response functions. If each population x i is grown alone in the chemostat with removal rate D i and feed concentration S 0 , then it is possible to test the break-even concentration λ i experimentally. If λ i ≥ S 0 , then population x i dies out, not because of competition, but because x i is washed out at the higher flow rate. If only λ i < S 0 , then x i is the sole survivor. Assume that at least two break-even concentrations are found to be less than the feed concentration. If the variation of distinct removal rates is determined to be controlled by the difference between the two smallest break-even concentrations according to (2.4) , then only the species with the lowest break-even concentration survives. Theorem 2.2 suggests another approach for testing the predictions. If the response functions are known, then the parameter σ defined by (2.11) can be found. Once the lowest break-even concentration, say λ 1 , is determined, and (2.12) is verified to be true, then only one species survives (i.e., the one with the lowest break-even concentration). Theorem 2.3 shows that if all removal rates are relatively close to the flow rate and x i is the only survivor, then increasing the removal rates of other species will not change the outcome of competition.
In [2] it was shown that the competitive exclusion principle holds provided that D i = D for all i, the set Q = i∈N (λ i , µ i ) is connected, and S 0 ∈ Q where N = {i : λ i < S 0 }. We conjecture that this result can be extended to the case of differential removal rates. However, if µ 1 < S 0 , it is not possible to show this by the methods that we used. We leave this problem for future investigation.
