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Abstract 
Service oriented computing has become the main stream research field nowadays. Meanwhile, machine learning is a 
promising AI technology which can enhance the performance of traditional algorithm. Therefore, aiming at solving 
service discovery problem, this paper imports Bayesian classifier to web service discovery framework, which can 
improve service querying speed. In this framework, services in service library become training set of Bayesian 
classifier, service query becomes a testing sample. Service matchmaking process can be executed in related service 
class, which has fewer services, thus can save time. Due to don’t know the class of service in training set, EM 
algorithm is used to estimate prior probability and likelihood functions. Experiment results show that the EM 
algorithm and Bayesian classifier supported method outperforms other methods in time complexity. 
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I.  Introduction 
Nowadays, with the help of quick development of internet and computer technology, companies and 
enterprises can register their productions and functions as service in the internet expediently. At the same 
time, they can invoke other’s service from internet. This is so called Service oriented computing (SOC). 
SOC can surely improve production capability of companies and enterprises. However, there are many 
issues to be addressed in the field of SOC. The core of them is how to find target service from large scale 
service library precisely and quickly, which is so called service discovery problem. There are many 
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research efforts [1-23]have been done to solve this problem. Raverdy [1] try to solve service discovery 
problem in pervasive computing environment. He consider the main factors to hamper service discovery 
is heterogeneity of interconnected networks and middleware platforms. Various wireless technologies, 
various network management models, various protocols and various middleware platforms make service 
discovery a nightmare. Therefore, Raverdy proposed multi-protocol service discovery and access 
middleware platform which enable users to truly benefit from pervasive environment. Wu [2] consider 
web service discovery should based on semantic information of service. Wu proposed an ontology and 
related similarity algorithm of service, which significantly improved web service discovery. Kourtesis 
[12] consider that the major challenge of building service oriented architecture is enterprise 
interoperability. Therefore, Kourtesis give semantic information to UDDI, which enhance web service 
discovery.   However, as the rapid increasing number of services, traditional service discovery methods 
can not return target service in time. Therefore, based on our former research work [16, 17, 21-23], this 
paper suggests using Bayesian classifier to support service discovery. In order to estimate prior 
probability and likelihood functions for Bayesian classifier, EM algorithm is used. Experiment results 
show that our proposed method outperforms other methods in time complexity. 
2. Service Discovery Framework 
To build service discovery framework with the help of Bayesian classifier is our core job. Firstly, we 
should have a training set with which Bayesian classifier can learn from. Obviously, services in service 
library are nature training set. There are three problems which should be solved before using Bayesian 
classifier: 
1) Feature extraction: to build Bayesian classifier and calculate class of test sample, we should extract 
feature from service firstly. Service is described as a feature vector. 
2) EM algorithm: although Bayesian classifier outperforms other learning algorithm. It needs much 
more information before classifying, such as prior probability and likelihood functions. However, we 
don’t know the exact class of service in service library. Services from different class are mixed together. 
Therefore, EM algorithm is used to calculate the class of service and distribution function of service 
classes. 
3) Bayesian classifier: after we have prior probability and likelihood function, we can use Bayesian 
classifier to judge the class of test sample (service query), and then match service query in sub service 
class, which will save much time. 
Therefore, the whole service discovery framework is shown in figure 1. 
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Fig. 1 Service discovery framework 
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In the following, we will solve the three problems one by one. The first problem is feature exaction. 
Firstly, we form a basic vocabulary, where all words are selected from service description. Secondly, all 
words become attribute of service, and the number of word exist in service description become attribute 
value of service. Hence, all services in service library can be expressed as X = {x1,x2,…,xn}, where xi 
=(xi1,xi2,…xip) is a p dimension vector. There are p words in basic vocabulary. With feature vector, we 
can plot services in service library in Euclidean Space as is shown in figure 2. 
 
Fig. 2 services in service library 
Figure 1 shows us a service library, where three class of service is here. Each point in this figure 2 
stands for a service. It is obviously that service from the same class is near to each other. However, in 
real service library, we don’t know the class of service in general. All services are mixed. Fortunately, 
services of the same class satisfy a distribution function, usually Gauss distribution. Therefore, EM 
algorithm is ideal method to calculate the ratio (prior probability) and distribution function (likelihood 
function) of service class.  
EM algorithm is briefly introduced here. In may circumstance, we will face the problem of knowing 
only some of attributes of an object while there are one or some attributes we don’t know. And all 
sampling points are from several different classes. Every class obeys a distribution function. We know 
the form of distribution function but the parameters of distribution function is unknown. EM algorithm 
can find the most likely distribution function to describe the relation between obvious variables and latent 
variables. The algorithm achieves this through two steps: 
Step 1: Estimation (E) step: Calculate R(f’|f) using the current function f and the observed data X to 
estimate the probability distribution over Y. 
R(f’|f)= E[lnP(Y,f’)|f,X]                                                (1) 
Step2: Maximization (M) step: Replace function f by the function f’ that maximizes this R function. 
f = argmaxQ(f’|f)                                                          (2) 
The execution process of EM algorithm is shown in figure 3. 
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Fig. 3 EM Algorithm 
With the help of EM algorithm, we can calculate all related data for service class, with which we can 
use Bayesian classifier to classify test sample. 
In the following, we introduce how to use Bayesian classifier to discover service. Firstly, we should 
introduce some notations. c stands for service class, and P(c) is prior probability of c. x sands for test 
sample. Therefore, the classifier function is: 
cMAP= argmaxcP(c|x) 
=argmaxcP(x|c)P(c)/P(x) 
=argmaxcP(x|c)P(c)                                                (1) 
Where we select class c for test sample x by maximizing P(x|c)P(c). For example, assume that we have 
two service classs: c1 and c2. Prior probability of c1 is 0.8; prior probability of c2 is 0.2. There is a test 
sample x, where P(x|c1) = 0.2, P(x|c2) = 0.4. In order to classify this test sample, we calculate posterior 
probability for x: P(c1|x) = 0.2*0.8 = 0.16; P(c2|x) = 0.4*0.2 = 0.08. Therefore, test sample is belongs to 
service class c1.  
3. Experiment 
In order to certify the performance of the proposed method, a series of experiments have been done. 
Due to short of standard service library, we random build service library by ourselves. For each service, 
we random generate the number of input parameters and output parameters. For each input/output 
parameter, we random generate a value as a deputy. The results of our method are compared with 
Raverdy’s and Kourtesis’s method, which is shown in table 1 and figure 4. 
TABLE I Experiment results 
Number of 
Service query 
10 20 100 
Raverdy 6 14 67 
Kourtesis 8 18 86 
Proposed method 4 9 41 
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Fig. 4 Experiment result 
Seen from figure 4, we can conclude that the yellow line have the best speed. It verified that our 
method outperforms other’s method in time complexity. 
4. Conclusion 
In order to enhance service oriented computing, this paper import machine learning technology into 
service oriented computing. Services in service library become training sample for classifier. EM 
algorithm is used to calculate prior probability and distribution function for Bayesian classifier and 
Bayesian classifier is used to classify service query. Target service is found in service class which has 
fewer services. Therefore, service searching speed is improved. Experiment results show that the 
proposed method outperform other methods in time complexity. There are many problems left for us to 
research: 
1) Bayesian classifier need too much prior data, therefore, we can use discriminative classifier such 
SVM to classify service. 
2) Service discovery is just one problem in service oriented computing. We can use machine learning 
technology to enhance the problem of service composition, composed service verification etc. 
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