



















Structured quantum search in NP-complete problems using the  
density of states 
 
Keith Kastella and Richard Freeling 
Keith.Kastella@Veridian.com 
Freeling@ERIM-Int.com 
Veridan Ann Arbor Research and Development Center 
P.O. Box 134008, Ann Arbor, MI 48114-4008 
(September 18, 2001) 
 
In the multitarget Grover algorithm, we are given an unstructured N -element list  of 
objects iS  containing a T -element subset τ  and function f , called an oracle, such that 
1)( =iSf  if τ∈iS , otherwise 0)( =iSf .  By using quantum parallelism,  an element of 
τ  can be retrieved in ( / )O N T  steps, compared to ( / )O N T  for any classical 
algorithm.  It is shown here that in combinatorial optimization problems with MN 4= , 
the density of states can be used in conjunction with the multitarget Grover algorithm to 
construct a sequence of oracles that structure the search so that the optimum state is 
obtained with certainty in )(log NO  steps.   
 
PACS numbers: 03.67, 89.70, 89.80 
 
The last decade has seen great progress in the development of quantum algorithms that exploit 
quantum parallelism to solve problems much faster than classical algorithms.  Perhaps the best known of 
these are the Shor1 factorization and the Grover2 search algorithms.  Inspired by these results, a number of 
researchers have explored application of these methods to NP-complete problems such as decision and 
combinatorial search.  Stimulated by the realization that for a completely unstructured problem, the Grover 
algorithm is optimal, most of this work has centered on the exploitation of problem structure combined 
with the Grover search3,4.   
This paper presents a quantum search algorithm that uses the density of states function to structure the 
search efficiently in a combinatorial optimization problem.  In statistical physics, the density of states 
characterizes the number of continuum or discrete states as a function of the system energy.  In 
combinatorial optimization, this generalizes naturally to the number of configurations as a function of a 
cost parameter to be optimized.  Specifically, for a system with N  states labeled NSSS ,,, 21 ! , the cost of 
state jS  is the real-valued function )( jSC .  Defining ( ){ }cSCSQ jjc ≤= | , the density of states is defined 
here as cQc =)(ν , the number of elements of cQ .  While our goal is to find the unique state that 
minimizes )(SC , the density of states provides information about the distribution of costs but not about the 
cost of individual states.  This is precisely the type of structure information that is likely to be available to 
help structure quantum optimization problems.  While not rigorously established, many combinatorial 
optimization problems are thought to be “self-averaging”5.  This means that many properties of such 
problems converge to sample independent values in the limit of large N .  For example, the traveling 
salesman problem is to find the shortest closed connected path connecting M cities, given their pair-wise 
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distance matrix.  In this case there are ( ) 2/!1−= MN  unique tours corresponding to states of the system.  
Nevertheless, the optimal tour distance, the system entropy and related quantities can be obtained 
analytically in the large- N  limit6.   
Our algorithm builds on the Grover search algorithm.  In the Grover algorithm, we are given an N -
element list of objects , 1, ,iS i N= ! .  Within the list, there is a T -element subset τ  and function f , 
called an oracle, such the 1)( =iSf  if τ∈iS , otherwise 0)( =iSf .  The elements of τ  are referred to as 
“good” or “target” states.  The remaining elements are “bad”.  Let P  denote the operator with matrix 
elements 1=ji SPS .  The operator ( ) ( )fiNPU piexp1/2 −≡ , referred to as the Grover iterate, is 
unitary.  The unitarity of U  follows from the observation that in the iS  basis, P  is an NN ×  matrix of 
ones with NPP =2  so ( )2† 2 / 1 1U U P N= − =  (here †U  is the Hermitian conjugate).  In the Grover 





0ψ  and U is applied repeatedly.  In most 










 in the good states and very small in the bad states.  In the usual application of the Grover 
algorithm, the system state is now measured.  The outcome of the measurement has nearly unit probability 
to be in a good state, so that in this way, one of the good states is located, with some small probability of 
error.   
While the original Grover algorithm contains a small probability of error, there have been several 
variants developed that can provide a good state with certainty7,8,9.  One interesting such case occurs when 
4/NT = , in which case, the solution is found with certainty in only a single iteration10 (i.e., one 
application of U ).  The important point for our optimization application is that when 4/NT = , one 
application of U  places all of the system amplitude uniformly in the target states while the bad state 
amplitudes vanish.   
The other important building block in the algorithm presented below is the proof11 that a combination 
of one- and two-bit quantum gates is universal in the sense that any unitary operator on n -bits can be 
constructed using a finite number of two-bit gates.  Thus, for the algorithm to be efficiently implementable, 
it suffices to show that it is embodied as a unitary transformation.  Then the procedure of Reck12 et al. can 
be used to obtain an explicit decomposition of the transformation. 
 Note that with perfect knowledge of the density of states, we also have the cost of the optimal state.  
This could in theory be used to construct an optimization algorithm by defining the oracle to be unity only 
on the optimal state.  However, this would not be a very efficient algorithm, since it would require )( NO  
iterations while by extracting more information from the density of states, we can obtain ( )( )logO N  
complexity.   
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To obtain this improved scaling, we use the density of states in two ways.  First, it allows us to 
construct a sequence of oracles such that the search finds a nested sequence of good states, each of which 
contains the optimal state.  Second, the density of states enables the construction of a sequence of 
projection operators such that the bad state subspaces are decoupled from subsequent processing.   
The input assumptions on our search algorithm are as follows.  Let a system have MN 4=  states 
labeled NSSS ,,, 21 ! .  The states can be represented by bit strings of length M2 .  A real-valued cost 
function )(SC  is defined on the states.  Our goal is to find the unique state that minimizes )(SC .  In 
addition to the cost, we posit that the density of states for this system is also provided, i.e., for any cost c  in 
the range of )(SC  we can compute number of states )(cν such that ( )c C S≥ .   




= 4)(ν .  Then define the sequence of oracles If =0  and ( ) ( ))(SCcSf ii −Θ= , Mi ,,1!= where 
the Θ  satisfies ( ) otherwise. ,0;0,1 ≥=Θ xx   The functions if  are a set of linear operators on the Hilbert 
space +  with basis iS  with 
†
i if f= .  Written as a matrix, is NN ×  with iM −4  ones on its diagonal and 
zeros everywhere else.   
Recalling that 1=ji SPS , define,  




11 −= −+− iiMi PD , (2) 
( )ii fiR piexp= , (3) 
)1( 111 −−− −+= iiiiii ffRDfV , (4) 
The iV ’s are unitary, which can be seen as follows: ii ff =2  and iiMiiii PPfPffP −== 42 , so 
† 2




0ψ  and 
define 1−= iii V ψψ , Mi ,,1!= .  Then measurement of the state Mψ  will produce the optimal state 
with unit probability.  To see this, note that the product ii RD  is the usual Grover iterate on the range 
-1i ⊂5 + of 1−if .  The dimension of -1i5  is 14 +−= iMiN .  The operator iR  marks iMiT −= 4  good states 
satisfying icSC <)( .  Thus the ratio of good states to total states at each stage of the algorithm is 
4/1/ =ii NT  so that the Grover iterate provides certain convergence after a single iteration.  In other 
words, iV  moves the probability amplitude from -1i5  to i5 with certainty.  At the conclusion of M  steps, 
all of the amplitude is concentrated in the single optimal state.   
In summary, we have shown that for combinatorial optimization problem with 4MN =  configurations 
and a known density of states, our modified standard quantum search algorithm obtains the optimal 
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configuration in )log(N steps with unit probability.  This new quantum search methodology appears to 
have potential for widespread applications in areas such as scheduling, bioinformatics, communications, 
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