We consider the problem of tracking, in realtime, an unstable autoregressive (AR) source over a discrete memoryless channel (DMC). We present computable achievable bounds on the optimal tracking error for general DMCs, and we particularize these bounds to the binary erasure, packet erasure, and binary symmetric channels. The achievable bounds in this paper are proved using a partially separate source quantization and channel coding architecture. We do not use complete or strict separation in usual Shannon sense: 1) the quantiser's resolution is optimized against the error-correction capabilities of the channel code and the channel code is optimized against an AR Hamming distortion function matched to the source (a weighted Hamming distortion function that provides unequal error protection to different parts of the AR source). The achievability results for general DMCs are proved by combining the AR Hamming distortion function with new realtime (streaming) versions of the random coding union and dependence testing bounds. When applied to erasure channels, these general bounds combine with simple converses to demonstrate that the channel's cutoff rate plays an important role in realtime tracking.
alphabet by lowercase letters, e.g. w ∈ W. The Cartesian product of W and W is W × W , and the n-fold Cartesian product of W is W n . For a given tuple of random variables (W 1 , W 2 , . . . , W n ) ∈ W n , we let W [a,b] = (W a , W a+1 , . . . , W b ) denote those variables W i with indices i ∈ {a, a + 1, . . . , b}. Unless otherwise specified, ln(·) and log(·) denote the natural and base-2 logarithms respectively. Finally, for a ∈ Ê we let
[a] + := max{0, a}.
B. Problem setup
Consider a scalar unstable AR source W n := λW n−1 + V n , n = 1, 2, . . . ,
where λ > 1 is fixed and the innovation process V 1 , V 2 , . . . is iid and uniform on a bounded interval [−v max , v max ]. Suppose that a transmitter causally encodes and communicates each realization of (1) over a DMC to a receiver, and suppose that the receiver attempts to track (1) while operating with a finite delay (decoding lag) of channel symbols. We assume throughout the paper that λ is known to the transmitter and receiver and W 0 = 0. We also assume that an acceptable decoding delay ∈ (measured in channel symbols) is fixed and known by the transmitter and receiver. Let X denote the DMC's input alphabet, Y its output alphabet and T Y |X : X → Y its transition probabilities. We define a -code for tracking (1) as a (possibly stochastic) sequence of encoder/decoder mappings
where F n : Ê n → X and G n : Y n+ → Ê. The n-th channel symbol (for n = 1, 2, . . .) sent by the transmitter is X n := F n (W [1,n] ) and the n-th symbol output by the channel is Y n ∼ T Y |X . The receiver attempts to estimate the n-th source symbol W n from the first (n + )-channel outputs, W n := g n (Y [1,n+] ).
That is, the decoder produces its estimateŴ n of W n only after a delay (or, lag) of -channel symbols. For simplicity, we have omitted fromŴ n for notational convenience. If = 0, then the receiver is required to output its estimatê W n of W n immediately upon observing the first n channel 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
outputs Y [1,n] = (Y 1 , Y 2 , . . . , Y n ). Here we have instantaneous communications in the sense that W n can only be communicated over the channel using X n , since W n is not known to the encoder when X n−1 is sent. If > 0, then the receiver delays making an estimate of W n by channel symbols; that is, it estimates W n once it has observed the first (n + ) channel outputs Y [1,n+] 
Here the transmitter has more channel symbols through which to communicate each source symbol and the receiver's estimates will be more reliable. One can therefore trade tracking reliability against decoding timeliness by varying . Finally, the decoding delay is sometimes called a lookahead because the receiver "looks ahead" received channels symbols before estimating each source symbol.
The mean absolute error (MAE) of the receiver's first N estimates is
We call N the blocklength, and we are interested in determining the following quantities. Definition 1: (i) The optimal MAE for a given decoding delay and blocklength N,
(ii) The optimal MAE for a given decoding delay at any blocklength N,
The main purpose of this paper is to present achievable (upper) bounds on MAE * (, N) and MAE * () that can be computed or approximated for many channels. Consequently, MAE * () measures the worst case tracking error as N → ∞. MAE * () is an appropriate engineering benchmark for problems where N is large, varies or is otherwise unknown. Remark 2: The main focus of this paper is on the MAE distortion criterion in (2) . However, many of the ideas that we will present also work for distortion functions of the form
where ρ ≥ 1 is arbitrary. Such distortion functions will be treated later in Section VII.
C. Related work
The unstable AR source in (1) does not fit within the classical rate-distortion (RD) theory framework 1 [3] , and 1 For example, the unstable AR source is non-stationary, non-ergodic and MAE(, N ) is unbounded in N at zero rate; therefore, the classic ratedistortion theorems for stationary and ergodic sources in, for example, [1] , [2] do not apply to this source.
-codes and Definition 1 do not fit within the classical joint source-channel coding framework [4, Sec. 9.6] . Indeed, channels with the same Shannon capacity often behave quite differently under Definition 1, and the standard RD function, Shannon capacity, and separation theorem offer little guidance on how to best approximate MAE * (, N) and MAE * (). Such behavior has been observed throughout the realtime communications literature and is by no means unique to this paper, see, for example, the early work of [5] and the excellent literature reviews in [6] , [7] and [8] .
McMillan [9] and Witsenhausen [10] established fundamental structural results for communicating real-valued Markov sources over noiseless rate-limited channels to receivers with finite memory. One such result is Witsenhausen's delay theorem [10, Sec. 5] : Given a receiver with infinite memory, one can always minimize the receiver's average distortion 2 N n=1 ψ n (Ŵ n , W n )
using a -code where the n-th encoder depends only on the transmitted symbols (X 1 , . . . , X n−1 ) and source symbols (W n− , . . . , W n ), but not (W 1 , W 2 , . . . , W n−−1 ). Teneketzis [6] took Witsenhausen's problem from noiseless channels to DMCs and proved, for example, the following result: To minimize (3) when communicating a discrete first-order Markov source with zero delay to a receiver with finite memory, the n-th encoder needs only use the current source symbol W n and the distribution (from its perspective) of the receiver's memory state [6, Thm. 1] . Mahajan and Teneketzis [7] built on [6] and established several optimality conditions that further simplified the search for optimal codes. Gaarder and Slepian [11] considered the problem of communicating a stationary and ergodic source over a noiseless rate-limited channel to a receiver with finite memory, and they presented optimal structural results for minimizing ψ(Ŵ n − W n ) in the limit of large n. The basic idea underlying these structural results is to reduce the space of feasible codes and thereby simplify the search for optimal codes. The approach taken in this paper differs from the aforementioned works, and our primary aim is to find computable bounds on MAE * (, N) and MAE * () without any assumptions on the memory size or computational capabilities of the encoder and decoder. To help motivate this approach, we illustrate some achievable bounds for the binary erasure, packet erasure and binary symmetric channels in Section II. The achievable bounds presented in this paper will be proved using a method that partially separates quantization from channel coding. Although suboptimal, this method has considerable practical appeal and allows one to easily vary the channel model. We emphasize, however, that the method does not use complete (or, strict) separation in the usual Shannon sense. For example, the quantiser's resolution will be matched to the error correction capabilities of the channel 2 Here Witsenhausen considers an arbitrary sequence of per-letter distortion functions, {ψ n : Ê × Ê → [0, ∞); n = 1, 2, . . .}. For finite N , we can recover the MAE distortion function used in this paper by setting ψ n (ŵ, w) = (1/N )|ŵ − w|. code, and the channel code will be optimized with respect to a performance metric that is matched to the particular source statistics.
For communicating a memoryless source over a noiseless rate-limited channel with zero delay, Ericson [12] (see also Gaarder and Slepian [11] ) demonstrated that an optimal (Lloyd-Max) scalar quantiser minimizes receiver's average distortion. Merhav and Kontoyiannis [13] used a large deviations approach to determine fundamental tradeoffs for the communicating a discrete memoryless source over a ratelimited noiseless channel with respect to an excess distortion criterion. Another significant line of work has approached the realtime communications problem from the standpoint of Ziv's work [14] on individual sequences. Linder and Lugosi [15] considered compressing individual sequences w 1 , w 2 , . . . subject to a constraint on the average squared-error distortion
(the expectation is taken with respect to randomness within the encoder and decoder). Their main result demonstrated the existence of a single randomized realtime compression scheme that performed uniformly, over all source sequences, almost as well as the best scalar quantiser matched to the particular source sequence. Later work by Weissman and Merhav [16] generalized Linder and Lugosi setup to noisy channels, relaxed the need for randomness in the decoder, and presented improved distortion bounds.
A number of researchers have studied the rate-distortion (RD) tradeoffs of various AR sources. Gray [3, Thm. 5] demonstrated that for any difference distortion measure, the RD function of any AR process with respect to any difference distortion function is lower bounded by the RD function of its iid innovation process. From Gray's result, it follows that the RD function of W 1 , W 2 , . . . in (1) is lower bounded by the RD function of the innovation process V 1 , V 2 , . . .. The latter RD function is covered by the works of Tan and Yao [17] , [18] . Other results on RD functions for AR sources can be found in [19] , [20] . These works offer little guidance to our tracking problem because the RD function of W 1 , W 2 , . . . is not known (the AR source is non-stationary), we have a causal encoding / decoding structure, and source-channel separation is not optimal.
Matveev and Savkin [21] considered the problem of tracking an unstable vector linear system W n = AW n−1 over a DMC with and without channel feedback. They assumed that the largest eigenvalue λ of the matrix A satisfied |λ| > 1 and the initial vector W 0 is random and known only to the transmitter; that is, W 0 is the only source of randomness in their model. For scalar systems, the aforementioned linear system reduces to W n = λW n−1 with W 0 being a realvalued random variable. Matveev and Savkin showed that the optimal MAE in tracking 3 W 1 , W 2 , . . . is bounded whenever the Shannon capacity of the DMC is greater than λ. This paper complements Matveev and Savkin's work by considering the unstable scalar source W n = λW n−1 + V n , where V n can be viewed as (bounded) additive noise. Our results indicate that, in this setting, the DMC's Shannon capacity does not define the boundary between the boundedness and unboundedness of optimal MAE tracking. We do not, however, consider vector systems, and this would certainly be an interesting research question.
Matveev and Savkin [21] also considered various stabilization problems in which a control signal U 1 , U 2 , . . . is added to the discrete linear system, namely, W n = AW n−1 + U n−1 . The aim here is to stabilize W 1 , W 2 , . . . by dynamically adapting the control signal U 1 , U 2 , . . . to counter the system's natural instability. In our context, the control signal U 1 , U 2 , . . . would be output by the receiver (otherwise called a controller), and the problem of reliably tracking W 1 , W 2 , . . . would change to that of designing the control signal U 1 , U 2 , . . . at the receiver.
The notion of stability can be defined in different ways. For example, one could define stability by the existence of the limit lim N→∞ |W n | ρ = 0 or the almost sure existence of lim sup N→∞ (1/N) N n=1 |W n | ρ for some ρ > 0 [8] , [21] . Alternatively, one can define stochastic stability by, for example, requiring that W 1 , W 2 , . . . is a positive Harris recurrent Markov chain or an asymptotically mean stationary random process [8] (e.g., see the early work of Gray, Kieffer and Dunham [22] , [23] ).
There is a deep connection between the tracking and stability problems. For example, any scheme that tracks W 1 , W 2 , . . . can be adapted to design the control sequence U 1 , U 2 , . . .. We note, however, that the stabilization and tracking problems are not equivalent: The stabilization problem introduces an implicit feedback link from the receiver (or, controller) to the transmitter via the control signal and the linear system's state. Since it is possible to use this implicit feedback at the transmitter (to, for example, improve quantization or communications reliability), care must be taken when comparing the two problems. For example, the lower bounds (converse) results presented in this paper do not directly carry over to the stability problem. The literature on stabilizing unstable linear systems over rate constrained or noisy channels is vast, and the following review is by no means exhaustive. In particular, we point the interested reader to the reviews in [8] , [24] .
One of the most important classes of stability results, sometime called the data-rate theorems, provide necessary and sufficient conditions for (mean squared) stability over noiseless channels; see, for example, the seminal works of Nair and Evans [25] , Wong and Brockett [26] and Tatikonda and Mitter [27] . These stability results all relate the eigenvalues of the unstable linear system to the rate of the communications channel. Stability problems with bounded noise (that is, matching our assumption of bounded innovations) were investigated by Martins, Dahleh and Elia in [28] with a type variable-rate noiseless channel, which was motivated by packet networks.
This paper complements the above control-theoretic literature in the following way: Rather than considering stability in the sense of bounded errors (e.g., bounded MAE or mean squared error), our main results provide computable and achievable bounds on the tracking error.
That is, the bounds in this paper provide explicit performance guarantees.
Although we exclusively focus on the tracking problem, it seems reasonable that similar achievable bounds could be devised for the stability problem. The approach taken in this paper builds on the finite-blocklength work of Polyanskiy and Verdú [29] , and, in general, these ideas appear to be useful for delay sensitive joint control-communications systems.
Finally, Sahai introduced the notion of anytime capacity in [30] for the problem of tracking (1) over a memoryless channel with respect to the average mean squared error distortion function. Anytime capacity subsequently grew in popularity due to [31] , and it has now been studied in the context of channels with memory [32] , [33] , feedback [32] , [34] , [35] , multiuser systems [36] - [38] , stability [39] , and low-complexity code constructions [37] , [40] - [42] . Anytime capacity is an asymptotic concept, and, roughly speaking, this paper takes a "finite-blocklength regime" approach to the tracking problem that allows, for example, one to obtain bounds such as those in Section II. A detailed discussion on anytime capacity and its relationship to this paper is given in Section VIII
D. Paper Outline
Section II presents achievable bounds on MAE * (, N) and MAE * () for the binary erasure, packet erasure and binary symmetric channels. Section III describes a more general achievable bound on MAE * (, N) that holds for all DMCs. This general bound depends on the particular DMC only via an AR channel distortion term, and it is proved using a coding scheme that partially separates quantization from channel coding. In Sections IV, V and VI, several achievable bounds are presented for the minimum AR channel distortion using realtime (streaming) versions of the random coding union and dependence testing bounds [29] , [43] . Section VII considers the more general distortion function ME ρ (, N). Finally, the AR channel distortion approach is related to anytime capacity in Section VIII.
II. EXAMPLES
Let us first motivate the work in this paper by specializing the following achievable bound (proved later in Lemma 1 and Theorem 2) to the binary erasure channel (BEC), packet erasure channel (PEC), and the binary symmetric channel (BSC).
Theorem 1: The optimal MAE for a given blocklength N and decoding delay is bounded by
and the minimisation is over all integers M ≥ max{2, λ}. The bound in Theorem 1 depends on the AR source (1) via v max and λ, and the first term α(M) can be understood as the quantization error associated with discretizing the source (specifically, it is the average error induced by an adaptive M level scalar quantiser). The bound depends on the channel law T Y |X via the function τ M (·), but we defer giving a formal definition of τ M (·) until Section IV (the definition of τ M (·) for a general DMC requires additional notation and ideas that are not needed for the BEC, PEC and BSC). Intuitively, the second term β(M) can be understood as the AR channel distortion associated with streaming an adaptive M-level discrete approximation of (1) over the DMC T Y |X . In general, a small M will induce a large quantiser error and a small channel distortion, while a large M will induce a small quantization error and a large channel distortion. We now particularize τ M (·) to the BEC, PEC and BSC.
A. Binary Erasure Channel (BEC)
Suppose that the DMC consists of κ independent BECs, each with the same erasure probability 0 < ε < 1. Let
where e represents the erasure event; and where N(y) denotes the number of erased symbols in y. We call κ the bandwidth expansion factor. The next proposition is proved in Appendix E-A. Proposition 1: For the BEC with erasure probability and bandwidth expansion κ, Theorem 1 holds with
A slight weakening of Proposition 1 leads to the following proposition for infinite blocklengths. The proposition is proved in Appendix E-B.
Proposition 2: For the BEC with erasure probability ε and bandwidth expansion κ, we have is the cutoff rate of the BEC,
and the minimisation is taken over all integers M satisfying
To the best of our knowledge, no lower bounds on the infinite blocklength limit MAE * () have be given in the literature. The next proposition gives a simple lower bound, and it is proved in Appendix E-C.
Proposition 3: For the BEC with erasure probability ε, bandwidth expansion κ and zero decoding delay ( = 0), we have
Figures 1 and 2 respectively illustrate the role of the AR coefficient λ and decoding delay in Proposition 2. Interestingly, as → ∞ the bound tends to v max 1
so the cutoff rate R 0 (ε) governs its asymptotic accuracy (the approximation is valid for large κ).
B. Packet Erasure Channel (PEC)
Now imagine that the transmitter communicates with the receiver over a network that can be modelled 5 by a κ bit PEC. 5 Here we assume that bit-level errors within a packet are handled on a linkby-link basis using physical layer error-correction techniques, and packets arrive at the receiver promptly or they are lost to, for example, congestion and buffer overflows. Fix 0 < ε < 1, and let
The following results are proved in Appendices F-A to F-C. Proposition 4: For the κ bit PEC with erasure probability ε, Theorem 1 holds with
Proposition 5: For the κ bit PEC with erasure probability ε, we have
and
is the cutoff rate of the κ-bit PEC. Proposition 6: For the κ bit PEC with erasure probability ε and zero decoding delay ( = 0), we have 
where the maximization is over all pmfs P X on X and
The cutoff rate is often used as an engineering figure of merit for coding and modulation systems, and, in particular, it plays an important role in sequential decoding [4] . However, the cutoff rate is not fundamental in the same sense as Shannon's channel capacity; for example, E. Arikan [44] exploited the non-additivity of R 0 (P X , T Y |X ) to show that a DMC's cutoff rate can be increased (or, decreased) by simple channel combining and splitting operations. In the above BEC and PEC examples, one might be able to perform coding within each packet (e.g., channel combining and splitting) to potentially improve the achievable bounds.
C. Binary Symmetric Channel (BSC)
Suppose now that T Y |X consists of κ independent BSCs, each with the same crossover probability 0 < ε < 1/2. Let
where t ≤ κ is the Hamming distance between x and y. The next proposition is proved in Appendix G. Proposition 7: For the BSC with crossover probability ε and bandwidth expansion κ, Theorem 1 holds with
We can again slightly weaken the above result to obtain an achievable bound for infinite blocklengths, but we need the following definitions to do so. Let
For each q ∈ (ε, 1 2 ), notice that φ(a, q) is strictly increasing 6 in a over the interval [q, 1 2 ]. Whenever the bandwidth expansion factor κ satisfies
, let a * κ denote the unique a ∈ (ε, 1 2 ) for which κ φ(a, ε) = ln λ.
and β(a) := 1 e κφ(a,ε)
Proposition 8: For the BSC with crossover probability ε and bandwidth expansion κ, we have
where the minimum is taken over all integers M satisfying max{2, λ} ≤ M < 1 λ e κφ(a, 1 2 ) . Figure 4 illustrates the role of the decoding delay in Proposition 8. 
III. BOUNDS ON MAE VIA CHANNEL CODING WITH AN AR-DISTORTION FUNCTION
The achievable bounds on MAE * (, N) and MAE * () presented in Section II all follow from the method outlined in this section. The key idea here will be to partially separate channel coding from quantization, and to optimise the channel code with respect to an AR Hamming (ARH) distortion function that is determined by the source statistics.
Arbitrarily fix an integer M ≥ 2, and suppose that a discrete memoryless source (DMS) emits a sequence U 1 , U 2 , . . . , of independent and uniformly distributed random variables on U := {0, . . . , M − 1}. In this paper, an (M, )-channel code for streaming
The n-th symbol sent over the channel by the transmitter is X n := f n (U [1,n] ). The receiver estimates the first n DMS symbols U [1,n] from the first (n + )-channel outputsÛ (n) [1,n] 
A key point here is that the receiver initially estimates the first n DMS symbols U [1,n] immediately upon observing the first (n + )-channel outputs. The receiver then revisits and (hopefully) improves this estimate as more channel outputs become available -the reconstructionÛ (n+1) [1,n] should be more reliable thanÛ (n) [1,n] . The speed at which these estimates improve can be partially quantified by the following ARH distortion function. This distortion function will be our doorway to computable bounds on MAE * (, N).
We recursively define the distortion between a source output u [1,n] = (u 1 , . . . , u n ) ∈ U n and reconstructionû [1,n] = (û 1 , . . . ,û n ) ∈ U n by d n (û [1,n] , u [1,n] [1,n] = u [1,n] , for n ≥ 2,
where λ ≥ 1 is the AR coefficient from (1), and ½ û [1,n] = u [1,n] = 1, ifû [1,n] = u [1,n] 0, otherwise.
For a given (M, )-code let,
denote the average ARH distortion. If one expands the above recursion, the average ARH distortion can be equivalently written as a weighted sum of decoding error probabilities
We say that a distortion D is (M, , N)-achievable if there exists an (M, )-channel code with D M (, N) ≤ D, and we will be interested in the following quantities. Definition 2:
(i) The optimal ARH distortion for a given integer M ≥ 2, blocklength N and delay :
(ii) The optimal ARH distortion for infinite blocklengths with a given integer M ≥ 2 and delay :
The quantities in Definition 2 can be use to establish achievable bounds for the limits in Definition 1. This idea is summarized by the next lemma, which is proved in Appendix A.
Lemma 1: For every integer M ≥ max{λ, 2}, we have
A close inspection of Lemma 1's proof will reveal that its bounds can be loose, and this may be attributed to partially separating quantization from channel coding. Although such looseness is clearly not desirable, the partial separation approach does have practical value. The first obvious benefit is that separate quantization and channel coding is often necessary in practice, and Lemma 1 describes what one might achieve using such schemes. The lemma also holds for all AR source / DMC combinations, so one can immediately obtain useful tracking error bounds with relatively little effort; for example, see the binary erasure, packet erasure and binary symmetric channel examples in Section I. Additionally, the lemma and D * M (, N) provide a natural ordering of channels, somewhat analogous to channel capacity in classical problems. For example, if there exists a (M, )-channel code that achieves an ARH distortion
to the ARH distortion coefficient λ), then the same (M, )channel code can be used to track any AR source W 1 , W 2 , . . . ,
In the following sections, we present bounds for D * M (, N) and D * M (). Naturally, these results all transfer to the MAE tracking problem via Lemma 1.
Our first bound on the optimal ARH distortion D * M (, N) is motivated by the random coding union bound for block codes [43, Thm. 17] . We need the following notation. Given a pair of discrete random variables (A, B) on A × B with joint pmf P AB (a, b) and marginals P A (a) and
Let P X denote the set of all pmfs on the channel input alphabet X . For k ∈ + and P X ∈ P X , let [1,k] , Y [1,k] ,X [1,k] ) , (10) where (X [1,k] , Y [1,k] ,X [1,k] 
is a string of k iid tuples (10) is taken with respect to (X [1,k] , Y [1,k] ,X [1,k] ); and ζ k (X [1,k] , Y [1,k] ,X [1,k] 
The next theorem is proved in Appendix B, and its corollary is proved in Appendix D. Theorem 2:
where RCU * M (, N) is given in (11), as shown at the top of this page. 
The achievable tracking error bound in Theorem 1, which we presented in Section I-B, follows directly from Lemma 1 and Theorem 2.
The achievable bounds on MAE * () presented in Sections II-A, II-B and II-C for the binary erasure, packet erasure and binary symmetric channels all followed by carefully bounding the function τ M (·) in Theorem 2. Now consider MAE * () for a general DMC: We can immediately combine Lemma 1 and Corollary 2.1 to get the following bound for infinite blocklengths. For any M ≥ max{λ, 2},
We now present some upper bounds on limit supremum of RCU * M (, N) using the random-coding exponent from block coding. To proceed, we first need the following definitions and notation.
Let us denote the capacity of the DMC T Y |X (in nats per channel use) by C := max
The theorem and corollary are proved in Appendix H. Theorem 3:
where the infimum is taken over all R > ln 2 such that ln λ < E r (R). If no such R exists, then we take the bound to be infinite.
VI. DEPENDENCE TESTING (DT) BOUND ON D * M (, N) The next theorem is motivated by the dependence testing bound for block codes [43, Thm. 18] . The theorem is proved in Appendix I.
Theorem 4: For each n ∈ + , let
be arbitrary. Then (12) , as shown at the top of this page, holds, where (X [1,n+] , Y [1,n+] , Y [1,n+] 
is a string of (n + )-iid tuples
VII. MEAN SQUARED ERROR AND BEYOND
The ideas presented so far in Sections I to VI concern the MAE distortion function MAE(, N) in (2) . It is natural to wonder whether these ideas carry over to other distortion functions. In this section, we modify the arguments of previous sections to fit the more general distortion function
where ρ ≥ 1 is an arbitrary real number. Naturally, we can recover MAE(, N) by choosing ρ = 1 and the mean squared error criterion by choosing ρ = 2. The next definition is the counterpart of Definition 1 for the new distortion function (13) . Definition 3: The optimal ME * ρ (, N) for a given decoding delay and blocklength N is
To modify the approach in Section III to fit Definition 3, we first modify the channel distortion constraint D M (, N) in (8) as follows. Recall the ARH distortion function d n (û [1,n] , u [1,n] ) defined in (7) . Now, for any given (, M)-code, let us define
We say that a channel distortion D is (ρ, M, , N) 
In Lemma 1, we upper bounded the optimal mean absolute tracking error MAE * (, N) with a function of D * M (, N). The next lemma generalises Lemma 1 from ρ = 1 to arbitrary ρ ≥ 1, and it is proved in Appendix A.
Lemma 2: For every integer M ≥ max{λ, 2}, we have
Lemma 2 shows that any upper bound on D * ρ,M (, N) automatically gives an upper bound on ME * ρ (, N). The next theorem modifies the RCU approach in Section IV to bound D * ρ,M (, N), and it is proved in Appendix C. The theorem can be viewed as the ρ-counterpart of Theorem 2 (note, however, that it is slightly weaker than Theorem 2 for ρ = 1).
Theorem 5:
VIII. ANYTIME CAPACITY AND DEFINITION 2
Sahai introduced the notion of anytime capacity in [30] for the problem of tracking the unstable AR process (1) over noisy channels. We now compare anytime capacity to the approach taken in this paper. The anytime encoder/decoder structure [30] , [31] without feedback corresponds to zero delay 7 (M, 0)-channel codes in this paper (see Section III). We need the following definitions from [30] , [31] .
Definition 5: Fix a > 0. A rate R is said to be a-anytime reliable [31] for a DMC if there exists a constant b > 0 and an (M, 0)-channel code such that R ≤ log M and È Û (n) [1,k] = U [1,k] ≤ b 2 −a(n−k+1) ∀ k ≥ 1 and n ≥ k. (14) Definition 6: For a fixed rate R, the anytime exponent is
Definition 7: For a fixed exponent a, the anytime capacity is
It can be seen from the above definitions that anytime reliability and capacity are asymptotic concepts. For example, we are free to choose the constant b in Definition 5 arbitrarily large, and this allows one to arbitrarily delay the activation of the anytime constraint in (14) . Or, put another way, Definition 5 is solely concerned with bounding the exponent with which the error probability È[Û (n) [1,k] = U [1,k] ] approaches zero as n → ∞. Moreover, this focus on error exponents leads to the channel reliability function and, for example, Gallager's random coding exponent in [31, Sec. III.A]. The reliability function does not provide the best rate-error tradeoffs for systems with strict decoding deadlines.
We also note that Definition 5 uses an infinite number of constraints in (14) . This is problematic in random coding proofs, 8 and (to the best of our knowledge) no achievability results for deterministic anytime codes have been found. The anytime literature handles this situation by using random codebooks, and by assuming that the 'codebook randomness' is shared between the transmitter and receiver by some other means. In contrast, the achievability bounds presented in this paper concern deterministic codes.
To make a proper comparison between anytime capacity and the ARH distortion approach in Definition 2, it will be useful to tweak Sahai's definition of anytime reliability; specifically, let us require that the error probabilities in (14) decay with an exponent strictly greater than a.
Definition 8: Fix α ≥ 0. We say that a rate R is α-anytime achievable if there exists a constant b > 0, an exponent a > α, and an (M, 0)-channel code such that (14) holds and R ≤ log M.
It is easy to see that the anytime exponent and capacity both remain unchanged under the new definition of achievability in Definition 8. The next lemma provides us with a bridge from the anytime approach to the ARH distortion approach.
Lemma 3: Fix α ≥ 0. A rate R is α-anytime achievable if and only if there exists an exponent a > α and an 7 The decoding delay in this paper differs from the notion of delay in [31] , and throughout this section we will need to set = 0 to compare the two setups. 8 For example, see the final step in achievability proof of Theorem 2 in Appendix B-D (M, 0)-channel code with R ≤ log M such that ∞ n=k 2 a(n−k+1) È Û (n) [1,k] = U [1,k] 
is bounded (finite) for all k ≥ 1. Proof: The forward if assertions follows directly from the non-negativity of each term in (15) . Consider the reverse only if assertion. Fix R, and suppose we have an (M, 0)-channel code such that R ≤ log M and (14) holds for some a > α and b > 0. Pick a ∈ (α, a) . For each and every k we have ∞ n=k 2 a (n−k+1) È Û (n) [1,k] (16) where the RHS of (16) is finite and independent of k. [1,k] = U [1,k] ] eventually decays in n with an exponent strictly greater than α.
It is useful to rewrite Lemma 3 as follows: Fix α ≥ 0. A rate R is α-anytime achievable if and only if there exists a constant b > 0, an exponent a > α and an (M, 0)-channel code with R ≤ log M such that for all N we have [1,k] = U [1,k] ] . (18) The relationship of anytime achievability in (17) to the ARH distortion in (18) is now clear: The anytime capacity approach looks for (M, 0)-channel codes where the left hand side of (17) is bounded by some b (finite but otherwise arbitrarily large). In contrast, the ARH distortion approach 9 aims to find tight bounds for the 'distortion' on the right hand side of (18) . Finally, we note that the right hand side of (18) is an average, whereas (17) concerns individual sequences. In this regard, the anytime condition (18) seemingly provides a more strict definition of reliability. However, if one is only concerned with the boundedness of (18), then the next proposition shows that the two approaches are almost equivalent. Specifically, it shows that if D M (0, N) is bounded for all N, then (17) holds for any fraction of the indices k ∈ {1, 2, . . . , N}. The proof is similar to [45, Thm. 18] and is omitted.
Proposition 9: Fix γ > 0, 0 < η < 1 and b = γ /(1 − η). If there exists an (M, )-channel code such that D M (0, N) < γ for all N, then there exists a sequence of sets S 1 , S 2 , . . . with S N ⊆ {1, 2, . . . , N} and |S N | = ηN + 1 such that (17) holds for all k ∈ S N .
IX. CONCLUSIONS
This paper considered the problem of tracking unstable AR sources over DMCs with finite delay, and we focussed on the MAE distortion criterion (more general distortions were also considered in Section VII). We presented computable achievable bounds on the optimal MAE distortion MAE * (, N) for general DMCs, and we particularised these bounds to the binary erasure channel with bandwidth expansion in Propositions 1 and 2, the packet erasure channel in Propositions 4 and 5, and the binary symmetric channel with bandwidth expansion in Propositions 7 and 8. The achievable bounds on MAE * (, N) were all proved using Lemma 1, which connected the tracking problem to a new channel coding problem with an ARH distortion function (a weighted Hamming distortion function). Computable bounds for the ARH channel coding problem were then obtained using a random coding union argument in Theorem 2; a random coding exponent argument in Theorem 3, and a dependence testing argument in Theorem 4.
The proof of Lemma 1 was built on partially separated source and channel codes. Although suboptimal in general, the partial separation approach does appear to yield useful achievable bounds for the tracking problem; indeed, we believe that the bounds the BEC, PEC and BEC in Propositions 1 to 6 are the first computable bounds in the literature. We also believe that it will be possible to improve on, or generalise, the results in this paper. Here are some initial ideas: The uniformity assumption is not crucial to our approach, and it should be possible to handle iid non-uniform innovations with bounded support (albeit with increased notational complexity). The bounded-support assumption, however, is crucial to our approach. In particular, it ensures that our finite-rate quantiser will not be overloaded by W n (see Appendix A). It would be interesting to reconsider the problem with unbounded innovations. For example, for the stabilization problem counterpart of this problem it might be possible to exploit the implicit state feedback loop to improve our quantization method to allow for unbounded innovations, as done in [39] . • We chose to partially separate the quantization and communications operations for practical reasons. Such separation is suboptimal in general. One could find further improvements by jointly optimizing the quantization and communications scheme. For recent advances in this area of stabilization we point the interested reader to the work of Kostina and Hassibi [46] , and for joint source channel coding to Kostina and Verdú [47] . • This paper considered a scalar unstable AR source.
Control-theoretic applications often need to consider multi-dimensional unstable AR sources, for example, see [39] . A potential extension of the approach in this paper to vector sources might start by generalizing Lemmas 1 and 2 to include the eigenvalues of the unstable system as well as considering how to appropriately share channel resources between the AR source's dimensions.
APPENDIX A PROOF OF LEMMAS 1 AND 2
Fix the decoding delay , blocklength N, and an integer M with M ≥ 2 and M > λ. The AR coefficient λ > 1 is known to the encoder and decoder. Take an optimal (M, )-channel code from Section III that operates at the limit D * M (, N). We use a sliding scalar quantiser to map the real-valued process W 1 , W 2 , . . . to a discrete processW 1 ,W 2 , . . ., and we communicateW 1 ,W 2 , . . . over the memoryless channel using the (M, )-channel code. We then show, by induction, that the sliding scalar quantizer operates in its granular region, leading to finitely bounded quantization error. Finally, the lemma is proved by separating the MAE into quantization error and the channel code performance D M (, N).
A. Uniform scalar Quantiser
Let
We specify the quantiser by a center point c ∈ Ê and the mapping Q c :
the index u of the interval to which w belongs:
The granular region of the quantiser is the interval [c − q w , c + q w ], and the overload region is (−∞, c − q w ) ∪ (c + q w , ∞). If w falls in the granular region, then we define the quantiser output to be the center of the corresponding bin. If w falls in the overload region, then we define the quantiser output to be the center of the closest bin. In both cases, the quantizationw of w is given bỹ
B. Stage-1 Encoder
Centre the first quantiser on c = 0. Let U 1 := Q 0 (W 1 ) and
Encode the quantiser bin index U 1 using the channel code, X 1 := f 1 (U 1 ), and send X 1 over the channel. We notice that W 1 falls uniformly within [−v max , v max ] and hence the granular region of the first quantiser; therefore,
C. Stage-n Encoder
Suppose that the (n − 1)-th quantiser outputW n−1 satisfies
Centre the n-th quantiser on λW n−1 , and let
and send X n := f n (U [1,n] ) over the channel. If (19) holds, then we have
and, therefore, W n will fall within the granular region of the n-th quantiser and
By induction on n, it follows that (20) holds for all n = 1, 2, . . . , N.
D. Stage-1 Decoder
The stage-1 (M, )-channel code outputŝ U (1) 1 := g 1 (Y [1,1+] ), and the receiver setŝ
E. Stage-n Decoder
The stage-n (M, )-channel code outputŝ U (n) [1,n] := g n (Y [1,n+] ).
The receiver recursively updates its estimates of W 1 through to W n−1 , starting with W 1 : For k = 1, 2, . . . , n − 1, let
to be its reconstruction of W n . Or, in a more convenient form, we haveŴ
F. Analysis
We now prove Lemma 2 by upper bound the tracking error
where ρ ≥ 1 is an arbitrary real number. (Lemma 1 follows by setting ρ = 1.) The lemma follows by (22) , as shown at the bottom of this page, and by substituting δ = 2v max /(M − λ). Notes on (22): a. Use 10 |a + b| ρ ≤ 2 ρ−1 |a| ρ + |b| ρ 10 We would like to thank Bernhard Geiger for suggesting this inequality.
which holds for all real a, b and ρ ≥ 1. The inequality can proved using, for example, the convexity of the mapping a → a ρ and Jensen's inequality:
b. The quantisers do not overload, so |W n − W n | ≤ δ/2 for all n. c. Substitute (21) . d. Use Definition 4.
Remark 4:
The quantiser indices U 1 , U 2 , . . . , U N need not be uniformly distributed on {0, 1, . . . , M − 1}, as required by Definition 2. This problem can be overcome by introducing an independent uniform dither U dith n on {0, 1, . . . , M − 1} for each n that is known to both the encoder and decoder. The transmitter sends
where each of the above additions are modulo M. The tracking error satisfies
where the expectation is now taken over the dithers, source and channel. Since the expected value satisfies (23), there must exist deterministic dithers u dith 1 , u dith 2 , . . . , u dith n such that (23) holds.
Remark 5: In light of the above remark, we may view the uniform DMS U 1 , U 2 , . . . as a worst case DMS for any given (M, )-code under the ARH distortion metric. Indeed, any given (M, )-code will only perform better when the uniform DMS is replaced by a nonuniform DMS or, more generally, a discrete source with memory.
APPENDIX B PROOF OF THEOREM 2
For any given pmf P X on X , we now show that there exists a deterministic (M, )-code ( f 1 , g 1 ), ( f 2 , g 2 ), . . . that achieves an ARH distortion satisfying
The theorem follows by minimizing this upper bound over all P X on X .
A. M-ary Tree Codes
It will be useful to describe the causal structure of the encoders f 1 , f 2 , . . . of an (M, )-code using an infinite M-ary rooted tree. Label the M edges (to child nodes) of each node in the tree with a unique u ∈ U, and label each node by the unique edge path from the root to that node. For example, the depth-n node identified by the edge path u [1,n] = (u 1 , u 2 , . . . , u n ) is simply labeled by u [1,n] . Then to each node u [1,n] in the tree, assign the corresponding channel symbol, c(u [1,n] ) = f n (u [1,n] ).
For example, if u 1 , u 2 and u 3 are the first three symbols output by the source, then the first three code symbols sent over the channel are c(u 1 ), c(u 1 , u 2 ) and c(u 1 , u 2 , u 3 ) . Denote the string of n code symbols on the path to node u [1,n] by (u [1,n] ) = c(u 1 ), c(u [1, 2] ), . . . , c(u [1,n] ) .
B. A Maximum-Likelihood (ML) Decoder
A key step in the proof will be to estimate the first k source symbols U [1,k] from the first (n + )-channel outputs Y [1,n+] , where k ≤ n. We use an ML decoder that works as follows.
Suppose that a pmf P X on X and the M-ary tree code 11 are given and fixed. Immediately upon observing y [1,n+] = (y 1 , y 2 , . . . , y n+ ) from the channel, the ML decoder at the receiver computes the information density of every code string; that is, it computes ı (u [1,n+] ); y [1,n+] 
for all u [1,n+] ∈ U n+ . The decoder then uniformly at random selects a stringũ [1,n+] from arg max u [1,n+] ∈U n+ ı (u [1,n+] ); y [1,n+] , and it declares the first k symbols ofũ [1,n+] to be its reconstruction,Û (n) [1,k] :=ũ [1,k] . Let ξ k (u [1,n+] ) := È Û (n) [1,k] = U [1,k] U [1,n+] = u [1,n+] denote the conditional probability that the ML decoder incorrectly reconstructs the first k symbols of the source string U [1,n+] given U [1,n+] = u [1,n+] .
C. Random Coding
Imagine a random experiment in which all channel symbols (24) in the M-ary tree code are drawn in an iid manner using P X . We now upper bound the expectation ξ k (0 [1,n+] ) for the case where 0 [1,n+] = (0, 0, . . . , 0) is the all zero source string and the expectation is taken over the code. To do so, it is useful to define the fan of u [1,k] ∈ U k to be fan u [1,k] := ũ [1,n+] ∈ U n+ : u [1,k] =ũ [1,k] .
If (0 [1,n+] ) is sent by the transmitter and y [1,n+] is observed by the receiver, then a necessary condition for the ML decoder to make an error in decoding the first k symbols of (0 [1,n+] ) is that there exists a 'bad' source string u [1,n+] ∈ U n+ \fan u [1,k] = fan u [1,k] c 11 Or, equivalently, the sequence of encoders f 1 , f 2 , . . . is fixed. [1,n+] ∈(fan(0 [1,k] )) c ⎛ ⎝ ũ [1,n+] ∈fan(0 [1,k] ) ı (u [1,n+] ); Y [1,n+] ≥ ı (ũ [1,n+] ); Y [1,n+] [1,n+] ∈(fan(u [1,k] )) c ı (u [1,n+] ); Y [1,n+] ≥ ı (0 [1,n+] ); Y [1,n+] , (25) ξ(0 [1,n+] [1,n+] ∈K i ı (u [1,n+] ); Y [1,n+] ≥ ı (0 [1,n+] ); Y [1,n+] ⎞ ⎠ ⎤ ⎦ (26) [1,n+] ∈K i ı (u [1,n+] ); Y [1,n+] ≥ ı (0 [1,n+] ); Y [1,n+] 
ξ(0 [1,n+] ) ≤ min 1,
such that ı (u [1,n+] ); y [1,n+] ≥ ı (u [1,n+] ); y [1,n+] holds for every u [1,n+] ∈ U n+ . Taking the randomness of the channel and the code into account, we have (25) , as shown at the top of this page, where (b) considers only the all zero string in the intersection. In both (a) and (b) we use an upper case (u [n+] ) to emphasis that the code is generated randomly. Let us define K i := U n+ \fan (0), for i = 0, fan 0 [1,i] \fan 0 [1,i+1] , for i > 0.
Then (25) can be rewritten as (26) , as shown at the top of this page, to which we apply the union bound to get (27) , as shown at the top of this page.
We now notice that for every source string u [1,n+] ∈ K i , the first i symbols of the corresponding code string (u [1,n+] ) are identical to the first i symbols of (0 [1,n+] ). That is, [1,i] (u [1,n+] ) = [1,i] (0 [1,n+] ), ∀ u [1,n+] 
where we denote [j, j ] (u [1,n+] ) := (u [1, j] ), (u [1, j +1] ), . . . , (u [1, j ] ) .
Thus, the error event due to K i in (27) depends only on the last (n + −i ) symbols of (u [1,n+] ) and (0 [1,n+] ), giving (28) , as shown at the top of this page.
We now invoke a technique used by Polyanskiy in [43, Thm. 17] : Rewrite the probability in (28) as an expectation of a conditional probability, where the expectation is taken with respect to the pair ( i+1,n+ (¼ n+ ), i+1,n+ ). Doing so gives (29) , as shown at the top of this page. The probability term in (29) is the same for all u [1,n+] ∈ K i and |K i | = (M − 1)M n+−i−1 , which leads to ξ(0 [1,n+] ) ≤ min 1,
where τ M (·) is defined in (10) . The bound (30) applies to the all-zero string 0 [1,n+] . By symmetry, the same bound holds for all source strings u [1,n+] ∈ U n+ . Moreover the source is uniform, so the average error probability satisfies È[Û (n) [1,k] = U [1,k] ] ≤ min 1,
D. Existence of a Deterministic Code
Noting (9), the average distortion (averaged over the code, source and channel) satisfies (32) , as shown at the top of the next page, where (*) follows from (31) . To complete the proof, we note that there must exist at least one deterministic (M, )-code in the ensemble for which the bound (32) holds.
APPENDIX C PROOF OF THEOREM 5
To prove Theorem 5, we need only modify the last part of the proof of Theorem 2 in Appendix B-D. Recall the random coding experiment used in that proof, and the upper bound on È[Û (n) [1,k] = U [1,k] ] in (31) . For each , n ∈ {1, 2, . . . , N}, with ≤ n, let us define the event
Now, we can upper bound the modified distortion function D ρ,M (, N) as described by (33) , as shown at the top of this page, where (*) applies (31) .
APPENDIX D PROOF OF COROLLARY 2.1
We start with a lemma, whose proof appears in Section D-A.
Lemma 4: For any N ∈ + , we have
The corollary easily follows from Lemma 4:
where (a) follows by Theorem 2 and (b) follows from Lemma 4.
A. Proof of Lemma 4
For any given N and pmf P X on X , let RCU M (P X , , N) be defined by (35) , as shown at the top of this page. Then we have (36) , as shown at the top of the next page, where (a) breaks the sum over n in two at N and substitutes RCU M (P X , N); (b) drops the first N terms in the sum over k (all nonnegative); (c) k = k − N and n = n − N; (d) drops the first N terms in the sum over i (all nonnegative); (e) i = i − N; and (f) substitutes RCU M (P X , N).
APPENDIX E BINARY ERASURE CHANNEL

A. Proof of Proposition 1
Fix 0 < ε < 1. Recall τ M (P X , k) in (10), and choose P X to be uniform on X = {0, 1} κ . We have (37) , as shown at the top of the next page.
B. Proof of Proposition 2
Starting from Proposition 1, we have (41) where a := κ − log(M(ε + 1) κ ).
It then follows that
whenever a > log λ. [1,k] , Y [1,k] ,X [1,k] 
C. Proof of Proposition 3
For any 0-code, we have
Notes:
a. Let A n,t denote the event that t-bit erasures occur during the n-th channel use (that is, the BEC erases t of the κ bits in X n ). b. Imagine a situation where a compressor is given W n , a decompressor is given W n−1 , and the compressor sends a -bit description of W n to the decompressor. Then,
with equality being achieved by a uniform scalar quantiser. Now consider step (b): Suppose that a genie tells encoder exactly which t bits of the κ bits in X n will be erased by the channel, and it tells the decoder the exact value of W n−1 . This additional information can only τ M (P X , k) = min 1, M k−1 (M − 1) ζ k (X [1,k] , Y [1,k] ,X [1,k] 
helper the encoder and decoder, and, consequently the lower bound (39) applies. c. The BEC's cutoff rate is R 0 (ε) = 1 − log(1 + ).
APPENDIX F PACKET ERASURE CHANNEL
A. Proof of Proposition 4
Fix 0 < ε < 1, recall τ M (P X , k) in (10) and choose P X to be uniform. The result follows from (40) , as shown at the top of this page.
B. Proof of Proposition 5
Starting from Proposition 4, we have (41) , as shown at the top of this page, where a := κ − log(M(ε(2 κ − 1) + 1)). Then, from Lemma 1, Theorem 2 and (41) we have the steps leading to (42) , as shown at the top of this page, whenever a > log λ.
C. Proof of Proposition 6
Consider an arbitrary -code and the definition of MAE(, N) and then (43) , as shown at the top of this page. Notes: [1,k] , Y [1,k] ,X [1,k] 
a. Let A n,e denote the event where the n-th packet is erased, and let A c n,e be its complement. b. Use the same argument as inequality (b) in Appendix E-C. c. The PEC's cutoff rate is R 0 (κ, ε) = κ − log (ε(2 κ − 1) + 1).
APPENDIX G BINARY SYMMETRIC CHANNEL
A. Proof of Proposition 7
Fix 0 < ε < 1/2, recall the function τ M (P X , k) in (10), and choose P X to be uniform on X = {0, 1} κ . In this case, the information density is given by [43, Sec. 3.2] ı (x [1,k] ; y [1,k] 
where t is the Hamming distance between x [1,k] and y [1,k] . Given that the Hamming distance between x [1,k] and y [1,k] is t, the probability that ı (X [1,k] ; y [1,k] ) is equal to or greater than ı (x [1,k] ; y [1,k] ) is t s=0 κk s 2 −κk .
We then have (44) , as shown at the top of this page.
B. Proof of Proposition 8
Pick a ∈ (a * κ , 1 2 ). Consider τ M (k) in Proposition 7, and split the sum over t into two parts as in (45) Similarly, the rightmost sum over t is the probability of getting aκk+1 or more successes from κk Bernoulli(ε) trials. Since a > a * κ > ε, we have
We now have (46) , as shown at the top of this page, where (a) substitutes (45) 
APPENDIX H PROOF OF THEOREM 3 AND COROLLARY 3.1
The next lemma can be distilled from Polyanskiy [43, p. 25] and Gallager [48, p. 5] , details are given in Appendix H-C Lemma 5: Fix ρ ∈ [0, 1], R < C, M = exp(R), and a pmf P X on X . We have
A. Proof of Theorem 3
Fix any N ∈ + , P X ∈ P X , ∈ * , ρ ∈ [0, 1], and choose any rate R such that R > ln 2 and ln λ < E r (R). Theorem 2 and Lemma 5 imply (48) , as shown at the bottom of this page. Selecting P X and ρ in (48) 
The theorem follows by evaluating the above geometric sums and minimizing over R.
B. Proof of Corollary 3.1
Suppose that the DMC T Y |X satisfies E r (R) > 0 for all 0 ≤ R < C and E r (C) = 0. Then E r (R) is a strictly 12 decreasing, convex and positive function of R for 0 ≤ R < C. Now suppose that ln λ < E r (ln 2) < C. Pick any rate R such that ln λ < E r (R) < E r (ln 2) < C (such an R always exists). We have ln λ < E r (R) and R > ln 2, since E r (·) is strictly decreasing. Lemma 1, Theorem 3 and Corollary 2.1 imply (49), as shown at the bottom of this page, where β > 0 is a constant depending on R and λ.
C. Proof of Lemma 5
The proof follows Polyanskiy [43, p. 25] and Gallager [48, p. 5] . Let (X, Y ) ∼ P X T Y |X , 12 E r (R) is a convex, decreasing and nonnegative function for 0 ≤ R < C [4, Thm. 5.6.4]. If E r (0) is positive, then E r (C) is strictly decreasing for 0 ≤ R < C.
È ı X [1,k] ;Y [1,k] (X [1,k] ; y [1,k] ) ≥ ı X [1,k] ;Y [1,k] (x [1,k] ; y [1,k] ) [1,k] |x [1,k] ) P k Y (y [1,k] )
−ζ
x [1,k] 
T k Y |X (y [1,k] |x [1,k] ) P k Y (y [1,k] )
T k Y |X (y [1,k] |x [1,k] )
τ M (k) := min 1, e R (k−1) (e R − 1) ζ k (X [1,k] , Y [1,k] ,X [1,k] ) ≤ min 1, e R(k−1) (e R − 1) ζ k (X [1,k] , Y [1,k] ,X [1,k] ) , (51)
x [1,k] ∈X k P k X (x [1,k] ) [1,k] |x [1,k] ) T k Y |X (Y [1,k] |X [1,k] 
and let X ∼ P X and Y ∼ P Y denote the corresponding marginals. Let P k X , T k Y |X and P k Y denote the k-fold products of P X , T Y |X and P Y , respectively.
We first follow Polyanskiy [43, p. 25] . Fix ζ ≥ 0 and (x [1,k] , y [1,k] ) ∈ X k × Y k . ForX [1,k] ∼ P k X , we have (50), as shown at the bottom of the previous page, where (*) applies a generalized Chernoff-type upper bound, see, for example, [48, p. 127, eq. 5.4.11] .
Recall the definition of τ (k) with M = e R , e.g., see (51), as shown at the top of this page, where (X [1,k] , Y [1,k] ,X [1,k] ) is a string of k i.i.d. (X, Y,X ), ζ k (X [1,k] , Y [1,k] ,X [1,k] ) := È ı X [1,k] ;Y [1,k] X [1,k] ; Y [1,k] ≥ ı X [1,k] ;Y [1,k] X [1,k] ; Y [1,k] X [1,k] , Y [1,k] and the expectation in (10) is taken with respect to (X [1,k] , Y [1,k] ). Bound the probability in τ (k) using the bound in (50) to get (52), as shown at the top of this page, where the expectation is taken with respect to (X [1,k] , Y [1,k] ).
Using min{1, a} ≤ a ρ , ρ ∈ [0, 1], bound the right hand side of (52) as shown in (53), as shown at the top of this page, where the expectation is taken with respect to (X [1,k] , Y [1,k] ). Choose ζ = 1 1 + ρ and substitute into (53) to obtain (54), as shown at the top of this page, where (*) notes that (T k Y |X (Y [1,k] |X [1,k] )) −1 1+ρ is independent of the summationx [1,k] 
Expand the expectation in (54) as shown in (55), as shown at the next page, where (a) expands the expectation and (b) uses 0 ≤ ρ ≤ 1.
We now exploit the memoryless structure of the DMC and the iid input P k X using Gallager's technique [48, p. 5]. We start with the bound in (56), as shown at the next page, where (a) includes the memoryless property of the source and channel; (b) substitutes E o (ρ, P X ); and (c) uses 0 ≤ ρ ≤ 1.
APPENDIX I PROOF OF THEOREM 4
A. Dependence testing (DT) Decoder
The proof will be built upon the following decoder, which estimates the first k source symbols U [1,k] from the first (n + )-channel outputs, where k ≤ n. Suppose that a pmf P X on X and the M-ary tree code are given. Let γ n : X n+ → [0, ∞] be arbitrary, and define Z x [1,n+] (y [1,n+] ) := ½ ı X [1,n+] ;Y [1,n+] (x [1,n+] ; y [1,n+] ) > log γ n (x [1,n+] 
where the distribution of (X [1,n+] , Y [1,n+] 
For Immediately upon observing y [1,n+] from the channel, the decoder sequentially computes Z (Ù 0 ) (y [1,n+] ), Z (Ù 1 ) (y [1,n+] ), . . . , τ (k) a ≤ e ρ R(k−1) (e R − 1) ρ x [1,k] ∈X k y [1,k] ∈Y k P k X (x [1,k] ) T Y [1,k] | (y [1,k] |x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) −1 1+ρ
x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) 1 1+ρ ρ = e ρ R(k−1) (e R − 1) ρ y [1,k] ∈Y k x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) 1 1+ρ ρ
x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) ρ 1+ρ b ≤ e ρ R(k−1) (e R − 1) ρ y [1,k] ∈Y k x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) 1 1+ρ ρ
x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] ) 1 1+ρ = e ρ R(k−1) (e R − 1) ρ y [1,k] ∈Y k x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] 
τ (k) ≤ e ρ R(k−1) (e R − 1) ρ ⎡ ⎣ y [1,k] ∈Y k x [1,k] ∈X k P k X (x [1,k] ) T k Y |X (y [1,k] |x [1,k] [1,k] ∈Y k x [1,k] = È ı X [1,n+] ;Y [1,n+] (Ù s ); Y [1,n+] ≤ log γ n ( (Ù s )) U [1,n+] 
È ı X [1,n+] ;Y [1,n+] (Ù s ); Y [1,n+] ≥ log γ n ( (Ù s )) U [1,n+] 
s−1 s =0 È ı (Ù s ); Y [1,n+] ≥ log γ n ( (Ù s )) U [1,n+] 
Ù s, j M n+−1− j È ı X [1, j] ;Y [1, j] (X [1, j] ; Y [1, j] ≥ γ n (X [1, j] , X [j +1,n+] ) = k−1 j =0 Ù s, j M n+−1− j È ı X [1, j] ;Y [1, j] (X [1, j] ; Y [1, j] ) + ı X [j +1,n+] ;Y [j +1,n+] (X [j +1,n+] ; Y [j +1,n+] ) ≥ γ n (X [1,n+] )
M n+− j È ı X [1, j] ;Y [1, j] (X [1, j] ; Y [1, j] ) + ı X [j +1,n+] ;Y [j +1,n+] (X [j +1,n+] ; Y [j +1,n+] ) ≥ γ n (X [1,n+] [1,n+] ) .
È Û (n) [1,n+] = U [1,n+] 
until it finds an integer s such that Z (Ù s ) (y [1,n+] If no such s exists, then the decoder declares an error. The probability of incorrectly decoding the first k symbols of U [1,n+] can be expanded as È Û (n) [1,k] = U [1,k] 
where ζ k (Ù s ) := È Û (n) [1,k] = U [1,k] U [1,n+] 
Putting the above together, we have (57), as shown at the previous page.
Consider the set of strings {Ù 0 , Ù 1 , . . . , Ù s−1 } over which the sum in (57) is taken. Within this set, there are Ù s, j M n+− j −1 , j ∈ {0, 1, . . . , k − 1}, strings with j channel symbols in common with Ù s . Now suppose that each channel symbol in the M-ary tree code is randomly generated in an iid manner according to X ∼ P X , and consider the expectation (over the random code) of the conditional probability ζ(Ù s ) for any s ∈ {0, 1, . . . , M n+ − 1}. The expectation of the first conditional probability on the right hand side of (57) is È ı ( (Ù s ); Y [1,n+] ) ≤ log γ n ( (Ù s )) U [1,n+] = Ù s = È ı X [1,n+] ;Y [1,n+] (X [1,n+] ; Y [1,n+] ) ≤ log γ n (X [1,n+] 
where (X [1,n+] , Y [1,n+] (·|·) . Similarly, the expectation of the sum of conditional probabilities on the right hand side of (57) can be bounded as show in (58), as shown at the top of this page.
Therefore, the expected (averaged over the codebook) probability of incorrectly decoding the first k symbols in U [1,n+] is bounded from above by as shown in (59), as shown at the top of this page.
The proof now follows by similar arguments to those in Appendix B-D.
