Introduction
The Kuramoto model was motivated by the phenomenon of collective synchronization, when a huge system of oscillators spontaneously lock to a common frequency, despite differences in the indivudaul frequencies of the oscillators (A.T. Winfree 1967 , S.H. Strogatz 2000 . This phenomenon occurs in biology, including networks of pacemaker cells in the heart (C. S Peskin 1975) , and congregations of synchronously flashing fireflies (J. Buck, 1988) . In physics there are many examples ranging from microwave oscillators (York and Compton, 1999) to superconducting Josephson junctions (Wiesenfeld, Colet and Strogatz, 1996) .
Below an introduction to the Kuramoto model will be given where the main results and derivations are adopted from S.H. Strogatz, 2000 . The Kuramoto model is a simplification of a model made by Winfree to study huge populations of coupled limit cycle oscillators. If it is assumed that the coupling is weak and that the oscillators are identical, the model is simplified greatly. The oscillators will then relax to their limit cycles, and so can be characterized by their phases. In a further simplification, Winfree supposed that each oscillator was coupled to the collective rhythm generated by the whole population, analogous to a mean-field approximation in physics. Kuramoto showed that for any system of weakly coupled, nearly limit-cycle oscillators, long term dynamics are given by phase equations of the following form (Kuramoto, 1984) 
where θ i are the phases and ω i are the limit cycle frequencies of the oscillators. Kuramoto studied a further simplification of this model, the Kuramoto model. He used a sine function to couple the oscillators, this simplified the analysis of the model as will be shown below:
g(ω) is the normalised distribution of the frequencies i.e, gdω = 1 3 where g is symmetric around the origin and decreasing for ω > 0. Define the order parameter r where,
Combining equation 1 and 2 will give,
where ψ could be set to 0. This will not effect the model since the Kuramoto equation will be invariant to such a change. It is interesting to find the stable solutions of these coupled equations, where ρ ω is the distribution of the oscillators with limit-cycle frequency ω and r ω the corresponding amplitude. Thus equation 2 gives us,
Since we are interested in stationary states we have,
Combining the above two equations will give us, ⇒ ∂ ∂t S 1 ρ ω (θ, t)e iθ dθ = 0 which simplifies to,
So,
If it is assumed that r stays constant, two types of behaviour will result depending on the size of |ω|, if |ω| ≤ Kr there are 2 stationary points. This follows from equation 2, where there will be 2 stationary points, one of these being a stable point. If |ω| > Kr the oscillators will rotate, since θ = 0. The population can be divided into locked and drifting oscillators. In order for the drifting oscillators not to change the value of r it is sufficient and necessary that ρ forms a stationary probability distribution. For constant r we must have,
where C can be determined by normalisation of the probability distribution. Below we will calculate the coupling, K at which the above system synchronises. Thus r is given by,
where angular brackets denote population averages. Since ψ = 0 this will reduce to,
From equation 4 it seen that ρ(θ, ω) = ρ(θ + π, −ω) and since g(ω) = g(−ω), the 2nd term on the RHS will be 0,
Evaluating the first term on the right hand side will give 0 for the imaginary part and the following for the real part,
Collecting all the results from above will give us,
for which r = 0 is always a solution. This corresponds to a completely incoherent state with ρ = 1 2π
for all θ and ω. A second branch of solutions, corresponding to partially synchronized states satisfy,
. K c is the value of K at which the second branch of solutions bifurcates from the first. By taylor expanding g around g(0) one can find an approximation of r as a function of K around the branching point. Expanding g(θ) to 2nd order will give,
integrating this equation will give, where a and b are constants,
Expanding around the branching point K = K c with K − K c << 1 will give,
which simplifies to,
The first 2 terms on the RHS are equal giving,
where C is a constant. It can be seen that the bifurcation is supercritical if g (0) < 0. Below K c there is only one stable solution, r = 0. This will be a completely incoherent state. As the coupling reaches K c there is a nonzero solution which branches off. As K increses to infinity r tends to 1. This will thus be a completely coherent state where every oscillator will be in phase due to the strong coupling. There is also an incoherent state above K c though this solution is unstable. The above image was taken from S.H. Strogatz, 2000. 7
Kuramoto model with three oscillators
The kuramoto model with an infinite number of oscillators can be solved using a mean-field-theory approach as in the last chapter. However there are interesting results for finite dimensional models, where three oscillators give the least complex system with nontrivial results. When studying the synchrony between the oscillators it is the difference in phase between the two oscillators which is interesting. In the two dimensional case taking the difference between the phases of the oscillators will give one equation which is easily solved. Taking the difference between the kuramoto equations for the two oscillators with φ = θ 2 − θ 1 and Ω = ω 2 − ω 1 will give,
Suppose K ≥ Ω, then 2 stationary points will exist, φ s and φ i (φ s < φ i ), φ s being stable and φ i unstable. When K > Ω the original system will be sychronised since the difference in phase between the oscillators will be constant. Note that when the system discussed above has a stationary point the original system has two phases rotating with the same speed. Figure  2 illustrates the bifurcation diagram for 2 oscillators,Ω = mean oscillator frequency over time. The equation ofΩ over K can be calculated, where T is the period of an oscillation,
Figure 2. The graph depictsΩ as a function of the coupling K. When K > Ω,Ω will be 0, that is the 2 oscillators will rotate in phase. When K < Ω,Ω will be nonzero which indicates that there is a difference in angular velocity of the oscillators. As K → 0, Ω → Ω, the difference in angular velocity in this decoupled state will be the difference in the natural frequencies of the oscillators.
Analysis of the case with three oscillators is a little more involved. Again we will investigate the dynamics of the difference between the phases, this will give two equations. The flow will be over the torus, T 2 . The kuramoto equation for the three oscillators will be,
Taking the pairwise difference between these equations will give, with
8 To analyse the system let us first calculate the stationary points. At a stationary point,φ 1 =φ 2 = 0. This system is easier to analyse if Ω 1 = Ω 2 ≡ Ω in which case we have,
from which it follows that, sin φ 1 = sin φ 2
Thus φ 1 = φ 2 or φ 2 = π − φ 1 . Note that the line φ 1 = φ 2 is invariant under the flow. Assume φ 1 = φ 2 = φ, then equation 2 and 3 are equal and they give,
When K >> Ω there are four stationary points along Ω 1 = Ω 2 . For infinite K they are located at (φ 1 , φ 2 ) = (0, 0), (
), (π, π) and (
), see figure 3. As K decreases stationary points 3 and 4 will coalscese whereafter 1 and 2 coalscease, both pairs in saddle node bifurcations. See Appendix A. When the last two stationary points collide K = K c . Note that all these stationary points occur along the invariant line φ 1 = φ 2 . Figure 3 . Graph showingφ as a function of φ. Stationary points occur at the intersections with the horisontal axis, which occur at four distinct points. When K << 1 there will be no stationary points, since the system is almost uncoupled. As K increases from 0 the graph shown in the figure will move downward tending to −(sin φ + sin 2φ). Stationary points will be created pairwise, through saddle point bifurcations. At large K there will be four stationary points where two of these will be stable.
To examine the stability of these points compute the Jacobian and its eigenvalues at the different stationary points. The Jacobian matrix is given by,
where f 1 is (f 2 is defined similarly),
Combining this with equations 8 and 9 give,
For the four stationary points considered above we get,
The characteristic equation of J with eigenvalue λ is,
which has solution,
where A = −2 cos φ − cos 2φ and B = cos φ − cos 2φ. By analysing the sign of λ as φ varies, the stability of the stationary points can be determined as K ranges from ∞ to 0. The stationary points are stable if both eigenvalues are negative. In figure 4 , λ is plotted as a function of φ. The positions of the stationary points for K >> ω are marked in the figure together with arrows showing how they move as K decreases. When the stationary points meet and annhilate, λ will be 0. The stationary point starting at (0, 0) is always a stable node (source), (π, π) is always a saddle point and ( ) starts as a node but changes into a saddle point, when A − |B| = 0. There are 2 saddle point bifurcations and one pitchfork bifurcation, where the stable point changes from a node to a saddle point. At the pitchfork bifurcation one of the stationary points described above collides with 2 other stationary points lying outside the invariant line φ 1 = φ 2 . When K = ∞ these 2 stationary saddle points lie at (π, 0), and (0, π) and they approach ( In the following a Taylor expansion will be done around the bifurcation points to see the resultant effect on them as Ω i changes. At a bifurction point J is non-hyperbolic. So J has at least one zero eigenvalue or two completely imaginary eigenvalues. The last scenario will describe a Hopf bifurcation, which however does not happen for this system. In the first case J will be nonsingular so its determinant will be 0. Assuming that det(J) = 0 we have,
2 → where,
Below the effect of altering Ω i on the bifurcation when the stable node O, see figure 5 , collides with the saddle point (resulting from the pitchfork bifurcation) will be analysed. At this bifurcation
. Note that F does not depend on Ω i . First we will calculate ∇F ,
The vector orthogonal to ∇F will be δφ 1 = −δφ 2 . So the bifurcation point will move along this orthogonal direction as Ω i are varied. Let this variation be given by,
Expanding the kuramoto equation (equation 8) around the bifurcation point at φ 1 = φ 2 = φ, to first order in δΩ i will give,
A similar treatment of equation 9 will give,
Thus altering Ω i will change the position of the stationary point, which is also a point of bifurcation. If this point is still to be a point of bifurcation it will have to change to a point where F = 0 i.e. move along a null line of F . This will only occur with the above calculated constraints on δΩ and δφ.
Thus the change in Ω 1 and Ω 2 will be given by,
is plotted against
. The lower boundary of the hatched area is the curve at which the saddlepoint bifurcation calculated above occurs. The taylor expansion was done around the point where this curve meets the line
Note that the quotient of the above calculated factors,
, is the gradient of this bifurcation curve at the above mentioned point. The upper boundary of the hatched area is the curve along which the pitchfork bifurcation occurs. The black dot indicates the point at which the pitchfork bifurcation occurs when
Next we will study the behaviour around the black dot where there is a pitchfork bifurcation. At this point φ 1 = φ 2 = π 2
, π 2 ) = 0 and as before the null line of F will be directed along (1, −1) in the φ 1 , φ 2 -plane. However, in this case it will be necessary to evaluate the null curve up to 2nd order. Thus expanding F (Ω 1 + δΩ 1 , Ω 2 + δΩ 2 ) will give, 0 = −δφ 1 + δφ
Taking only terms up to 2nd order and simplifying will give, 13 0 = δφ 1 + δφ 2 + δφ 1 δφ 2
Thus,
Expanding equation 8 up to 2nd order will give,
Combining this with equation 10 will give at (
Thus for δΩ 1 the following holds,
For δΩ 2 a similar result holds: δΩ 2 = − 
In figure 6 the curve that is obtained around the stationary point which is a pitchfork bifurcation, the blackdot, could be parametrized with δφ. The curve would then be given by some function s(δφ) = (s 1 (δφ), s 2 (δφ)). After changing coordinates such that the blackdot is at the origin the curve would be described by,
This is just the form of the curve as seen in figure 6 . Ω2 -plane along which bifurcations occur. The upper boundary of the hatched area is the line along which the pitchfork bifurcation occurs (see Figure 5 ). In the hatched area, the flow on the torus contains a stable node, a saddle point and an unstable periodic orbit. This will be briefly discussed in section 3. The lower boundary of the hatched area is the line along which the saddle point bifurcation occurs removing the two remaining stationary points of the system. Below this line there are no stationary points in the system and Arnold tongues can be seen growing from the Ω1 Ω2 -axis. Here there will instead be stable periodic orbit which will dominate the whole torus flow with a fixed rotation number. In section 4 the Arnold tongue scenario will be analysed. The figure is taken from Maistrenko et al 2005.
Unstable limit cycles in the three dimensional kuramoto model
Simulations of the 3 oscillator kuramoto model suggests the existance of an unstable periodic orbit. This orbit will exist when there is a stable node and a saddle point in the phase space. Consider the situation K cr < K < K pf i.e between the value of K at which you have the pitchfork bifurcation discussed above and the point at which all critical points disappear. This will be the hatched area in figure 6. There will be 2 critical points on the line φ 1 = φ 2 , a saddle point and a node. The unstable manifold of the saddle point will leave the line φ 1 = φ 2 at an angle of π 2
. Denote the two paths that end at the saddle point as γ ± (t). This will terminate at the saddle point at t = ∞. This curve cannot approach the saddle point as t decreases since then it would terminate at the stable node. To more clearly see what happens to this curve as t → −∞, study the behaviour of the vector field on the entire plane (the torus is the quotient space of the plane when points with integer differences are identified). Several curves will be projected onto γ ± (t) with the equivalence described below. They will all be called γ ± (t) below.
Note that γ ± (t) is trapped in the region between the diagonals of the boxes (diagonals will be lines φ 1 + 2nπ = φ 2 for all n ∈ N ), see figure 7 (red crosses represent saddlepoints and blue circles stable nodes, the paths originating from the crosses are mapped onto γ ± by the equvialency described above). γ ± (t) cannot cross these diagonals since they are invariant for increasing and decreasing time. Further we know that they are no stationary points in this region where the curve is trapped. It is easier to analyse this new situation if a change in coordinates is made, which will rotate figure 7 by π 4
. Figure 7 . The mapping of equivalent points on the figure above as described by equation 1 will give the torus on which we have the flow of the reduced 3 oscillator kuramoto model. The crosses represent the saddle point and the circles represent the stable node on the torus. Note how the unstable manifolds (γ ± (t)) foliate themselves around the diagonals and the stationary points lying below them. These curves will not intersect each other, since the only stationary points are the crosses and circles. Simulations indicate that between the flow that tends to the lower diagonal and the flow that tends to the upper diagonal there will be an unstable periodic orbit.
Recall the 2 equations governing the motion (Ω 1 = Ω 2 ),
Changing coordinates as,
The inverse transformations are given by,
giving,ψ
which indicate for small K thatψ 1 > 0. For small K there are no singular points, as K increases 2 singular points are created on the invariant line as discussed above. It can also be noted that sin
has a maximum just at the point where the two singular points are created. There will be a reversal of the flow at this point or area depending on the size of K. This behaviour can be expected when the phase portrait is studied. The curve γ ± will enclose this area of reversal of the flow. Let V be the area between ψ 2 = 0 and ψ 2 = 2π which is a connected set. Let U 1 be the set where the flow at any point tends to the lower line, ψ 2 = 0, and U 2 the set where the flow at any point tends to the upper line ψ 2 = 2π. Both U 1 and U 2 are open, and hence there union can not be equal to the connected set V . Computations suggest that the complement of this union is a periodic orbit on the torus (Maistrenko et al 2005) . Which of course will be unstable. If the above assumption based on simulations is true the following could be said about the periodic orbit: Due to symmetry of the positioning of the critical points the periodic orbit will be invariant to reflection along the line ψ 1 = 0 after a translation with half the distance between the critical points. At ψ 1 = π 2 + nπ the derivative of the flow is 0. These 2 points are the only turning points of the periodic orbit. The orbit can be written as a sum of sine and cosine series. If a point through which the orbit moves is known the orbit can be approximated to any order of terms since all the derivatives of the orbit can be calculated. As K decreases the orbit curves back on itself, i.e thatψ 1 ≤ 0 at some place. It can then not be expressed as a single valued function of ψ 1 .
Stable limit cycles in the three dimensional kuramoto model
As discussed at the end of the section 2. there will be a stable periodic orbits below the hatched area in figure 6. As shown above the system can be reduced to a 2 dimensional model by taking the differences between the phases,φ
A periodic orbit will only cut the line φ 1 = 0 at a finite number of points. Thus some finite iteration of the Pioncare map on this line, φ 1 = 0, will have a stationary point. Below we will find an approximation for the Poincare map for K << 1.
will be given by,
This together with the equations governing the flow will give, where
<< 1 and
Kn Ω 2 << 1 ) we can approximate the above equation with,
Expanding and keeping only the lowest order terms we find,
Thus the change for a point (δφ 2 ) on the line φ 1 = 0 as the point moves with the flow of the system and returns to φ 1 = 0 will be given by,
We will simplify the above expression by introducing the two variables A =
which gives us with
= Ω,
Evaluating the definite integral will give,
Note that,
Using the above 2 equations the last two terms in the expression for δφ 2 will simplify as,
the first bracketed term simplifies to,
Thus the expression for δφ 2 together with κ = K ω 1 will be,
The Poincare map, P : S 1 → S 1 is given by,
The map is continous and a bijection. To show injectivity note that it is strictly increasing for small κ,
So the mapping is a homeomorphism from S 1 onto itself. This is as expected since on the flow on the torus there are no singular points so all points leaving the line φ 1 = 0 will return. As will be described later the bifurcation diagram of the circle map will exhibit the Arnold tongue scenario (Arnold, 1967) , see Appendix B. If the ratios between Ω 1 and Ω 2 are rational there will be phase locking between the oscillators. If the ratio is irrational then there will be quasi-periodic oscillation. There will be a countable collection of Arnold tongues growing from "rational" points on the zero coupling axis, and opening up into regions where the coupling strength turnes on, figure 8 (ρ is the rotation number of the circle homeomorphism and is the coupling constant). For the Poincaré map calculated above the arnold tongue scenario would look different since P (φ) is a modification of the circle map. Below the "tongues" with rotation numbers 0, , and 1 will be calculated for small coupling. As described in Appendix B the rotation number ρ(κ, Ω) of P will be equal to Ω when κ = 0, ρ(0, Ω) = Ω For any small κ the limitations of the arnold tongue with 0 rotation number can be calculated, to do this we will first simplfy the following expression for δφ 2 evaluated at Ω << 1,
Now since Ω << 1 we have, δφ 2 = 2πΩ + 4κπ sin(πΩ + φ 2 )
As described in Appendix B, ρ(φ, Ω, κ) does not depend on φ. So if the above equation for δφ has a 0, ρ(Ω, κ) = 0. This is true if,
Thus the tongue with 0 rotation number will be limited by κ = Ω 2
. A similar calculation can be done for ρ = 1 2
. In this case P 2 , the Poincaré map iterated twice, will have a periodic point (stationary point) and all other points will asymptotically have a period of << 1 is given up to first order terms by,
After simplifying the last term we get,
Iterating this function twice will give,
simplification gives up to an additive factor of 2π, To analyse the situation when ρ = 1 we will proceed slightly differently. We will set ω = 1 + δω, where |δω| << 1 and κ << 1 and analyse the following equation,
Note that Ω 2 = Ω 1 (1 + δΩ). The equation can thus be written as,
The first order term in K gives term proportional to Kδω. This term will be negligible compared to the first term in the Poincaré map, δω. Simplifying and and integrating φ 1 from 0 to 2π gives,
So the follwing must be true for there to be periodic points,
which is the limitation of the tongue with rotation number 1. Figure 6 shows the tongue scenario for the three dimensional Kuramoto model. The above approximations were calculated for the "tongues" of 3 rational numbers for small coupling constant, κ.
Kuramoto model with N oscillators
The following information is adopted from Maistrenko 2005. When analysing the kuramoto model with N oscillators the system can be simplified by analysing the flow over an invariant manifold, M . The invariant manifold exists for the symmetric model (the model is symmetric if ω i = −ω N −i+1 ). It can be described as a flow over the torus, T N 0 , where
The flow over the invariant torus will be given by,
and by,
The stability of the manifold can be studied by calculating the lyapunov exponents along trajectories of the above two equations corresponding to the growth and decay of pertubations in transverse directions to the invariant manifold. These exponents depend on the parameters of the system. It can be been shown that there is a symmetry breaking bifurcation K sb such that the invariant manifold is stable when K > K sb . Further K c > K sb where K c is the bifurcation value of the synchronization transition in the Kuramoto model. In the three dimensional model K c occured when the stable node collided with the saddle point resulting in a flow with a stable limit cycle with rotation number 1 : 1. As K decreases to 0 this limit cycle will tend to the diagonal φ 1 = φ 2 , thus retaining its rotation number. In other words the limit cycle will be trapped in the Arnold tongue with resonance number 1. In four dimensions a similar phenomenon will occur. However, comparing figure 6 and 8 (Ω =
the red line represents the bifurcation line for K sb ), the limit cycle will move through all the arnold tongues as K < K c in the four dimensional case. This is similar to what happens in the three dimensional case when Ω 1 = Ω 2 . The rotation number of the limit cycle will cross infinitely many narrow resonant tongues with rational rotation numbers. Spaced between these tongues there will be quasiperiodic movement. However, as K < K sb the plane on which the limit cycle lies will become unstable and it has been shown that the flow will become chaotic as a chaotic attractor is created. Similar chaotic behaviour is found for higher dimensional kuramoto models. Thus the Kuramoto model, governed by simple equations has very complicated solutions. 
Summary
In this paper we have studied some basic properties of the Kuramoto model. This system of differential equations has been studied using different techniques. Using a mean field theory approach it is possible to study a system with a large or infinite number of oscillators. Several results can be derived analytically. In the infinite case there will be a critical coupling below which the system desynchronises. This critical coupling is calculated in the first section, the introduction, for a uniform distribution of oscillator eigenfrequencies. A large part of this paper has studied the Kuramoto model with a finite number of oscillators. The two oscillator case is trivial to analyse, the system synchronises at a critical coupling. For three oscillators the analysis is not trival however, several analytical results are derived. The system of three differential equations can be simplified by studying the difference in phase between the oscillators, this will leave two equations. The flow of the system will be on the torus. In the symmetric case (Ω 1 = Ω 2 ) we found that most of the interesting phenomonon of the system occured along an invariant line. As the coupling varied there were three critical values each for which there was a bifurcation. Below the largest critical value the system desynchronised. Between the two smaller critical values the flow of the system had unstable periodic orbits. The last bifurcation removed the stationary points of the system whereafter there were stable periodic orbits. Futher we found that "Arnold tongues" appeared in the system as one altered the ratio between Ω 1 and Ω 2 . An approximation for a Poincaré map on the torus for the arnold tongue scenario was calculated for different ratios of Ω 1 and Ω 2 . This map was similar to the circle map which was the first map for which the Arnold Tongue scenario was described. We also described results found by other authors regarding the behaviour of systems with 4 or more oscillators.
Appendix A: Bifurcations
The procedure below is adopted from Guckenheimer and Holmes, 1983 . The term bifurcation was first used to describe the splitting of equilibrium solutions in a family of differential equations. Let,
be a differential system. Let there be a equilibrium point at x = a and µ = b, then if ∂f ∂x = 0 there is a neighbourhood of b in such that x(µ) is a smooth function on that neighbourhood that satisfies f (x(µ), µ) = 0. This is a consequence of the implicit function theorem. The graph of this equation is a branch of equilibria of the above differential equation. However, when ∂f ∂x = 0 this is not true and there is the possibility that several branches of stationary lines meet at this point. This would be a bifurcation point, defined as: Definition 1. A value µ of equation 1 for which the flow is not structurally stable is a bifurcation value of µ.
We will below shortly describe the three simplest forms of bifurcations that can occur in a system. They can be represented by the following three differential equations which depend on µ.
In a saddle node bifurcation a stable point and an unstable point are created "out of the blue". For a transcritical bifurcation an unstable point collides with a stable point interchanging stability. There are two types of pithfork bifurcations, supercrital (f < 0) and subcritical (f > 0). In the supercritical case two stable and one unstable stationary point collide leaving one stable stationary point. For the subcritical bifurcation two unstable points and one stable point collide leaving an unstable point. In this case the system goes from being stable around a equilibrium point to being completely unstable, the system will then have to jump to an equlibrium point perhaps far from the original point. Figure 9 . The graph above illustrates arnold tongues, grey regions, starting at 4 rational ω. Each point in an arnold tongue corresponds to a circle map with a rotation number equal to the rational number from where the tongue grew. The set of points with a given irrational rotation number will be curves.
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