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ABSTRACT 
Acoustic Liquid Manipulation is the use of the nonlinear effects of high powered, 
high frequency sound to move objects, manipulate fluid-fluid boundaries, create a fluid flow, 
and cause heating in a liquid. Experimental testing has shown that this technique has many 
applications in areas ranging from gas bubble control in fuel tanks for space vehicles to 
hyperthermia treatment of cancer. In order to produce easy control over a large range of 
volumes, many of these applications have made use of phased arrays which incorporate many 
transducers which run at a single frequency but whose amplitudes and/or phases can be 
independently controlled. Though substantial work has been done in experimentally 
verifying the capabilities of this technique, a comprehensive model of ALM needs to be 
developed to aid in the design of prototype apparatus as well as the proposal of future 
applications. 
The model equations utilized in this thesis include descriptions of the linear and 
nonlinear pressure and velocity fields as well as the excess pressure and radiation pressure 
that create forces on objects and surfaces, the acoustic streaming that causes the fluid to flow, 
and the heating effects. These equations were implemented using a MatLab code and were 
used to produce predictions for each of these quantities at each point in a grid of field points. 
A study of these results is also presented for various phased array parameters including 
transducer number and arrangement, inter-elemental spacing, array geometry, and transducer 
amplitude, phase, and frequency. The conclusions gathered from this study were found to be 
true for both the linear fields and most of the ALM effects and so it is possible to more 
effectively design transducer arrays for ALM applications using these trends. 
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CHAPTER 1 - INTRODUCTION 
1.1 Introduction to Acoustic Liquid Manipulation 
Acoustic Liquid Manipulation (ALM) is the application of the nonlinear effects of 
high powered, high frequency sound to create fluid flow, move buoyant objects, or 
manipulate fluid-fluid interfaces. Sound, in the majority of liquids, is considered to be linear 
at sound power levels below 130 dB. Within such a range the sound satisfies the linear wave 
equations and can be described in the traditional method as the propagation of energy by way 
of the vibration of media particles which do not propagate. Above sound power levels of 130 
dB however, effects ignored while linerizing the wave equations must be included into a 
nonlinear wave equation to describe the sound propagation. Numerous nonlinear effects act 
to alter the behavior of the sound wave. One example of such an effect is a wave of 
nonlinear sound that begins as a sinusoid becoming saw-toothed as the difference in density 
in the compression as compared to the expansion creates a difference in propagation speed 
which causes the compression to 'catch-up with' the expansion (Naugolnykh, 1998). 
Another example of a nonlinear localized effect is the cavitation that is created in a liquid 
when nonlinear sound causes a pressure increase in the fluid causing fracture which creates 
water vapor bubbles which then implode causing shock-waves and vapor jets (Hilgert, 1997). 
This cavitation has numerous applications in ultrasonic cleaners. Acoustic Liquid 
Manipulation makes use of three phenomena of nonlinear sound: radiation stress that causes 
forces on objects and interfaces, streaming that causes fluid flow, and heating. Each of these 
leads to numerous applications for the ALM technique, many of which will be discussed in 
the following section. 
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1.2 Applications for Acoustic Liquid Manipulation 
In recent years the work done by Richard Oeftering at NASA Glenn Research Center 
and many other researchers around the world has led to the exploration of many possible 
applications for ALM. In c;tddition to these, some applications of ALM related effects have . . 
been in use for some time and are well documented. The discussion of these applications is 
organized according to the active phenomenon of ALM that is used in each case. 
1.2.1 Applications for the force creating phenomenon of ALM 
Nonlinear sound results in radiation pressures ( or stresses) that create forces on 
buoyant objects in a liquid. This means that any object floating in a fluid or any object in 
microgravity can be moved around without physically manipulating the object. 
The most commonly recognized term for this phenomenon is acoustic levitation, 
which usually refers to the use of sound to hold a small object up against the force of gravity 
as can be seen in Figure 1.1. Some applications of this acoustic levitation is in the growth of 
large, high quality crystals and in cell growth (Chung, 1999) which are both commonly 
detrimentally affected by gravity because of flows and sedimentation. Using the acoustic 
levitation apparatus developed at NASA a 1 mm diameter drop can be suspended (in normal 
gravity) in isolation and can be rotated so as to avoid sedimentation. This technique avoids 
problems connected with contamination of the drop, uneven thermal gradients, and 
heterogeneous nucleation. Similar techniques can be used for the containerless processing of 
other materials ranging from organic matter to metals. 
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Suspended 
droplet 
Acoustic 
transducer 
Figure 1.1: Acoustic levitation - droplet suspended above an acoustic transducer. 
Another interesting application of acoustic radiation pressures is in the area of 
acoustic manufacturing (Wanis, 1999). This application makes use of a chamber in which 
acoustic standing waves are set up. Particles are found to move to the stable nodes of the 
waveforms because of radiation pressures as is seen in Figure 1.2. The location of these 
nodes can be shifted by varying the frequency of the sound or the physical constrains of the 
chamber. This allows for the fine control of the construction of a structure without 
physically coming in conta~t with its components. An example of an application of this 
technique involves building intricate surfaces on the inside of a structure by placing droplets 
of resin and allowing them to harden. One of the added benefits of the technique is that this 
4 
manufacturing can not only be very tightly controlled, but it is also done without the 
possibility of contamination due to contact with surfaces or tools. Because of the sound 
levels required to produce the needed radiation pressures, the applications of this technique is 
currently limited to microgravity environments or the construction of very small structures 
such as Micro-Electromagnetic Systems (MEMS). 
Figure 1.2: Particles collect at standing wave nodes in acoustic manufacturing. 
(http://www.aist.go.jp/NIRIN/People/kozuka/) 
The application that specifically spurred this thesis project is also categorized as 
having acoustic radiation pressure as its main active phenomenon (Oeftering, 1999). One of 
the many fundamental problems facing designers of space vehicles is how to prevent gas 
bubbles from entering the fuel lines from a fuel tank. On Earth this problem is avoided by 
the simple process of drawing fuel from the bottom of the tank, since all of the gas bubbles 
rise to the top. In the absence of gravity, however, this process will not work and may other 
techniques have been tried. These include spinning the tanks which creates a simulated 
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gravitational pull and prevents the gas bubbles from entering the fuel lines but also has the 
effect of disrupting the microgravity aboard the space craft. Since the vast majority of 
scientific work that is sent to space is done so specifically for the purpose of studying an 
effect in microgravity, the technique of spinning the tanks to control the gas bubbles is not 
feasible for many space vehicle designs. Another solution is the use of baffles in the tank, 
which eliminate any straight-line path from the tank to the fuel lines and thus makes if very 
difficult for gas bubbles to enter the fuel lines. Unfortunately, some of the fuel remains on 
the surface of the baffles thus decreasing the amount of fuel available for use and therefore 
making the method inefficient. Richard Oeftering at NASA Glen Research Center is 
developing a method of controlling the position of the gas bubbles in a fuel tank using arrays 
of ultrasonic transducers. These arrays can be mounted in the walls of the tank and will be 
able to move bubbles away from the outlet of the tank by creating radiation forces that will 
push the bubbles to the far side of the tank. It is thought that using low powered signals, 
these same transducers can be used as a 'sonar' system to detect the bubbles, making the 
process even more effective. A cartoon representation of how such a set up would work is 
shown in Figure 1.3. 
Another application of this ALM phenomenon that is also being studied at NASA 
Glenn Research Center for possible space applications is the acoustic deployment of droplets 
or bubbles. The apparatus for both of these deployments is very similar and is shown below 
in Figure 1.4 that is borrowed from Oeftering's paper (Oeftering,1999). The major 
components of this setup are the deployment needle and the acoustic source (transducer). 
The needle acts as a wave-guide passing the acoustic energy down to the droplet or 
Fuel Tank 
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Figure 1.3: Cartoon representation of the application of ALM to the control of gas 
bubbles in a fuel tank. 
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(: t::,_":,) Oro pla1 
~::;., 
Figure 1.4: Droplet ejection using wave-guide set-up. 
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bubble at its tip. Through this method radiation pressure allows for the deployment of zero 
velocity droplets that are a necessity for many microgravity experiments like the Droplet 
Combustion Experiment and the investigation of bubble behavior. 
One final interesting application of acoustically created forces on an object is in the 
area of sonic agglomeration (Gallego-Juanez, 1995). This application is used in the acoustic 
preconditioning of polluted air in the filtering process. The forces created by the high 
powered, high frequency sound causes aerosol particles and other pollutants of sizes on the 
order of a micron to stick together to form particles large enough in size that a conventional 
particle filter will retain them. The sonic applomeration makes air-filtering processes more 
effective and will help world companies to meet future constraints on allowed pollution 
levels. 
1.2.2 Applications for interface manipulation using ALM 
The same radiation pressures that can be used to move objects can also be used to 
manipulate the interface between the liquid and a gas or another liquid. For example, placing 
an acoustic transducer beneath the surface of a liquid and directing it toward the surface can 
cause a fountain effect at the surface (Elrod, 1989). Adjustment of the acoustic power levels 
will dictate the speed of release and may also influence the size of the droplets making up the 
fountain. This phenomenon has several interesting applications. For instance, it provides 
another method of droplet ejection in addition to the needle wave-guide technique discussed 
earlier. 
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A very interesting application for the fountain generation phenomena of ALM is in 
the area of maskless plating and etching that is being developed both at NASA Glenn and at 
Stanford (Oftering, 2000). This technique uses an acoustic transducer to create a bulge in the 
surface of a liquid. The plate to be etched or coated is placed such that it just makes contact 
with the tip of this bulge as can be seen in Figure 1.5. By moving the transducer around, the 
coating or etching can be performed along fine predetermined lines without affecting the rest 
of the plate. This technique is of extreme interest in the manufacturing of MEMS and 
microcircuit devices as it may lower the time and cost of making these devices by making 
masking unnecessary. It is also attractive because it makes it possible to etch or coat surfaces 
that are obscured by other features since the soundwave can propagate through solids. 
Material to be plated or etched. 
-------~ Plating bulge 
Acoustic 
Energy 
air 
fluid 
LJ Acoustic Transducer 
Figure 1.5: Diagram of the maskless plating and etching applications of ALM. 
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1.2.3 Applications for the fluid flow phenomenon of ALM 
Acoustic streaming is the process in which nonlinear sound propagation creates a 
flow in the fluid through which it travels. Two interesting applications of this phenomenon 
are fluid stirring and micropumps. 
In the fluid stirring applications an ultrasonic transducer on the outside of a container 
of liquid solution can be use to create a flow in the liquid thus creating a stirring action (Rife, 
2000). This application is extremely promising for chemical and/or biological work where 
the liquid solutions can not be contaminated or are highly corrosive and so more traditional 
stirring devices can not be used. The stirring action can be focused on a single area or be 
spread out over the entire tank by control over the type of transducer or transducer array 
used. In addition, control over the sound sources can also determine whether the stirring will 
be random or more controlled. 
The flow created by acoustic streaming can also be used to force fluid flow through a 
pipe or channel, acting as a pump (Rife, 2000). This application is probably most useful in 
the micro-scale where manufacturing difficulties make it implausible to create pumps with 
many moving parts. In this application, a small high frequency sound source is used to create 
motion in a fluid in a small channel or pipe. For example, such a pump has been shown to be 
able to achieve fluid speeds of 1 mm/s in a 1.6 x 1.6 mm2 channel against a 0.13 Pa 
backpressure (Rife, 2000). It may also be possible to use this same technique on a larger 
scale so long as high liquid pressures do not need to be achieved. 
1.2.4 Applications for the heating phenomenon of ALM 
One nonlinear effect that can often be detrimental to ALM applications is the heating 
caused by the dissipation of nonlinear sound energy as it travels through the liquid. This 
effect is also used to great advantages in numerous applications, however. 
The most common use for the heating effects of ALM is ultrasonic hyperthermia 
treatment of tumors (Cain, 1986, Fan 1995). In this medical procedure the high powered 
acoustic energy is focused at a point within the body of the patient. The energy levels at this 
point are high enough to heat the cells to a temperature that will kill them. Because the 
sound is focused, it reaches these levels only at the specified point and will cause no harm to 
any of the surrounding cells or the skin and other organs through which it passes to reach the 
tumor. To achieve the necessary focus-a single curved transducer is typically used. 
However, in order to treat an entire tumor such a transducer needs to be mechanically 
scanned across the area numerous times requiring an extremely accurate scanning system. 
Recent work in this area includes the development of phased arrays of transducers which can 
scan the focal area without physically moving the transducer through the use of the relative 
phase lags and/or amplitudes of each transducer. 
Another medical procedure that involves the use of ALM phenomena is ultrasonic 
liposuction which uses the acoustic energy to heat fat cells to a point where they become 
liquid and can be more easily removed (Franklin, 2000). In addition to this, ALM has been 
used to treat kidney stones and gall stones by a combination of the heating effects and the 
radiation pressure discussed Section 1.2.1. 
A similar technique to the treatment of tumors using heat created by ultrasound can 
be used to selectively melt areas of a material. Possible applications of this could include 
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engraving, creating small channels or conduits through a solid object, or surface treatment of 
the internal surfaces of a closed object. The limitation of this technique is that it can only be 
used on materials that have melting points achievable by the dissipation of sound energy. 
1.3 Importance of a Model for Acoustic Liquid Manipulation 
The previous section demonstrates the wide variety of possible applications for ALM 
technology and many others may exist or may be developed which were not mentioned. In 
the process of designing an apparatus for these applications and then implementing these 
designs, one of the major questions which needs to be answered is whether ALM is truly a 
viable choice to solve the problem at hand. Another question is how to design the apparatus 
to best make use of ALM' s capabilities. The current method used to answer these questions 
is to design and build a prototype, test its behavior, and then change the design and rebuild 
the prototype. As can be imagined, this is a time consuming and often expensive process and 
in the case of some applications, including all space applications, it is not possible at all. 
Thus, the desire for a computerized model of ALM behavior arose. The ultimate application 
for such a model is twofold. First, it is to be used to determine ( or prove) if ALM can be 
used to solve a specific problem. Secondly, it is to act as a tool in the design process to 
determine the configuration of the apparatus that would best make use of capabilities of the 
technology. In order to fill these expectations, the model must accurately predict all ALM 
related phenomena due to a variety of sound source configurations. 
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1.4 Issues in the Modeling of Acoustic Liquid Manipulation 
The greatest challenge in the modeling of ALM is that all of the phenomena to be 
modeled are nonlinear effects. The most common method for solving the nonlinear wave 
equation is by applying a perturbation method. This method, as will be seen in Chapter 2, 
makes use of the solutions to the linear wave equation and thus the modeling work begins 
with the development of a linear model for a variable source configuration. The results of 
this model can then be used to find results to the nonlinear wave equations. It should be 
noted that the linear and nonlinear wave equation solutions give information about the 
pressure and velocity distributions in the field of interest but not specifically about the 
radiation stresses, streaming, and heating the description of which is the ultimate goal of this 
work. 
The mechanisms for the ALM phenomena are best described by looking at the energy 
transfer in ALM as is described in Figure 1.6. Acoustic energy is input to the system from 
the high powered, high frequency sound sources. As this energy disperses into the fluid it 
has three components: kinetic energy, potential energy, and energy loss. A combination of 
the kinetic and potential energy creates the excess pressures, radiation pressure and stresses 
that cause objects to move and interfaces to deform. The energy loss or dissipation 
contributes to the acoustic streaming which causes fluid flow and to the heating that is seen 
in all ALM processes. The fluid flow created by the streaming effect will also contribute to 
the heating and the force created by the other two ALM phenomena. As is seen in Chapter 2 
the calculation of these three phenomena are based primarily on the pressure and velocity 
distributions found from the linear and nonlinear wave equations. 
Kinetic Energy 
T 
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Acoustic Energy 
Linear and Nonlinear 
Potential Energy 
V 
Excess Pressure and 
Radiation Pressure 
Streaming 
Flow 
Force 
.____F_o_r_c_e_ ...... l I Heating 
Heating 
Figure 1.6: Outline of energy processes leading to Acoustic Liquid Manipulation 
phenomena. 
1.5 Outline of this Thesis 
This thesis will present the compilation, testing and use of a model for Acoustic 
Liquid Manipulation created by a phased array of transducers. Chapter 2 discusses the 
derivation of the equations representing models for the linear and nonlinear pressure fields, 
excess and radiation pressures, acoustic streaming, and acoustic heating. The development 
shown here is strongly based in past work and will also serve as a review of the literature on 
this and closely related subjects. Chapter 3 describes the experiments run in support of the 
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model that was developed. The experimental setup and procedure will be discussed and the 
results will be analyzed. Chapter 4 examines the results created by the models developed in 
Chapter 2. These results show some distinct trends that are extremely useful for the design 
of transducer arrays for specific applications. In addition, a magnitude study is performed on 
the ALM phenomena models. The document ends with Chapter 5 which presents a review of 
the results of the work. A bulleted list of major observations is included as is a section on 
possible areas of future work. 
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CHAPTER 2 - MODEL EQUATIONS 
This chapter presents a review of the derivation of the equations that will be used in the 
model of Acoustic Liquid Manipulation. The foundation of this model is the solution to the 
linear wave equation that is presented in Section 2. An approximation to the solution to the 
nonlinear wave equation is presented in Section 3. Together these two can be used as an 
input to find the excess pressure and radiation pressure which are discuss in Section 4. The 
solution to the linear and nonlinear wave equation is also used to determine the forcing 
function for the reduced Navier-Stokes equation which gives the expression for the acoustic 
streaming as is seen in Section 5. Finally, Section 6 will show how the heating effects are 
determined from the thermodynamic equations with the solution to the linear and nonlinear 
wave equations once again contributing to the forcing function. 
The control over the direction and overall pattern of sound that is needed for many 
Acoustic Liquid Manipulation applications can best be achieved through the use of a phased 
array much like those used for ultrasonic medical applications. Such a phased.array is 
composed of a number of transducers each with the same frequencies but with different 
amplitudes and phases. Varying these amplitudes and phases allows the user to manipulate 
the sound pressure distribution. The array can be further optimized for specific applications 
by choosing appropriate transducer arrangement and spacing. In order to aid in this 
optimization a model needs to allow for variable transducer frequency, fluid properties, array 
design (including transducer arrangement and spacing), and amplitude and phase settings for 
each of the transducers used. 
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2.1 Physical Setup 
To simplify the discussion of the model equations of the linear, nonlinear pressure 
fields, the excess and radiation pressures; streaming, and heating, the physical setup of the 
transducers and field will be explained here. The physical setup incorporates many variables 
which will allow the models to be applicable to varying situations. 
The layout of an m by n phased array is shown in Figure 2.1. The array is oriented so 
as to be in the x-y plane with the z axis pointing out into the fluid and the origin at the 
geometric center of the array. The overall length and height of the array are specified, thus 
dictating the x and y spacing of the transducers, Figure 2.1, 
length 
m-1 
height 
n -1 
The position of transducer mn is given by 
Rmn = (xmn,Ymn) 
and the position of the field point is given by 
R = (x,y,z) . 
Therefore, the distance between transducer mn and the field point is given by 
Rmn = ( x - xmn ) 2 + ( y - y mn ) 2 + ( z) 2 . 
(2.1.1) 
(2.1.2) 
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height 
n transducers 
width 
m transducers 
Figure 2.1: Depiction of an m by n flat array. 
However, in order to simplify the calculations and the results, it is typically useful to look at 
only one x-z plane at a time. This is equivalent to setting y equal to a constant Ye thus 
simplifying Equation 2.1.2 to 
i 2 2 2 Rmn = xmn) + (Ye - Ymn) + (z) · (2.1.3) 
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Figure 2.1 shows a flat array. Another common array configuration is a spherical 
array shown in Figure 2.2. In such an array the transducers in a flat array are simply moved 
in the z direction so that they rest on a sphere of the specified radius, r. Thus, the z position 
of the mn transducer is given by 
I 2 2 2 
Zmn = r- ~ r -xmn -Ymn (2.1.4) 
and Equations 2.1.3 changes to 
(2.1.5) 
y 
Figure 2.2: Depiction of an m by n spherical transducer array. 
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The physical setup described in this section allows the user to specify the number and 
arrangement of transducers in the array (m and n), the size of the array (length and height), 
the shape of the array (flat or spherical), the radius of the spherical array (r), the x-z plane of 
interest (Ye), and the magnitude and phase of each transducer. Using this system creatively 
one can simulate a wide variety of transducer arrays. For example, by setting m or n equal to 
1, a linear array can be created and by setting both m and n equal to 1, a single transducer is 
simulated. A sparse array can be made by letting some of the transducer magnitudes equal 0 
(Yen, 2000), and non-point source transducers can be simulated by using numerous point 
sources with appropriate magnitude and the same phase to create a single transducer 
separated by several point sources with zero amplitudes. 
The second aspect of the physical setup that needs to be discussed is the boundary 
and initial conditions. For the situation being modeled, the phased array is to be mounted to 
one end of a tank filled with a liquid as seen in Figure 2.3. 
There are two sets of boundary conditions for this setup. First are the tank walls 
which act as rigid boundaries thus forcing the normal velocity of the fluid along them to be 
zero. Secondly is the liquid-air interface where the constraint is that the pressures on the 
boundary be the same in both fluids. Since the tank in this setup is in air, which has a density 
much lower than water, this requires the pressure on the liquid-air boundary to be zero. 
The fact that the tank is physical and therefore finite introduces the added complexity of 
sound reflections from the walls. This problem is avoided by running the transducers with a 
20% duty cycle based on a cycle of 5000 waveforms. Such a duty cycle means that the 
transducers are turned on for 1000 cycles and then remain off for 4000 cycles. This has two 
important effects. Firstly, it prevents the overheating of the transducers. Secondly, it makes 
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sure that the sound reflected from the boundaries will never interfere with the sound emitted 
from the transducers. This is done by picking the number of cycles on and off so that the 
transducers will be off when the reflected sound returns to the center of the tank and will not 
be turned on again until this reflected sound has dissipated. 
Transducer 
array 
Figure 2.3: Physical setup - liquid filled tank. 
2.2 Linear Model 
The foundation for the modeling of Acoustic Liquid Manipulation is the linear model 
for the pressure and velocity fields produced by the general phased array discussed in the 
previous section.- The model is the solution to the unforced, linear wave equation 
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(2.2.1) 
with p equal to the pressure at the point of interest and c the speed of sound in the liquid. 
Equation 2.2.1 can be derived from the equation of state, the equation of continuity, and 
Euler's equation as is shown in most basic acoustic texts. 
The general solution to Equation 2.2.1 for a bounded space (any physical situation) is 
known as the Helmholtz-Huygens integral (Skudrzyk, 1971). It is written as 
where the first term represents pressure caused by the source itself and the second term is 
pressure due to the interaction of the sound and the boundaries. In Equation 2.2.2, Gk is the 
Green's Function, which is determined in part by the boundary conditions for the specific 
problem, S is its surface with normal unit vector n5 , r0 is the position on the surface, r is the 
observation position, and f(r0) is the force on the bounded fluid volume V. 
The solution to the Helmholz-Huygens integral is highly dependent on boundary 
conditions of the problem. As mentioned previously, running the transducer array at 20% 
duty cycle on a 5000 cycle basis means that the effect of all of the walls of the tank can be 
ignored except for the wall that the transducer is mounted to. This means that the system for 
analysis can be approximated as a baffled source in an infinite, stiff wall as shown in Figure 
2.4. The other boundaries of this system are assumed to be at infinity. 
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Source 
00 
Figure 2.4: Equivalent system since reflections can be ignored. · 
The source of sound in this system is contained in the boundary and not in the volume 
so the first term in the Helmholz-Huygens integral is zero. The Green's function for this 
geometry is well documented as (Pierce, 1994): 
(2.2.3) 
where R is the distance between the source and the point of interest in the field, and k is the 
wave number which is defined as the ratio of the frequency to the speed of sound. Note that, 
unless otherwise noted, a time dependence of ejrot is assumed where j is -J=f and co is the 
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rotational frequency. Since the gradient of this Green's function is zero on the boundary, the 
Helmholz-Huygens integral reduces to 
For a time harmonic situation like the one in this system, the relationship between the 
velocity and the pressure as given by Euler's Equation is given by 
- 1 n u =--_-vp. 
]WP 
where p is the fluid density. Thus, Equation 2.2.4 can be rewritten as 
. -jkR 
p(r) = JWP ff un(x,y)-e -dS 
2n s R 
(2.2.4) 
(2.2.5) 
(2.2.6) 
where the integral is taken over the surface of the source only since everywhere else the 
normal velocity, un, is zero because the baffle is rigid. If the source is approximated as a 
point source, Equation 2.2.6 can be simplified to 
- jwp e-jkR 
p(r)= 2n un(x,y)~ (2.2.7) 
which is the equation that is used for the linear model in this work. For the general point 
source, the normal velocity, un, is given by 
·e . u,.. = Ae1 e1mt n (2.2.8) 
where A is the amplitude of the source in units of velocity, 0 is the phase lag with respect to 
some reference in radians, and the rot term is typically dropped from the equations since the 
source is time harmonic. 
Up to this point the solution is for a single point sound source, however, Acoustic 
Liquid Manipulation is most often created using a phased array of sound sources. Thus some 
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method needs to be used to determine the sound from a combination of sources all with the 
same frequency but with varying amplitudes and phases. Since this initial model is based on 
the linear wave equation, this can be done easily by using the principle of superposition. 
That is, the total pressure or velocity field is simply the sum total of the fields created by 
each source: 
Ptot = LLPmn (2.2.9) 
mn 
Thus the final equation that was used to create the linear model is 
. -j(kRmn-0mn) 
JWP e P = -I.I.Amn ------
27! mn Rmn 
(2.2.10) 
In the application of these equations to the model, the field of interest was broken up 
into a given number of field points and then a simple iterative method was used to find the 
pressure and velocity at each of these points. This was repeated for each transducer and then 
the fields were summed to find the total. 
\ 
2.3 Nonlinear Model 
The pressures and velocities calculated according to the linear model equations 
discussed in Section 2 represent small variations in the ambient pressure and velocity, which 
are oscillatory and thus average to zero over time. In other words, the phenomena described 
in section 2 cause a transfer of energy but can do no work. Acoustic Liquid Manipulation 
phenomena however involve more than a simple transfer of energy. Forces are created that 
can move objects or manipulate surfaces, flow is created in the liquid and heat is produced. 
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Thus, a purely linear model can not describe ALM; instead it is necessary to examine the 
nonlinear wave equation and its solution. 
In the physical setup described above, it is possible to assume that the flow is 
irrotational (Hamilton, 1998). In such a situation, the curl of the velocity is zero and thus, the 
velocity can be written as the gradient of some function, q>. This function is called the 
velocity potential and is commonly used to consolidate and simplify acoustic equations. 
Using the relationships between the velocity potential and the velocity and pressure (Pierce, 
1994): 
u(r,t) = V </J(r,t) 
p(r,t) = -Po d</J 
dt 
(2.3.1.a) 
(2.3.1.b) 
it is possible to write the continuity equation and nonlinear Euler's equation in terms of q>. 
These two can then be combined to yield the nonlinear wave equation which, can be written 
as (Ginsberg, 1998): 
;)2 </> 2 2 [ d</) I ( )] ( ( d<p I ) 2 --c V <p=- 2V-+-V V</)-V</) -V<p- y-1) -+-V<p-V</) V <p a t2 0 dt 2 dt 2 
(2.3.2) 
The nonlinear wave equation shown as Equation 2.3.2 is much too complicated to be 
solved easily. Using the perturbation method, this equation can be simplified into a more 
useful form. Assuming that the solution to the nonlinear wave equation can be written as a 
combination of the linear solution plus perturbations of higher order, the velocity potential is 
written as: 
(2.3.3) 
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Here, £ is a small number and the 0( £3) term represents all terms of order £3 and higher which 
shall be ignored in this analysis. Substituting Equation 2.3.3 into the nonlinear wave 
equation results in 
Separating this according ,to the order of£ yields two equations. 
Equation 2.3.Sb can be simplified by dropping all terms third order and higher and 
substituting in Equation 2.3.Sa to get 
(2.3.4) 
(2.3.5.a) 
(2.3.5.b) 
(2.3.6) 
where~ is the coefficient of nonlinearity that is tabulated (Naugolnykh, 1998) and is given as 
B f3=l+-
2A 
( for an ideal gas) 
(for a liquid) 
where y is the ratio of specific heats, and the ratio Bl A is referred to as the nonlinear 
parameter and is also tabulated (Beyer1998) Equations 2.3.7 and 2.3.8 allow for the 
transition to an equation that is relevant for liquids as well as ideal gases. 
(2.3.7) 
(2.3.8) 
The right hand side of equation 2.3.6 is only dependent on the first order term of the 
velocity potential and the-material properties. This means that the term is known once the 
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linear wave equation is solved as is described in the Section 2.2. Thus, with the left hand 
side equal to a known function, the nonlinear wave equation has been reduced to a second 
order hyperbolic equation, which, while not easily solved, has well documented solution 
techniques and several software packages with solution capabilities. 
One of these software packages is Matlab's Partial Differential Equation Toolbox. This 
solution package is based on the Finite Element Method of analysis and allows for a variety 
of mesh shapes and sizes, as well as several boundary conditions. Equation 2.3.6 was solved 
with the Neumann boundary condition that the gradient of <t> be zero on the boundary (in 
other words, the velocity is zero on the boundary). The rectangular mesh used in the solution 
of the linear wave equation was re-used with the right hand side of Equation 2.3.6 specified 
at each mesh point. The results for the velocity potential gained through this process were 
then converted to velocity and pressure by way of Equations 2.3.1 a and b. To get the total 
pressure and velocity fields for the system, these values are then added to the linear pressures 
calculated according to Section 2.2. 
2.4 Radiation Pressure and Excess Pressure 
Some of the most promising applications of Acoustic Liquid Manipulation discussed in 
Chapter 1 include moving buoyant objects or manipulating fluid-fluid interfaces. Both of 
these phenomena involve the nonlinear quality of sound that creates a force on a surface. 
This force is usually known as the acoustic radiation pressure and has been the subject of 
much controversy and confusion ever since its existence was observed by Leonhard Euler in 
28 
1746 and its description was formulated by Lord Rayleigh in the early 1900s (Beyer 1978, 
Lee 1993, Chu 1982). 
Radiation pressure is typically described in two varieties, Rayleigh and Langevin, which 
differ from each other based on the geometry of the situation for which they are valid. 
Rayleigh radiation is generated on a surf ace in a setup in which the lateral fluid motion is 
confined while Langevin radiation is generated on a surface when the fluid is not confined 
(Chu 1982). Thus, in a given experimental setup, only one of these varieties of radiation 
pressure will be generated. In the situation described in Section 2.1 the pulsed sound source 
causes the boundaries to have no effect on the system so the Langevin radiation pressure will 
be generated. It should be noted however, that neither of these radiation pressures can be 
discussed without the presence of a surface on which the pressure is acting. Since neither the 
linear nor the nonlinear models developed so far incorporate such a surface, another more 
useful quantity needs to be developed. 
Such a quantity is proposed by Lee and Wang (Lee '1993, Wang 1998) and is called the 
excess pressure. This is defined as the time average of the difference between the pressure in 
the fluid with the sound source on and the pressure that would exist if the source were to be 
turned off. That is, the time average of the acoustic pressure. In a linear pressure field, this 
quantity is zero because the pressure is oscillatory and therefore time averages to zero. In a 
nonlinear case however, the zero-frequency component of the sound can no longer be 
ignored and so the time average is no longer zero and an excess pressure exists. 
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2.4.1 Derivation of excess pressure equations 
Excess pressure also exists in two varieties: Eulerian and Lagrangian. Unlike 
Rayleigh and Langevin radiation pressures however, these are two different methods of 
describing the same quantity. The Eulerian excess pressure is described with respect to a 
coordinate system that is fixed in space and the Lagrangian excess pressure is described from 
a coordinate system that moves with the particle of interest. These two coordinate systems 
are related to each other through the velocity of the fluid particle. Therefore, the Eulerian 
and Lagrangian excess pressure are related by '(Wang, 1998) 
(2.4.1) 
where pL is the Lagrangian excess pressure PO is the pressure in the field with no sound 
present, pE is the Eulerian excess pressure, is the displacement, and the brackets represent 
time averages. Using the solution to the linear Euler's equation which states that 
du E Po-=-VP 
dt 
where u is the acoustic particle velocity, and integrating by parts allows for the simplification 
of Equation 2.4.1 to 
( pL - Po) = ( pE - Po)+ Po (u . u) (2.4.2) 
Thus, if either the Eulerian excess pressure or the Lagrangian excess pressure is known, the 
other can also be found. 
Pressure is most commonly dealt with in the Eulerian coordinate system so it is most 
beneficial to find an expression for the Eulerian excess pressure first. Because of the form of 
the time dependence of the pressure in the solution to the linear wave equation, the time 
average of the linear pressure will go to zero and thus, there will be no excess pressure since 
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it is a time averaged quantity. Therefore, in order to determine an expression of the excess 
pressure it is necessary to start with a second order approximation of the pressure. In their 
derivation, Wang and Lee write the-Taylor's series second order expansion of pressure with 
respect to enthalpy per unit mass, w, as 
(2.4.3) 
Using the definition of velocity potential and the adiabatic thermodynamic equations, they 
then write this as: 
( J ( J
2 d</> 1 2 1 Po d</> l 2 P=P0 +p0 ----IV<t>I +c +-- ----IV<t>I +c + ... dt 2 2 c5 dt 2 
where C' is a second order quantity that can be dependent on time. This expression is further 
reduced by dropping all terms of third order or greater and using the definition of the velocity 
potential once again. If in addition, the expression is then time averaged, an equation for the 
Eulerian excess pressure is found to be 
\PE -Po)= l 2 \P2 )-l_Po(u·u) 2p0c0 2 (2.4.4) 
= (V)-(K)+ C 
where V is the potential energy, K is the kinetic energy, and C is a constant that depends on 
the constraints placed on the situation. Equation 2.4.4 is commonly known as Langevin's 
second relation. 
Equation 2.4.4 can now be substituted into Equation 2.4.2, noting that the last term in 
2.4.2 is actually two times the time averaged kinetic energy, in order to achieve Langevin's 
first relation, the expression for the Lagrangian excess pressure shown as Equation 2.4.5 
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(PL - Po)= (V)-(K) + 2(K) + C 
= (V)+(K) + C 
(2.4.5) 
Thus, the Lagrangian excess pressure is equal to the total energy of the system while 
the Eulerian excess pressure is the difference between the potential and kinetic energies. 
From Equation 2.4.4 and 2.4.5 it is possible to see that though the excess pressure is a 
nonlinear quantity that exists only because the second order term of the Taylor expansion of 
the pressure has a non-zero time average, it can be approximated using only the linear 
pressure and velocity fields which are found from the linear wave equation discussed in 
Section 2.2. 
2.4.2 Derivation of the radiation pressure equations 
It is necessary to note that though excess pressure is a useful quantity, it is only 
related to Acoustic Liquid Manipulation through the radiation pressure, which is the quantity 
of most interest. Radiation pressure, as noted by Beyer (Beyer, 1978) is not actually a 
pressure but rather a force since it is directional where pressures are not. The most highly 
recommended method for deriving the radiation 'pressure' is by way of the radiation stress 
tensor first derived by Brillouin (Beissner, 1986). This stress tensor is defined as (Lee, 1993; 
Beyer, 1978) 
(2.4.6) 
where the first term on the right is the Eulerian excess pressure, Equation 2.4.4, multiplied by 
the Kronecker delta and the second term is the Reynolds stress. 
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As was mentioned previously, a radiation 'pressure' can not be discussed without 
specifying the object on which this 'pressure' is acting. It is thus now necessary to designate 
the type of object for which the following equations hold true. The case of a sphere in a 
liquid is a well documented case (Lofstedt, 1991; Wang, 1998) and also fits well with the 
experiments run at NASA in which a rigid hollow sphere was moved around a tank of water. 
Therefore, this situation will be the focus of the remainder of this section. 
The expression for the force (radiation pressure) on a sphere is given by both Lofstedt 
and Wang as 
(2.4.7) 
Where S0 is the surface of the sphere, SR is an arbitrary spherical surface far from but 
surrounding the object of interest and Sij is the stress tensor defined in Equation 2.4.6. When 
the radiation stress tensor is written in terms of a single variable, the velocity potential, 
Equation 2.4. 7 is expanded to 
(Fi)= fsR[( ti \(;~r)-½Po(l\7¢t2)}u + Po\J!i ::j) ]dsj (2.4.8) 
This form of the expression seems to indicate that its solution is quite straightforward and 
simply involves using the solution to the linear wave equation once again. However, unlike 
the case for the excess pressure calculation where the solution is not dependent on the 
presence of a surface, the insertion of the sphere into the field in the case of the radiation 
'pressure' causes the velocity potential in the surrounding fluid to be modified. The new 
velocity potential can be written as 
(2.4.9) 
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where <l>iO is the incident velocity potential as is calculated from the linear wave equation and 
<l>sc is sound scattered by the sphere. For calculation ease the incident velocity potential is 
considered to be a constant over the sphere. This assumption places a constraint on the size 
of the sphere with respect to the lobe width found in the pressure field. This constraint on the 
size of the sphere also allows the scattering term to be written as (Lofstedt, 1991) 
00 
'Psc = L BnPn ( cos0) fi,z ( kr) e - }mt (2.4.10) 
n=O 
where P n are the Legendre polynomials, hn are Hankel functions, the distance r is measured 
with respect to a coordinate system placed at the center of the sphere, and the rot term can 
again be ignored. This expression is .derived in most acoustic texts and so will not be re-
derived here. Using the boundary conditions at the surface of the sphere allows the 
coefficients B0 to be found. Thus, the final solution will depend on whether the sphere is 
rigid or flexible and the matching ( or lack there of) of densities and speeds of sound in the 
fluid and in the sphere, as well as the size of the sphere. 
The articles written by Lofstedt and Putterman (Lofstedt, 1991) and Wang and Lee 
(Wang, 1998) both detail the procedure taken to determine the coefficients and substitute 
them back into Equation 2.4.8 in order to find the force on a sphere for several different 
boundary conditions. The most useful of these expressions for the work presented here is the 
force found on a gas bubble in a liquid medium in the presence of a nonlinear planar 
traveling wave. This expression was found by Wang to be 
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(2.4.11) 
where A is the amplitude of the incident sound on the sphere, k is the wave-number as 
described earlier, R is the radius of the sphere, p0 and c0 are the density of the liquid and the 
speed of sound in the liquid respectively and cr and "A are given by 
where the subscript 1 refers to the sphere and the subscript O refers to the liquid medium. 
The force given by Equation 2.4.11 is in the direction of the plane wave propagation 
(Beissner, 1986). Thus, using this equation and the results of the linear model, the magnitude 
and direction of the force on a 'small' sphere can be calculated. 
The computer code implemented uses the linear model discussed in Section 2 of this 
chapter to find the velocity potential field for the specified arrangement of transducers. It 
then uses the relationships described in Equations 2.4.4 to find the potential and kinetic 
energy at each point in the field. From this information, both the Lagrangian and the 
Eulerian excess pressures can be found and plotted. This process is summarized in Figure 
2.5. In addition, the amplitude information for the pressure field can be used to find the 
radiation 'pressure' on a 'small' sphere. The meaning of 'small' can be explored for different 
situations through the use of the linear model to determine the lobe width. The use of a 
sphere between 1/4 and 1/10 the wavelength of the sound in use is suggested. The results of 
the model described in this section will be discussed in Chapter 4. 
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2.5 Acoustic Streaming 
In the previous section, the non-zero time average of the nonlinear pressure, which is 
called the radiation pressure, was found. In this section the non-zero time average of the 
velocity, a quantity that is known as the acoustic streaming velocity will be found (Nyborg, 
1998). Chapter 1 Section 2.3 outlines several possible applications for this phenomenon of 
Acoustic Liquid Manipulation. In general, the acoustic streaming can be considered to be the 
creation of a flow in the fluid medium by the nonlinear sound. As discussed in the previous 
section, the radiation pressure is caused by a combination of the kinetic and potential 
energies throughout the field. The final form of energy that will be seen as the sound 
propagates through the fluid is energy loss. It is this that causes the acoustic streaming 
phenomenon (Lighthill, 1978(b )). 
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Since acoustic streaming deals with fluid flow, the logical place to begin deriving an 
equation is with the Navier-Stokes equation that governs all fluid flow. In its full form, this 
equation is shown below (Panton, 1996, Hamilton,1998) 
(2.5.1) 
where ii is the three dimensional vector velocity, p is the pressure, p is the density of the 
fluid, µ is its viscosity, µB is the bulk viscosity, and f is the body force. The fluid in the case 
of liquid acoustic manipulation can be considered to be incompressible because the vast 
majority of liquids are incompressible. Thus, the divergence of ii is zero. In addition, soon 
after the pulse of sound in applied, the flow becomes steady because the viscous ·resistance 
prevents further fluid acceleration (Lighthill, 1978(a), 1978(b)). Using these two facts, 
equation 2.5.1 can be simplified to the incompressible, steady state Navier-Stokes equation: 
(2.5.2) 
where the body force term is replaced by the variable F the form of which is what makes 
acoustic streaming different from regular fluid flow. In typical flows, such as those 
discussed in common fluid dynamics texts, the body force Fis usually limited to gravity thus, 
F is the weight of the fluid particle in question. In some rare instances, an applied electrical 
or magnetic field influences the flow of the fluid and in those cases, the body force will 
include forces due to these quantities. In all cases however, the body force is a constant 
through out the fluid. In dealing with acoustic streaming, however, the body force is created 
by the acoustic energy lost at each point in the fluid (Lighthill, 1978(a)). This loss is 
dependent on the amount of acoustic power that is present at each point and will therefore 
vary from point to point throughout.the field. 
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The generally accepted definition for Fin Equation 2.5.2 per volume is the gradient 
of the Reynold's stress (Nyborg, 1998, Lighthill, 1978(a), 1978(b)): 
p. d U·U. 
_l_= p--l _J 
V dx· l 
(2.5.3) 
Lighthill proves that in the absence of attenuation, this forcing function is unable to 
create streaming. Thus, acoustic streaming is generated solely because of the presence of 
attenuation in the fluid. This statement is not entirely true (Lee, 1990, Lighthill, 1978(b)) 
because streaming can also be created because of the interaction between the sound field and 
the boundaries or objects in that fluid. However, for the system described in Section 2.1 
where the boundaries have no effect and there are no objects in the field, only streaming 
based on attenuation need be considered. 
In order to solve equation 2.5.2, the expression for the forcing function, F, given as 
equation 2.5 .3 needs to be converted into a more useful form. First, using the finite 
difference approximation, the derivative can be rewritten as 
P. ~(u·u ·) J l J v=p i1_x. 
l 
(2.5.4) 
Since, is a small distance, the sound can be considered to be in the form of plane waves 
and the velocity and pressure expressions can be assumed to be of the following forms: 
j (mt-k·x) 
p=Ae 
u=Be 
j (ro t-k·x) 
(2.5.5(a)) 
(2.5.5(b)) 
where j is the unit imaginary number not the index found in 2.5.4. This plane wave 
assumption holds so long as remains small and the region very close to the source, which 
is typically physically unimportant, is ignored. 
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Using the expressions in 2.5 .5 in combination with Euler's equation 
Jp ii= -Vp 
Jt 
or in index notation 
Jp 
dX· l 
(2.5.6) 
(2.5.7) 
the following expression for the relationship between pressure and velocity can be derived: 
(2.5.8) 
Since co/k=c, equation 2.5 .4 can be rewritten as 
V C &i 
(2.5.9) 
where I is the intensity and is equal to the product of p and u. Rewriting the volume as the 
product of 3 infinitesimal lengths and moving these to the right hand side of the equation 
yields 
(2.5.10) 
where indexes i and k can never be equal to j ensuring that the area is always perpendicular 
to the intensity and allowing for the final simplification to 
(2.5.11) 
where W = (1j ).tui&k is the power at a specific point. 
Thus far, this derivation has ignored th~ attenuation in the fluid which is the key to 
generating acoustic streaming. The attenuation coefficient, a (called~ in Lighthill), defines 
the fraction of energy lost per unit distance of propagation. It is given by (Pierce, 1991, 
Lighthill, 1978(a)): 
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&,i 
a=-3-
c 
(2.5.12) 
where o is the diffusivity of sound. In general, the diffusivity of sound has three 
components: ov due to viscosity, c>c due to heat conduction, and ol due to the lag effect. 
Combined, this diffusivity is given by (Lighthill, 1978(a), Hamilton, 1998) 
(2.5.13) 
where y is the ratio of specific heats, K is the thermal conductivity, cv is the specific heat at 
constant volume, F n is related to the energy change in mode n and 'tn is the time lag for each 
mode. For the vast majority of liquids y is very close to one. This causes the second and 
third terms to drop out of equation 2.5 .13 and so the diffusivity can be found by 
(2.5.14) 
where vis the kinematic viscosity. Thus, o can be found for any liquid medium used and 
then the attenuation coefficient can be determined from Equations 2.5.13 and 2.5.12. 
Assuming plane wave propagation, Equation 2.5 .5, the attenuated power at any point 
a distance r from the source is given by 
W u, -ar att = arre (2.5.15) 
Using this relationship the forcing function from equation 2.5 .11 can be written in its final 
form: 
(2.5.16) 
Thus, the expression that needs to be solved to find acoustic streaming (Equation 2.5.2) can 
be written as 
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(- n) - n 2- n a -a r p u·v u-µv u=-vp+-~We 
C 
(2.5.17) 
The ii on the left of the equation is the streaming velocity that is being sought. In addition, 
all of the quantities on the right can be found at each field point from know ledge of the fluid 
properties and the pressure and velocity found from the linear and nonlinear wave equations 
that have been discussed in Sections 2.2 and 2.3. Unfortunately, this equation is not of a 
form that has a well-documented solution or solution technique. Often, the first term on the 
left is neglected since it is of a higher order than the other terms in the expression however, 
Lighthill shows that this can be done for only very small disturbances (Lighthill, 1978(a)) 
and so this approximation is not made. 
In order to solve for the streaming velocity, a finite difference method with one-sided 
derivatives can be used to rewrite equation 2.5.17 in terms of the quantities at each node, and 
the quantities at two adjacent nodes. Specifying the values ofthe quantities at the boundary 
nodes and specifying an initial guess for each node, the quantities can then be found through 
an iterative method in which the difference between iterations is minimized. Such a program 
was implemented with limited success. The results developed and the problems encountered 
will be discussed in further detail in Chapter 4, Section 4. 
2.6 Heating Effects 
The final aspect of Acoustic Liquid Manipulation that will be discussed is the heating 
effect that the nonlinear sound has on the fluid through which it travels. This is the main 
phenomenon behind the use of phased arrays in ultrasonic hyperthermia treatment of cancer 
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which was discussed in Chapter 1 and thus, has been the focus of many papers in medical 
journals over the past fifteen years (Fan, 1995, Ebbini, 1989, 1991,Wan, 1996). 
The majority of these papers agree that the heating is due to the absorption of acoustic 
energy, which for water is generally the same as the attenuation that creates streaming in the 
fluid as discussed in the previous section. It is, of course, not possible for all of the absorbed 
energy to be used to create streaming and the same amount be converted into heat, however, 
it is not clear how much is used in each effect. In fact, literature on one of the effects only 
very rarely mentions the other. 
One theory is that the streaming and heating effects occur primarily in different 
frequency ranges. With streaming occurring at frequencies above 3 MHz (Lee, 1990, 
Kamakura, 1995) and heating occurring at lower frequencies (Ebbini, 1991 ). It has also been 
suggested that the amount of absorbed sound that contributes to each effect is determined 
from the relative contributions of specific effects to the absorption coefficient show as the 
attenuation coefficient in Equation 2.5.13. The proof or disproof of these theories would be a 
valuable subject for future work. For the purpose of this work, it is assumed that when 
calculating the heating effect, there is no streaming present and that when the streaming was 
calculated in Section 2.5, all of the absorbed energy was being used for this purpose. 
The equation that is to be solved to find the temperature profile in a fluid due to the 
heating effects is strongly based on the heat diffusion equation (Incropera, 1996) 
- ( - ) dT V• kVT +q=pc --
P dt 
(2.6.1) 
where k is the thermal conductivity, Tis the temperature, q (which is commonly referred to 
as Qin the medical papers), is the acoustic power deposition rate per unit mass, pis the fluid 
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density and cp is the specific heat of the fluid at constant pressure. This equation is derived 
from the energy balance constraint with the first term representing the net conduction heat 
flux into a volume, the second term showing the net heat produced within that volume, and 
the last term giving the rate of change of thermal energy stored in that volume. When this 
equation needs to be applied to surgical applications it is typically called the bioheat equation 
and a third term is added to the left hand side representing the loss of heat in convection due 
to the flow of blood through the volume. Depending on the magnitude of the acoustic 
streaming in the system, it is possible that such a term also needs to be added for some ALM 
modeling, however, this is not done in this work. The quantity q is the term that comes 
about because of the absorption of the acoustic energy. It is given by (Fan, 1995, Ebbini, 
1989) 
ij=a1Pl
2 
pc 
(2.6.2) 
where a is the absorption coefficient which is assumed to be the same as the attenuation 
coefficient that is given as Equation 2.5.12, pis the pressure in the infinitesimal volume, and 
pc is the impedance of the fluid. Substitution of this expression into Equation 2.6.1 allows 
for it to be rewritten as 
d T - ( - ) IPl2 pc --V• kVT =a-
P dt pc (2.6.3) 
which is a parabolic partial differential equation where the right hand side can be found from 
sum of the solutions to the linear and nonlinear wave equations. This form of PDE can be 
solved using the PDE solver in the MatLab programming package much as the PDE for the 
nonlinear wave equation was solved. 
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In heat transfer, a well-accepted source of heating is the energy dissipated from a 
flow due to viscous effects. Thus, when acoustic streaming is present in a fluid, heating will 
occur due to the viscosity of the fluid even if not by the absorption of acoustic energy. For 
this situation, the heat equation is written as (Bird, 1960) 
(2.6.4) 
where u is the streaming velocity,µ is the viscosity of the fluid, and <l>u is known as the 
dissipation function. The second term on the ~ght hand side of the equation drops out 
because the fluid is incompressible and expression becomes of the same form as Equation 
2.6.3 except the absorption term is replaced by the dissipation term. This term is given by 
<l>u = 2[(d ux )2 + (d Uy J2 + (d uz ) 2 ] _ 3_(d ux + d Uy + d uz J 
dx iJy dz 3 dx dy dz 
(2.6.5) 
(
duy dux \j
2 
(dU 7 duyJ
2 
(dux duz)
2 
+ --+-- + ~+-- + --+--
dx dy dy dz dz dx 
where the subscripts on the velocities indicate their directions. This expression is derived 
from the viscous shear and viscous normal stresses according to a procedure outlined by 
Incropera (lncropera, 1996). Since all of the variables in Equations 2.6.5 can be found from 
the streaming model, the dissipation term can be found for each point in the field and thus 
Equation 2.6.4 can be solved in the same manner as Equation 2.6.3. 
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2. 7 Conclusions 
This chapter has presented an outline of the derivations for the model equations that will 
be coded in order to predict Acoustic Liquid Manipulation. The first equation derived was 
the solution to the linear wave equation (Equation 2.2.9). This is to be used as the input to 
the other model equations. The second model equation developed was that of the nonlinear 
sound pressure field. This model will involve the solution to Equation 2.3.6 by way of 
Matlab's Partial Differential Equation toolbox. The models for Eulerian and Lagrangian 
excess pressures are given in Equations 2.4.4 and 2.4.5 and depend solely on the solution to 
the linear wave equation. The radiation pressure model for a small air bubble in a planar 
traveling wave is given by Equation 2.4.11. The next model equation discussed was that for 
acoustic streaming which .is described by Equation 2.5 .17 and will be implemented using a 
finite difference method. Finally, the heating due to the nonlinear sound was found to be 
given by Equation 2.6.3 with another possible contribution from Equation 2.6.4. These 
models were all coded in Matlab and their results will be described in Chapter 4. 
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CHAPTER 3 - EXPERIMENTS 
The origins of the need for the model of Acoustic Liquid Manipulation that is discussed in 
this thesis lie in the experimental demonstrations of the abilities of this technique that were 
performed by Richard Oeftering at NASA Glenn Research Center. These experiments 
showed that it was possible to achieve the effects necessary for a wide array of applications 
ranging from electroplating to movement of floating objects (Oeftering, 1999). This chapter 
will summarize the experiments run by Oeftering and discuss the setup, procedure, and 
results for the few tests run at Iowa State University. 
3.1 Summary of NASA Experiments 
This section is a review of the experiments run by Richard Oeftering at the NASA 
Glenn Research Center. The details discussed here are taken from Oeftering 1999, 
observations made on a visit to NASA, and personal correspondence with Oeftering. 
Oeftering's primary experimental setup was designed so as to demonstrate the 
radiation pressure phenomena of Acoustic Liquid Manipulation. It consisted of a 20 by 20 
by 100 cm3 tank of water with absorptive material on one end to reduce reflections from the 
source mounted at the other end. The source was a 16 element linear array of 0.5 MHz PZT 
driven by way of a personal computer through amplifying and impedance matching circuitry. 
The transducer array was manufactured out of a single piece of PZT that was cut part of the 
way through its thickness in order to create 16 equal sized rectangular transducers. The exact 
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dimensions of the transducer array are discussed in more detail in Chapter 4 Section 1.4. The 
target for these experiments was a 7 cm diameter glass sphere which was weighted so as to 
make it neutrally buoyant. The experiment was visualized using a Schlieren system, which is 
an optical technique that allowed the disturbance in the fluid due to the pressure beam and 
the streaming to be recorded by a video camera. A diagram of the major components of this 
setup is shown as Figure 3 .1. 
Personal 
Computer -
Controller 
Frequency 
Generator -
16 Channels 
Linear 16 
Optical 
Source Schlieren 
System 
transducer "-. 
array 
i---------il--~1--1--------~ 
Amplifier, 
Imp 
Matching 
Circuits 
0 
Target 
Camera 
Figure 3.1: Diagram of NASA's experimental setup. 
Water 
Tank 
Oeftering reports several results for these experiments (Oeftering, 1999). First of all, 
a focal zone of 0.75 by 3 cm was found within which the beam of sound could be controlled. 
The power density inside this focal zone was found to be on the order of 50 W/cm and, 
finally, it was found to be possible to apply a few hundredths of a Newton of radiation 
pressure force to the target. 
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More important than these limited numerical results however are the many 
applications that the work done by Oeftering showed were plausible. For example, in the 
experiment discussed above, the target sphere was made to move from one end of the tank to 
the other in only a few seconds showing the applicability of this technique to move bubbles 
out of fuel lines in space applications as well as manipulate other floating objects. A large 
amount of control over the direction and focus of the sound was also demonstrated in this 
experiment showing the usefulness of phased arrays versus single focused transducers. In 
addition, distinct streaming patterns were observed using the Schlieren system demonstrating 
the capability of acoustic mixing of fluids without contaminating them as well as aiding in 
the maskless electroplating technique. In a separate experiment, a transducer was submerged 
in the tank is such a way so as to point at the surface of the water and a fountain was 
produced that was at least 20 cm tall and whose direction could be controlled with the 
transducer. Such an observation is promising for material deposition manufacturing 
processes. Finally, another experiment shows the possibility of using a syringe as a wave-
guide to deploy droplets of fluid with minimal initial velocity. This can be used in 
combustion experiments in space as well as in deployment of small amounts of medicine. 
Thus, even though the experimental setup available limited the accuracy of the numerical 
results producible in these experiments, they are a valuable source of motivation both for the 
development of several new technologies as well as for the modeling work done in this 
thesis. 
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3.2 Iowa State University Experiments 
The models for the three major phenomena of Acoustic Liquid Manipulation that are 
developed in Chapter 2 are all based on the solution to the linear wave equation (Equation 
2.2.1 ). This solution involves a source amplitude A, Equation 2.2.8, which is not specified 
for most transducers but is needed in order for a solution to be found. This amplitude can be 
found by way of a few simple experiments. Unfortunately, because of the equipment and 
time limitations at NASA, these experiments could not be run at Glenn. Instead, a transducer 
was lent to the team working at Iowa State University and some limited experiments were 
run there. This section will discuss the setup, procedure, and results of those tests. 
3.2.1 Source and Sensor Specifics 
Because of the complexity involved in the circuitry required to drive an array of 
transducers, the source sent to Iowa State University was a single focused transducer made 
from piezoelectric material. The nominal frequency of this transducer was 1 MHz and 
circuits were included to tune it to 1.17 MHz and to its third harmonic which was 3 .4 7 MHz. 
Oeftering suggests that the lower frequency be used to create radiation pressure and that the 
higher frequency be used to cause streaming and create fountains. He recommends using the 
device at an average power of between 0.1 and 5 Watts to create these effects. 
Because the source needs to be submerged in water in order to be used in Acoustic 
Liquid Manipulation, the transducer had been sealed in a PVC pipe and attached to a 
watertight compartment that contains the circuitry. A picture of this transducer is shown as 
Figure 3.2 with its major components labeled. 
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Transducer Watertight 
Position Compartment 
Circuitry Cover for water-
tight compartment 
Figure 3.2: Photograph of source transducer setup. 
The transducer's behavior is highly susceptible to heating and will overheat if it is run 
continuously. Therefore, a 20% duty cycle was setup that involved 1000 cycles on and 4000 
off. Figure 3.3 shows a plot of the time signal sent to the transducer. As can be seen, a 20% 
duty cycle creates a pulse of sound that is 1j, long and repeats every ½-ep· These quantities can 
be found according to Equations 3.2.1 and 3.2.2 
1000 t =--
p 27if 
1 
trep =-tp 
. DC 
(3.2.1) 
(3.2.2) 
where f is the frequency of operation in Hz and DC is the duty cycle. This duty cycle not 
only avoids the overheating of the transducer but, as explained in Chapter 2, it also means 
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Figure 3.3: Input signal to amplifier - 20% duty cycle, 1000 cycles on. 
that any reflection of the sound off the sides of the tank will not interfere with the incident 
sound because of the time lag involved in the reflection. 
The sensor for these experiments was a pinducer MH28- l O manufactured and 
calibrated by the FORCE Institute. This sensor was 1mm in diameter, was made of a PVDF 
foil, and was calibrated for 0.5 to 20 MHz. It was oriented to point in the negative z direction 
and was attached to a movable scanning platform that could be moved in the x, y, and z 
directions, Figure 3.4. Table 3.1 shows the calibration data for the two frequencies at which 
the source will be run. Note that the calibration constants depend on whether or not the 
optional gain 1 amplifier is used. It was decided that this amplifier did not need to be used. 
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Figure 3 .4: Transducer (source) and pinducer (sensor) orientation. 
Table 3.1: Calibration data for the pinducer and amplifier. 
Frequency Calibration Factor Calibration Factor 
of Pinducer of Pinducer and 
amplifier 
1.14 MHz 4.73e-7 V/Pa l .86e-7 V /Pa 
3.47 MHz 2.05e-7 V /Pa l .58e-7 V /Pa 
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3.2.2 Experimental Setup 
The complete experimental setup is shown in Figure 3.5. The diagram in (a) shows 
the major components of the setup and the photograph in (b) labels these components in the 
actual setup. The Hewlett-Pachard 8116A function generator creates the 20% duty cycle 
signal of the specified frequency that was discussed in the previous section and sends it to the 
EIN 3100L RF power amplifier. Here the signal is amplified to the 0.1 to 5 W range that is 
required for ALM to occur. The amplifier sends the signal to the transducer which is 
submerged in the water tank. The transducer converts the electrical signal to acoustic energy 
and emits it into the tank. The acoustic pressure is measured by the FORCE Institute 
pinducer which sends this information to the data acquisition card in the PC by way of a 
Panametrics 5052PR attenuator. 50 Ohm cables are used throughout the system which are 
matched to both the power amplifier and the transducer. The x, y, and z location of the 
pinducer in the water tank can be controlled by the SONIX system which is able to scan the 
pinducer over a given area and record pressure data at specific grid points. All of this data is 
recorded electronically on the computer hard drive to be analyzed at a later point using 
Matlab. In addition, an oscilloscope is used to monitor the input signal shape and the output 
signal shape and magnitude. The final component to the setup is a DC power supply that 
would be needed to run the pinducer amplifier if it was used. For the purpose of these 
experiments it is assumed that the tank is large enough that none of the reflections from the 
side or back will influence the measured pressure field, thus no sound absorbing material is 
used as was done by Oeftering in his experiments. 
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(a) Diagram of experimental setup. 
(b) Photo of experimental setup. 
Figure 3.5: Diagram and photo of experimental setup. 
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3.2.3 Testing Procedure 
In the course of these experiments two scans of the pressure field were made. The 
first was made with the transducer running at 1.17 MHz and the second at a frequency of 
3.47 MHz. Both of the scans were made in they= 0 cm x-z plane which was determine by 
moving the sensor in the y direction until the maximum pressure was found. The scans were 
made over a 5 cm (2 in) by 10.2 cm (4 in) area that was approximately centered on the 
source. The settings for all of the equipment for each of the experiments are summarized in 
Table 3.2. 
a e .. ,qmpmen se tmgs or e wo scans run. T bl 3 2 E . t t fi th t 
Scan 1 Scan 2 
Frequency Generator 
Frequency 1.17 MHz 3.47 MHz 
Duty Cycle 20% 20% 
Rep. Rate 4.27 ms 1.44 ms 
Voltage 3 Vp-p 3 Vp-p 
Attenuator 
Gain 40dB 20dB 
Attenuation 26dB 4dB 
Energy Setting 4 4 
Dampening Setting 5 5 
Scan Setup 
Axis - Scan X-axis (Y for SONIX) X-axis (Y for SONIX) 
- Step Z-axis (X for SONIX) Z-axis (X for SONIX) 
Axis Length - Scan 5 cm (2 in) 5 cm (2 in) 
- Step 10.2 cm (4 in) 10.2 cm (4 in) 
Increment - Scan 0.05 cm (.02 in) 0.05 cm (.02 in) 
- Step 0.05 cm (.02 in) 0.05 cm (.02 in) 
Acceleration - Scan 7.6 cmfs"2 (3.00 inls"2) 7 .6 cmfs"2 (3.00 in/s"2) 
- Step 25.4 cmfs"2 (10 in/s"2) 25.4 cmfs"2 (10 in/s"2) 
Velocity - Scan 6.2 emfs (2.449 in/s) 6.2 cmf s (2.449 in/s) 
- Step 6.35 cmf s (2.5 in/s) 6.35 cm/s (2.5 in/s) 
Field Dimensions 100 x 200 pixels 100 x 200 pixels 
Scan Type Bi-directional Bi-directional 
Data Collected Peak Value Peak Value 
Start Point Corner Corner 
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The majority of the settings lisied under 'Scan Setup' are describing in Figure 3.6. For 
these tests the 'scan' direction is the +x-axis (defined as the -y-axis for the SONIX tank 
coordinate system) while the 'step' direction is the +z-axis (defined as the +x-axis for the 
SONIX tank coordinate system). The scan moves a total of 5 cm (2 in) in the x direction and 
the step moves a total of 10.2 cm (4 in) in the z direction. Over this area data is taken at 
increments of 0.05 cm (0.02 in) in both the x and the z directions. The scans taken were 
designated as bi-directional which means that data is taken as the pinducer is moved from left 
to right and also as it is moved back from right to left. This setting allows for the test to be 
completed in half the time but also causes backlash which creates artificial wiggles in the 
data. Some of this backlash is also caused by the scan and step velocities and accelerations. 
For both of the scans run, that data that was collected was the amplitude of the maximum 
peak that occurred with in a specified time gate. 
10.2 cm 
Start 
Point Direction 
5cm 
Transducer Water Bath 
Figure 3.6: Diagram of Scan Setup (note: not to scale). 
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3.2.4 Results 
The results of the two scans described in the previous section are shown in Figure 3.7. 
The pressures plotted are the maximum pressures found at each point in the field. The plots 
shown in (a) and (b) are the pressure fields (in Pa) and sound pressure levels (in dB with 
reference to 20 µPa) for the 1.17 MHz frequency case while (c) and (d) show the equivalent 
plots for the 3.47 MHz case. These plots show the narrow beam that is a characteristic of 
focused transducers such as the one used for these experiments. The typical flat rectangular 
transducer will not create a pressure field like this one but rather will cause the acoustic 
energy to be spread over more of the field. In fact, part of the motivation for using a phased 
array for Acoustic Liquid Manipulation is that by using more than one transducer such a 
- ---~ --single-narrow-beam can be created. Anot_her characteristic of this focused transducer is _ _thal 
the point of maximum pressure noted in Figure 3. 7 is not the point nearest the to the 
transducer but is located farther out in the field. Analysis of the data shows that these points 
of maximum pressure are 4.4 cm and 4.3 cm from the source for the 1.14 MHz case and the 
3.47 MHz case respectively. 
As can be seen by comparing the plots in (a) and (b) to those in (c) and (d) the shape 
of the pressure field patterns depends on the frequency of the sound. The most distinct 
difference between the two frequencies is that in the 3 .4 7 MHz case a necking of the beam is 
seen just past the focal point which occurs because of the focusing technique used. Another 
difference can be seen in looking at the dB plots of sound levels. Here it is possible to see 
the side lobes which are small enough to·be hidden in the pressure plots. As can be seen, the 
3.74 MHz has many more side lobes of higher magnitude than the 1.17 MHz case. 
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Some the most important information that can be gathered for these experimental 
results is the magnitudes of the pressures and sound levels achieved. Table 3.3 shows the 
values of the maximum pressures and sound levels and their locations as discussed above. 
The nunierical models will be adjusted to produce these sound levels. Also shown are the 
values for the pressure at the mouth of the pipe attached to the transducer which is 3.8 cm for 
the source. As can be seen, these sound levels range from about 200 dB to around 250 dB 
which correspond to pressures of 240 kPa to 120 MPa. These levels are considered to be 
extremely large by acoustic standards and are the major reason for the occurrence of ALM. 
They also agree with the pressure levels reported in a paper by Elrod (Elrod, 1989) where a 
focal value of 70 atm (7 MPa, 230 dB) is reported to have created fountains from the surface 
of a liquid. All of this data is limited by the output power limitations of the power amplifier. 
Table 3.3: Experimentally determined pressure magnitude maximums. 
Frequency Pressure Maximum at the Pressure Maximum at z-position of 
mouth focal point focal point 
(3.8 cm from source) ( cm from source) 
kPa dB MPa dB 
1.14 MHz 243 201.7 76.0 251.6 4.4 
3.47 MHz 259 202.25 118 255.4 4.3 
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In addition to the recorded data shown in Figure 3.7 and Table 3.3, two Acoustic 
Liquid Manipulation phenomena were demonstrated using the transducer and driving 
apparatus discussed in Section 2.1 of this chapter. Photographs of these are shown in Figure 
3.8. (a) shows a neutrally buoyant plastic sphere moving away from the transducer. The 
sphere moved about 10 cm in a couple of seconds and then floated to the surface of the tank 
probably beca~se it had not peen exactly weight~d to _keep it from rising when perturbed. 
The picture in (b) shows the beginning of a fountain produced when the transducer was 
pointed at the surface of the wa,!er. _ lJnfortunately, because of limitations on the amount of 
power that the amplifier was able to output to the transducer, it was not possible to actually 
create a fountain as has been done at NASA Glenn Research Center. This observation 
indicates that sound levels even larger than those reported in Table 3 .3 are necessary to 
achieve a fountain. 
(a) Sphere moved by ALM. (b) Start of a fountain created by ALM. 
Figure 3.8: Photographs of ALM radiation pressure and streaming phenomena. 
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3.3 Conclusion 
The experiments run prior to and in the course of this project have demonstrated the 
feasibility of the creating Acoustic Liquid Manipulation with several different transducer 
setups, motivated work on possible future applications as well as the work presented in this 
thesis, and helped to identify the order of magnitude of several model variables. The 
experiments run by Richard Oeftering at NASA Glenn Research Center have shown that it is 
possible to control the motion of floating objects, create fountains, and deploy droplets from 
a needle tip using Acoustic Liquid Manipulation with both a phased array and with a single 
focused transducer. All of these phenomena have numerous applications, which have been 
discussed in Chapter 1 as well as earlier in this chapter. The experiments run at Iowa State 
University have shown that there is a distinct difference in the shapes of the pressure fields 
created at different frequencies though the magnitudes of these pressures are very similar. In 
addition, these results provide data to determine values for constraints in the numerical 
model, specifically the amplitude of each transducer. The results of these models are 
discussed in Chapter 4. 
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CHAPTER 4 - MODEL RESULTS 
The results generated from the models described in Chapter 2 are presented in this 
chapter. The following sections will present results of the linear, nonlinear, excess and 
radiation pressures, and streaming models. In order to verify these models, the results will be 
compared to experimental results and with well-established trends wherever appropriate. 
The models were designed to be as versatile as possible to make them useful in the 
optimization of transducer arrays. This required a large number of variables to be controlled 
by the user of the computer program. These variables are shown in Figure 4.1 and 
summarized in Table 4.1. 
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Figure 4.1: Diagram of model setup defining major variables. 
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Table 4.1: Summary of variables. 
Variable Name Description Type 
N Size and arrangement of transducer array [m,n] (cm) 
m = number in x direction 
n = number in y direction 
Geo Geometry of the Array Menu selection 
(flat or spherical) 
s Size of array in cm [Lx,Ly] (cm) 
Lx = x dimension 
Ly = y dimension 
r Radius of curvature Real number ( cm) 
(if array is spherical) 
f Frequency of the source Real number (Hz) 
A Amplitude of the sound output by the Array (same size as 
transducers transducer array) ( cm/s) 
<I> Phase of the sound output by the Array ( same size as 
transducers transducer array) (rad) 
p Fluid density Real number (kg/cm3) 
(material property) 
C Speed of sound in the fluid (material Real number ( cm/s) 
property) 
a Absorption coefficient of the fluid Real number 
( material property) 
p Coefficient of nonlinearity of the fluid Real number 
"(material property) 
µ Fluid viscosity Real number (kg/cm sec) 
(material property) 
F Field Size [M,N,P] (cm) 
M = number of nodes in x 
N = number of nodes in y 
P = number of nodes in z 
Fres Spacing between field nodes Real number ( cm) 
Ypl x-z plane (y=Ypl) of interest Real number ( cm) 
Zpl x-y plane (z=Zpl) of interest Real number ( cm) 
Zll Lower Limit for z - visualization tool Real number ( cm) 
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In order to make the models more useful as tools, a graphical user interface was 
created which is shown in Figure 4.2. This allows the user to enter values for all of the 
variables listed in Table 4.1 as well as select whether to use the linear, nonlinear, excess 
pressure, or streaming models. 
Figure 4.2: Graphical User Interface developed for these models. 
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4.1 Linear Model Results 
The equations for the linear model are derived from the linearized version of the wave 
equation (Equation'2.2.l) and the Helmholtz-Huygen integral (Equation 2.2.2) as is 
explained in Chapter 2 Section 2. •Models based on this equation are very well established 
and are well documented in most basic acoustic texts. However, since the results of this 
model are the foundation for the nonlinear, excess pressure, radiation force, streaming, and 
heating models that will• be discussed in later sections of this chapter, it is important to spend 
some time on the ~escription of how the linear pressure and velocity fields depend on the 
numerous variables described in Table 1. In addition, this section will discuss the predicted 
output from some specific arrays and the.capability of this simple point source model to deal 
with offset arrays ,and non-point source arrays. 
4.1.1 Introduction to a typical data set 
A typical directivity pattern produced by the linear model is shown in Figure 4.3. 
The primary lobe is the main feature of interest as it is.the aspect of the pressure field that 
will do the work. It is the strongest lobe, which appears in the direction dictated by the 
steering·(in this case, along the z-axis). In the ideal case, this lobe would be high in 
magnitude and narrow. The grating lobes are lobes of the same magnitude as the primary 
lobe that are not in the desired direction. Because of their large magnitude, grating lobes are 
a major loss of energy that would, ideally, be transmitted in the primary lobe. Also, the 
grating lobes can produce ALM effects in undesired areas. Finally, the side lobes are lobes 
of much smaller magnitude that nonetheless represent an energy loss from the main lobe. 
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Figure 4.3: Typical pressure ( 102 Pa) field data from the linear model showing major 
components. (flat 4x4 transducer array, 1cm spacing, in water, 0.5MHz, unit amplitude, 0 
phase) 
4.1.2 Trends in the linear model data 
A variety of tests were run in order to determine the trends in the linear model data as 
several parameters were changed. The purpose of this study was twofold. First, it allows for 
the comparison of the results of this model to the well-established trends that are found in 
basic acoustic texts. Secondly, it aids in determining the parameters necessary to design a 
transducer array with the ideal output pressure and/or velocity field for any given application . 
. ,· 
This section discusses the trends that are evident as the arrangement and number of 
transducers, the spacing between them, and the geometry of the array are changed. 
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4.1.2.1 Number of transducers 
Figure 4.4 shows the pressure fields in the z = 0 cm plane created by square arrays 
ranging from a 2x2 array with 4 transducers to a· 16x16 array with 256 transducers all of 
which are in the x-y plane. The simulation was run in water at 0.5 MHz, which is the 
frequency of the array, used in the experiments run at NASA Glenn. The phases of the 
transducers were all set to zero and the amplitudes were all unity. The spacing between point 
sources for each case was 1 cm as is also true for the NASA array. 
As can be seen, the pressure fields are very similar in general shape with the same 
numbers of grating lobes. As the number of transducers increases the amplitude of the lobes 
also increases since there is more energy being put into the system. Also, increasing the 
number of transducers decreases the lobe width. As is to be expected, as the over all size of 
the ·transducer array:is increased the size of the pressure distribution pattern also increases. 
Thus, at the higher number of transducers, the field size needed to be increased in order to 
see a pattern that was comparable to that created by the smaller array sizes. 
Several more differences are observable from the plots in Figure 4.4. First of all, the 
overall curves of the plots in (a) and (b) are smoother than those in the plots in ( c) and ( d). 
This is a graphical phenomenon caused by the choice of which contours are drawn for each 
case. For the larger magnitudes, the contour lines are spaced farther apart and so, in order to 
see the pattern a contour line needed to be added as a small value. This contour is more 
jagged than the others. Also, it can be seen that the side lobes are much more visible in the 
plot in (b) than in any of the others. This is in part due to the fact that more side lobes appear 
as more transducers are added. However, it is also partly because for the larger maximum 
applitudes, the aplitude of the side lobes is_ too small to be seen in the plot. 
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Figure 4.4: Pressure(102 Pa) field plots for square arrays for various numbers of 
transducer.s. (flat, 1cm spacing, in water, 0.5tv1Hz, unit amplitude, 0 phase) 
Note: 16xl6 case shows an enlarged field. 
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4.1.2.2 Transducer arrangement 
Figure 4.5 shows a comparison of a square and two line arrays. The square array is a 
4x4 transducer array with 1 cm spacing. The line arrays are first a 4xl array with 1 cm_ 
spacing and next a 16xl array with 1 cm spacing. The top line of plots shows they= 0 cm 
(x-z) plane, the second line shows the x = 0 cm (y-z) plane and the third lines shows the z = 
10 cm (x-y) plane. All of the simulations were once again run in water at 0.5 MHz and the 
transducers were all set to have zero phase shift and unit amplitude. It should be noted 
immediately that the field is expanded for the 16xl case in order to show enough of the field · 
to note the similarities and differences between it and the other cases shown. 
In comparing of the 4x4 array·and the 4xl array, the pressure fields created in the x-z 
plane are very similar in shape. The magnitude of the maximum pressure for the 4x4 array is 
about 370xl02 Pa while that of the 4xl array is about 130xl02 Pa. This trend is expected 
since there are four times more transducers in the first array than in the second. In fact, when 
the maximum pressure amplitude per transducer is calculated, it is found that the 4xl 
transducer array is 1.4 times better than the 4x4 array. It is important to note, that, while this 
difference might be caused by acoustic coupling of the transducers, it may ~so simply be a 
function of the location of the maximum pressure with respect to the field points chosen. 
The 4xl array also shows the benefit of having slightly smaller side lobes. The 
fundamental difference between the 4x4 and 4xl arrays can be seen in an examination of the 
pressure field in the y-z plane. Here it can be seen that while the 4x4 array has identical 
patterns in the x-z and y-z planes, the 4xl array shows the concentric circles of a single point 
source in the y-z planes. This is expected since the 4x4 array is identical in both the x and y 
directions while the 4xl array has only a single transducer in they-direction. The plot in the 
x-zplane 
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Figure 4.5: Pressure plots of several arrangements of transducers (Water medium, 0.5 MHz sound, flat arrays, 1 cm spacing, unit 
amplitudes, 0 phase) ~ote: 16xl case shows an expanded field. 
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y-z plane for the 4xl array indicates that there is no possibility for control in they direction. 
This observation is also evident in the x-y plane pressure fields where distinct lobes are seen 
in both the x and y directions for the 4x4 array but only in the x direction"for the 4xl ·array. 
Similar observations about the lack of control in they-direction can be made for the 
16xl line array. In fact, though the plots for the 16xl array show a larger field, the pressure 
fields for both the 4xl and the 16xl arrays are fundamentally the same for both the x-y and 
y-z planes. A look at the x-z plane plots does not show such similarities however. The 16xl 
array pressure field in this plane shows that a much greater distance from the transducer is 
needed before a lobe pattern is achieved. In addition, a substantial amount of energy is found 
in the two outermost grating lobes for this situation rather than the primary lobe as is usually 
desired. There is also very little evidence of side lobes for the 16xl array. A comparison of 
the maximum pressure amplitude for the 16xl array and the 4x4 array, both of which have 
the same number of transducers and should therefore be comparable, shows that the 4x4 
array has a substantially larger maximum amplitude than the.16xl array. 
In conclusion, in the choice of an array shape if control is only needed in a single 
direction it is preferable to use a line array instead of a square array thus minimizing cost, 
circuit complexity, and reducing side lobe size. In addition, if control of the pressure field is 
needed close to the transducers, it is best to select a small array size while if control is needed 
farther from the array a large array is most useful. 
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4.1.2.3 Radius of spherical arrays. 
As was discussed in Chapter 2 Section 1, the linear model was to account for arrays 
that are not only flat but also have transducers placed on a spherical surface. Figure 4.6 
shows the pressure fields for a 4x4 transducer array with radii of curvatures ranging from 
half the overall dimension of the array (minimum possible) to 4 times this dimension as is 
described in Figure 4.6(f). Also included is the pressure field for a flat array that is useful as 
a comparison. Once again, the simulations were run in water at 0.5 MHz and the transducers 
were all set to have zero phase shift and unit amplitude. 
As can be seen in Figure 4.6, the effect of the array curvature is to introduce focusing 
in the pressure field. The majority of the energy in the pressure field is concentrated in a 
single region of the field. The larger the curvature (i.e.: smaller the radius), the more focused 
this region becomes. In fact, as the curvature decreases, the pressure fields become more and 
more similar to the one created by a flat array. The maximum pressure amplitude for the 
r=d/2 situation is extremely large. This is because, by definition, the amplitude of the 
pressure at the focal point approaches infinity. In this case, that focal point happens to lie 
very close to one of the field points, which does not seem to be the case in the other 
situations. All of the plots in Figure 4.6 show the 7 lobes that are characteristic of the 1 cm 
spaced array (see the following section) however, the smaller the radius of curvature, the 
closer these lobes become to the center lobe. These observations indicate that while a curved 
array may be ideal for situations where a large amount of energy is needed at a single small 
point, it is not ideal for applications that require control over the pressure fields in a larger 
area. 
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Figure 4.6: Pressure (102 Pa) fields showing the effect of radius of curvature on the results from 4x4 curved 
arrays (size described in (f)). (spherical, 4x4 transducer array, in water, 0.5Iv.1Hz, unit amplitude, 0 phase) 
73 
4.1.2.4 Transducer spacing 
The final trend that was examined was the dependence of the pressure field on the· 
spacing between the transducers in the arr·ay. Figure 4.7 shows the pressure fields for a 4x4 
flat transducer array in water that is emitting 0.5 MHz sound with unit amplitude and zero 
phase shift. The spacing between the transducers is set to be 5, 2, 1, 0.5, 0.25, and 0.1 cm. 
Figure 4.7 shows that varying the spacing controls the number of grating lobes that 
appear in the pressure field. The 5 cm spaced array creates a large array and thus, the pattern 
is not visible in the size of field shown, however, the beginning of a large number of lobes is 
apparent at the edges of the graph. The 2 cm spaced case shows 13 lobes and the 1 cm case 
shows 7 lobes with several side lobes. The 0.5 cm spaced array shows only 3 lobes with 2 
side lobes and in the 0.25 Clil case only the inain lobe with 4 side lobes can be seen. Finally, 
the 0.1 cm spaced case shows a s1ngle lobe that is approaching the concentric circle pattern 
of a single point source. In other words, with 0.1 cm spacing, the size of the array is so small 
compared to the wavelength of the sound that no interference pattern is created. The spacing 
of the transducers in the array also has an effect on the width of the lobes created. As the 
spacing decreases the width of the lobes is increased. Thus it would seem that as spacing is 
reduced, more transducers need to be added to the array in order to achieve the narrow beam 
shape that is typically desired. Finally, there is also a change in the maximum magnitude as 
the spacing is changed. The seemingly unpredictable nature of the overall maximum 
pressures found in each case is a function of the choice of field points and the acoustic 
coupling of the sources. 
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In this section the results of the linear model for several different sizes and geometries 
of arrays and arrangements and spacings of transducers were examined. It was observed that 
choosing the appropriate number o~ tr~nsducers will control the width of the primary lobes 
created. The number of grating lobes is reduced by decreasing the spacing between 
transducers. The arrangement of the transducers can be chosen based on the amount of 
control over the pressure field that is needed in any one direction. Finally, the energy emitted 
by a transducer array can be focused in a small area by using a spherical array and can be 
spread over a larger area by using a flat array. All of these trends agree very nicely with 
those that have been discussed in the literature over the many years that transducer arrays 
have been studied and thus verify that the model created is in fact creating reasonable results. 
4.1.3 Steering the primary lobe 
One of the major advantages of using an array of transducers for Acoustic Liquid 
Manipulation rather than a single transducer is the possibility for steering that such an array 
provides. Two methods exist for controlling the steering of the directivity pattern created by 
an array of transducers. First is varying the magnitude of the signal from each transducer. 
This requires complex circuitry that can be quite expensive and so the second method is 
typically used. This involves the manipulation of the phases of each transducer - thus such 
arrays are typically called phased arrays. 
Much work has been done on determining exactly how to control the phases of each 
transducer in order to get the desired steering of the pressure lobes (Smith, 1991; Wooh, 
1999; Kinsler, 1982). Equation 4.1.1 below is given by Smith and Pavy as the time delay for 
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each transducer ne~ded to yield a specified steering of 0 measured from the z-axis in the x-z 
plane and of <p measured from the z-axis in the y-z plane. 
(4.1.1) 
For the situation being modeled, the variable z0 can be taken as an arbitrary, large number (in 
the case of the data shown below z0 =50). The relationship between this time delay and the 
phase, <I>, th~t is in the linear model equations can be derived by adding this quantity to the 
time, t, in the solution to the linear wave equation. Having done this, the phase can be 
written as 
(4.1.2) 
where ro is the frequency in rad/s and is the frequency in Hz. 
Figure 4.8 shows the pressure field for a flat 8x8 transducer array with 0.25 cm 
spacing in a water medium emitting 0.5MHz sound with unity amplitude. Various steering 
scenarios that are calculated from Equation 4.1.1 and 4.1.2 are _shown in Figure 4.8. The size 
and arrangement of the array is selected solely to create a pressure field in which the steering 
is clearly visible by creating the field shown for the zero steering case in which there is a 
single primary lobe. In the second case· shown the steering is specified as 30 degrees in the 
x-z plane and zero in the y-z .. Thus, the field for the y-z plane is identical to the first case and 
the lobe has been shifted to the right by 30 degrees in the x-z plane. As the primary lobe is 
turned, the grating lobe that is not visible in the first case is also turned to the right and 
appears in the· field; This is even move visible in the;third case where a 60 degrees steering is 
specified for the y-z plane and zero is specified-for the x-z plane. As is expected, the x-z 
plane shows an U1!,-steered lobe like those in the first case. The y-z plane shows the primary 
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Figure 4.8: Steering of the primary lobe using various phases (flat 8x8 transducer array, 0.25 
cm spacing, in water, 0.5MHz, unit amplitude) (Pressure in 102 Pa) 
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lobe at an angle of 60 degrees from the z-axis, however, the grating lobe has also shifted by 
60 degrees and now appears about 30 degrees to the left of the z-axis. This could present a 
serious problem in an application in which by steering the primary lobe the objective is to 
leave the fluid near the z-axis undisturbed. Thus, for some applications a maximum steering 
range needs to be stated. This range can be increased by adjusting the spacing between the 
transducers and the frequency in such a way so as to increase the angle between the grating 
lobes. 
The final case shown in Figure 4.8 shows the ability to steer the array in both the x-z 
and the y-z planes. The two plots for this case are identical because a 30 degree steering was 
specified in both directions. The direction of the primary lobe is best seen by looking at the 
x-y plane at z:::; 10 cm that is shown in Figure 4.9. Because the steering specified is the same 
in both directions, the primary lobe has moved along a 45 degree line into the first quadrant. 
The distance it has moved is a function of the amount of steering that is specified. Also, in 
the second and forth quadrants.the grating lobes that have been shifted into the field by the 
steering can be seen. 
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Figure 4.9: Pressure (102 Pa) field in the x-y (z=lOcm) plane for the 30,30 steered 
case from Figure 4.8 (8x8 flat array, 0.21 cm spacing) 
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4.1.4 The NASA phased array 
The origin of this work on a model for Acoustic Liquid Manipulation stems from 
experimental work done by Richard Oeftering at NASA Glenn Research Center (Oeftering, 
1999). This work is discussed in some detail in Chapter 3. In summary, Oeftering uses a flat 
16xl transducer phased array to move a 7 cm diameter neutrally buoyant rigid.hollow sphere. 
The specific dimensions of the array are shown in Figure 4.10 (a). Approximating each 
transducer in the array as a point source located at its center, the linear model can be used to 
predict the sound field for this array. This pressure field is shown for the x-z and y-z planes 
in Figure 4.10 (b) and (c). As with the other simulations, these pressure fields ar~ generated 
in water with 0.5MHz sound, the amplitudes of the transducers are unity and there is no 
steering (zero phase shifts). In order to view the complete pressure pattern, the field has been 
expanded to lO0xlO0xlO0 cm3 (although the actual experimental apparatus is only 
20x20xl00 cm3 as was seen in Chapter 3). 
As can be seen in Figure 4.10 (b) and (c), the NASA array, as is expected from a line 
array, shows the possibility of control only in the y-z plane: Even in this plane however, 
there are six grating lobes that draw energy away for the primary, central lobe. In addition to 
this, it is seen that the lobe pattern does not begin until about 50 cm from the array. This 
indicates that very little steering will be possible in the fluid close to the location of the array 
and in the region where steering is possible the energy in the primary lobe is minimal in part 
because of the existence of grating lobes and in part due to the distance from the source. 
These observations justify the creation of this model for the purpose of optimizing arrays for 
Acoustic Liquid Manipulation. 
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Figure 4.10: Dimensions and pressure (102 Pa) fields for the NASA array in a 
lOOxlOOxlOO cm3 field (flat 16xl transducer array, 1cm spacing, in water, 0.5MHz, 
unit amplitude, 0 phase) 
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4.1.5 The ideal array 
The ideal array for a specific application depends strongly on the application. For 
example, many transducer arrays for medical applications require high sound energy in small 
areas and low sound energy elsewhere. This application can best be met by a curved array 
which allows for focusing. The application that governed the majority of this work is the use 
of Acoustic Liquid Manipulation to move air bubbles in a liquid medium. For this 
application the ideal pressure field has a single narrow primary lobe with no grating lobes 
and as few side loQes as possible. The transducer array needs to be able to control the 
direction of this lobe in both the x and the y direction in order to manipulate bubbles 
throughout the tank. Finally, to make the system cost effective and the circuitry as simple, as 
few transducers as possible need to be used. A review of the trends discussed in Section 
4.1.2 shows that such an array should be a flat square array in order to have control of the 
field in all directions, the spacing between the transducers should be between 0.5 and 0.25 
cm in order to get a single lobe, and as many transducers as is feasible should be used to 
create a narrow lobe. It,,is_ also important however, to make sure that the overall array size is 
not so large as to _give little to no control close to the array. 
Many.ideal arrays can be designed. One example is the flat 8x8 transducer array 
whose pressure fields are shown in Figure 4.11. The spacing for the array is 0.25 cm and the 
simulation is once again run at 0.5MHz in water for unity transducer amplitudes and no 
steering. 
As can be seen, the shape of this pressure field holds the desired characteristics. 
However, a problem lies in the c~:mstruction of such an array, namely, in the small spacing 
between the transducers. The specified 0.25 cm spacing is the spacing between two adjacent 
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point sources. However, in reality, the transducers are not point sources but are typically 
rectangular in shape. Thus, constraints are placed on the overall size of the transducer 
needed to be able to produce the necessary sound levels and on the spacing between 
transducers so that there is minimal coupling. An examination of numerous papers which 
explain the use of phased arrays indicates that the transducer size and spacing for the NASA 
array are typical of other phased arrays. Thus, a 'reasonable' transducer size is defined as 1 
cm and a 'reasonable' spacing is 0.1 ci:n which implies a point source spacing of 1.1 cm. 
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Figure 4.11: Pressure (102 Pa) fields.for an''ideal' transducer array (flat 6x6 transducer 
array, 0.25 cm spacing, in water, 0.5MHz, unit amplitude, 0 phase) 
The problem can possibly -be remedied by using this minimum spacing and 
decreasing the frequency of operation of the transducer. Two examples of this are shown in 
Figure 4.12 where in (a) the 1 cm spacing is used and the frequency is reduced to 0.1MHz 
and in (b) the spacing is 0.5 cm and the frequency is 0.2MHz. As can be seen, changing the 
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frequency in such a manner produces pressure fields that resemble the 'ideal' shape. 
Unfortunately, decreasing the frequency may not always be the best solution since the 
frequency of operation is a function of the material used to make the transducers the size of 
the transducer itself. 
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Figure 4.12: Pressure (102 Pa) fields for two situations where frequency is decreased 
in order to meet spacing constraint. (flat 4x4 transducer array, in water, unit amplitude, 
0'phase) 
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4.1.6 Offset arrays 
As was discussed in the previous section, the ability to achieve the pressure field 
patterns needed for some applications is limited by the transducer manufacturing constraints 
placed on the size of the transducers, the spacing between them, and the frequency of 
operation. One possible solution to this problem is the use of offset arrays. These arrays 
slightly offset consecutive rows of transducers to reduce the effective distance between 
transducer centers in one of the .two directions. For example, Figure 4.13 shows an array of 
lxl cm2 transducers in which the rows are offset by half a centimeter. In the x-direction the 
effective transducer spacing is 0.5 cm while in they-direction the spacing remains 1 cm. 
1cm 
1cm 
Figure 4.13: Example of an offset array 
, 
In order to model such an offset array, a sparse array was used as the input to the 
linear model. A sparse array is one in which there are 'holes' where there is no transducer. 
Much work is being done with sparse arrays for the purpose of 3 dimensional scanning and 
several clifferent setups have been developed ranging from completely random to a Mills 
cross array (Yen, 2000). In order to approximate the offset array, a grid of point sources is 
set up with spacing at most equal to the desired offset. _ This grid of transducers is then made 
sparse by giving an amplitude only to those point sources at the center of the transducer. 
Examples of this are shown in Figure 4.14 and 4.15. 
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Figure 4.14 (b) shows the set up for an array of lxl cm2 transducers with a 0.25 cm 
offset. As in the other simulations, the fluid is water, the frequency in 0.5MHz, there is no 
steering and when there is an amplitude it is unity. A 9 by 4 grid of point sources is created . 
of which every fourth one is given an ainplitude of 1. In the figure, the filled in circles 
represent an 'on' point sources with A=l and hollow circles represent an 'off source with 
A=0. As can be seen, the effective spacing between 'on' transducers in the x-direction has 
been reduced to 0.25 cm while the effective spacing in the y direction remains 1 cm. Parts 
(a), (c), and (d) of the figure show the pressure fields in the x-z, x-y, and y-z respectively. As 
is expected since the spacing in they direction remains 1 cm, the directivity pattern in the y-z 
plane is very similar to the one seen for the 1cm spaced 4x4 transducer array in Figure 4.7 
(c). The pressure field in the x-z plane however, shows a relatively narrow beam with only 
two side lobes which resembles the ideal pressure field in Figure 4.1 l(a). This was generated 
with the offset array using only two physical transducers in the x-direction and a reasonable 
physical transducer spacing of 1 ctn using an offset array but could not be realistically 
achieved using aligned arrays. The lobe in 4.14(a) shows some asymmetry because the offset 
in the array causes it to loose its symmetry. 
This asymmetry is also seen in the x-y plane in (c). The plot in (c) also gives a good 
demonstration of the major problem with the offset array technique. While, the x-z plane 
shows a single lobe, the x-y plane does not. This is in part because it is showing the plane at 
10 cm and thus shows the g~ating lobes that appear at 90 degrees and are also seen along the 
bottom of the plot in (a). It also, shows that this method gives control over the volume only 
in a single direction (the x direction in this case). 
70-
LmeerPressure•x-zpJane 
l i 1 
l j : / 
ti 
X (.Cm) 
(a) x-z plane (y = 0 cm) 
Linear Pressure• x-yplene 
i ~- '·. '/ 
- - 4 • • • 
X(cm) 
(c) x-y plane (z = 10 cm) 
200 
150 
100 
50 
86 
oeo oeo 
0 oeo oeo 
(b) array set-up 
LfnearPre:lsum~y.zplane 
ror \ \\_ : ; ;. : / _.; ,: 
\ \ \ \ i \ l , · , 
soi \\ \ ! l i / // i / /_/ /.-:' 
- - 4 • • Y(cm) 
(d) y-z plane 
Figure 4.14: Pressure (102 Pa) fields generated by a 9 element offset array with 0.25 cm 
effective spacing (flat, 1cm spacing, in water, 0.5MHz, unit amplitude, 0 phase) 
Another example of an offset array is shown in Figure 4.15. This array is identical to 
the one in Figure 4.14 except that the offset is now. a sixth of the transducer width making the 
effective spacing 0.17 cm. The pressure field in the x-y and y-z planes, shown in ( c) and ( d), 
are very similar to those 0.25 spaced offset transducer. Some variation is seen in the 
directivity pattern in (d) due to the fact that for this set up there are six transducers in they 
direction while before there were only four. The x-z plane pressure field shown in (a) shows 
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Figure 4.15: Pressure (102 Pa) fields from a 13 element offset array with 0.17 cm spacing 
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quite a surprising difference however. From a comparison of Figure 4.14 and 4.15, it seems 
that as the effective spacing is decreased, the size of the side lobes in the x-z plane is 
increase. This is in opposition to the trend seen in Figure 4.7 which shows the number of 
side and grating lobes decreasing as the spacing is decreased. It would seem that this does 
not hold for an off set array and that the spacing needs to be optimized through the use of a 
model like this one before such an array is implemented. 
In conclusion, Figures 4.14 and 4.15 show that an offset array can create an 'ideally' 
shaped directivity pattern in one direction using a relatively low number of transducers and 
. reasonable spacing. Therefore, an offset array could be a very useful tool if control is only 
needed in one direction. 
4.1.7 Non-point sources 
The vast majority of the model results presented in this chapter simulate a physical 
transducer as a point source .. Of course, physical transducers are not point sources modeling 
them as such may not give reasonable results. To test this statement and to show the 
versatility of the model, this section will present the results of an, attempt to model a piston 
source and a typical rectangular source using a collection of point sources. 
For this simulation a 4 by 1 transducer array that is based on the dimensions of the 
NASA array described in Section 4.1.4 was used. For comparison, the pressure fields were 
generated for this ,array using the single point source that has been used throughout the rest of 
this chapter. The results of this are shown in Figure 4.16. The diagram in (b) shows the 
89 
setup with a single point source at the center of each rectangular transducer. As can be seen, 
the directivity patterns match those predicted by the trend analysis done in Section 1.2. The 
x-z plane shows the concentric circles characteristic of a single point source and the y-z plane 
shows the many grating and side lobes that are expected for a relatively large spacing and 
low number of transducers. 
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Figure 4.16: Results of the point source approximation (flat 4xl transducer array, 1.2cm 
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Figure 4.17 shows the same physical setup as 4.16 only this time each transducer is 
approximated as a piston using 55 point sources all with the same amplitudes. As is seen in 
4.17 (b) the point sources are arranged in an 11 by 5 rectangle covering the entire area of the 
transducer which makes the spacing in the x-direction 0.25 cm and 0.2 cm in they-direction. 
A single row of sources with zero amplitude represents the separation between the physical 
transducers. Thus, the entire array of point sources is an 11 by 23 transducer array that has 
total dimensions of 2.5 cm in the x-direction and 4.4 cm in they-direction. 
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Figure 4.17: Results of the piston approximation (flat 23xll transducer array, 0.2 cm 
spacing, in water, 0.5MHz, unit amplitude, 0 phase) 
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The results of this simulation are shown in (a), (c) and (d). As can be seen this differs 
· fundamentally from the-point source results shown in Figure 4.16. The x-z plane shows a 
single primary lobe with several side lobes instead of a series of concentric circles. The 
widespread directivity pattern found in Figure 4.16 (d) has been changed to a more focused 
lobe with large side lobes instead of grating lobe. The narrow width of the cross-section of 
the pressure lobe in the x-y plane plot also shows how much more control over the field is 
possible with the pistons than with point sources. 
Figures 4.16 and 4.17 have shown a very large difference between the point source 
and piston approximations for physical transducers. In reality however, a transducer does not 
act as a point source or a piston ~ut has an amplitude of vibration_ that depends on the 
position on the surface of the transducer. It is generally accepted that the amplitude at the 
center of the transducer is larger than on the outer edges and that it decays quickly away from 
the center. This type of transducer can be approximated with the same array of point sources 
that was used to approximate the piston by changing the amplitudes of each point source 
such that there is a maximum in the center and minimums along the edges. This was done 
using the matrix of amplitudes shown below for each transducer 
0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
0.1 0.1 0.2 0.3 ·0.4 0.5 0.4 0.3 0.2 0.1 0.1 
0.1 0.2 0.3 0.4 0.5 1.0 0.5 0.4 0.3 0.2 0.1 
0.1 0.1 0.2 0.3 0.4 0.5 0.4 0.3 0.2 0.1 0.1 
0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
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A graphic representation of these amplitudes is shown in Figure 4.18(b ). The rest of this 
figure shows the pressure fields for the x-z, x-y, and y-z planes. Once again, there are 
substantial differences in the shapes of the directivity patterns for this case. Using this 
distribution of amplitudes has had the effect of completely eliminating the side lobes from 
the pattern in the x-z plane and has further focused the primary lobe in the y-z plane. The x-y 
plane once again shows a very narrow and highly controllable lobe. 
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Figure 4.18: Pressure fields from the distributed source (flat 23xll transducer array, 0.2 cm 
spacing, in-water, 0.5MHz, 0 phase) 
93 
At first glance it would seem that the results presented in this section completely 
discredit all of the other results presented previously. because of the vast difference seen 
between the results from the 'realistic' transducers and the point source approximations. 
Several points should be made however. First, the trends determined with the point source 
transducers will still hold forthe piston and distributed amplitude cases and so an array that 
. ' 
is optimized using the point sources will also be optimized for a 'real' transducer. Secondly, 
the First Product Theorem for Arrays (Williams, 1999) states that the directivity pattern of an 
array of sources can be found by multiplying the directivity pattern of a single source by the 
transform of the directivity pattern of the_ array using the point source approximation. Thus, 
if the directivity pattern for a single 'real' transducer is know, the data presented this far can 
be used to find the actual directivity pattern of the array. This method is typically much 
faster to compute than the method of approximating the transducer with a collection of point 
sources as was done for this section. This is especially true for arrays with large numbers of 
transducers or situations where a large amount of accuracy is needed, requiring many point 
sources per transducer. 
In summary, this section on the results from the linear point source array model can 
be extremely useful in the prediction of pressure fields from phased arrays of transducers and 
in the optimization of these arrays. This is in part true because they can be used along with 
the directivity pattern of a single transducer and the First Product Theorem for Arrays to find 
pressure fields for physical arrays. Section 4.2 presented the trends in the behavior of the 
pressure field with respected to several variables including transducer number, arrangement, 
spacing, and array curvature. These will be very useful for the optimization of arrays for 
specific applications. For the application involving moving neutrally buoyant objects in a 
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fluid, Section'4.3 discusses the pressure field of the array that was built and is in use for 
experiments at NASA Glenn Research Center. Section 4.4 discusses how best to optimize 
this array for this particular application and Section 4.5 discusses the possibility of using 
offset arrays to avoid the problems caused by the manufacturing constraints on.transducer 
size and spacing. Though very useful, all of these results are based on the linear model and 
thus do not incorporate any of the nonlinear phenomena that allow Acoustic Liquid 
Manipulation. The results of models of these effects will be discussed in the following 
sections. 
4.2 Nonlinear Model Results 
Acoustic Liquid Manipulation occurs because of the effects of nonlinear pressure and 
velocity. These can be calculated from the nonlinear wave equation that was discussed in 
Chapter 2 Section .3. This equation can be reduced to a second order hyperbolic equation 
with a forcing funytion that can be found from the results to the linear model. Equation 2.3.6 
was solved using Matlab's Partial Differential Equation Toolbox, which uses the Finite 
Element Method. The grid for the finite element analysis was specified to match the grid 
used in the previous section and the Neumann boundary condition was used with the gradient 
. of the velocity potential set to zero on all boundaries. 
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4.2.1 · Nonlinear Directivity Patterns 
The results of this model are shown in Figure 4.19 for a flat 4x4 transducer array with 
1 cm spacing. The medium is water, the amplitudes of each transducer are unity (1 emfs), 
and there is no steering. The left column of the figure is the pressure plots for the x-z (y=O 
cm) plane while the right column is the x-y (z=20 cm) plane. The first row of plots 
represents the results to the linear model, Equation 2.2.10, as discussed in the previous 
sections. The second row shows the results to the nonlinear model, Equation 2.3.6, and the 
final row represents the sum of two fields. As can be seen, the shapes of the linear and 
nonlinear directivity patterns strongly resemble each other. However, though the number of 
grating lobes are the same in each case, side lobes do not appear in the nonlinear pattern and 
the size of each grating lobe is not the same as in the linear case. In addition, the nonlinear 
pattern is more focused. 
A close look at the plot in Figure 4.19( c) showing the nonlinear pressure in the x-z 
plane shows the unexpected fact that the maximum pressure amplitudes are found in the two 
outermost grating lobes. Such an effect is not seen in experiments and is not mentioned.in 
any of the litera~e read, thus, it is suggested that this is not a physically 'real' effect but 
rather caused by the course mesh on and near the boundary and in the corner of the finite 
element field. Thus, the rectangle is drawn on plots (c) and (d) to represent the area within 
which the results are expected to be realistic based on experience. The x-y plane plots are all 
made on the z=20 cm plan so as to be in this region. 
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Figure 4.19: Comparison of linear and nonlinear pressure (102 Pa) fields ( 4x4 flat array, 1 cm 
spacing, water medium, A=l emfs, no steering) 
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It may be noted that the plots shown for the linear pressures in Figure 4.19 show 
some distinct differences from those shown in Section 4.1. This is caused by the fact that the 
complex formulation was used for the pressure expression in Section 4.1 while the real 
formulation is used here. 
The most important information that can be gathered from these plots is in regards to 
the amplitudes. A look at the amplitudes of the plots in Figure 4.19 shows that the nonlinear 
sound is about 7500 times less than the linear sound. In fact, the observation that the plots of 
the linear pressure and the sum of the linear and nonlinear pressures are identical indicates 
. that the nonlinear pressure field will have no influence on the overall field. Since the 
amplitude of the sound level in the fluid is primarily controlled by the amplitude A of the 
transducer output, a study was made of the effect of A on the linear and nonlinear sound 
levels in order to determine whether the observation made above is true at all levels. This 
study also makes use of the experimental data to determine the realistic range for A Results 
are discussed in the following section. 
4.2.2 Nonlinear Amplitude Study 
The objective of this study was to determine the range of source surface speed 
amplitudes A, which are reasonable inputs to the linear and nonlinear models. In the course 
of doing this the amplitude dependence of the linear and nonlinear fields will also be 
discussed. 
In order to determine A, the model was used with a flat 4x4 transducer array to create 
the sum of the linear and nonlinear pressure levels to be on the same order as those found for 
the experiments in Chapter 3. It is to be recalled that the experimental values represent the 
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maximum pressures observed as each field point at a power of 0.5 Watts which was limited 
by power amplifier used. As mentioned above, it is not known if it is possible to trust the 
calculations of the nonlinear field this close to the source of the sound. Thus, the 
experimental pressure levels measured 4 cm from the transducer discus_sed in Chapter 3 are 
first projected out to about 20 cm from the source by assuming a spherical spreading of the 
pressure. Since in going from 4 cm to 20 cm the distance from the source is multiplied by .5, 
the pressure level in Pa will be reduced to a fifth of its size. In decibels, this corresponds to a 
reduction of 14 dB and creates the new goal values for the maximum pressure field that are 
listed in Table 4.2 .. 
Table 4.2: Modified maximum pressures based on spherical spreading to 20 cm 
Frequency Experimental Pressure Calculated Pressure Maximum at the mouth Maximum in the field 
(3.8 cm from source) (20 cm from source) 
kPa dB kPa dB (relative to (relative to 
20xlff6 Pa) 20xl0-6 Pa) 
1.14MHz 243 201.7 44.8 187 
3.47 MHz 259 202.25 50.2 188 
The linear and nonlinear models were used with various A values for a flat 4x4 
transducer with 1 cm spacing and a water medium. Table 4.3 shows the results for the 
maximum linear, nonlinear, and overall pressures for various amplitude values. This data is 
also plotted in Figure 4.20. As can be seen, the value for A that most closely matches the 
goal value is A= 2 emfs. However, as mentioned in Chapter 3, the pressure created by the 
· transducer during the experiment was not quite enough to create a fountain and so it is 
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suggested that the amplitude might be increased to 5 or 10 emfs in order to ensure that the 
model is run in the range where this phenomena can take place. 
Table 4.3: Maximum pressure data for linear and nonlinear cases for various amplitudes (20 
cm from a flat 4x4 transducer array in water) (dB relative to 20xlff6 Pa) 
A Linear Linear Nonlinear Nonlinear Sumof Sum of 
Pressure Pressure Pressure Pressure Pressures Pressures 
(emfs) (Pa) (dB) (Pa) (dB) (Pa) (dB) 
0.5 l.5E+04 177 5.5E-01 88 l.5E+04 177 
1 2.9E+04 183 2.2E+00 100 2.9E+04 183 
2 5.8E+04 189 8.8E+00 113 5.8E+04 189 
5 l.5E+05 197 5.5E+0l 128 l.5E+05 197 
10 2.9E+05 203 2.2E+02 140 2.9E+05 203 
25 7.3E+05 211 l.4E+03 156 7.3E+05 211 
50 l.5E+06 217 5.5E+03 168 l.5E+06 217 
100 2.9E+06 223 2.2E+04 180 2.9E+06 223 
Figure 4.20 (a) shows the plot of the dB pressure for the linear and nonlinear sound 
shown in Table 4.2. As can be seen, the nonlinear sound level is substantially less than the 
linear pressure level for all of the amplitudes tested. However, the plot in (b) shows that the 
difference between these two sound levels is actually slowly decreasing as A is increased. 
Both figure (a) and (b) show a trend line calculated by a least squares fit of a power form. 
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Figure 4.20: Comparison of the maximum linear and nonlinear dB sound levels at 20 
cm from source (4x4 flat transducer array, 0.5 MHz, water) (dB relative to 20x10-6 Pa) 
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· Projecting the trend in (b) outward·indieates that at an A of about 1012 the nonlinear sound ... 
level will be comparable to the linear sound level. Substituting this prediction into the trend 
equation shown on Figure 4.20(a) indicates that the sound level for this amplitude will be 
about 610 dB. This is far too large to be physically feasible so it can be concluded that for 
any physically producible sound level the contribution of the nonlinear pressure can be 
ignored when calculating the total pressure in the field. This is a highly surprising 
conclusion since Acoustic Liquid Manipulation is defined as being caused by nonlinear 
aspects of sound and is clearly observable at sound levels around 180 dB. It is thus necessary 
to make a distincti<;m between the magnitude of the nonlinear pressure and sound levels and 
the occurrence of nonlinear phenomena. 
Nonlinear effects can and do take place even though the nonlinear pressure is very 
small in comparison with the linear pressure. Thus, though the nonlinear pressure can be 
ignored in the calculation of the overall pressure field its presence can not be ignored when 
looking at the behavior of the system as a whole since it will still cause the onset of other 
nonlinear phenomena such as radiation pressure, streaming, and heating. The.observation 
that the nonlinear pressure can be ignored means that all of the trends and other behavior 
discussed in the Section 4.1 of this chapter will hold for practical designs of ALM 
transducers. 
4.3 Excess Pressure and Radiation Pressure Results 
The first Acoustic Liquid Manipulation phenomena that will be discussed are the 
excess and radiation pressures that produce forces on surfaces, which in tum, can cause 
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motion. The equations that were used in the creation of these models are discussed in detail 
in Chapter 2 Section 4. These equations use the results of the linear model to calculate the 
potential and kinetic energy at each point in the field. From this information the Eulerian and 
Lagrangian excess pressures (Equations 2.4.4, 2.4.5) can be found. The output froni the 
linear model is also used to find the force on a small sphere of specified dimensions due to 
radiation pressure (Equation 2.4.7). 
By way of review, excess pressure is defined as the time average of the acoustic 
pressure which is tp_e difference between the pressure in a fluid in the presence of sound and 
the pressure that would be present with no sound. This quantity only exists in the nonlinear 
regime because the linear acoustic pressure is oscillatory and therefore time-averages to zero. 
Excess pressure exists in two variations dependent on the coordinate system from which it is 
defined. Eulerian excess pressure is defined from a coordinate system that is stationary with 
respect to the field. The Lagrangian excess pressure is measured with respect to a coordinate 
system that is moving with _a particle as it experiences acoustic vibration. In experiments and 
in general discussion it is usually the Eulerian excess pressure that is dealt with. However, it 
is sometimes necessary to consider the system in terms of quantities experienced directly by 
the fluid particles and thus the Lagrangian excess pressure is also useful (Lee, 1993). 
Figure 4.21 shows the results of the excess pressure model. The top two plots are the 
Eulerian excess pressures in the x-z (y=O cm) and x-y (z=lO cm) planes, the next two are the 
Lagrangian excess pressures in these same planes and the bottom most plots are the linear 
acoustic pressures which are included for comparison purposes. The first notable fact from 
this figure is the comparison of the magnitudes of the pressures in the three cases. First, both 
of the excess pressures are substantially smaller than the linear acoustic pressure which is 
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expected because the excess pressures are time averaged quantities that exist only because of 
the nonlinear components of the sound field which are much smaller than the linear 
components represented by the linear sound field. Secondly, the Lagrangian excess pressure 
is about 150 times ,larger than the Eulerian pressure. In other words, the time averaged 
pressure experienced directly by a moving particle is 150 times the time average of the 
pressure at a given point. Tiris can be explained mathematically by the fact that the Eulerian 
excess pressure is the difference between the potential and kinetic energies which are 
typically of the same order and the Lagrangian excess pressure is defined as the sum of these 
two quantities. 
Another observation about Figure 4.21 is that though they are much smaller, the 
overall directivity pattern for both of the excess pressures closely match the one for the linear 
acoustic pressure. All three plots show a primary lobe with six grating lobes. The excess 
pressures do not show evidence of side lobes though this may simply be a function of the 
relative magnitudes. These observations suggest that the shape of the excess pressure field 
can be predicted according to the same trends developed in Section 4.1.2. Thus, in the 
optimization of a transducer array for a specific application involving excess pressure, the 
linear model results can be used to predict the overall shape of the pressure field but the 
excess pressure model needs to be used to predict the magnitude of these pressures. 
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As is discussed in Chapter 2 Section 4.2, the true quantity of interest to Acoustic 
Liquid Manipulation is not the excess pressure but rather the radiation 'pressure' on an object 
or surf ace in the fluid. This quantity is related to the sum of the Eulerian excess pressure and 
the Reynolds stress where both quantities are modified by scattering off of the inserted 
object. The derivation of equations for this 'pressure' (that is actually a force) for several 
different physical systems the subject of many papers in the literature. These derivations are 
outlined in Chapter 2 Section 4.2 and result in the equation given as 2.4.11 for a planar 
traveling wave incident on a gas bubble in liquid. This equation was programmed using 
Matlab and the solytion to the linear model as input and the results are shown in Figure 4.22. 
It should be recalle.d that the applicability of the equation is limited to spheres that are small 
with respect to the lobe width in the pressure field. In addition, the direction of the force is 
stated to be in the direction of the propagation of the plane wave. However, it is not known 
if this prediction will hold for the situation given by an array of transducers. 
Figure 4.22 shows the force on a 1 cm diameter sphere in water created by a flat 4x4 
transducer array with 1 cm spacing, unit amplitude, no steering, and a frequency of 0.5 MHz. 
The contours show lines of constant force and the arrows show the direction and relative 
magnitudes of this force which were calculated from the direction of the linear velocity at 
that point. Plot (a) shows the x-z plane (y=Ocm) and plot (b) shows the x-y plane (z=lOcm) 
and both plots show an enlargement of a specific region so that the arrows can be more 
clearly seen. The shapes of the force contours can be seen to closely resemble those for the 
Lagrangian excess pressure which is explained by the fact that while the fundamental 
equation for the force on an object depends on the Eulerian pressure, the presence of the 
Reynolds stress term makes the overall equation more closely resemble that for the 
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Figure 4.22: Radiation 'Pressure' on a 1 cm diameter air bubble in water for a 4x4 flat 
transducer array, 0.5 MHz, unit amplitude, no steering. 
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Lagrangian excess pressure. It can also be explained by the fact that the Lagrangian excess 
pressure acts on a particle just as this force acts on an object rather than at a given position. 
The expansion frames of (a) and (b) more clearly show the direction of the force plotted. As 
can be seen this direction is radial from the source as is expected for the velocity oscillations. 
The plot in (b) shows that all of the arrows in one region are aligned with the largest force 
occurring at the center of the lobes and almost no force being created outside of the lobe. 
The plot in (a) however shows the force direction in the x-z plane and here, though the 
arrows are all pointing radial or antiradial, there are distinct regions where adjacent arrows 
point towards each other with equal magnitude thus canceling the net force in the region. 
This is believed to be a function of the oscillation of the acoustic velocities and leads to the 
conclusion that in the situation described here, the direction of the force is not solely a 
function of the direction of the acoustic velocity. It is expected to also depend on the 
direction of the pressure gradient at the point in question. 
Another observation that can be made from the plots in Figure 4.22 is that the 
magnitude of the force on the bubble is very small. In fact, the maximum amplitude for this 
force is calculated to be 8xl0-7 N. This is equivalent to the weight of a 0.08 milligram object. 
Though very small, this amount of force may be enough to move the 1 cm diameter air 
bubble through the water at least for a short distance. The magnitude of this force will 
increase as the size of the bubble increases creating more of a scattering effect. 
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4.4 Acoustic Streaming Results 
The second Acoustic Liquid Manipulation phenomenon to be discussed is the 
streaming that acts to create a flow in the fluid as a result of the attenuation of nonlinear 
sound. The streaming velocity is defined as the time average of the acoustic velocities in a 
field, just as the excess pressures in the previous section were defined as the time averages of 
the acoustic pressures. Once again, this quantity is non-zero only because of the nonlinear 
components of the sound. 
The equations that govern acoustic streaming are discussed in Chapter 2 Section 5. 
As was seen there,• the most simplified version of this equation is a partial differential 
equation with a forcing function that can be calculated from the output of the linear model 
(Equation 2.5.16). Unfortunately, this equation is not of a form that can be calculated using 
Matlab's Partial Differential Equation toolbox, thus, some other solution method needed to be 
found. The algorithm implemented involved a very basic finite difference method using one-
sided differences and the same non-optimized grid used in the linear model. The boundary 
conditions consisted of setting the streaming velocities equal to zero on all of the boundaries. 
This is equivalent to the assumption that the streaming is occurring in a tank that is large 
enough that the area perturbed is completely surrounded by unaffected fluid. This algorithm 
was found to work only for a select type of situations and even then may show unrealistic 
· results. 
One of the first observations made while attempting to implement this algorithm was 
that for most situations the computer program failed because the finite difference iterations 
converged to a number that was not a root. It was found that in order to get convergence, the 
number of field points had to be significantly reduced by decreasing the size of the field or 
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by increasing the distance between field points. In addition, the overall amplitude of the 
pressure in the field had to be reduced by limiting the number of transducers or reducing their 
amplitudes. Once the range in which the algorithm was able to complete the calculations was 
identified, several tests were run the results of which are presented in Figure 4.23. The plot 
in (a) represents th~ calculated acoustic streaming for a 2x2 transducer array with 1 cm 
spacing emitting unit amplitude sound at 0.5 MHz into a water tank. The resolution in the 
field is 4 cm and the minimum error for the convergence condition was set to 0.001. Plot (b) 
shows the same plot for a 2xl array with 0.5 cm spacing. In both of these plots, the arrows 
represent the streaming velocity direction while their length is an indication of their relative 
magnitudes. The contour lines show the pressure field for the situation. 
Both of the plots in Figure 4.23 show some characteristics that may indicate a 
problem with the algorithm used to solve Equation 2.5.17. First of all, although the sound 
field is symmetrical as is expected from such a transducer, the streaming field is not. 
Secondly, the streaming shows an increase in amplitude as the distance from the source is 
increased. This is not only counter-intuitive, but also seems to contradict the trend set by the 
forcing function which decreases with distance from the source since the attenuation of. 
sound decreases exponentially with distance. In addition, neither the direction nor the 
magnitude of the streaming velocities seems dependent on the pressure field lobes created by 
the array as is expected. Despite these apparent problems with the streaming results, there 
are also some characteristics seen in Figure 4.23 that are expected. For example, all changes 
in the streaming direction and magnitude are smooth with no sudden shifts in direction such 
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as appeared in an earlier version of this algorithm. In addition, the streaming direction is 
away from the sound source which is also to be expected. 
As can be seen from the results shown in Figure 4.23 as well as from the fact that in 
the vast majority of situations the algorithm can produce no results because it can not identify 
a convergence, there are some serious problems in the implementation of the solution to the 
acoustic streaming equation. It is believed that there are several possible major sources for 
these errors. First of all, the finite difference method attempted is most likely far too basic to 
be able to achieve ~ccurate results. In addition, the use of a non-optimized grid also probably 
caused problems. The second major source of error is in the boundary conditions 
implemented. Though the boundary conditions used are good for the three sides of the field 
that are a distance away from the source, they do not hold for the boundary surrounding the 
source itself In this region the maximum velocities are expected because the intensity of the 
sound is highest here. Thus forcing the streaming velocity to be zero near the source or at its 
surface is quite unreasonable. Finally, in order to achieve a result from the program, it was 
necessary to change the lower limit for z-axis to a value other than 0. This means that the 
boundary where the velocities are set to zero is actually well with in the field where the 
streaming is. expected to occur. 
With a look at Equation 2.5.2 (reproduced as Equation 4.4.1 ), which was used to find 
these results it is possible to see that there may be an even more fundamental problem with 
these results. 
(4.4.1) 
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As can be seen (Equation 4.4.1 ), the gradient of the pressure term has been placed on the 
right-hand side of the equation and is assumed to be equal to the pressure calculated from the 
linear wave equation (Equation 2.2.10). It has been pointed out to the author however, that 
this term is the only term that forces the conservation of mass in the Navier-Stokes equation. 
Thus, it should be 01:i. the left-hand side of the equation and needs to be calculated along with 
the streaming velocity u. The relationship between these two unknown quantities is most 
· likely given by Euler's equation (Equation 2.2.5). Thus, the solution method needs to be 
reworked to allow for the presence of this second unknown term. It is also important to note 
that this pressure tbat comes about because of the streaming will also contribute to the 
pressure on a floating object as was calculated in the previous section. 
It is clear that predicting the streaming velocity is an area that could benefit from 
some further development. If more professional finite element method algorithms could be 
implemented for the modified version of Equation 4.4.1 with more exact boundary conditions 
it is believed that the streaming fields could be found for most situations. This model could 
then be used to predict streaming for various applications. In addition, using such a model, it 
would be possible to determine how much of an effect streaming has on the motion of 
floating objects in comparison with the radiation 'pressure' discussed in the previous section. 
4.5 Conclusion 
This chapter has presented numerous results from the numerical models created for the 
prediction of Acoustic Liquid Manipulation phenomena. The linear model was used to 
identify several trends that will be useful in the optimization of transducer arrays for specific 
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applications. In addition, calculations with the linear model demonstrated the usefulness of 
phased arrays through several examples of specifically designed arrays. The nonlinear model 
results concluded that the magnitudes of the different nonlinear pressure fields were small 
enough to be ignored when calculating the overall fields. Thus, the trends and conclusions 
drawn from the linear model results will hold for nonlinear sound as well. Such trends can 
also be used to predict the shapes of the directivity patterns of the Eulerian and Lagrangian 
excess pressures, calculated using the excess pressure model. The magnitudes of these 
pressures were f01:q1d to be substantially smaller than that of the linear pressures and the 
Eulerian excess pressure was found to be about 150 times less than the Lagrangian. Using 
the equation proposed by Nyborg the force created by the radiation stress tensor on a small 
air bubble was calculated for every point in the field. This force was found to be extremely 
small in magnitude, to follow the Lagrangian excess pressure field pattern, and to have 
direction which points radially away from or towards the source. Finally, an attempt was 
made to use a simple algorithm to model the streaming velocity. It was concluded that this 
algorithm is not robust enough to be useful in this effort and it is recommended that a finite 
element method be, used with more accurate boundary conditions. In addition, the heating 
model discussed in. Chapter 2 Section 6 also needs to be modeled in future work. 
114 
CHAPTER 5 - CONCLUSIONS 
The objective of this project was to develop and code a numerical model for the three 
major components of Acoustic Liquid Manipulation: excess and radiation pressure, 
streaming, and heating. This work was motivated by the results of the experimental work 
being done by Richard Oeftering at NASA Glenn Research Center. These and other 
experiments have shown the capabilities of Acoustic Liquid Manipulation for a large number 
of applications botµ. in science and industry. In order to determine how to design an Acoustic 
Liquid Manipulation device so as to meet the demands of a specific application, the 
development of a model that can predict the ALM phenomena is necessary. 
The equations used in the development of these various models were found through 
an extensive literature search. Chapter 2 of this document outlines the methods of derivation 
for each of the important equations and shows the simplification of these equations into a 
form that can be dealt with numerically by way of a MatLab program. This chapter also 
discusses the theory needed to have a firm grasp of the physical phenomena. It was found 
that in the vast majority of cases, reasonable assumptions lead to approximations for these 
nonlinear effects that depended solely on the pressures and velocities output from the linear 
model. In other words, most of the equations used to model the nonlinear effects of Acoustic 
Liquid Manipulation were simplified to such a point as to involve only the linear quantities in 
an approximation for the nonlinear effect. 
The linear model on which all of the others are built is dependeIIton a unknown 
amplitude A, the velocity magnitude of each transducer. In order to determine this A and to 
verify the occurrence of some of the Acoustic Liquid Manipulation phenomena, several tests 
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were run at Iowa State University. These tests allowed· for the calculation of the value of this 
unknown, A, that is of the correct order of magnitude to produce ALM. The tests and their 
results are discussed in Chapter 3 and in <;Jiapter 4.2.2. In addition to the magnitude data that 
lead to a value for A of between 1 and 10 cm/s, plots were generated for the pressure fields 
created which show several characteristics of a single focused transducer. Chapter 3 also 
inchides a review of the experiments run at NASA Glenn and the applications for which 
these experiments give great promise. 
Using the value for A determined from experiments, it was possible to run models for 
the linear pressure fields, nonlinear pressure fields~ excess pressure, radiation pressure, and 
streaming. The results of these models were given in Chapter 4. The first part of the chapter 
outlines many of the trends that will aid in the future design of transducer arrays for specific 
applications. The second, third, and fourth parts discuss the results to the more advanced 
models of the nonlinear pressure field, the excess and radiation pressures, and the streaming. 
The major quantity studied in this work was the relative amplitudes of these effects. It was 
concluded that the nonlinear contribution to the overall pressure field is small enough to be 
ignored in its calculation and that therefore, the trends that hold for the linear pressure fields 
will also hold for the overall pressure field. It was also found that though the magnitude may 
be small, the effect of the presence of the nonlinear component of the sound field is very 
visible both in experiments and in the simulations. The radiation and excess pressures were 
also seen to have small amplitudes and yet have a large effect on the system. 
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5.1 Summary of Major Observations 
This section will summarize the major observations made in the course of this work in 
bullet from. Its goal is to serve as a review of this thesis as well as a reference for 
researchers at NASA and elsewhere who are seeking to design a phased array for a specific 
applications of Acoustic Liquid Manipulation phenomena. 
• The nonlinear pressure component is small enough that it can be ignored in the 
calculation of the overall pressure field. This means that the trends, magnitudes, and 
other observations made for the linear pressure fields will hold for the overall pressure 
field as well. It does not mean that the presence of nonlinear sound can be ignored since 
it is this that causes ALM. 
• Experiments indicate that the amplitude, A, the velocity of each transducer, Equation 
2.2.8 and 2.2.10, should be in the 1 to 10 cm/s range in order to achieve sound levels 
. from the program that are on the order of those that are measured during experiments. 
• If control of the field is needed only in one direction a line array should be used instead 
of a square array. This will reduce cost, circuit complexity, and side lobe size. However, 
the use of a square array can achieve control of the field in both directions. 
• If control of the field far from the source is needed a large array should be used (many 
transducers or larger spacing), on the other hand if control is needed near the sources, a 
small array should be used. 
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• If high energy intensity is required over a small volume, a curved array should be 
considered. However, if control of the field is needed over a large area, then a flat array 
should be used. 
• The focusing of a curved array is increased.as the curvature is increased. As this occurs 
the grating lobes shift towards the primary lobe. 
• If the number of transducers available is limited, a higher sound field level can be 
achieved by placing them in a square array than in a line array though the line array will 
allow for contr9l iri one direction over a larger area. 
• The number of grating lobes can be controlled by changing the transducer spacing and/or 
the frequency. The closer the transducers are together and the lower the frequency the 
fewer side lobes appear. This trend is limited by the inability of an array that is too small 
with respect to a wavelength to create a directivity pattern other than that of a point 
source. Physically, the number of grating lobes is limited by the manufacturing 
constraints placed on transducer size, spacing, and frequency. This problem can be 
solved by using offset arrays. 
• Off set arrays allow for the effective spacing along one array dimension to be reduced to 
levels not physically possible in the manufacturing process. This effect allows directivity 
patterns to be formed that have a single narrow lobe in one direction. These arrays can be 
modeled using the point source model and giving amplitudes of O to the undesired 
sources. 
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• The width of the primary lobe is increased as the spacing between transducers is 
decreased. Thus, as spacing is decreased to control other features it may be necessary to 
increase the nUlllber of transducers to achieve the desired lobe width. 
• The primary lobe can be steered by manipulating the phases and/or amplitudes of each 
transducer in the array. 
• Piston and other more realistic sources can be modeled using many point sources. The 
directivity patterns can also be found knowing the directivity of a single real' source and 
the directivity pf the array of point sources through the First Product Theorem for Arrays. 
• The excess pressure and radiation pressure field patterns follow the same trends as the 
linear pressure fields at a much smaller magnitude. 
5.2 Future Work 
The work presented in this thesis leaves many areas open for further investigation. 
Many of these were noted in the ending sections of Chapter 4. First of all, as was seen in 
Chapter 4 Section 4, much work needs to be done on the computational implementation of 
the streaming equations. First of all, the equation implemented needs to be corrected so that 
it. forces the conservation of mass by movmg the gradient of the pressure term to the left-
hand side and making it an unknown. Secondly, more precise finite element method should 
probably be used in which the grid is optimized for the specific situation. In addition, the 
boundary conditions for this system need to be more carefully defined. 
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The heating effect equations described in Chapter 2 Section 6 also need to be coded. 
Because of the similarity of the form of these equations to the nonlinear wave equation, it is 
suggested that this could be done using Matlab's Partial Differential Equation toolbox. Such 
a program could then be used to predict heating levels in the fluid. This quantity can be 
extremely important when dealing with fluids which need to kept within a specific 
temperature range such as rocket fuel. 
In addition to these rather large areas of future work, there are also some smaller issues 
that could be addressed. For example, expressions for the direction of the radiation 'pressure' 
needs to be developed. The theory on which the radiation 'pressure' equations are based is 
formulated for a single source traveling wave for which the force is simply in the direction of 
the propagation direction. In the case of the pressure field for a phased array however, this 
explanation can no. longer be used and some other expression needs to be derived that will 
depend on the gradient of the pressure field as well as the direction of the velocity. 
Another area of important future work is in the experimental realm. In order to truly 
verify the model developed, experiments should be run that measure the force on objects, the 
streaming, and the heating of the field. These experiments should be run with a phased array 
that can be modeled instead of the single focused transducer that was used for this work. If 
this is done a study can also be made of the accuracy of the model results for the 
approximation to the non-point sources that was discussed in Chapter 4 Section 4.1.7. 
If the model is to be used for its intended purpose of optimizing transducer arrays and 
testing the feasibility of new applications for Acoustic Liquid Manipulation then it needs to 
be broadened so as to encompass other ALM possible applications. So far the focus has been 
placed on applications involving moving neutrally buoyant objects or creating streaming or 
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heating in a fluid field. Other possible applications involve creating of fountains from the 
surf ace of a liquid mid the deployment of droplets off of a needle tip. 
Finally, the model developed should be tested in a case study for a specific application 
that can be experimentally tested thoroughly in order to validate the model. Once this is 
done, the computer code created here will be ready to be applied for its original intention of 
aiding with the new development of applications for Acoustic Liquid Manipulation. 
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