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Introduction.
For any prime p, the homology H q(X, k) of a topological space X with
coefficients in the residue field k = Z/pZ is naturally a module over the
Steenrod algebra A of stable cohomological operations at p. While the op-
erations themselves are linear endomorphisms of the functor H q(−, k), their
construction is highly non-linear. In particular, if one represents H q(−, k) as
the homology of any of the standard functorial complexes, e.g. the singular
chain complex C q(−, k), then there is no meaningful way to lift the Steenrod
algebra to a DG algebra A q that acts naturally on C q(−, k). Indeed, were
it possible to do it, one would obtain a triangulated functor from the sta-
ble homotopy category localized at p to the derived category D(A q) of DG
modules over A q, and Adams spectral sequence would then show that the
functor is an equivalence. Thus we would have a DG enhancement for the
stable homotopy category localized at p. This is known not to exist (see e.g.
[S] for an excelent overview, and in particular for a proof of non-existence).
A seeming exception to the rule is the very first of the homological op-
erations — the Bokstein homomorphism β : H q(X, k) → H q−1(X, k). To
construct it, all one has to do is to consider the chain complex C q(X,Z/p2)
with coefficients in the ring Z/p2. This is still a linear object, at least in the
sense of algebraic triangulated categories as in [Ke], and the Bokstein homo-
morphism is just the connecting homomorphism in the long exact sequence
associated to changing the coefficients from Z/p2 to k = Z/p.
However, this exception is in fact an illusion: just as all the other homo-
logical operations, the Bokstein homomorphism does not lift to a functorial
map C q(X, k)→ C q−1(X, k).
If one tries to understand what goes wrong, one realizes that the problem
is in the ring map a : Z/p2 → k. This is a square-zero extension of rings. If
for a moment we replace Z/p2 with the trivial square-zero extension k[t]/t2,
then for any complex V q of flat k[t]/t2-modules, the tensor product complex
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V q = V q ⊗k[t]/t2 k does have a functorial endomorphism β : V q → V q−1.
Moreover, sending V q to 〈V q, β〉 descends to an equivalence
D(k[t]/t2) ∼= D(k[β]),
where k[β] is the free associative DG algebra generated by one element β
of degree 1 (this is one of the simplest instances of Koszul duality, see e.g.
[BBD]). Then by the general homological yoga, the non-trivial extension
a : Z/p2 → k ought to correspond to a class in the second Hochschild
cohomology group of the ring k, and we might expect to have a version of
Koszul duality twisted by such a class. But the class does not exist — in
fact, the group in question is trivial. While a is a square-zero extension of
rings, it is not a square-zero extension of k-algebras. So, while the derived
category D(Z/p2) of Z/p2-modules of course has a DG enhancement, it
does not have a enhancement over k — something that would have been
automatic by Koszul duality were we to have a DG lifting of the Bokstein
homomorphism β.
One can then pose the following somewhat philosophical question. As-
sume that we are working with the category C q(k) of complexes of k-vector
spaces, with its derived category D(k) and the rest of standard homological
machinery. Assume at the same time that our vision is limited to the world
where p = 0: we do not know that Z exists, nor that there are any primes.
Can we nevertheless describe, or even discover, the category D(Z/p2), purely
in terms of complexes of k-vector spaces and various operations on them?
The question of course might look spurious; our justification for posing it
is that it seems to admit an interesting answer. A one-sentence formulation
is that one should simply allow non-linearity, as long as we have linearity on
the level of homology. Specifically, we mean the following. Any DG algebra
A q over k defines an endofunctor F of the category C q(k) by setting
F (V q) = A q ⊗k V q,
and since A q is a DG algebra, the functor F is a monad (that is, an alge-
bra in the monoidal category of endofunctors, with the monoiadl structure
given by composition). The functor F is by definition linear, so that it sends
quasiisomorphic complexes to quasiisomorphic complexes, and induces a k-
linear endofunctor of the derived category D(k). However, the converse it
not true: there are endofunctors of the category C q(k) with these two prop-
erties that do not come from any complex A q. On the level of homology,
such endofunctors are necessarily linear, but on the level of complexes, they
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are not. Nevertheless, they can be monads, too; and it is such a monad
that should give a functorial lifting of the Bokstein homomorphism to chain
complexes. After localization with respect to quasiisomorphisms, the cat-
egory of algebras over such a monad would then give the derived category
D(Z/p2).
Of course, the above is just a sketch of a possible argument. But note
that our question can already be posed on the level of objects, without going
to complexes: how do we describe modules over Z/p2 in terms of vector
spaces over k? More concretely, can we make such a description functorial
enough so that it allows us, for example, to treat square-zero extension of
the form Z/p2 → k on a par with usual k-linear square-zero extensions
of k-algebra? In this context, a lot is already known since the pioneering
work of M. Jibladze and T. Pirashvili in the late 80-ies (see e.g. [JP] that
also contains references to earlier works). In particular, the appropriate
replacement of the second Hochschild homology group HH2(R,M) of a k-
algebra R with coefficients in an R-bimodule M is the so-called MacLane
cohomology group H2M(R,M). By themselves, MacLane cohomology groups
have been discovered by MacLane [M] back in 1956, but the definition used
an explicit complex. Among other things, Jibladze and Pirashvili show that
just as Hochschild cohomology groups HH
q
(R,M), the groups H
q
M(R,M)
can be interepreted as Ext-groups from R to M . To do this, one needs
to enlarge the category where the Ext-groups are computed. Specifically,
R-bimodules correspond to additive endofunctors of the additive category
E = R -proj of finitely generated projective R-modules, and instead of them,
one should use the category of all endofunctors.
Recently, an extension of this story to a more general exact or abelian
category E has been studied in [KL], and several MacLane-type cohomology
theories have been constructed. A natural next thing to do would be to
show that second MacLane cohomology classes correspond to square-zero
extensions. In the case of rings and projective modules over them, this has
also been shown by Jibladze and Pirashvili in [JP]. However, their approach
was focused on rings and the associated “algebraic theories” rather that
just the category E = R -proj, and it is not clear how to generalize it to the
abelian category case. Thus a simple purely categorical construction of the
correspondence would be useful.
The first goal of the present paper is to provide such a construction.
We start with a ring R and a bimodule M , interpret MacLane cohomology
classes ε ∈ H2M(R,M) as Ext-classes in the category of endofunctors of
R -proj, and show how they correspond to square-zero extensions of R byM .
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In addition to this, we also consider the category Cpf
q
(R) of perfect com-
plexes of R-modules. We introduce a convenient class of endofunctors of
Cpf
q
(R) that we call admissible; these are “additive on the level of homol-
ogy”. We then show that extensions in this category of admissible endo-
functors are also related to square-zero extensions of the ring R.
Our motivating example for working with complexes is a certain natural
admissible endofunctor C q of the category Cpf
q
(k) that appeared recently in
the work on cyclic homology done in [Ka3]. The precise definition of the
functor C q is given in Subsection 6.2. It is based on an old observation: for
any k-vector space V and any integer i, we have a functorial isomorphism
Hˇi(Z/pZ, V
⊗p) ∼= V,
where Hˇ q stands for Tate homology, and the cyclic group Z/pZ acts on the
p-th tensor power V ⊗p by the longest permutation. In [Ka3], this isomor-
phisms is extended to complexes V q ∈ Cpf
q
(k), and this gives rise to the
admissible endofunctor C q.
For applications to cyclic homology, it is important to figure out how C q
is related to the square-zero extension Z/p2 → k. This is the second goal of
our paper.
What we discover along the way is that C q can be generalized to an
endofunctor of the category Cpf
q
(R) for an arbitrary commutative ring R,
and the corresponding square-zero extension is then the second Witt vectors
ring W2(R) (if R = k = Z/p, then W2(R) = Z/p
2). We note that while the
Witt vectors ring is a very classic object, it continues to attract attention
(see for example a recent paper [CD]). Thus yet another interpretation of
W2(R) might prove useful.
Finally, in the interests of full disclosure, we should mention that our re-
sults for complexes are not as strong as for objects, and were we to restrict
our attention to objects, the paper could have been shortened quite signifi-
cantly. Nevertheless, we do spend some time on the case of complexes. Aside
from the pragmatic application to cyclic homology and Witt vectors, we feel
that it is important to study this case in as much detail as possible, since
potentially, it provides technology that can be used for higher homological
operations. Of course, those can be also studied by a variety of standard
methods of algebraic topology, but it never hurts to have yet another point
of view. In particular, polynomial endofunctors of the category of k-vector
spaces have been the subject of a lot of research in the last decades, and
we now have a lot of structural information on them (see e.g. [Pi] for an
overview). Constructing non-trivial admissible polynomial endofunctors of
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C q(k) similar to our cyclic powers functor C q and feeding this information
back into algebraic topology might be a worthwhile exercise.
Here is an outline of the paper. Section 1 is essentially devoted to linear
algebra: we assemble several standard facts on objects and complexes in
abelian categories, in order to set up the definitions and notation. Mostly,
these deal with representing classes in Ext2 by extensions and splitting these
extensions. All the proofs are about as difficult as the snake lemma, so we
omit them. In Section 2, we fix an associative unital ring R, and we discuss
the categories of endofunctors B(R), B q(R) of the category R -proj of finitely
generated projective R-modules and the category Cpf
q
(R) of bounded com-
plexes in R -proj. For R -proj, simply considering pointed functors is good
enough. For Cpf
q
(R), we introduce the notion of an admissible endofunctor
(Definition 2.2). This notion is rather ad hoc and probably not the best
possible, but it works for our purposes, so we leave it at that. In Section 3,
we introduce square-zero extensions of the ring R, and show how to classify
them by extensions in the category B(R). We also explain why if one wants
an absolute theory — that is, square-zero extensions of rings and not of
algebras — then it is necessary to consider non-additive functors. The main
technical point in the correspondence is Proposition 3.4 that shows that a
certain explicit functorial extension of abelian groups automatically splits.
It might have an abstract interpretation as a vanishing of a certain MacLane-
type cohomology group, but we have not pursued this: instead, we opt for
a direct construction. After that, in Section 4, we assume known the corre-
spondence between square-zero extension and extensions in the endofunctor
category, and we show how this allows to describe modules and complexes
over a square-zero extension R′ of a ring R in terms of data purely in the
categories R -proj and C q(R). Then in Section 5, we study multiplication:
we assume that the ring R is commutative, and show that its commutative
square-zero extensions R′ correspond to extensions in B(R) that are mul-
tiplicative in a certain natural way. In particular, this allows us to show
that liftings of an R-algebra A to a square-zero extension R′ are classified
by Hochschild cohomology classes. We then attempt to generalize this to
complexes and DG algebras, and explain why it does not work too well (this
is Subsection 5.4).
Finally, in Section 6, we turn to our specific example of a non-linear
extension that appears in the study of cyclic homology: the functor C q
corresponding to the second Witt vectors ring W2(R). In this special case,
we are able to go further than in the general situation, and in particular, we
can describe liftings of a DG algebra A q over a perfect field k of characteristic
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p in terms of splittings of a certain canonical square-zero extension of A q in
the category of DG algebras over k.
Acknowledgements. Over the years, I have benefitted from discussing the
subject of the present paper with many people. I want to mention specifi-
cally firstly, my co-author Wendy Lowen, without whom this paper certainly
would not exist, and secondly, Vadim Vologodsky, to whom I essentially owe
the idea for Proposition 6.11. By myself, I certainly would not be brave
enough to imagine that a statement of this sort could be true.
1 Elementary extensions.
1.1 Objects. We start by recalling some standard linear algebra. For any
abelian category E , we will denote by C q(E) the category of chain complexes
in E (our indexes are homological, so that the differential acts as d :Mi+1 →
Mi). For any complex E q and integer m, we denote by E q[m] ∈ C q(E) the
homological shift by m of the complex E q (that is, the n-th term of the
complex E q[m] is En−m). For any complex E q, we denote by Cone(E q) ∈
C q(E) the cone of the identity map id : E q → E q, so that we have a short
exact sequence
(1.1) 0 −−−−→ E q
β
−−−−→ Cone(E q)
α
−−−−→ E q[1] −−−−→ 0
in C q(E). For any integer m, we will denote by C≥m(E), C≤m(E) ⊂ C q(E)
the full subcategories spanned by complexes E q such that Ei = 0 for i < m
resp. i > m. For any two integers m ≤ n, we will denote C[m,n](E) =
C≥m(E)∩C≤n(E), and we will say that a complex E q has amplitude [m,n] if
it lies in C[m,n](E) ⊂ C q(E). Any object A ∈ E can be treated as a complex
by placing it in degree 0; this gives an equivalence
(1.2) E ∼= C[0,0](E) ⊂ C q(E).
For any integerm, we denote by τ≥m : C q(E)→ C q(E) the composition of the
embedding C≥m(E) ⊂ C q(E) with its right-adjoint functor, and we denote
by τ≤m : C q(E) → C q(E) the composition of the embedding C≤m(E) ⊂
C q(E) with its left-adjoint functor. For any two integers m ≤ n, we denote
τ[m,n] = τ≤nτ≥m ∼= τ≥mτ≤n. These are the canonical truncation functors.
For any complex E q and any integer m, τ[m,m]E q ∈ C[m,m](E) ∼= E is the
m-th homology object Hm(E q) of the complex E q. We record right away
the following obvious fact.
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Lemma 1.1. Assume given an exact sequence
0 −−−−→ B q −−−−→ C q −−−−→ A q −−−−→ 0
of complexes in E, and assume that for some integer m, the connecting dif-
ferential δ : Hm(A q) → Hm−1(B q) of the corresponding long exact sequence
of homology is equal to 0. Then the sequences
0 −−−−→ τ≥m]B q −−−−→ τ≥mC q −−−−→ τ≥mA q −−−−→ 0,
0 −−−−→ τ≤m−1B q −−−−→ τ≤m−1C q −−−−→ τ≤m−1A q −−−−→ 0
are exact.
Proof. Clear. 
Definition 1.2. A sequence
(1.3) 0 −−−−→ B q
b
−−−−→ E q
a
−−−−→ A q −−−−→ 0
of complexes in an abelian category E is quasiexact if b is injective, a is
surjective, and the complex Ker a/ Im b is acyclic.
We note right away that a quasiexact sequence generates a long exact
sequence in homology: if for some integer i, we denote by Zi ⊂ Ei the
preimage Zi = d
−1(b(Bi−1)) of b(Bi−1) ⊂ Ei−1, then the natural map Zi →
Hi(A q) induced by a is surjective, and the natural map Zi → Hi−1(B q)
induced by the differential d factors through Hi(A q).
Definition 1.3. An elementary extension of an object A ∈ E by an object
B ∈ E is a quasiiexact sequence
(1.4) 0 −−−−→ B[1]
b
−−−−→ C q
a
−−−−→ A −−−−→ 0
in C[0,1](E), where A and B are treated as complexes via the embedding
(1.2).
Equivalently, an elementary extension (1.4) is given by two objects C0,
C1 in the category E and a four-term exact sequence
(1.5) 0 −−−−→ B
b
−−−−→ C1
d
−−−−→ C0
a
−−−−→ A −−−−→ 0,
where d : C1 → C0 is the differential in the complex C q. Thus by Yoneda, it
defines an element ψ ∈ Ext2(A,B). Elementary extensions of A by B form
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a category E l(A,B) in an obvious way, and we denote by El(A,B) the set of
its connected components. We note that a priori it is a class, not a set, but
in all our examples it will actually be a set, and the same will be true for
various other connected component sets that will appear. The set El(A,B)
is naturally identified with Ext2(A,B) — that is, elementary extensions have
the same class ψ if and only if they can be connected by a chain of maps.
In this case, we say that elementary extensions are equivalent. A canonical
elementary extension with trivial class ψ = 0 is obtained by setting C1 = B,
C0 = A, d = 0. An elementary extension is split if it is equivalent to the
trivial one.
Definition 1.4. A splitting of an elementary extension (1.4) is an object
C01 ∈ E equipped with two maps c1 : C1 → C01, c0 : C01 → C0 that fit into
a cartesian commutative diagram
C1 −−−−→ C01y y
Im d −−−−→ C1,
where Im d is the image of the differential d : C1 → C0.
Equivalently, a splitting is an object C01 equipped with a three-step
filtration W0C01 ⊂W1C0,1 ⊂ C01 and identifications
W1C01 ∼= C1, C01/W0C01 ∼= C0
such that under these identifications, W0C01 ⊂W1C01 is identified with B ⊂
C1, the quotient C01/W1C01 = (C01/W0C01)/(W1C01/W0C01) is identified
with B = C1/ Im d, and the natural map W1C01 → C01 → C01/W0C01 is
identified with the differentil d : C1 → C0. It is well-known and easy to check
that an elementary extension is split if and only if it admits a splitting in
the sense of Definition 1.4.
Morphisms of splittings of a fixed elementary extention ϕ = 〈C q, a, b〉 ∈
E l(A,B) are defined in the obvious way, and they are obviously invertible.
We denote by Spl(ϕ) the groupoid of such splittings, and we denote by
Spl(ϕ) the set of isomorphism classes of objects in Spl(ϕ).
The category Eo opposite to E is also abelian, and C q(Eo) ∼= C q(E)
is opposite to C q(E). Since the diagram (1.5) is obviously self-dual, an
elementary extension ϕ ∈ E l(A,B) defines an elementary extension of B by
A in the opposite category, so that we have a natural antiequivalence
(1.6) E l(A,B) ∼= E l(Bo, Ao), ϕ 7→ ϕo
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where Ao and Bo are A and B considered as objects of Eo, and ϕo is the
extension given the sequence (1.5) corresponding to ϕ but considered as a
sequence in Eo. Alternatively, in terms of the diagram (1.4), one needs to
pass to the opposite category and apply a homological shift by 1. The notion
of a splitting is also self-dual, so that we have a natural equivalence
Spl(ϕ) ∼= Spl(ϕo), ϕ ∈ E l(A,B)
sending 〈C01, c0, c1〉 to 〈C
o
01, c1, c0〉.
Finally, assume given an elementary extension ϕ = 〈C q, a, b〉 ∈ E l(A,B),
and a map f : B → B′ to some other object B′ ∈ E . Then we define the
composition f ◦ C q by the short exact sequence
0 −−−−→ B[1]
−f⊕b
−−−−→ B′[1]⊕ C q −−−−→ f ◦ C q −−−−→ 0
in C q(E), and we note that f ◦C q is naturally an elementary extension of A
by B′. The construction is functorial, so that we have a functor
(1.7) f ◦ − : E l(A,B)→ E l(A,B′).
On the level of the connected component sets, this functor corresponds to
the map f ◦− : Ext2(A,B)→ Ext2(A,B′) obtained by composition with f .
Moreover, sending a splitting 〈C01, c0, c1〉 of the elementary extension ϕ to
the cokernel of the natural map (−f) ⊕ (c1 ◦ b) : B → B
′ ⊕ C01 defines a
functor
(1.8) f ◦ − : Spl(ϕ)→ Spl(f ◦ ϕ).
Dually, for any map f : A′ → A, one obtains a functor
(1.9) − ◦f : E l(A,B)→ E l(A′, B)
that induces the composition map − ◦ f : Ext2(A,B)→ Ext2(A′, B) on the
connected component sets, and one has a natural functor
(1.10) − ◦f : Spl(ϕ)→ Spl(ϕ ◦ f)
for any elementary extension ϕ ∈ E l(A,B).
1.2 Complexes. More generally, assume given two complexes A q, B q ∈
C q(E), and define an elementary extension of A q by B q as a quasiexact
sequence
(1.11) 0 −−−−→ B q[1]
b
−−−−→ C q
a
−−−−→ A q −−−−→ 0
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in C q(E). Elementary extensions again form a category in the obvious way;
we denote this category by E l q(A q, B q), and we denote by El q(A,B) the set
of its connected components. Extensions are equivalent if they lie in the
same connected component of E l q(A q, B q). A trivial extension is obtained
by taking C q = A q⊕B q. An extension is split if it is equivalent to the trivial
one.
Every elementary extension (1.11) defines an extension of A q by the
complex Ker a ⊂ C q, and Ker a is by definition quasiisomorphic to B q[1], so
that we again obtain a canonical element
ψ ∈ HomD(E)(A q, B q[2]),
where D(E) denotes the derived category of the abelian category E . Sending
an extension (1.11) to its class ψ identifies the set El q(A q, B q) with the group
HomD(E)(A q, B q[2]).
We note that if A q and B q are objects A, B placed in degree 0, then
E l q(A,B) is bigger than E l(A,B) since the complex C q in (1.11) is not re-
quired to have amplitude [0, 1]. However, we have a fully faithful embedding
E l(A,B) ⊂ E l q(A,B), and replacing a complex C q with its canonical trun-
cation τ[0,1]C q defines a natural functor
τ[0,1] : E l q(A,B)→ E l(A,B)
inverse to the embedding. Both the embedding and the inverse functor
induce an isomorphism on the sets of connected components, so that every
elementary extension in El q(A,B) is canonically equivalent to an extension
of the form (1.4). The notion of an elementary extension of complexes is
also self-dual, so that we have a natural antiequivalence
E l q(A q, B q)o ∼= E l q(Ao
q
, Bo
q
),
an extension of (1.6).
Definition 1.5. A left DG splitting of an elementary extension ϕ repre-
sented by a diagram (1.11) is a complex C l
q
equipped with maps l : C l
q
→ C q,
bl : Cone(B q) → C l
q
so that, with the map α being the map of (1.1), the
diagram
(1.12)
Cone(B q)
bl
−−−−→ C l
q
α
y yl
B q[1]
b
−−−−→ C q
11
is commutative, and the sequence
(1.13) 0 −−−−→ Cone(B q)
bl
−−−−→ C l
q
a◦l
−−−−→ A q −−−−→ 0
is quasiexact. A right DG splitting of the elementary extension ϕ is a com-
plex Cr
q
equipped with maps r : C q → Cr
q
, ar : Cr
q
→ Cone(A q) such that
〈Cr
q
, r, ar〉 give a left DG splitting of the extension ϕo in the opposite cate-
gory C q(E)o.
As a corollary of the definition, we see that for left DG splitting C l
q
, the
map a ◦ l : C l
q
→ A q is a quasiisomorphism, and for a right DG splitting Cr
q
,
the map r ◦ b : B q[1]→ Cr
q
is a quasiisomorphism. An elementary extension
admits a right DG splitting iff it admits a left DG splitting iff it is split. For
any left DG splitting 〈C l
q
, l, bl〉 of an elementary extension, the cone C lr
q
of
map l is a right DG splitting of the same extension, with the obvious maps
r, ar. Conversely, for a right DG splitting 〈Cr
q
, r〉, the shift Crl
q
of the cone
of the map r is a left DG splitting. If we denote by Spl l
q
(ϕ), Spl r
q
(ϕ) the
categories of left and right DG splittings of an elementary extension ϕ, then
this defines functors
(1.14) Spl l
q
(ϕ)→ Spl r
q
(ϕ), Spl r
q
(ϕ)→ Spl l
q
(ϕ).
The functors are not mutually inverse, but we do have functorial quasiiso-
morphisms
Crlr
q
∼= Cr
q
, C lrl
q
∼= C l
q
.
Thus if we denote by Spll
q
(ϕ) resp. Splr
q
(ϕ) the sets of connected components
of the categories Spl l
q
(ϕ) resp. Spl r
q
(ϕ), then we have a natural identification
Spll
q
(ϕ) ∼= Splr
q
(ϕ).
Definition 1.6. A left DG splitting 〈C l
q
, l, bl〉 is strict if the diagram (1.12)
is a Cartesian square in C q(E). A right DG splitting is strict if it is strict as
a left DG splitting in C q(Eo).
For a strict left DG splitting 〈C l
q
, l, bl〉 of an extension (1.11), the middle
homology of the quasiexact sequence (1.13) is canonically isomorphic to the
middle homology of the sequence (1.11). For a general left DG splitting,
we just have a map between two acyclic complexes, and not necessarily an
isomorphism. The same is true for right DG splittings. Any map between
strict DG splittings is automatically an isomorphism, so that, if we denote
by
Spl l(ϕ) ⊂ Spl l
q
(ϕ), Spl r(ϕ) ⊂ Spl r
q
(ϕ)
12
the full subcategories spanned by strict splittings, then both Spl l(ϕ) and
Spl r(ϕ) are groupoids.
For any two objects A,B ∈ E , a splitting 〈C01, c0, c1〉 of an elementary
extension (1.4) in the sense of Definition 1.4 defines its left and right DG
splittings C l
q
, Cr
q
in the sense of Definition 1.5: these are the natural com-
plexes
(1.15) C1
c1−−−−→ C01, C01
c0−−−−→ C0
placed in homological degrees 0 and 1, with the maps l resp. r induced by
the maps c0, id resp. id, c1, and the maps b
l, al induced by the maps b, c1 ◦ b
resp. a ◦ c1, a. Both these DG splittings are strict and functorial, so that we
obtain natural functors
Spl(ϕ)→ Spl l(ϕ) ⊂ Spl l
q
(ϕ), Spl(ϕ)→ Spl r(ϕ) ⊂ Spl r
q
(ϕ).
Automatically, Cr
q
is quasisomorphic to C lr
q
, and C l
q
is quasiisomorphic to
Crl
q
, but both these quasiisomorphisms are not isomorphisms on the nose.
Conversely, given a left DG splitting 〈C l
q
, l, bl〉 of an elementary extension
(1.4), we can canonically construct its splitting C01 in two steps. First, we
observe that the canonical truncation C˜ l
q
= τ[0,1]C
l
q
is also a left DG splitting,
with the maps l˜ = τ[0,1](l), b˜
l = τ[0,1](b
l). Second, we define C01 by the short
exact sequence
(1.16) 0 −−−−→ C˜ l1
−d⊕l˜
−−−−→ C˜ l0 ⊕ C1 −−−−→ C01 −−−−→ 0,
where d : C˜ l1 → C˜
l
0 is the differential. The map c1 is induced by the natural
embedding C1 → C˜
l
0 ⊕ C1, and the map c0 is induced by the map
C˜ l0 ⊕C1
l˜⊕d
−−−−→ C0,
where d is the differential in the complex C q (since l commutes with dif-
ferentials, this map factors through C01). The original left DG splitting
C l
q
is then automatically equivalent, but not necessarily isomorphic, to the
left-hand side complex in (1.15). For right DG splittings, one has a parallel
construction that we leave to the reader.
1.3 Gerbs. For any objects A,B ∈ E and an elementary extension ϕ ∈
E l(A,B), the set Spl(ϕ) of isomorphism classes of splittings of ϕ is naturally
a torsor over the extension group Ext1(A,B). This can be lifted to the level
of categories: if we denote by Ex(A,B) the groupoid of short exact sequences
(1.17) 0 −−−−→ B
b
−−−−→ E
a
−−−−→ A −−−−→ 0
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in the category E , then Spl(ϕ) is a gerb over Ex(A,B). Specifically, for any
two objects 〈C ′01, c
′
1c
′
0〉, 〈C
′′
01, c
′′
1 , c
′′
0〉 ∈ Spl(ϕ), the diagram
C1
c′1⊕c
′′
1−−−−→ C ′01 ⊕ C
′′
01
c′0⊕−c
′′
0−−−−−→ C0
is a complex, and its middle homology is naturally an extension of A by B,
so that we obtain a difference functor
(1.18) − : Spl(ϕ) × Spl(ϕ)→ Ex(A,B).
Analogously, for any 〈C01, c1, c0〉 ∈ Spl(ϕ) and any short exact sequence
(1.17), the diagram
B
c1⊕b−−−−→ C01 ⊕ E
c0⊕−a−−−−→ A
is a complex, and its middle homology is naturally an object in Spl(ϕ), so
that we obtain a difference functor
(1.19) − : Spl(ϕ) × Ex(A,B)→ Spl(ϕ).
The standard algebraic relations between differences then extend to isomor-
phisms between the relevant compositions of the functors (1.18) and (1.19).
In particular, we have natural isomorphisms
(1.20) C ∼= C ′ − (C ′ − C), E ∼= C − (C − E),
for any C,C ′ ∈ Spl(ϕ), E ∈ Ex(A,B).
To extend the functors (1.18), (1.19) to DG splittings, for any two com-
plexes A q, B q ∈ C q(E), we denote by Ex q(A q, B q) the category of quasiexact
sequences (1.3). Then for any left DG splitting 〈C l
q
, l, bl〉 of a DG elemen-
tary extension ϕ = 〈C q, a, b〉 ∈ E l q(A q, B q), and any object 〈E q, a′, b′〉 ∈
Ex q(A q, B q), we have a natural sequence
0 −−−−→ B q
(bl◦β)⊕b′
−−−−−−→ C l
q
⊕ E q
(a◦l)⊕−a′
−−−−−−→ A q −−−−→ 0
that is exact on the left and on the right, and its middle homology is nat-
urally a left DG splitting of the extension ϕ. We denote this splitting by
C l
q
−E q. The construction is functorial, so that we obtain a difference functor
(1.21) − : Spl l
q
(ϕ)× Ex q(A q, B q)→ Spl l
q
(ϕ).
We note that since any exact sequence of complexes is quasiexact, we have
a natural fully faithful embedding Ex(A q, B q) ⊂ Ex q(A q, B q), and if a DG
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splitting C is strict, then for any E ∈ Ex(A q, B q) ⊂ Ex q(A q, B q), the differ-
ence C − E is also strict, so that (1.21) induces a functor
(1.22) − : Spl l(ϕ) × Ex(A q, B q)→ Spl l(ϕ).
Conversely, assume given another left DG splitting 〈C˜ l
q
, l˜, b˜l〉 ∈ Spl l
q
(ϕ), and
denote by C q the cone of the map
(1.23) C l
q
⊕ C˜ l
q
l⊕−l˜
−−−−→ C q.
Then by definition, we have a quasiexact sequence
(1.24) 0 −−−−→ B q −−−−→ C q −−−−→ A q −−−−→ 0,
where B q is the cone of the map
Cone(B q)⊕ Cone(B q)
α⊕−α
−−−−→ B q[1],
and A q is the cone of the map
A q ⊕A q
id⊕−id
−−−−→ A q.
Furthermore, id⊕ id : Cone(B q)→ Cone(B q)⊕Cone(B q) extends to a natu-
ral embedding Cone(B q) ⊂ B q[−1], and the projection id⊕− id : A q⊕A q →
A q extends to a natural surjection A q → Cone(A q). Thus altogether, the
sequence (1.24) induces a sequence
0 −−−−→ Cone(B q) −−−−→ C q[−1] −−−−→ Cone(A q)[−1] −−−−→ 0.
Its middle homology is then naturally an object in Ex q(A q, B q) that we
denote by C l
q
− C˜ l
q
. Again, the construction is functorial, so that we obtain
a natural functor
(1.25) − : Spl l
q
(ϕ)× Spl l
q
(ϕ)→ Ex q(A q, B q).
If DG splittings C l
q
, C˜ l
q
are strict, then one can refine the construction by
using the kernel of the map (1.23) instead of its cone. What we end up with,
then, is the middle cohomology of a natural sequence
0 −−−−→ Cone(B q)
bl⊕b˜l
−−−−→ C l
q
⊕ C˜ l
q
l⊕−l˜
−−−−→ C q −−−−→ 0.
We denote it by C l
q
q
− C˜ l
q
. It fits naturally into a quasiexact sequence
0 −−−−→ B q −−−−→ (C l
q
q
− C˜ l
q
) −−−−→ A q −−−−→ 0
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whose middle homology is naturally identified with the middle homology
of (1.11) homologically shifted by 1. In particular, C l
q
q
− C˜ l
q
is naturally an
object in Ex q(A q, B q). Moreover, we have a natural map
(1.26) C l
q
q
− C˜ l
q
→ C l
q
− C˜ l
q
induced by the embedding of the kernel of a surjective map of complexes
into the homlogical shift of its cone.
The functors (1.21) and (1.25) are related by natural maps
(1.27) C l
q
→ C˜ l
q
− (C˜ l
q
− C l
q
), E q → C l
q
− (C l
q
−E q),
a DG refinement of the isomorphisms (1.20). All of this has a completely
parallel version for right DG splittings that we leave to the reader.
2 Functors.
2.1 Pointed functors. For any small category C and any abelian category
E , the category Fun(C, E) of all functors from C to E is abelian. If the
category C is additive, then say that a functor F ∈ Fun(C, E) is pointed if
F (0) = 0, and denote by
(2.1) Funo(C, E) ⊂ Fun(C, E)
the full subcategory spanned by pointed functors. Note that since 0 ∈ C is
both the initial and the terminal object, every F ∈ Fun(C, E) canonically
splits as
(2.2) F = F ′ ⊕ F (0),
where F ′ is pointed and F (0) is the constant functor. Thus Funo(C, E) ⊂
Fun(C, E) is an abelian subcategory closed under extensions. Another re-
mark is that for any two objects V1, V2 ∈ C, both V1 and V2 are distiguished
in V1 ⊕ V2 as the images of orthogonal idempotents e1, e2 ∈ End(V1 ⊕ V2),
e21 = e1, e
2
2 = e2, e1e2 = e2e1 = 0, and for any pointed functor F : C → E ,
the idempotents F (e1) and F (e2) are also orthogonal. Therefore we have a
functorial decomposition
(2.3) F (V1 ⊕ V2) = F (V1)⊕ F (V2)⊕ F (V1, V2),
where F (−,−) : C × C → E is a certain functor known as cross-effect func-
tor. A pointed functor F is additive if and only if the cross-effects functor
F (−,−) is trivial; therefore the full subcategory
(2.4) Funadd(C, E) ⊂ Funo(C, E)
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is again an abelian subcategory closed under extensions.
Assume given an associative unital ringR. Denote by R -mod the abelian
category of left R-modules, and let R -proj ⊂ R -mod be the full subcategory
spanned by finitely generated projective modules. Then the category R -proj
is small and additive, and the category R -mod is abelian, so we can take
C = R -proj and E = R -mod. We denote
(2.5) B(R) = Funo(R -proj, R -mod).
More generally, given another associative unital ring R′, we denote
(2.6) B(R,R′) = Funo(R -proj, R
′ -mod) ⊂ Fun(R -proj, R′ -mod).
Any left module M over the product R′ ⊗ Ro of R′ and the algebra Ro
opposite to R defines a functor I(M) ∈ B(R,R′) by setting
(2.7) I(M)(V ) =M ⊗R V, V ∈ R -proj .
The functor I(M) is additive. Conversely, for any additive functor F :
R -proj → R′ -mod, the value F (R) at the free R-module R is naturally
a module over R′ ⊗Ro, and we have F ∼= I(F (R)). Thus (R′ ⊗ Ro) -mod ∼=
Funadd(R -proj, R
′ -mod), and (2.4) induces an exact fully faithful embedding
I(−) : (R′ ⊗Ro) -mod ⊂ B(R,R′)
whose essential image is closed under extensions. If R = R′, what we get is
a functor
(2.8) I(−) : R -bimod ⊂ B(R),
where R -bimod is the category of R-bimodules. This is a fully faithful addi-
tive exact functor between abelian categories, and its essential image consists
of additive functors F : R -proj→ R -mod. In addition, this essential image
is closed under extensions, so that the natural map
Exti(M,N)→ Exti(I(M), I(N)), M,N ∈ R -bimod
is an isomorphism for i = 0 and i = 1. For i ≥ 2, this not necessarily true.
To simplify notation, we denote I = I(R) ∈ B(R), where R is the diag-
onal bimodule. The object I corresponds to the natural embedding functor
R -proj→ R -mod.
Definition 2.1. For any associative unital ring R, and any R-bimoduleM ,
an elementary extension of R by M is an elementary extension (1.4) of I by
I(M) in the abelian category (2.5).
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By definition, an elementary extension ϕ of Definition 2.1 has a coho-
mology class lying in the group
(2.9) H2M(R,M) = Ext
2
B(R)(I, I(M)).
This group coincides with the so-called second MacLane cohomology group
of R with coefficients in M . Indeed, by virtue of the canonical decom-
position (2.2), the embedding (2.2) induces a fully faithful functor on the
derived categories, so that we can compute the right-hand side of (2.9) in the
abelian category Fun(R -proj, R -mod); the result coincides with MacLane
cohomology by the famous result of Jibladze and Pirashvili [JP].
2.2 Admissible functors. In order to obtain a version of Definition 2.1
for complexes, we need to introduce an appropriate class of functors between
them. For any associative unital ring R, we denote by C q(R) = C q(R -mod)
the category of complexes of left R-modules, and let Cpf
q
(R) ⊂ C q(R) be
the full subcategory spanned by finite-length complexes of finitely generated
projective modules. Inverting quasiisomorphisms in C q(R) gives the derived
category D(R) of the abelian category R -mod, and Cpf
q
(R) ⊂ C q(R) spans
the full subcategory Dpf (R) ⊂ D(R) of compact objects in the triangulated
category D(R).
For any rings R, R′, the category Cpf
q
(R) is additive and small, and the
category C q(R′) is abelian, so that we can consider pointed functors from
Cpf
q
(R) to C q(R′). Note that we have
Funo(C
pf
q
(R), C q(R′)) ∼= C q(Funo(C
pf
q
(R), R′ -mod)).
We are interested in functors that moreover descend to the derived cate-
gories, so we need to impose some further conditions. The following seems
a reasonable choice.
Definition 2.2. A pointed functor F q : Cpf
q
(R)→ C q(R′) is admissible if it
sends acyclic complexes in Cpf
q
(R) to acyclic complexes in C q(R′), and exact
sequences of complexes in Cpf
q
(R) to quasiexact sequences of complexes in
C q(R′). The category
(2.10) B q(R,R′) ⊂ Funo(C
pf
q
(R), C q(R′)) ∼= C q(Funo(C
pf
q
(R), R′ -mod))
is the full subcategory spanned by admissible functors.
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Admissibility is not invariant under quasiisomorphisms. However, the
subcategory B q(R,R′) ⊂ C q(Funo(C
pf
q
(R), R′ -mod)) is obviously closed un-
der extensions and homological shifts, thus also under taking cones of maps.
Therefore the full subcategory
(2.11) Dadm(R,R′) ⊂ D(Funo(C
pf
q
(R), R′ -mod))
spanned by admissible functors is triangulated.
Lemma 2.3. Any admissible functor F q : Cpf
q
(R) → C q(R′) sends quasi-
isomorphisms to quasiisomorphisms, hence descends to a functor
(2.12) F : Dpf(R)→ D(R′),
and the functor F is triangulated.
Proof. For any map f : E′
q
→ E q in Cpf
q
(R), the exact sequence
(2.13) 0 −−−−→ E′
q
−−−−→ Cone(f) −−−−→ E q[1] −−−−→ 0
in Cpf
q
(R) maps to the exact sequence (1.1), so that we have a commutative
diagram
(2.14)
0 −−−−→ F q(E′
q
) −−−−→ F q(Cone(f)) −−−−→ F q(E q[1]) −−−−→ 0
F q(f)
y y ∥∥∥
0 −−−−→ F q(E q)
F q(β)
−−−−→ F q(Cone(E q))
F q(α)
−−−−→ F q(E q[1]) −−−−→ 0
in C q(R′) with quasiexact rows. If f is a quasiisomorphism, then the middle
terms are acyclic, so that F q(f) is indeed a quasiisomorphism. Hence F q
descends to a functor (2.12). Moreover, even without E′
q
and the map f , we
still have the second row of (2.14), and it induces a diagram
F q(E q)[1] ←−−−− Cone(F q(β)) −−−−→ F q(E q[1])
in C q(R′). The diagram is functorial in E q, and both maps are quasiiso-
morphisms. Therefore the functor F of (2.12) commutes with homological
shifts. Furthermore, for any E q, E′
q
∈ Cpf
q
(R), the image under F q of the
split exact sequence
(2.15) 0 −−−−→ E q −−−−→ E q ⊕ E′
q
−−−−→ E′
q
−−−−→ 0
must be quasiexact, so that the cross-effects complex F q(E q, E′
q
) is acyclic,
and F is additive. Finally, since every distinguished triangle in Dpf (R) can
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be represented by an exact sequence (2.13), the diagram (2.14) shows that
F sends distinguished triangles to distinguished triangles. 
By virtue of Lemma 2.3, the category Dadm(R,R′) of (2.11) acts nat-
urally by triangulated functors from Dpf (R) to D(R′). In this sense, it
can serve as a reasonable axiomatization of the “triangulated category of
enhanced triangulated functors from Dpf (R) to D(R′)”.
2.3 Expansion and restriction. One source of examples of admissible
functors is the following. For any complex F q of pointed functors from
R -proj to R′ -mod, define its expansion
ε q(F q) : Cpf
q
(R)→ C q(R′)
by applying F q termwise and taking the sum-total complex of the resulting
bicomplex — that is, we set
(2.16) ε q(F q)(E q)n =
⊕
i+j=n
Fi(Ej), E q ∈ C q(R).
The differential in the bicomplex squares to 0 precisely because Fi are
pointed functors.
Definition 2.4. A complex F q in B(R,R′) is quasiadditive if for any V, V ′ ∈
R -proj, the complex F q(V, V ′) of cross-effects functors is acyclic.
Lemma 2.5. Assume given a quasiadditive complex F q in B(R,R′). Then
its expansion F ′
q
= ε q(F q) is admissible in the sense of Definition 2.2.
Proof. Since by definition, complexes in Cpf
q
(R) are made out of projective
R-modules, every exact sequence in Cpf
q
(R) is termwise-split. Then to show
that F ′
q
sends it to a quasiexact sequence, it suffices to apply the standard
spectral sequence of the bicomplex defining ε q(F q).
It remains to show that F ′
q
sends acyclic complexes to acyclic complexes.
But every acyclic complex in Cpf
q
(R) is a sum of complexes of the form
Cone(E)[i] for some integer i and projective R-module E ∈ R -proj. Since
F ′
q
obviously commutes with shifts, it suffices to prove that F ′
q
(Cone(E)) is
acyclic. This is also obvious, since by definition, we have F ′
q
(Cone(E)) ∼=
Cone(F ′
q
(E)). 
Since (2.16) is functorial with respect to F q, Lemma 2.5 provides a nat-
ural functor
(2.17) ε q : Cadd
q
(B(R,R′))→ B q(R,R′),
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where Cadd
q
(B(R,R′)) ⊂ C q(B(R,R′)) denotes the full subcategory spanned
by quasiadditive complexes. Quasiadditivity is by definition invariant under
quasiisomorphisms, so that inverting quasiisomorphisms in Cadd
q
(B(R,R′)),
we obtain a full triangulated subcategory
Dadd(R,R′) ⊂ D(B(R,R′))
in the derived category D(B(R,R′)). Expansion then descends to a functor
ε : Dadd(R,R′)→ Dadm(R,R′),
where Dadm(R,R′) is the triangulated category (2.11). It seems likely that
the functor ε is actually an equivalence — in particular, up to a quasiiso-
morphism, every admissible functor from Cpf
q
(R) to C q(R′) comes from a
quasiadditive complex of pointed functors from R -proj to R′ -mod. How-
ever, we have not pursued this (in any case, the construction of such a
complex is unlikely to be either explicit or particularly useful).
On the chain level, the expansion functor (2.17) is definitely not es-
sentially surjective. In particular, for any pointed functor F q : Cpf
q
(R) →
C q(R′) and any integer i, define the homological twist τ i(F q) by
(2.18) τ i(F q)(V q) = F q(V q[i])[−i].
Then if F q is admissible, τ i(F q) is also admissible and induces the same func-
tor from Dpf (R) to D(R′). However, F q and τ i(F q) are in general different as
functors from Cpf
q
(R) to C q(R′). But if F q = ε q(F ′
q
) for some quasiadditive
complex F ′
q
, they are the same — as mentioned in the proof of Lemma 2.5,
we have a natural isomorphism
(2.19) τ i(ε q(F ′
q
)) ∼= ε q(F ′
q
)
for any complex F ′
q
∈ Cadd
q
(B(R,R′)).
We can also go in the other direction: composing a pointed functor
F q : Cpf
q
(R)→ C q(R′) with the embedding (1.2) gives an object
ρ q(F q) ∈ Funo(R -proj, C q(R
′)) ∼= C q(B(R,R′)),
and it is easy to see from (2.15) that if F q is admissible, ρ q(F q) is quasiad-
ditive. We thus obtain a restriction functor
(2.20) r q : B q(R,R′)→ Cadm
q
(B(R,R′)).
This is a one-sided inverse to the expansion functor (2.17) — we have a
natural identification ε q ◦ ρ q ∼= id. We cannot say anything about the com-
position in the other direct. In particular, for an arbitrary F q ∈ B q(R,R′),
we do not even have a natural map between F q and ε q(ρ q(F q)).
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2.4 DG elementary extensions. We can now give our DG version of
Definition 2.1. For any associative unital ring R and R-module M , the
functor I(M) ∈ B(R) is additive, hence quasiadditive in the sense of Defini-
tion 2.4. We simplify notation by letting B q(R) = B q(R,R), and we denote
by
I q(M) = ε q(I(M)) ∈ B q(R)
the expansion (2.17) of the functor I(M). If M is the diagonal bimodule R,
we further simplify notation by writing I q = I q(R) = ε q(I).
Definition 2.6. For any associative unital ring R, and any R-bimoudleM ,
an elementary DG extension of R by M is a quasiexact sequence
(2.21) 0 −−−−→ I q(M)[1] −−−−→ C q −−−−→ I q −−−−→ 0
in the category B q(R) ⊂ C q(Funo(C
pf
q
(R), R -mod)) such that for any integer
m, the functor C q : Cpf
q
(R) → C q(R) sends the subcategory C
pf
≤m(R) ⊂
Cpf
q
(R) into the subcategory C≤m+1(R) ⊂ C q(R).
In other words, an elementary DG extension is an elementary extension
(1.11) of I q by I q(M) with admissible C q satisfying the additional assumption:
we require that
(2.22) C q(C
pf
≤m(R)) ⊂ C≤m+1(R)
for any integer m. Note that since (2.21) is required to be quasiexact, and
I q, I q(M) are admissible, one does not have to check all the conditions of
Definition 2.2 to see that the functor C q : Cpf
q
(R)→ C q(R) is admissible. In
fact, it suffices to check that it sends termwise-split injections to termwise-
split injections, and termwise-spit surjections to termwise-split surjections;
the rest is automatic.
In particular, if C q in (2.21) is an expansion of some complex in the
category Funo(C
pf
q
(R), R -mod), it is automatically admissible. Therefore
any elementary extension of R byM in the sense of Definition 2.1 generates
an elementary DG extension given by
0 −−−−→ I q(M) = ε q(I(M)) −−−−→ ε q(C q) −−−−→ I q = ε q(I) −−−−→ 0,
where ε q is the expansion functor (2.17). Conversely, every elementary DG
extension (2.21) gives an elementary extension
0 −−−−→ I(M) −−−−→ τ≥0ρ q(C q) −−−−→ I −−−−→ 0,
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where ρ q is the restriction functor (2.20), and τ≥0 is the canonical truncation
at 0 (the complex ρ q(C q) automatically lies in C≤1(B(R)) by (2.22), and the
truncation is needed to insure that it also lies in C≥0(B(R)). Both elemen-
tary extensions and elementary DG extensions form categories in the obvi-
ous way, denoted E l(R,M) resp. E l q(R,M), and the correspondence between
them is sufficiently functorial to give expansion and restriction functors
(2.23) ε : E l(R,M)→ E l q(R,M), ρ : E l q(R,M)→ E l(R,M).
As for the functors (2.17) and (2.20), we have ρ ◦ ε ∼= id. Slightly more
generally, for any integer i, the homological twist τ i(C q) of an elementary
DG extension C q is also an elementary DG extension, and we can define a
twisted restriction functor ρi : E l q(R,M)→ E l(R,M) by
(2.24) ρi(C q) = ρ(τ
i(C q)).
Then by (2.19), we still have ρi ◦ ε ∼= id. We denote the sets of connected
components of the categories E l(R,M), resp. E l q(R,M) by El(R,M), resp.
El q(R,M).
3 Square-zero extensions.
3.1 The algebra case. Assume given an associative unital ring R and
an R-bimodule M . As usual, by a square-zero extension R′ of R by M we
will understand an associative unital ring R′ equipped with a short exact
sequence
(3.1) 0 −−−−→ M
i
−−−−→ R′
q
−−−−→ R −−−−→ 0
of abelian groups such that q is a unital ring map, and we have
i(m)r′ = i(mp(r′)), r′i(m) = i(p(r′)m), i(m)i(m′) = 0
for any m,m′ ∈ M and r′ ∈ R′. Square-zero extensions of R by M form
a category Sq(R,M) in the obvious way. This category is obviously a
groupoid, and we denote by Sq(R,M) the set of isomorphism classes of
its objects.
If R and R′ are algebras over a commutative ring k, and R is flat over k,
then it is well-known that square-zero extensions are classified by Hochschild
cohomology classes: we have a natural identification
(3.2) Sq(R,M) ∼= HH2k(R,M) = Ext
2
R⊗kRo
(R,M),
23
where the Ext-group on the right is computed in the category of k-linear
R-bimodules.
Let us recall what is probably the most direct way to construct the cor-
respondence (3.2) (it seems to be a well-known folklore result). We begin
with the following general fact. For any square-zero extension (3.1), restric-
tion with respect to p gives a natural exact functor q∗ : R -mod→ R
′ -mod.
It has a left-adjoint functor q∗ : R′ -mod → R -mod. By adjunction, q∗ is
right-exact, so it has derived functors Liq∗ : R′ -mod→ R -mod.
Lemma 3.1. Assume given a square-zero extension (3.1) of an associative
unital ring R by an R-bimodule M . Then for any projective left R-module
V , we have natural identifications
q∗q∗V ∼= V, L
1q∗q∗V ∼=M ⊗R V,
and both are functorial in V .
Proof. The first isomorphism is clear: for any V ∈ R -mod, we have
q∗q∗V ∼= R⊗R′ V,
and the right-hand side is by definition identified with V . For the second
isomorphism, consider the sequence (3.1) as a short exact sequence of R′-
bimodules. Then for any V ′ ∈ R′ -mod, we have a long exact sequence
0 = TorR
′
1 (R
′, V ′) −−−−→ TorR
′
1 (R,V
′)
δ
−−−−→ M ⊗R′ V
′ a−−−−→
a
−−−−→ R′ ⊗R′ V
′ = V ′
b
−−−−→ R⊗R′ V
′ −−−−→ 0
functorial in V ′. If V ′ = q∗V for some V ∈ R -mod, then the map b is an
isomorphism. Therefore the map a vanishes, and the map δ is an isomor-
phism. Since L1q∗(−) ∼= TorR
′
1 (R,−) and M ⊗R′ V
∼=M ⊗R V , this proves
the claim. 
Assume now that the ring R is a flat algebra over a commutative ring k,
and that a square-zero extension (3.1) is k-linear. Then in particular, R is
naturally a left module over R′⊗kR
o. Moreover, for any projective R′⊗kR
o-
module P and any R-module V , the tensor product P ⊗R V is a projective
R′-module. Thus if we take a projective resolution P ′
q
of the R′⊗kR
o-module
R, then for any projective R-module V , the complex P ′
q
(V ) = P q ⊗R V is a
projective resolution of the R′-module q∗V . We then obtain a functor
(3.3) P ′
q
(−) : R -proj→ C q(R′ -mod)
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that sends any V ∈ R -proj to a projective resolution of q∗V . Composing it
with q∗, we obtain a functor
P q(−) : R -proj→ C q(R -mod), P q(V ) = q∗P ′
q
(V ) = R⊗R′ P
′
q
⊗R V
represented by a complex
P q = R⊗R′ P
′
q
of modules of R ⊗k R
o. Moreover, by definition, for any V ∈ R -proj, the
i-th homology of the complex P q(V ) is identified with Liq∗q∗V . Thus if we
let
P q = τ[0,1]P q
be the canonical truncation of the complex P q, then Lemma 3.1 shows that
P q fits into en exact sequence
0 −−−−→ M −−−−→ P 1 −−−−→ P 0 −−−−→ R −−−−→ 0
of modules over R⊗k R
o. This exact sequence represents by Yoneda a class
in HH2k(R,M). This is what corresponds to the square-zero extension R
′
under the identification (3.2).
3.2 The absolute case. Unfortunately, the construction presented above
does not work in the absolute case, that is, in the absence of a good base
ring k. What breaks down is (3.3). In general, there is no way to lift the
functor q∗ to an additive functor from R -proj to C q(R
′ -mod) that sends a
finitely generated projective R-module V to a projective resolution of q∗V .
Example 3.2. Assume that R = k is a finite field of some characteristic p,
and let R′ = W2(k) be its ring of second Witt vectors. Then R -proj is the
category of finite-dimensional k-vector spaces, so that its objects are free
modules kn, n ≥ 1. For any such module V = kn, we of course have many
projective resolutions over W2(k) — for example, we can take the minimal
resolution
· · ·
p
−−−−→ W2(k)
n p−−−−→ W2(k)
n p−−−−→ W2(k)
n p−−−−→ W2(k)
n,
with all the differentials given by multiplication by p. However, in order to
make this functorial in V , one would have, at the very least, to find a group
map GLn(k) → GLn(W2(k)) splitting the reduction map GLn(W2(k)) →
GLn(k). This is not possible already for n = 2 and k = Z/pZ. More
generally, it is easy to see that in fact any additive functor from k -proj to
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W2(k) -proj, hence also to C q(W2(k)) is trivial (such a functor must corre-
spond to a module M over W2(k) ⊗ k that is projective over W2(k), and
since W2(k)⊗ k ∼= k, this implies M = 0).
One way to correct the situation is to use non-additive functors and
MacLane cohomology instead of Hochschild cohomology. Namely, while the
minimal resolution of Example 3.2 is hopeless, it is nevertheless perfectly
possible to lift the functor pi∗ to a functor (3.3) as long as we allow non-
additive functors. This is based on the following observation.
Lemma 3.3. For any object c ∈ C of a small category C, and any projective
object P ∈ Fun(C, E) in the abelian category of functors from C to an abelian
category E satisfying AB4∗, the value P (c) ∈ E of the functor P at the object
c is a projective object in E.
Proof. Define a functor ic∗ : E → Fun(C, E) by setting
ic∗(E)(c
′) =
∏
f :c→c′
E, E ∈ E , c′ ∈ C,
where the right-hand side stand for the product of copies of E numbered
by maps from c to c′. Then ic∗ is obviously right-adjoint to the evaluation
functor E 7→ E(c), and since E satisfies AB4∗, ic∗ is exact. 
By virtue of Lemma 3.3, we can now do the following. Assume that R′ is
a square-zero extension (3.1) of a ring R by a bimoduleM , and consider the
category B(R,R′) of (2.6). This is an abelian category that satisfies AB4
and AB4∗ and has enough projectives. Composing a functor F ∈ B(R,R′)
with q∗ gives a pointed functor q∗F : R -proj → R -mod, so that we have a
natural functor
q∗ : B(R,R′)→ B(R),
and analogously, composition with q∗ gives a natural functor
q∗ : B(R)→ B(R,R
′).
With this notation, the object q∗(I) ∈ B(R,R
′) corresponds to the functor
q∗ itself. Choose a projective resolution P
′
q
of q∗(I), consider the complex
P q = q∗P ′
q
in the category B(R), and let P q = τ[0,1]P q. Then by Lemma 3.3, for any V ∈
R -proj, P ′
q
(V ) is a projective resolution of q∗(V ) in the category R
′ -mod,
so that as before, Lemma 3.1 shows that we have an elementary extension
0 −−−−→ I(M)[1] −−−−→ P q −−−−→ I −−−−→ 0
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of R by M in the sense of Definition 2.1. This extension depends both on
R′ and on the choice of a resolution P ′
q
, so it is not quite functorial in R′
and does not define a functor Sq(R,M) → E l(R,M). However, since any
two projective resolutions of the same objects are quasiisomorphic, we do
have a well-defined map
(3.4) Sq(R,M)→ El(R,M) ∼= HH2M (R,M)
on the sets of connected components. This associates a canonical MacLane
cohomology class of degree 2 to any square-zero extension of R by M .
3.3 Canonical splitting. We now want to prove that the map (3.4) is
in fact an isomorphism — that is, square-zero extensions (3.1) correspond
bijectively to their MacLane cohomology classes. To do this, we first need
to consider functors from R -proj to abelian groups.
Let e : Z → R be the tautological map sending 1 to 1, so that the
restriction functor e∗ is just the forgetful functor from R-modules to abelian
groups. Then e∗ is pointed, thus gives an object in B(R,Z). To keep notation
consistent, we extend e∗ to a functor
(3.5) e∗ : B(R)→ B(R,Z)
by applying it pointwise; then the object in B(R,Z) corresponding to e∗ is
e∗(I), where I ∈ B(R) corresponds to the taugological functor. Moreover,
e∗ is additive, so that e∗(I) corresponds to an R
o-module — namely, to R
considered as a right module over itself. Since R is projective as a module
over Ro, we have
(3.6) Ext1B(R,Z)(e∗(I), I(W ))
∼= Ext1Ro(R,W ) = 0
for any Ro-module W and the corresponding additive functor I(W ) in the
category B(R,Z). Somewhat surprisingly, an analogous statement also holds
for Ext2(e∗(I),−). In fact, we even have a stronger statement.
Proposition 3.4. Assume given a unital associative ring R, an Ro-module
W , and an elementary extension ϕ ∈ E l(e∗(I), I(W )) represented by a quasi-
exact sequence
(3.7) 0 −−−−→ I(W )[1]
a
−−−−→ C q
b
−−−−→ e∗(I) −−−−→ 0
in C q(B(R,Z)). Then ϕ admits a splitting C01, and this splitting is unique
up to an isomorphism.
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Proof. Uniqueness immediately follows from (3.6). Indeed, for any two
splittings C01, C
′
01 of the extension ϕ, we have
C ′01
∼= C01 − T
for some object T ∈ Ex(e∗(I), I(W )), where in the right-hand side we take
the difference functor (1.19). But by (3.6), we have T ∼= 0 and C ′01
∼= C01.
To prove existence, we need to define a splitting C01(V ) of the elementary
extension ϕ(V ) of abelian groups for any V ∈ R -proj, and we need to do
it in a way that is functorial in V . Evaluating (3.7) at the free module
R ∈ R -proj, we obtain in particular a surjective map b : C0(R)→ e∗(R) =
R. Choose an element s ∈ C0(R) such that b(s) = 1. Since R ∈ R -proj
represents the forgetful functor e∗, by Yoneda, the element s ∈ C0(R) defines
a map
(3.8) s˜ : V → C0(V ), V ∈ R -proj
of sets functorial in V , and since b(s) = 1, we have b ◦ s˜ ∼= id. Let
(3.9) C01(V ) = C1(V )× V
as a set, and define c1 : C1(V )→ C01(V ), c0 : C01(V )→ C0(V ) by
(3.10) c1(c) = c× 0, c0(c× v) = δ(c) + s˜(v), c ∈ C1(V ), v ∈ V,
where δ : C1(V ) → C0(V ) is the differential. To turn C01(V ) into the
required splitting, we need to endow it with a structure of an abelian group
in such a way that c0 and c1 become group maps. It suffices to construct a
functorial cocycle map
(3.11) c(−,−) : V × V → C1(V )
such that
c(v1, 0) = c(0, v1) = 0,(3.12)
c(v1, v2) = c(v2, v1),(3.13)
c(v1, v2) + v3 + c(v1 + v2, v3) = c(v1, v2 + v3) + v1 + c(v2, v3),(3.14)
δ(c(v1, v2)) = s˜(v1) + s˜(v2)− s˜(v1 + v2)(3.15)
for any v1, v2, v2 ∈ V . Since the functor sending V to the set V × V is
represented by R2, it suffice to construct the element c(v1, v2) ∈ C1(V ) in
the universal case V = R2, v1 and v2 the generators of the two copies of
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R. Then (3.12) is equivalent to saying that c(v1, v2) lies in the cross-effect
component C1(R,R) ⊂ C1(R
2) of the decomposition 2.3. But since both
e∗(I) and I(W ) are additive functors, their cross-effect functors are trivial,
and since (3.7) is quasiexact, its cross-effect component
C1(R,R)
δ
−−−−→ C0(R,R)
is an acyclic complex. Therefore (3.15) uniquely determines c(v1, v2). Then
(3.13) immediately follows from uniqueness. To check (3.14), it suffices to
consider the case V = R3 spanned by v1, v2, v3, and again, the claim
immediately follows from (3.15) and the acyclicity of cross-effects. 
3.4 Regular endomorphisms. We note that the splitting of Proposi-
tion 3.4 is only canonical in a weak sense: isomorphisms between differ-
ent splittings are not canonical. This is in fact an inherent feature of the
construction, and it is this feature that allows us to recover a non-trivial
square-zero extension from an elementary extension.
Namely, assume given an associative unital ring R, an R-bimodule M ,
and an elementary extension ϕ ∈ E l(R,M) represented by a quasiexact
sequence
(3.16) 0 −−−−→ I(M)[1] −−−−→ C q −−−−→ I −−−−→ 0
in the category C[0,1](B(R)). Then applying the functor (3.5) to (3.16) gives
an elementary extension
0 −−−−→ e∗(I(M)) −−−−→ e∗(C q) −−−−→ e∗(I) −−−−→ 0
in the category B(R,Z). Denote by C01 the canonical splitting of this ex-
tension provided by Proposition 3.4, and consider the algebra End(C01) of
additive endomorphisms of the functor C01 ∈ B(R,Z). Say that an endo-
morphism r′ ∈ End(C01) is regular if it fits into a commutative diagram
(3.17)
e∗(C1)
c1−−−−→ C01
c0−−−−→ e∗(C0)
r
y yr′ yr
e∗(C1)
c1−−−−→ C01
c0−−−−→ e∗(C0)
for some element r ∈ R. The set of all regular endomorphisms obviously
forms a unital subalgebra in End(C01) that we denote by R
′.
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Lemma 3.5. In the assumptions above, the algebra R′ is a square-zero ex-
tension of R by M .
Proof. Note that since c0 in (3.17) is surjective, r is unique. Sending an
element r′ ∈ R′ to this unique r defines an algebra map
(3.18) q : R′ → R.
The kernel of the map q is the space of map r′ that vanish on Ima, thus factor
through the quotient e∗(I) = C01/c1(e∗(C1)), and take values in e∗(I(M)) =
Ker c0 ⊂ C01. Therefore
Ker p ∼= Hom(e∗(I), e∗(I(M))),
and by Yoneda, this is identified with e∗(I(M))(R) = M . To finish the
proof, it remains to check that the map (3.18) is surjective — that is, every
element r ∈ R lifts to some regular endomorphism r′ ∈ End(C01). Indeed,
fix an element r. Since the elementary extension ϕ = e∗(C q) comes from an
elementary extension in B(R), we have
r ◦ ϕ ∼= ϕ ◦ r,
where the compositions are given by the composition functors (1.7), (1.9).
Then a lifting r′ exists if and only if we have
(3.19) r ◦ C01 ∼= C01 ◦ r ∈ Spl(r ◦ ϕ) ∼= Spl(ϕ ◦ r),
where the compositions on the left-haand side are given by the composition
functors (1.8), (1.10). But the extension r ◦ ϕ is also of the form (3.7), so
that the existence of an isomorphism (3.19) immediately follows from the
uniqueness statement of Proposition 3.4. 
3.5 The inversion theorem. By virtue of Lemma 3.5 and Proposi-
tion 3.4, for any associative unital ring R and R-bimodule M , we have
a well-defined map
(3.20) El(R,M)→ Sq(R,M)
that sends an elementary extension α to the corresponding square-zero ex-
tension R′.
Theorem 3.6. The maps (3.4) and (3.20) are inverse to each other.
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For the proof of Theorem 3.6, it is convenient to introduce an additional
piece of notation. For any square-zero extension R′ ∈ Sq(R,M), and any
R′-module V ′, the embeddingM ⊂ R′ induces a natural multiplication map
(3.21) M ⊗R′ V
′ → R′ ⊗R′ V
′ ∼= V ′,
and by (3.1), q∗V ′ = R ⊗R′ V
′ is the cokernel of this map. Moreover, by
adjunction, we have an identificationM⊗R′V
′ ∼=M⊗Rq
∗V ′. We will denote
by mV ′ the canonical map
(3.22) mV ′ :M ⊗R q
∗V ′ → V ′
induced by (3.21) via this identification. The module V ′ is of the form q∗V
for some V ∈ R -mod if and only if mV ′ = 0.
Proof of Theorem 3.6. Assume first given a square-zero extension (3.1), and
consider the corresponding elementary extension C q = τ[0,1]q
∗P ′
q
in B(R),
where P ′
q
is a projective resolution of the object q∗(I) ∈ B(R,R
′). Denote
C ′
q
= τ[0,1]P
′
q
. Then by adjunction, we have a natural map
C ′
q
→ q∗C q
in the category B(R,R′), and its composition with the projection C q → q∗(I)
is a quasiisomorphism. Then taking C˜ l
q
= C ′
q
in (1.16) provides a splitting
C01 of the elementary extension q∗C q. Denote by e
′ : Z→ R′ the tautological
map, and consider the induced splitting e′∗(C01) of the elementary extension
e′∗(q∗(C q))
∼= e∗(C q). By uniqueness, it must be isomorphic to the splitting
provided by Proposition 3.4. But by construction, the ringR′ acts on e′∗(C01)
by regular endomorphisms. Therefore it maps to the square-zero extension
provided by Lemma 3.5. Since all maps between square-zero extensions are
isomorphisms, this proves that (3.20) sends C q to R′.
Conversely, assume given an elementary extension 〈C q, a, b〉 with the cor-
responding splitting 〈C01, c0, c1〉 of Proposition 3.4, and let R
′ ⊂ End(C01)
be the square-zero extension provided by Lemma 3.5. Moreover, consider
the corresponding left DG splitting C l
q
of (1.15). Then by definition, R′ acts
on C01 and C
l
q
, so that C01 actually defines a splitting of the extension q∗(C q)
in the category B(R,R′), and C l
q
is a complex in B(R,R′) quasiisomorphic
to q∗(I). By the usual property of projective resolutions, for any projective
resolution P ′
q
of q∗(I), we then have a quasiisomorphism P
′
q
→ C l
q
, and it
induces a map
P q = τ[0,1]q
∗P ′
q
→ τ[0,1]q
∗C l
q
= q∗C l
q
.
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To finish the proof, it remains to show that q∗C l
q
∼= C q — indeed, then P q
and C q lie in the same connected component of the category E l(R,M), thus
correspond to the same element in El(R,M). In homological degree 1, we
have C l1 = q∗C1, so that q
∗C l1 = q
∗q∗C1 ∼= C1. In degree 0, q
∗C l0 = q
∗C01
is the cokernel of the map mC01 of (3.22). However, by construction, this
maps factors as
(3.23) M ⊗R q
∗C01
id⊗(a◦q∗c0)
−−−−−−−→ M ⊗R I ∼= I(M)
c1◦b−−−−→ C01,
where the map id⊗(a ◦ q∗c0) is surjective, and the map c1 ◦ b is injective.
Therefore indeed q∗C l0
∼= CokermC01
∼= Coker(c1 ◦ b) ∼= C0. 
4 Splittings and liftings.
4.1 Modules. Assume given a unital associative ring R, an R-bimodule
M , and an elementary extension C q of R byM , and let R′ ∈ Sq(R,M) be the
corresponding square-zero extension. As we have mentioned in the proof of
Theorem 3.6, the canonical splitting C01 of the elementary extension e∗(C q)
is naturally a left module over R′, so that it actually defines a splitting of
the elementary extension q∗(C q) in the category B(R,R
′). We denote this
splitting by the same letter C01 since it is effectively the same object. We
now want to explain how C01 helps to describe modules over R
′ in terms of
modules over R.
We start with the following observation. By definition, for any two
associative unital rings R, R′, a functor F ∈ B(R,R′) is defined on the
category R -proj of finitely generated projective left R-modules. However,
we can extend its domain of definition in the standard way. Namely, for any
R-module V , the category I(V ) of finitely presented R-modules Vi equipped
with a map i : Vi → V is small and filtering, and we have
(4.1) V = lim
I(V )
→
Vi.
If V is flat, then the full subcategory J(V ) ⊂ I(V ) spanned by 〈Vi, i〉 with
Vi ∈ R -proj is cofinal (see e.g. [Pe, Lemma 3.5] that assumes commutativiy
of R but does not use it). Therefore J(V ) is also filtering, and we can
replace the colimit in (4.1) with the colimit of the same functor over J(V ).
Therefore for any F ∈ B(R,R′) and flat R-module V , we can set
F (V ) = lim
J(V )
→
F (Vi) ∈ R
′ -mod,
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and if we denote by R -flat the category of flat R-modules, then this is a well-
defined functor from R -flat to R′ -mod. Moreover, the extension operation
is functorial in F , and since the categories of modules satisfy Grothendieck’s
axiom AB5, the operation is exact.
In particular, in our setting, the elementary extension C q defines an
elementary extension
(4.2) 0 −−−−→ M ⊗R V [1] −−−−→ C q(V ) −−−−→ V −−−−→ 0
of R-modules for any V ∈ R -flat, and the splitting C01 provides a splitting
C01(V ) of the corresponding elementary extension q∗(C q(V )) in R
′ -mod.
Both are functorial in V .
Definition 4.1. A lifting of a flat R-module V ∈ R -flat to a square-zero
extension R′ is a flat R′-module V ′ ∈ R′ -flat equipped with an isomorphism
q∗V ′ = R⊗R′ V
′ ∼= V .
All liftings of a given V ∈ R -flat form a groupoid in an obvious way. We
denote this groupoid by Lift(V,R′), and we denote by Lift(V,R′) the set of
isomorphism classes of its objects.
Proposition 4.2. For any V ∈ R -flat, we have a natural equivalence of
categories
Lift(V,R′) ∼= Spl(C q(V ))
between liftings of V to R′ and splittings of the elementary extension (4.2).
Proof. For any lifting V ′ ∈ Lift(R,V ), the canonical map (3.22) is injective
and fits into a short exact sequence
0 −−−−→ q∗(M ⊗R V )
mV ′−−−−→ V ′ −−−−→ q∗V −−−−→ 0.
Therefore every lifting is in partiticular an extension of q∗V by q∗(M ⊗RV ),
so that we have a natural functor
(4.3) Lift(R,V )→ Ex(q∗V, q∗(M ⊗R V )).
Moreover, for any extension V ′ ∈ Ex(q∗V, q∗(M ⊗R V )), the canonical map
mV ′ factors through q∗(M ⊗R V ) ⊂ V
′ by means of a map
mV ′ : q∗(M ⊗R V )→ q∗(M ⊗R V ),
and V ′ comes from a lifting if and only if mV ′ = id is the identity map.
Therefore in particular, (4.3) is a fully faithful embedding.
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On the other hand, the functor q∗ induces a fully faithful embedding
q∗ : Spl(C q(V ))→ Spl(q∗C q(V )).
To describe its image, note that since the maps mq∗C0(V ) and mq∗C1(V ) both
vanish, the map mC′ for any splitting C
′ ∈ Spl(q∗C q(V )) factors as
M ⊗R q
∗C ′
id⊗(a◦q∗c0)
−−−−−−−→ M ⊗R V
mC′−−−−→ M ⊗R V
c1◦b−−−−→ C ′(V ),
where as in (3.23), id⊗(a ◦ q∗c0) is surjective, c1 ◦ b is injective, and mC′ is
some map. Then C ′ lies in q∗(Spl(C q(V ))) ⊂ Spl(q∗C q(V )) if and only if
mC′ = 0.
It remains to observe that the canonical splitting C01 ∈ Spl(q∗C q) pro-
vides a pair of functors
Spl(q∗C q)→ Ex(q∗V, q∗(M ⊗R V )), C
′ 7→ C01 − C
′,(4.4)
Ex(q∗V, q∗(M ⊗R V ))→ Spl(q∗C q), E 7→ C01 − E,(4.5)
where in the right-hand side, we have the difference functors (1.18) and
(1.19), and these functors are mutually inverse by (1.20). Moreover, when-
ever C ′ ∼= C01 − E, we have
mC01 = mC′ +mE.
But since by (3.23), we have mC01 = id, this means that the functors (4.4)
and (4.5) induce an equivalence between the subcategories Lift(V,R′) ⊂
Ex(q∗V, q∗(M ⊗R V )) and Spl(C q(V )) ⊂ Spl(q∗C q(V )). 
4.2 DG sections. We next want to extend the correspondence between
liftings and splitting obtained in Proposition 4.2 to complexes of R-modules
and elementary DG extensions of Definition 2.6. In order to do this, we first
need an appropriate version of Proposition 3.4.
Fix an associative unital ring R, and consider the category B q(R,Z) of
(2.10). The forgetful functor e∗ : C
pf
q
(R)→ C q(Z) is admissible in the sense
of Definition 2.2, hence gives an object e∗(I q) = I q(R) ∈ B q(R,Z). Denote
K q = Cone(R) ∈ Cpf
q
(R),
or explicitly, K0 = K1 = R, Ki = 0 otherwise, the differential d : K1 → K0
given by the identity map. Then for any m, we have the tautological map
δ : K q[m]→ K q[m+ 1] given by the composition
(4.6) K q[m]
α
−−−−→ R[m+ 1]
β
−−−−→ K q[m+ 1]
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of the tautological maps (1.1). We have δ2 = 0, so that 〈K q[i], δ〉 is a complex
in the additive category C q(R).
Definition 4.3. A DG section s q of a surjective map f : F q → e∗(I q) in the
category B q(R,Z) is a collection of elements sm ∈ Fm(K q[m − 1]), m ∈ Z
such that
(4.7) F q(δ)(sm) = dsm+1, f(sm) = 1 ∈ R = e∗(I q)(K q[m− 1])m)
for any integer m.
For any integer m, the complex K q[m−1] represents the forgetful functor
sending a complex V q to the set Vm, so that a DG section s q represents by
Yoneda a collection of functorial maps
(4.8) s˜m : Vm → Fm(V q), V q ∈ C
pf
q
(R)
such that sm ◦ d = d ◦ sm−1. A DG section does not always exists. For
example, let F q = Cone(e∗(I q)[−1]) be the functor that sends a complex
V q ∈ C q(R) to the underlying complex of Cone(V q)[−1], and let f = κ0 be
the tautological map of (1.1). Then it is easy to check that f : F → e∗(I q)
does not admit a DG section in the sense of Definition 4.3. However, as the
following result shows, it is easy to exclude situations of this kind.
Lemma 4.4. Assume given surjective map f : F q → e∗(I q) in the category
B q(R,Z), and assume that there exists an element t ∈ F0(R) such that
f(t) = 1 ∈ R and dt = 0. Then f admits a DG section in the sense of
Definition 4.3.
Proof. First of all, observe that once we have an element tm ∈ Fm(R[m]) for
some integer m such that dtm = 0 and f(tm) = 1, it is trivial to construct
an element sm ∈ Fm+1(K q[m]) such that dsm = F q(α)(tm). Indeed, the
admissible functor F q must send the acyclic complex K q[m] to an acyclic
complex, and dF q(α)(tm) = F q(α)(dtm) = 0. Moreover, dsm = F q(α)(tm)
implies df(sm) = α(f(tm)) = 1, and since the relevant differential inK q[m] is
the identity map, this yields f(sm) = 1. We can then let tm+1 = F q(β)(sm),
and repeat the procedure. By induction, we can therefore assume given
elements sn ∈ Fn(K q[n − 1]) satisfying (4.7) for all n ≥ m, with d(sm) =
F q(α)(tm).
To finish the proof, we need to apply induction in the other direction.
Thus it suffices to construct sm−1 ∈ Fm(K q[m−1]) and tm−1 ∈ Fm−1(R[m−
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1]) such that F q(β)(sm−1) = tm, dsm−1 = F q(α)(tm−1), dtm−1 = 0, and
f(tm−1) = 1, f(sm−1) = 1.
To do this, note that since F q is admissible, it must send the exact
sequence (1.1) for the complex R[m − 1] to a quasiexact sequence. Then
as we have observed right after the definition of a quasiexact sequence, we
can always choose sm−1 ∈ Fm(K q[m− 1]) such that F q(α)(sm−1) = tm, and
dsm−1 = F q(β)(tm−1) for some tm−1 ∈ Fm−1(R[m − 1]). Moreover, F q(β)
is injective. Therefore F q(β)(dtm−1) = d(dsm−1) = 0 implies dtm−1 = 0.
It remains to notice that the maps α and β are isomorphisms in relevant
degrees, so that α(f(sm−1)) = f(tm) = 1 implies f(sm−1) = 1, and this in
turns implies f(tm−1) = 1. 
Corollary 4.5. Assume given a surjective map f : F q → e∗(I q) in the cate-
gory B(R,Z) satisfying the assumptions of Lemma 4.4, and assume further
that
(4.9) F q(C
pf
≤m(R)) ⊂ C≤m(Z)
for any integer m. Then f admits a one-side inverse g : e∗(I q) → F q,
f ◦ g = id.
Proof. By Lemma 4.4, f admits a DG section s q, and it suffices to prove that
the corresponding maps (4.8) are additive. As in the proof of Proposition 3.4,
it suffices to consider the universal situation: we let V q = K q[m−1]⊕K q[m−
1] for some integer m, with v1, v2 ∈ R ⊕ R = Vm given by v1 = 1 ⊕ 0,
v2 = 0⊕ 1, and must prove that
pm = s˜m(v1 + v2)− s˜m(v1)− s˜m(v2)
is equal to 0. By the definition of a DG section, we have F q(δ ⊕ δ)(pm) =
d(pm+1), so that qm = F q(α ⊕ α)(pm) ∈ Fm(R[m], R[m]) is closed. But by
definition, qm lies in the cross-effects component F q(R[m], R[m]). Since F q
is admissible, this is an acyclic complex, and by assumption, it is trivial in
homological degrees > m. Therefore qm = 0 for any m. But then pm is
closed for any m, and by the same argument, it also vanishes. 
Proposition 4.6. Assume given an Ro-module W and a DG elementary
extension
(4.10) 0 −−−−→ I q(W )
b
−−−−→ C q
a
−−−−→ e∗(I q) −−−−→ 0
36
in the category B q(R,Z) such that C q satisfies (2.22) with C≤m+1(R) replaced
by C≤m+1(Z). Then the extension (4.10) admits a strict right DG splitting,
and such a strict right DG splitting is unique up to an isomorphism.
Proof. As in the proof of Proposition 3.4, uniqueness immediately follows
from Corollary 4.5. Indeed, by virtue of (2.22), the difference E q = Cr
q
q
− C˜r
q
between any two strict right DG splitting of (4.10) satisfies the assumtions
of Corollary 4.5, so that we have a map I q(W )⊕e∗(I q)→ E q from the trivial
extension I q(W ) ⊕ e∗(I q) ∈ Ex(e∗(I q), I q(W )) ⊂ Ex q(e∗(I q), I q(W )). Together
with the natural maps (1.26) and (1.27), it induces a map Cr
q
→ C˜r
q
, and
since all maps between strict DG splittings are isomorphisms, Cr
q
is isomor-
phic to C˜r
q
.
To prove existence, note that by the definition of a DG elementaty exten-
sion, the map a : C q(R) → e∗(I q)(R) = R is an isomorphism on homology
in homological degree 0. Therefore a satisfies assumptions of Lemma 4.4
and admits a DG section s q. As in the proof of Proposition 3.4, fix such a
section s q and consider the corresponding functorial maps (4.8). These are
not necessarily additive, but they do commute with the differentials. Now
let
(4.11) Cri (V q) = Ci(V q)× Vi−1, i ∈ Z,
with the differential given by d(c× v) = dc+ s˜(v), and with the maps r, ar
given by r(c) = c×0, ar(c×v) = a(c)+v. As in the proof of Proposition 3.4,
in order to turn Cr
q
into a strict right DG splitting, we need to equip Cri (V q),
i ∈ Z with functorial structures of abelian groups compatible with the map
r and the differential, and this amounts to constructing functorial maps
ci(−,−) : Vi × Vi → Ci+1(V q), i ∈ Z
satisfying (3.12), (3.13), (3.14), and
(4.12) dci(v1, v2) = ci−1(dv1, dv2) + s˜i(v1 + v2)− s˜i(v1)− s˜i(v2)
for any v1, v2 ∈ Vi, i ∈ Z. As in the proof of Proposition 3.4, to construct
ci(−,−), it suffices to consider the universal case V q = K q[i− 1]⊕K q[i− 1],
with v1, v2 ∈ R⊕R = Vi given by v1 = 1⊕ 0, v2 = 0⊕ 1. Then we have
(4.13) ci−1(dv1, dv2) = C q(δ ⊕ δ)(ci−1(v1, v2)),
where δ is the canonical map (4.6). Moreover, as in (2.18), the DG elemen-
tary extension (4.10) generates an elementary extension ρi(C q) = ρ(τ
i(C q))
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for any integer i, and the DG section s q gives an element s = C q(α)(si) ∈
Ci(R[i]) such that a(s) = 1. Then Proposition 3.4 provides functorial maps
c˜i(−,−) : V × V → Ci+1(V [i])
satisfying (3.12)–(3.15) with s˜ being the map represented by s. Let us look
for the elements ci(v1, v2) ∈ Ci(K q[i − 1] ⊕ K q[i − 1]) with the additional
assumption
(4.14) C q(α⊕ α)(ci(v1, v2)) = c˜i(v1, v2).
Then by virtue of (4.13) and (4.6), (4.12) can be rewritten as
(4.15) dci(v1, v2) = C q(β ⊕ β)(c˜i−1(v1, v2)) + s˜i(v1 + v2)− s˜i(v1)− s˜i(v2),
and since s˜i commutes with the differentials while the maps c˜ q(−,−) satisfy
(3.15), the right-hand side is annihilated by d. Again as in the proof of
Proposition 3.4, the condition (3.12) then means that ci(−,−) takes values in
the cross-effects component Ci+1(K q[i−1],K q[i−1]), and (4.15) with (4.14)
prescribe its differential and image C q(α ⊕ α)(ci(−,−)) in Ci+1(R[i], R[i]).
However, the map
C q(K q[i− 1],K q[i− 1])
C q(α⊕α)
−−−−−−→ C q(R[i], R[i])
is a surjective maps of acyclic complexes, so that its kernel C q is acyclic, and
moreover, by (2.22), we have Ci+2(K q[i − 1]) = 0, so that the differential
d : Ci+1 → Ci in the acyclic complex C q is injective. Therefore (3.12), (4.15)
and (4.14) uniquely determine c q(−,−). As in the proof of Proposition 3.4,
(3.13) and (3.14) now immediately follow from this uniqueness. 
4.3 Complexes. Assume now given an R-bimodule M , and a DG ele-
mentry extension ϕ = 〈C q, a, b〉 ∈ E l q(R,M). Then by Theorem 3.6, its
restriction r(ϕ) ∈ E l(R,M) in the sense of (2.23) corresponds to a square-
zero extension R′ of R by M . On the other hand, we have the forgetful
functor e∗ : B q(R) → B q(R,Z), and Proposition 4.6 provides a canonical
strict right DG splitting Cr
q
of the extension e∗(α)
Lemma 4.7. With the notation above, the algebra R′ acts naturally on the
complex Cr
q
, thus turing it into a strict right DG splitting of the elementary
extension q∗(α) in the category B q(R,R
′).
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Proof. As in the proof of Lemma 3.5, define regular endomorphisms of
the splitting Cr
q
as those that fit into a diagram (3.17), and denote by R′′
the algebra of regular automorphisms. Then the uniqueness statement of
Proposition 4.6 immediately implies that R′′ is a square-zero extension of R
by M . Since restriction is functorial, we have a natural map R′′ → R′, and
since all maps in Sq(R,M) are isomorphisms, we have R′ ∼= R′′. 
Now as in Subsection 4.1, we observe that for any complex V q of flat
R-modules, the category J(V q) of complexes V ′ ∈ Cpf
q
(R) equipped with a
map i : V ′
q
→ V q is small and filtering, and we have
V q = lim
V ′
q
∈J(V q)
→
V ′
q
.
Therefore setting
C q(V q) = lim
V ′
q
∈J(V q)
→
C q(V ′
q
)
extends the functor C q to a functor
(4.16) C q : Cfl
q
(R)→ C q(R),
where Cfl
q
(R) ⊂ C q(R) is the full subcategory spanned by complexes of flat
R-modules, and for any complex V q ∈ Cfl
q
(R), we have a natural elementary
extension ϕ(V q) of V q by M ⊗R V q in the category C q(R). Moreover, the
right DG splitting Cr
q
of the extension q∗C q provided by Lemma 4.7 extends
to a splitting of the extension of (4.16) in the category of admissible functors
from Cfl
q
(R) to C q(R′).
Definition 4.8. A DG lifting of a complex V q ∈ Cfl
q
(R) to the square-zero
extension R′ is a complex V ′
q
∈ C
q
(R′) equipped with a map V ′
q
→ q∗V q such
that the multiplication map mV ′q factors as
q∗M ⊗R′ V
′
q
−−−−→ q∗(M ⊗R V q)
m
−−−−→ V ′
q
,
and the map m fits into a quasiexact sequence
0 −−−−→ q∗(M ⊗R V q)
m
−−−−→ V ′
q
−−−−→ q∗V q −−−−→ 0.
The category of DG liftings of V q to R′ is denoted Lift
q
(V q, R′), and the set
of its connected components is denoted Lift q(V q, R′).
Proposition 4.9. For any complex V q ∈ Cfl
q
(R) of flat R-modules, there is
a natural bijection between the sets Lift q(V q, R′) and Spll
q
(ϕ(V q)).
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Proof. The proof is essentially the same as Proposition 4.2. We consider the
right DG splitting Cr
q
of the extension q∗(ϕ) provided by Lemma 4.7, we let
C lr
q
be the left DG splitting associated to it by the functor (1.14), and we
define functors
Spl l
q
(ϕ(V q))→ Ex q(q∗(V q), q∗(M ⊗R V q)),
Ex q(q∗(V q), q∗(M ⊗R V q))→ Spl
l
q
(ϕ(V q))
by
C ′
q
7→ C lr
q
−C ′
q
, E q 7→ C lr
q
−E q,
where we use the difference functors (1.21), (1.25). Then we observe that by
virtue of the canonical maps (1.27), these functors induced mutually inverse
maps between Spll
q
(ϕ(V q)) and Lift q(V q, R′). 
Remark 4.10. The reader might notice that contrary to what we said in
the Introduction, we do not recover complexes in C q(R′) as algebras over a
monad in C q(R) extending the endofunctor C q. The reason for this is that
the monad in question is essentially freely generated by C q. Our splittings
extend to algebras over this monad canonically, and technically, there is no
reason to actually work this out: it adds a lot of complexity but gives the
same end result. However, if one want to go beyound square-zero extensions,
the structure of a monad or a comonad becomes essential.
5 Multiplication.
5.1 Multiplicative extensions. Now assume that our ring R is com-
mutative, so that the category R -proj of projective finitely generated R-
modules is a tensor category, with the unit object R.
Definition 5.1. For any commutative ring R′, a multiplicative structure on
a pointed functor F ∈ B(R,R′) is given by a map e : R′ → F (R) and a
collection of functorial maps
m(V, V ′) : F (V )⊗R′ F (V
′)→ F (V ⊗R V
′), V, V ′ ∈ R -proj,
subject to obvious associativity and unitality conditions.
For example, the tautological functor I ∈ B(R) carries an obvious multi-
plicative structure. More generally, for any associative R-algebra A, we can
treat A as a diagonal R-bimodule — that is, take the same right R-action
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as the left R-action, — and then I(A) has a natural multiplicative structure
induced by the multiplication in A.
Conversely, for any associative R-algebra A and any functor F ∈ B(R)
equipped with a multiplicative structure, F (A) is naturally an R-algebra.
In particular, F (R) is an R-algebra. Then one can show that if F = I(M)
is additive, then F = I(F (R)) (so that in particular, M must be a diagonal
R-bimodule). Since we will not need it, we do not give a proof.
More generally, given a complex F q in B(R,R′), we say that a multi-
plicative structure on F q is given a map e : R′ → F0(R) and a collection of
functorial maps
m : F q(V )⊗R′ F q(V
′)→ F q(V ⊗R V
′), V, V ′ ∈ R -proj,
again subject to associativity and unitality conditions.
Equivalently, one can consider the tensor product of R-modules as a
functor
µ : R -proj×R -proj→ R -proj,
and one defines a tensor structure on Fun(R -proj, R′ -mod) by setting
(5.1) F ◦ F ′ = µ!(F ⊠R′ F
′),
where µ! is the left Kan extension with respect to the functor µ. By ad-
junction, the product of pointed functors is pointed, so that the subcat-
egory B(R,R′) ⊂ Fun(R -proj, R′ -mod) also acquires a tensor structure.
Then equipping F ∈ B(R,R′) with a multiplicative structure is equivalent
to turning it into an algebra object in 〈B(R,R′), ◦〉, and giving a multiplica-
tive structure on a complex F q is equivalent to turning it into a DG algebra
in B(R,R′).
Definition 5.2. An elementary extension ϕ = 〈C q, a, b〉 of a commutative
ring R by an R-bimodule M is multiplicative if C q is equipped with a mul-
tiplicative structure such that a : C q → I is a multiplicative map.
Lemma 5.3. Assume given a multiplicative elementary extension ϕ of a
commutative ring R by an R-bimoduleM . Then the bimoduleM is diagonal.
Proof. By definition, since the extension ϕ = 〈C q, a, b〉 is multiplicative, C0
is an algebra object in 〈B(R), ◦〉, and C1 is a module over C0. By restriction,
I(M) ⊂ C1 is also a module, so that we have functorial maps
(5.2) m(V, V ′) : C0(V )⊗R(M⊗RV
′)→M⊗R(V ⊗RV
′), V, V ′ ∈ R -proj .
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But for any m ∈M ⊗R V , c ∈ C1(V
′), we have
m(V, V ′)(dc⊗m) = d(m(V, V ′)(c ⊗m)) +m(V, V ′)(c ⊗ dm) = 0,
so that the C0-action on I(M) vanishes on d(C1) ⊂ C0 and factors through
I = C0/d(C1). Then if we take V
′ = R, the map (5.2) is induced by a map
(5.3) V ⊗RM = V ⊗R (M ⊗R R)→M ⊗R (V ⊗R R) =M ⊗R V.
This map is functorial in V , thus EndR(V )-equivariant. If V = R, both its
source and its target are identified with M by unitality, and the map itself
is the identity map. However, R = EndR(R) acts via the left action on the
bimodule M on the left-hand side of (5.3), and via the right action in the
right-hand side. 
Proposition 5.4. Assume given a square-zero extension R′ ∈ Sq(R,M) of
a commutative ring R by an R-bimodule M , and assume that R′ is com-
mutative (in particular, M is diagonal). Then the elementary extension
ϕ ∈ E l(R,M) that corresponds to R′ under the equivalence of Theorem 3.6
can be chosen to be multiplicative.
Proof. Note that the functor q∗ : R -proj → R
′ -mod has a natural multi-
plicative structure, so that the object q∗(I) ∈ B(R,R
′) is an algebra with
respect to the tensor product (5.1). On the other hand, the adjoint functor
q∗ : B(R,R′) → B(R) is a tensor functor. Thus by the construction of the
correspondence (3.4), it suffices to check that one can choose a projective
resolution P q of the algebra object q∗(I) ∈ B(R,R
′) that is a DG algebra
with respect to the tensor product (5.1). To do this, observe that by ad-
junction, the tensor product P ◦P ′ of two projective objects P,P ′ ∈ B(R,R′)
is projective. Therefore for any projective P ∈ B(R,R′), the tensor algebra
T
q
P =
⊕
i≥0
P ◦i
is a projective object in B(R,R′). Now we can construct a multiplicative
resolution of the algebra q∗(I) by the standard inductive procedure. 
5.2 Multiplicative splittings. We now want to invert Proposition 5.4
by showing that the correspondence (3.20) sends multiplicative elementary
extensions to commutative square-zero extensions. It is convenient to gen-
eralize the context slightly.
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Definition 5.5. An elementary extension (1.4) in a tensor abelian category
E is multiplicative if A is an associative unital algebra in E , C q is a DG
algebra, and a : C q → A is an algebra map. A multiplicative splitting of
a multiplicative elementary extension (1.4) in E is its splitting 〈C01, c0, c1〉
equipped with a DG algebra structure on the complex C l
q
of (1.15) such that
the map l : C l
q
→ C q is a DG algebra map.
We note that for any splitting C01, a DG algebra structure on the com-
plex C l
q
is completely determined on its degree-0 part, that is, an algebra
structure on C01. In order for it to define a multiplicative splitting, the map
c0 : C01 → C0 must be an algebra map, the left and right C01-actions on
itself must factor through c0, so that C01 is a C0-bimodule, and the map
c1 : C1 → C01 must be a C0-bimodule map.
For any commutative ring R, the forgetful functor e∗ : B(R)→ B(R,Z)
is multiplicative. Therefore for any multiplicative elemenetary extension
ϕ = 〈C q, a, b〉 ∈ E l(R,M) of R by a diagonal R-bimoduleM , the elementary
extension e∗(ϕ) is a multiplicative elementary extension in B(R,Z).
Lemma 5.6. For any multiplicative elementary extension ϕ ∈ E l(R,M),
the canonical splitting 〈C01, c0, c1〉 of the elementary extension e∗(ϕ) pro-
vided by Proposition 3.4 is multiplicative in a natural way.
Proof. Since ϕ = 〈C q, a, b〉 is multiplicative, a natural choice of the element
s ∈ C0(R) with a(s) = 1 is provided by the multiplicative structure on C0,
namely, by the unity map R → C0. The corresponding map (3.8) is then a
multiplicative map. By (3.9), we have
C01(V ) = C1(V )× V, V ∈ R -proj,
with maps c0, c1 given by (3.10). To turn C01 into an algebra in B(R,Z),
we need to construct multiplication maps
− · − : C01(V )× C01(V
′)→ C01(V ⊗R V
′), V, V ′ ∈ R -proj
that are associative, unital, and bilinear in each argument. We note that by
multiplicativity of the extension C q, we have
(5.4) c · δ(c′)− δ(c) · c′ = δ(c · c′) = 0, c, c′ ∈ C1(V ),
where δ : C1(V )→ C0(V ) is the differential, and we let
(5.5)
(c× v) · (c′ × v′) = (c · δ(c′) + c · s˜(v′) + s˜(v) · c′)× (v · v′)
= (δ(c) · c′ + c · s˜(v′) + s˜(v) · c′)× (v · v′)
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for any v ∈ V , v′ ∈ V ′, f ∈ C1(V ), f
′ ∈ C1(V
′). This product is obviously
unital, with 0× 1 ∈ C0(R) being the unit. To check that it is bilinear in the
first argument, we need to check that for any v1, v2 ∈ V , c1, c2 ∈ C1(V ), we
have
(c1 + c2 + c(v1, v2)) · (δ(c
′) + s˜(v′)) + s˜(v1 + v2) · c
′ =
= (c1 + c2) · (δ(c
′) + s˜(v′)) + (s˜(v1) + s˜(v2)) · c
′ + c(v1 · v
′, v2 · v
′),
where c(−,−) is the cocycle (3.11). By (3.15), this can be rewritten as
c(v1, v2) · s˜(v
′) + c(v1, v2) · δ(c
′)− δ(c(v1, v2)) · c
′ = c(v1 · v
′, v2 · v
′),
and taking into account (5.4), we further reduce it to
c(v1, v2) · s˜(v
′) = c(v1 · v
′, v2 · v
′).
By the same cross-effects argument as in the proof of Proposition 3.4, it
suffices to check this equality after applying the differential δ, and then it
immediately follows from (3.15) and multiplicativity of the map s˜.
The proof that the multiplication is bilinear in the second argument is
exactly the same — all one has to do is to use the second of the equivalent
expressions in the right-hand side of (5.5) instead of the first one.
Now, by bilinearity, to prove that the multiplication (5.5) is associative,
it suffices to check associativity separately for elements of the form c×0 and
0 × v, and out of the eight possibilities that arise, the only non-trivial one
is the equality
(5.6) ((c× 0) · (c′ × 0)) · (c′′ × 0) = (c× 0) · ((c′ × 0) · (c′′ × 0))
for any V, V ′, V ′′ ∈ R -proj, c ∈ C1(V ), c
′ ∈ C1(V
′), c′′ ∈ C1(V
′′). Then by
(5.5) and (5.4), the left-hand side of (5.6) is given by
((c · δ(c′)) · δ(c′′))× 0 = ((δ(c) · c′) · δ(c′′))× 0,
and this clearly coincides with the right-hand side.
To finish the proof, it remains to prove that c0 : C01 → C0 is an algebra
map, and c1 : C1 → C01 is a C01-module map. This is a straightforward
check that we leave to the reader; the only non-trivial observation is that
we have
δ(c) · δ(c′) = δ(c · δ(c′))
for any V, V ′ ∈ R -proj, c ∈ C1(V ), c
′ ∈ C1(V
′). 
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5.3 The inverse construction. We can now prove a converse to Propo-
sition 5.4. We keep the notation of last subsection.
Proposition 5.7. Assume given a multiplicative elementary extension ϕ =
〈C q, a, b〉 ∈ E l(R,M) of a commutative ring R by a an R-bimodule M , and
let R′ ∈ Sq(R,M) be the square-zero extension of R byM corresponding to ϕ
by (3.20). Then R′ is commutative, and the multiplicative splitting C01 of the
induced extension e∗(ϕ) provided by Lemma 5.6 extends to a multiplicative
splitting of the extension q∗(ϕ).
Proof. Since by assumption, C0 is a multiplicative functor, C0(R) is a unital
associative ring, and the augmentation map C0(R) → R admits a natural
splitting R → C0(R). Since C01 is multiplicative, C01(R) is also a unital
associative ring, and c0 : C01(R)→ C0(R) is a ring map. Consider the sub-
ring R′′ = c−10 (R) ⊂ C01(R), where R ⊂ C0(R) is the image of the splitting
R→ C0(R). Then R
′′ is a square-zero extension of R byM . Moreover, since
M is a diagonal R-bimodule by Lemma 5.3, (5.5) immediately shows that
R′′ is commutative. Now, every c ∈ C01(R) induces by (5.5) a functorial
map
(5.7) − ·c : C01(V )→ C01(V ), V ∈ R -proj,
and this map is obviously regular in the sense of (3.17). Therefore we have
a natural ring map C01(R)→ R
′. The restriction of this map to the square-
zero extension R′′ ⊂ C01(R) must be an isomorphism, so that R
′ ∼= R′′ is
indeed commutative. Moreover, the R′-action on C01 can be described by
(5.7), and this shows that the product in C01 is R
′-linear, so that C01 gives
a multiplicative splitting of q∗(ϕ). 
We can also prove a multiplicative refinement of Proposition 4.2. Namely,
assume given a flat associative unital R-algebra A, and say that a lifting A′ of
A to R′ is a flat associative unital R′-algebra A′ equipped with isomorphism
A′⊗R′ R ∼= A. Denote the groupoid of all liftings of A to R
′ by Lift◦(A,R′).
On the other hand, note that since A is an algebra, C q(A) is a DG algebra
in R -mod, and moreover, it is a multiplicative elementary extension of A by
M ⊗RA in the sense of Definition 5.5. Denote by Spl
◦(C q(A)) the groupoid
of multiplicative splittings of this extension.
Proposition 5.8. The equivalence of Proposition 4.2 induces an equiva-
lence of categories
Lift◦(A,R′) ∼= Spl◦(C q(A)).
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Proof. By Proposition 5.7, the splitting C01(A) of the extension q∗C q(A) is
multiplicative. It remains to observe that the difference functors (1.18) and
(1.19) are obviously compatible with multiplicative structures. 
We note that the DG algebra C q(A) is a square-zero extension of A
by the complex (M ⊗R A)[1], and multiplicative splittings considered in
Proposition 5.8 are by definition splittings of this extension in the category
of DG algebras over R. In particular, it is easy to construct an obstruction to
the existence of such a splitting: it is a certain class in the third Hochschild
cohomology group HH3(A,M ⊗R A). If the obstruction vanishes, then the
set of isomorphism classes of splittings is a torsor over HH2(A,M ⊗R A).
Proposition 5.8 then shows that the obstruction theory for liftings of A to R′
is exactly the same: there is an obstruction lying in HH3(A,M ⊗R A), and
if it vanishes, liftings are parametrized by a torsor over HH2(A,M ⊗R A).
As far as we know, this seems to be a new result.
5.4 DG extensions. A natural next thing to do would be to generalize
the notion of a multiplicative structure to DG elementary extensions of Def-
inition 2.6, with the eventual goal of extending Proposition 5.8 to complexes
of flat R-modules (or equivalently, finding a multiplicative version of Propo-
sition 4.9). By itself, a mutpliplicative version of Definition 5.1 presents no
problems: all we need to do is to add homological indices.
Definition 5.9. For any two commutative rings R, R′, a multiplicative
structure on an admissible functor F q ∈ B q(R,R′) is given by a map e :
R′ → F q(R) and a collection of functorial maps
m(V, V ′) : F q(V q)⊗R′ F q(V
′
q
)→ F q(V q ⊗R V
′
q
), V, V ′ ∈ Cpf
q
(R),
subject to obvious associativity and unitality conditions.
Analogously, one can define multiplicative DG elementary extensions and
their multiplicative splitting. Moreover, for any multiplicative DG extension
ϕ q ∈ E l q(R,M), the restriction ρ(ϕ q) ∈ E l(R,M) is also multiplicative, so
that the associated square-zero extension R′ ∈ Sq(R,M) must be a commu-
tative ring.
But unfortunately, this is where the story ends, for the following reason.
The canonical strict DG splitting Cr
q
of the extension q∗(ϕ q) provided by
Lemma 4.7 is a right DG splitting, nor a left one; and the corresponding left
DG splitting Crl
q
is not strict. On the other hand, if we take the multiplica-
tive splitting C01 of Proposition 5.7, then it is the corresponding strict left
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DG splitting C l
q
that is multiplicative. While C l
q
is quasiisomorphic to Crl
q
,
it is not isomorphic to it, and it seems that Crl
q
does not have a meaningful
multiplicative structure.
Because of this, in the case of a general DG elementary extension, we can-
not proceed any further, and in particular, a DG version of Proposition 5.8
is beyond out reach.
6 Cyclic powers.
To finish the paper, we study in detail one particular DG elementary exten-
sion C q of an arbitrary commutative ring R annihilated by a prime. We show
how the general constructions work in this case, and prove some additional
results not available in the general situation.
6.1 Objects. Fix a commutative associative unital ring R annhilated by a
prime p > 1. For any flat R-module V ∈ R -flat, the p-th tensor power V ⊗Rp
is naturally a module over the group algebra R[Z/pZ] of the cyclic group
Z/pZ, with the generator of the group acting by the order-p permutation
σ : V ⊗Rp → V ⊗Rp. Moreover, the spaces of invariants and coinvariants of
the permutation σ are related by a natural trace map
(6.1) (V ⊗Rp)σ
tr
−−−−→ (V ⊗Rp)
σ
given by tr = id+σ + · · ·+ σp−1.
Denote by C˜ q(V ) the complex of R-modules obtained by placing (6.1)
in homological degrees 0 and 1. Then the homology of the complex C˜ q(V )
has been computed in [Ka3]. To state the answer, denote by R(1) the group
R considered as a module over itself via the Frobenius map — that is, let
r · r′ = rpr′, r ∈ R, r′ ∈ R(1),
and for any flat R-module V , let V (1) = R(1)⊗RV . Note that the Frobenius
map induces an R-module map R→ R(1), hence a functorial map
(6.2) Fr : V → V (1).
Lemma 6.1 ([Ka3, Lemma 6.9]). The complex C˜ q(V ) fits into an exact
sequence
0 −−−−→ V (1)
ψ
−−−−→ (V ⊗Rp)σ
tr
−−−−→ (V ⊗Rp)
σ ψ̂
−−−−→ V (1) −−−−→ 0,
and this sequence is functorial with respect to V . 
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Explicitly, the map ψ in Lemma 6.1 is given by
ψ(r · v) = rv⊗Rp
(this is additive modulo Im(id−σ)). If V ∈ R -proj, then ψ̂ is the dual
map, and for a general flat R-module V , it is obtained by taking the filtered
colimit. In any case, both ψ and ψ̂ are completely functorial.
Definition 6.2. For any V ∈ R -flat, the complex C q(V ) is obtained by the
pullback square
(6.3)
C q(V )
a
−−−−→ Vy Fry
C˜ q(V )
a˜
−−−−→ V (1),
where a˜ is the natural map induced by the map ψ̂ of Lemma 6.1, and Fr is
the Frobenius map (6.2).
By definition, C q is a complex of pointed functors from R -proj toR -mod,
thus a complex in the category B(R). Moreover, C q(V ) comes equipped with
a functorial map a : C q(V ) → V , and a functorial map b : V (1)[1] → C q(V )
is induced by the map ψ of Lemma 6.1. Altogether, 〈C q, a, b〉 define an
elementary extension of R by the diagonal bimodule R(1) that we denote by
(6.4) ϕ ∈ E l(R,R(1)).
Therefore by (3.20), there is a square-zero extension R′ ∈ E l(R,R(1)) asso-
ciated to the elementary extension ϕ.
Moreover, for any flat R-modules V1, V2 ∈ R -flat, we have natural maps
V ⊗Rp1 ⊗R
(
V ⊗Rp2
)σ
→ V ⊗Rp1 ⊗R V
⊗Rp
2
∼= (V1 ⊗R V2)
⊗Rp,(
V ⊗Rp1
)σ
⊗R V
⊗Rp
2 → V
⊗Rp
1 ⊗R V
⊗Rp
2
∼= (V1 ⊗R V2)
⊗Rp,
and these maps are σ-equivariant, thus descend to functorial maps(
V ⊗Rp2
)σ
⊗R
(
V ⊗Rp2
)σ
→
(
(V1 ⊗R V2)
⊗Rp
)σ
,(
V ⊗Rp2
)
σ
⊗R
(
V ⊗Rp2
)σ
→
(
(V1 ⊗R V2)
⊗Rp
)
σ
,(
V ⊗Rp2
)σ
⊗R
(
V ⊗Rp2
)
σ
→
(
(V1 ⊗R V2)
⊗Rp
)
σ
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compatible with the trace maps tr. Thus the complex of functors C˜ q(−)
has a natural multiplicative structure. Then so does the complex C q(−) of
Definition 6.2, so that the elementary extension ϕ of (6.4) is multiplicative.
By Proposition 5.7, the square-zero extension R′ must then be commutative.
As it happens, one commutative square-zero extension of R by R(1) is
very well-known: this is the ring W2(R) of second Witt vectors of R. Let us
prove that this is exactly what we get from the extension (6.4).
Proposition 6.3. For any commutative ring R annihilated by a prime p,
the square-zero extension R′ ∈ Sq(R,R(1)) corresponding to the elementary
extension (6.4) is isomorphic to the second Witt vectors ring W2(R).
Proof. Note that by definition, we have C0(R) ∼= R, so that by the same
argument as in the proof of Proposition 5.7, we have R′ ∼= C01(R), where C01
is the multiplicative splitting of the extension C q provided by Lemma 5.6.
We also have C1(R) ∼= R
(1), so that as a set, we have
R′ ∼= R×R(1).
The additive structure is given by Proposition 3.4 — we have
(6.5) (x0 × x1) + (y0 × y1) = (x0 + y0)× (x1 + y1 + c(x0, y0))
for any x0, y0 ∈ R, x1, y1 ∈ R
(1), where c(−,−) is the cocycle (3.11). To
compute c(−,−) explicitly, note that the multiplicative splitting map (3.8)
is given by s˜(v) = v⊗p, and consider the universal situation V = Rv1⊕Rv2.
Then (3.15) reads as
(id+σ + · · ·+ σp−1)c(v1, v2) =
∑
s∈S
µs(v1, v2),
where the sum is over the set S of all degree-p non-commutative monomials
in v1 and v2 except for v
⊗p
1 and v
⊗p
2 . In other words, we have S = S
p \ S,
where S = {1, 2} is the set of indices, and S ⊂ Sp is the diagonal. The
permutation action of G = Z/pZ on S is free, and to write down an explicit
formula for c(v1, v2), it suffices to chose a splitting κ : S/G → S of the
quotient map S → S/G. We then have
(6.6) c(v1, v2) =
∑
s∈S/G
µκ(s)(v1, v2) ∈ V
⊗Rp
σ ,
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and this does not depend on the choice of κ. Projecting back onto V = R,
and noting that R is commutative, we see that
c(x, y) =
∑
1≤i≤p−1
1
p
(
p
i
)
xiyp−i, x, y ∈ R,
so that (6.5) becomes
(6.7) (x0×x1)+(y0×y1) = (x0+y0)×
x1 + y1 + ∑
1≤i≤p−1
1
p
(
p
i
)
xi0y
p−i
0
 .
As for the product in R′ = C01(R), then by Lemma 5.6, it is given by (5.5),
and in our situation, it reads as
(6.8) (x0 × x1) · (y0 × y1) = x0y0 × (x
p
0y1 + x1y
p
0).
It remains to recall that R is assumed to be annihilated by p, and to notice
that modulo p, (6.7) and (6.8) are exactly the standard formulas for the sum
and product of Witt vectors. 
6.2 Complexes. The elementary extension ϕ ∈ E l(R,R(1)) defined by
the complex C q of Definition 6.2 also has a very natural lifting to a DG
elementary extension. To describe it, we first need another interpretation
of the complex C˜ q(V ). Recall that for any R[Z/pZ]-module E, the Tate
cohomology complex Cˇ q(Z/pZ, E) is obtained by taking Cˇi(Z/pZ, E) = E
for any integer i, with the differential di : Cˇi(Z/pZ, E) → Cˇi−1(Z/pZ, E)
given by
di =
{
id−σ, i = 2j,
tr, i = 2j + 1.
In other words, Cˇ q(Z/pZ, E) is the 2-periodic complex
(6.9) id−σ−−−−→ E
tr
−−−−→ E
id−σ
−−−−→ E
tr
−−−−→ E
id−σ
−−−−→ .
Then one immediately observes that we have a functorial identification
(6.10) C˜ q(V ) ∼= τ[0,1]Cˇ q(Z/pZ, V
⊗Rp)
for any flat R-module V . To generalize (6.10) to complexes, one needs to
find appropriate versions of the Tate cohomology complex C q(Z/pZ,−) and
of the truncation functor τ[01].
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The former is easy: for any complex of R[Z/pZ]-modules E q, (6.9) is
naturally a bicomplex, and we denote by Cˇ q(Z/pZ, E q) its total complex.
For the latter, we use the filtered truncation functors introduced in [Ka3,
Section 1.3]. Namely, for any abelian category E , denote by CF q(E) the cat-
egory of complexes in E equipped with a descreasing filtration F
q
numbered
by all integers.
Definition 6.4. For any integer n and any abelian category E , the filtered
truncation functors τF≤n, τ
F
≥n : CF q(E)→ CF q(E) are given by
τF≥nEi = d
−1(Fn+1−iEi−1) ∩ F
n−iEi ⊂ Ei,
τF≤nEi = Ei/(F
n+1−iEi + d(F
n−iEi+1))
for any E q ∈ CF q(E).
This is essentially [Ka3, (1.8)], with a difference of notation: τF≥n is τ
n of
[Ka3], and τF≤nE q is the quotient E q/β
nE q. For any filtered complex E q and
any n, we have natural maps τF≥nE q → E q, E q → τ
F
≤n. Given two integers
n ≤ m, we denote τF[n,m]E q = τ
F
≥nτ
F
≤mE q
∼= τF≤mτ
F
≥nE q. If the filtration F
q
on a complex E q is termwise-split, then we have natural identifications
(6.11)
griF (τ
F
≥nE q)
∼= τ≥n+i gr
i
F E q,
griF (τ
F
≤nE q)
∼= τ≤n+i gr
i
F E q,
griF (τ
F
[n,m]E q)
∼= τ[n+i,m+i] gr
i
F E q
for any integer i. In particular, τF≥n, τ
F
≤n and τ
F
[n,m] send filtered quasiisomor-
phisms to filtered quasiisomorphism — in effect, inverting filtered quasiiso-
morphisms of filtered complexes gives the filtered derived category DF (E),
and τF≤n, τ
F
≥n are truncation functors with respect to a natural t-structure
on DF (E).
We now note that any filtration F
q
on a complex E q of R[Z/pZ]-modules
induces a filtration on the Tate complex Cˇ q(Z/pZ, E q). We denote by F
q
the stupid filtration on E q — we recall that by definition, it is given by
F
i
Ej =
{
Ej , i+ j ≥ 0,
0, i+ j < 0,
i, j ∈ Z.
Then we define a filtration F
q
on E q by rescaling F
q
by p — that is, we let
F iE q = F
ip
E q. With these definitions in mind, the following generalization
of Lemma 6.1 has been obtained in [Ka3].
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Lemma 6.5 ([Ka3]). Assume given a complex V q of flat R-modules, and
consider the p-fold tensor power E q = V ⊗Rp
q
. Then for any integer i not
divisible by p, the Tate complex Cˇ q(Z/pZ, Ei) is acyclic. Moreover, equip E q
with with the p-th rescaling F
q
of the stupid filtration F
q
, and consider the
induced filtration on the Tate complex Cˇ q(Z/pZ, E q). Then for any integer
i, we have an functorial isomorphism
(6.12) τF[i,i]Cˇ q(Z/pZ, E q)
∼= V (1)
q
[i],
this isomorphism is functorial in V q, and the induced filtration F
q
on V (1)
q
[i]
is the stupid filtration shifted by i.
Proof. This is [Ka3, Proposition 6.10] (the first and the last claims are a
part of the definition of a “tight” complex given in [Ka3, Definiton 5.2]). 
As an application of Lemma 6.5, for any complex V q ∈ Cfl
q
(R) of flat
R-modules, let us denote by
(6.13) C˜ q(V q) = τF[0,1]Cˇ q(Z/pZ, V
⊗Rp
q
)
the filtered truncation of the Tate cohomology complex Cˇ q(Z/pZ, V ⊗Rp
q
).
Then Lemma 6.5 and (6.11) show that the complex C˜ q(V q) fits into a natural
functorial quasiexact sequence
0 −−−−→ V (1)
q
[1]
b
−−−−→ C˜ q(V q)
a˜
−−−−→ V (1)
q
−−−−→ 0,
where as before, we let V (1)
q
= R(1) ⊗R V q. If we now define C q(V q) by the
pullback square (6.3), then we have a functorial quasiexact sequence
(6.14) 0 −−−−→ V (1)[1]
b
−−−−→ C q(V q)
a
−−−−→ V q −−−−→ 0.
Lemma 6.6. The sequence (6.14) defines a DG elementary extension ϕ q of
R by R(1).
Proof. It is immediately clear from (6.11) that the functor C q = C q(−)
satisfies (2.22), so it remains to prove that it is admissible in the sense
of Definition 2.2. As we have remarked after stating the condition (2.22),
the quasiexact sequence (6.14) insures that it suffices to prove that C q sends
termwise-split injections to termwise-split injections, and termwise-split sur-
jections to termwise-split surjections. In fact, since the square (6.3) is Carte-
sian, it suffices to prove the same for the functor C˜ q of (6.13). We will do
the injections — the argument for surjections is exactly the same.
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Assume given a map f : V q → V ′
q
of complexes of flat R-modules, and
denote
E q = V ⊗Rp
q
, E′
q
= V
′⊗Rp
q
.
Assume that f is a termwise-split injection. Then the p-th tensor power f⊗p :
E q → E′
q
is a termwise-split injection of complexes of R[Z/pZ]-modules, so
that for any integers i, j, the map
(6.15) f⊗p : τ[i,i+1]Cˇ q(Z/pZ, Ej)→ τ[i,i+1]Cˇ q(Z/pZ, E
′
j)
is an injection. Fix an integer i, and consider the associated graded quotient
griF E q. By the definition of the filtration F
q
, this quotient has amplitude
[(i − 1)p + 1, ip], and its associated graded quotients with respect to the
stupid filtration F
q
are the complexes Ej[j], (i − 1)p < j ≤ ip. Then the
Tate complex Cˇ q(Z/pZ, griF E q) is an iterated extension of shifts of Tate
complexes Cˇ q(Z/pZ, Ej), (i − 1)p < j ≤ ip. But by Lemma 6.5, all these
complexes are acyclic, except possibly for the one corresponding to j = ip.
Then applying inductively Lemma 1.1, we conclude that
gr
j
F
τ[i,i+1]Cˇ q(Z/pZ, gr
i
F E q)
∼= τ[i,i+1]Cˇ q(Z/pZ, Ej)[j], (i− 1)p < j ≤ ip.
Moreover, we have the same identification for E′
q
, and since the maps (6.15)
are injections, we conclude that the map
τ[i,i+1]Cˇ q(Z/pZ, gr
i
F E q)→ τ[i,i+1]Cˇ q(Z/pZ, gr
i
F E
′
q
)
induced by f is an injection. Collecting these maps for all i and applying
(6.11), we further conclude that the map
τF[0,1]Cˇ q(Z/pZ, E q)→ τ
F
[0,1]Cˇ q(Z/pZ, E
′
q
)
induced by f is an injection, and this is exactly what we had to prove. 
6.3 Multiplication. It is clear from (6.10) and (6.11) that the restric-
tion ρ(ϕ q) ∈ E l(R,R(1)) of the DG elementary extension ϕ q ∈ E l q(R,R(1))
provided by Lemma 6.6 coincides with the elementary extension ϕ of (6.4).
As it happens, one can also extend the multiplicative structure on ϕ to a
multiplicative structure on ϕ q. To do this, we need to recall a more invariant
definition of Tate cohomology.
For any finite group G and any bounded complex E q of R[G]-modules,
the Tate cohomology groups Hˇ
q
(G,E q) are given by
Hˇ
q
(G,E) = Ext
q
Db(R[G])/Dpf (R[G])(R,E q),
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where R is the trivial R[G]-module, and the Ext-groups are computed in
the quotient of the bounded derived category Db(R[G]) of R[G]-modules by
its full subcategory Dpf (R[G]) ⊂ Db(R[G]) spanned by perfect complexes of
R[G]-modules (equivalently, Dpf (R[G]) ⊂ Db(R[G]) is spanned by compact
objects in the triangulated category D(R[G])). In particular, Hˇ
q
(G,R) is
always an algebra.
In the case G = Z/pZ, the Tate cohomology complex Cˇ q(Z/pZ, E)
of (6.9) computes exactly the groups Hˇ
q
(Z/pZ, E). Unfortunately, the
multiplication in Hˇ
q
(Z/pZ, R) does not lift to a DG algebra structure on
Cˇ q(Z/pZ, R). However, this problem can be solved by changing the complex.
Namely, consider a finite group G, choose a projection resolution P q of
the trivial Z[G]-module Z, and let P q be the cone of the augmentation map
P q → Z. Then it is easy to show (see e.g. [Ka2, Subsection 7.2] but the claim
is completely standard) that for bounded complex E q of R[G]-modules, we
have a natural identification
(6.16) Hˇ
q
(G,E q) ∼= lim
i
→
H
q
(G,E q ⊗ F−iP q),
where H
q
(G,−) = Ext
q
D(R[G])(R,−) is the cohomology of the group G, and
F−iP q is the (−i)-th term of the stupid filtration on the complex P q. More-
over, the right-hand side of (6.16) is canonically independent of the choice of
a resolution P q — indeed, for any two resolutions P q, P ′ q, we have natural
maps P q → P q ⊗ P
′
q
, P
′
q
→ P q ⊗ P
′
q
, and both maps induce isomorphisms
in the right-hand side of (6.16). If one wants to represent Tate cohomol-
ogy by an explicit functorial complex, one also needs to represent the usual
cohomology H
q
(G,E q) by such a complex; the standard way to do is is to
choose an injective resolution I
q
of the trivial Z[G]-module Z, and consider
the cohomology complex
(6.17) C
q
(G,E q) = (E q ⊗ I
q
)G .
Altogether, the following sums up the situation.
Definition 6.7. (i) Resolution data for a finite group G is a pair ν =
〈P q, I
q
〉 of a projective resolution P q and an injective resolution I
q
of
the trivial Z[G]-module Z.
(ii) For any associative unital ring R, any bounded complex E q of R[G]-
modules, and any resolution data ν, the Tate cohomology complex of
G with coefficients in E q is given by
(6.18) Cˇ q(G, ν,E q) =
(
E q ⊗ P q ⊗ I q
)G
,
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where P q is the cone of the augmentation map P q → Z.
Then for any G and E q, and for any choice of the resolution data ν, we
obviously have
Cˇ q(G, ν,E q) ∼= lim
i
→
C
q
(G,E q ⊗ F−iP q),
where C
q
(G,−) in the right-hand side is the complex (6.17), and by (6.16),
Cˇ q(G, ν,E q) computes the Tate cohomology Hˇ q(G,E q) and does not depend
on ν up to a canonical quasiisomorphism.
Alternatively, given resolution data ν = 〈P q, I
q
〉, one can consider the
composition P q → Z→ I
q
of the augmentation maps, and let P˜ q be its cone.
Then for any bounded complex E q of R[G]-modules, one can consider the
complex
(6.19) Cˇ ′
q
(G, ν,E q) =
(
E q ⊗ P˜ q
)G
.
Then we have an obvious map P˜ q → P q ⊗ I
q
, and one easily shows that the
induced map
Cˇ ′
q
(G, ν,E q)→ Cˇ q(G, ν,E q)
is a quasiisomorphism. Thus the complex (6.19) also computes Tate coho-
mology groups Hˇ q(G,E q) (in fact, historically, this was their original defini-
tion).
Now let us say that resolution data 〈P q, I
q
〉 are multiplicative if both I
q
and P˜ q are equipped with a structure of a unital associative DG algebra.
Note that multiplicative resolution data do exist for any finite group G.
Indeed, for I
q
, this is well-known, and for P q, it suffices to take a free Z[G]-
module P0 equipped with a surjective map d : P0 → Z, and let Pi = P
⊗i
0 ,
i ≥ 1, with the differential induced by d.
Lemma 6.8. Assume given a set of multiplicative resolution data ν for the
cyclic group Z/pZ, and for any complex V q ∈ Cpf
q
(R) with tensor power
E q = V ⊗Rp
q
, let
C˜ q(ν, V q) = τF[0,1]Cˇ q(Z/pZ, ν, E q),
where the filtration F
q
on E q is the same as in Lemma 6.5. Then the ad-
missible functor C˜ q(ν,−) : Cpf
q
(R) → C q(R) has a natural multiplicative
structure in the sense of Definition 5.9.
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Proof. The tensor power V ⊗Rp has a trivial multiplicative structure, and
since ν is multiplicative, the functor Cˇ q(Z/pZ, ν,−) is also multiplicative. It
remains to notice that this multiplicativity is compatible with the filtrations,
and the filtered truncation functor τF[0,1] : CF q(R) → CF q(R) also has an
obvious multiplicative structure. 
As an immediately corollary of Lemma 6.8, we see that the functor
C q(ν, V q) obtained from C˜ q(ν, V q) by the pullback square (6.3) is also mul-
tiplicative, so that we obtain a multiplicative DG elementary extension ϕν
q
of R by R(1). Moreover, while the periodic Tate complex Cˇ q(Z/pZ, E q) is
not of the form (6.18) for any choice of the resolution data, it is of the form
(6.19) — as resolution data, one takes the pair of the standard periodic pro-
jective and injective resolutions of Z. Therefore we have a natural functorial
quasiisomorphism
C q(V q)→ C q(ν, V q),
where C q(V q) is the functorial complex (6.14). Taking restictions, we also
obtain a map from the elementary extension ϕ of (6.4) to the restriction
ρ(ϕν
q
) of the DG elementary extension ϕν
q
. An interested reader can easily
check that this map is multiplicative, so that ϕν
q
indeed extends ϕ to a
multiplicative functor.
6.4 Splittings. We will now show that under some assumptions, the
situation for the multiplicative DG elementary extension ϕν
q
provided by
Lemma 6.8 is better than for a general multiplicative DG elementary exten-
sion — namely, we do have a good multiplicative strict left DG splitting of
the induced extension q∗(ϕ
ν
q
).
First of all, assume that the commutative ring R is perfect — that is,
the Frobenius map Fr : R→ R(1) is bijective. In this case, we have C˜ q(V ) ∼=
C q(V ) and C˜ q(V q) ∼= C q(V q), without the need to apply the pullback square
(6.3). Moreover, the augmentation ideal in the second Witt vectors ring
W2(R) = R
′ is generated by p, so that we have R ∼= R′/p.
Next, consider the category Cpf
q
(R′), and for any complex V q ∈ Cpf
q
(R′),
denote
(6.20) C q(V q) = τF[0,1]Cˇ q(Z/pZ, V
⊗R′p
q
),
where as in Lemma 6.5, the filtration F
q
on V ⊗R′p
q
is the p-th rescaling of
the stupid filtration.
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Lemma 6.9. Assume given a complex V q ∈ Cpf
q
(R′), let q : V q → V q/p be
the quotient map, and let p : V q/p → V q be the embedding induced by the
multiplication by p.
(i) We have a natural exact sequence
(6.21) 0 −−−−→ C q(V q/p)
p
−−−−→ C q(V q)
q
−−−−→ C q(V q/p) −−−−→ 0
of complexes of R′-modules.
(ii) Let qi : τ
F
[i,i]C q(V q)→ τ
F
[i,i]C q(V q/p) be the map induced by the quotient
map q for i = 0, 1. Then q0 is an isomorphism, and q1 = 0.
Proof. For (i), note that it suffices to prove that the sequence becomes exact
after taking the associated graded quotient griF for an arbitrary integer i.
We always have an exact sequence
0 −−−−→ Cˇ q(Z/pZ, (V q/p)⊗Rp)
p
−−−−→ Cˇ q(Z/pZ, V ⊗R′p
q
)
q
−−−−→
q
−−−−→ Cˇ q(Z/pZ, (V q/p)⊗Rp) −−−−→ 0
of Tate complexes, so that by (6.11) and Lemma 1.1, it suffices to check that
the connecting differential
δi,j : Hˇj(Z/pZ, gr
i
F (V q/p)
⊗Rp)→ Hˇj−1(Z/pZ, gr
i
F (V q/p)
⊗Rp)
in the corresponding long exact sequence of homology vanishes for any i and
j = i, i+ 2. Since the Tate complex is 2-periodic, it suffices to consider the
case j = i. By Lemma 6.5, we have a functorial identification
(6.22) Hˇi(Z/pZ, gr
i
F (V q/p)
⊗Rp) ∼= Hˇi−1(Z/pZ, gr
i
F (V q/p)
⊗Rp) ∼= V
(1)
i /p,
so that δi,i is an endomorphism of V
(1)
i /p. Then by functoriality, we have
replace the complex V q with Vi[i], so it suffices to consider the case when V q
is concentrated in a single homological degree.
For (ii), note that since by Lemma 6.5, the filtration F
q
induces a shift
of the stupid filtration on τF[j,j]C q(V q) for any j, it again suffices to prove
the claim after passing to griF . Moreover, if we know that δi,i = 0, then
both claims reduce to checking that δi,i+1 is an isomorphism, and by virtue
of (6.22), it suffices to check this for complexes concentrated in a single
homological degree.
Moreover, since both homology groups in (6.22) are additive with respect
to V q, we may further assume that Vi ∼= R
′, so that V q = R′[i] for some
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integer i. Then V ⊗R′p
q
∼= R′[ip], and the permutation σ acts by (−1)i(p−1) id.
If i(p− 1) is even, then, since the Tate complex (6.9) is 2-periodic, we have
(6.23) Cˇ q(Z/pZ, (R′[i])⊗R′p) ∼= Cˇ q(Z/pZ, R′)[i].
If i(p − 1) is odd, then necessarily p = 2, and the differentials in (6.9) are
given by id−σ, id+σ. Therefore replacing σ by −σ is equivalent to shifting
the complex by 1, and we still have the identification (6.23). It shows that
we may further assume that i = 0. Then the complex (6.9) is the complex
0
−−−−→ R′
p
−−−−→ R′
0
−−−−→ R′
p
−−−−→ R′
0
−−−−→ ,
with d : Cˇi(Z/pZ, R
′)→ Cˇi−1(Z/pZ, R
′) given by 0 for even i and p for odd
i, and both claims (i), (ii) are obvious. 
We now note that the proof of Lemma 6.9 only depends on the homology
groups Hˇ q(Z/pZ,−), so it remains valid if we change (6.20) by considering
one of the different versions of the Tate complex given in Subsection 6.3.
So, fix once and for all a set ν of multiplicative resolution data for the cyclic
group Z/pZ, and let Cˇ q(Z/pZ, ν,−) = Cˇ q(Z/pZ,−), with (6.20) reinter-
preted accordingly (we will not need the periodic complex (6.9) anymore, so
there is no danger of confusion).
Now, for any complex W q ∈ Cpf
q
(R), denote by C
r
q
(W q) ⊂ C q(W q) the
kernel of the map a : C q(W q) → W q, and denote by C
l
q
= C q(W q)/b(W q[1])
the cokernel of map b : W q[1] → C q(W q). Then by Lemma 6.9 (i), for any
V q ∈ Cpf
q
(R′), we can define complexes Cr
q
(V q), C l
q
(V q) by exact sequences
(6.24)
0 −−−−→ C
r
q
(V q/p)
p
−−−−→ C q(V q) −−−−→ C l
q
(V q) −−−−→ 0,
0 −−−−→ Cr
q
(V q) −−−−→ C q(V q)
q
−−−−→ C
l
q
(V q/p) −−−−→ 0.
By Lemma 6.9 (ii), C l
q
(V q) resp. Cr
q
(V q) is a strict left resp. right DG splitting
of the DG elementary extension C q(V q/p). Both Cr
q
(V q) and C l
q
(V q) are
functorial in V q. The functor C l
q
(−) has an obvious multiplicative structure
induced by the multiplicative structure on C q(−), and the action of C q(−) on
Cr
q
(−) ⊂ C q(−) factors through its quotient C l
q
(−) — for any two complexes
V q, V ′
q
∈ Cpf
q
(R′), we have functorial action maps
(6.25)
C l
q
(V ′
q
)⊗R′ C
l
q
(V q)→ C l
q
(V ′
q
⊗R′ V q),
C l
q
(V ′
q
)⊗R′ C
r
q
(V q)→ Cr
q
(V ′
q
⊗R′ V q).
We will need one somewhat technical result on the functor C l
q
(−). Take the
unity element t0 = 1 ∈ C
l
0(R
′), and as in the proof of Lemma 4.4, lift it to an
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element s0 ∈ C
l
0(Cone(R
′)[−1]) such that C l
q
(α)(s0) = t0 and ds0 = C
l
q
(β)(t)
for some t1 ∈ C1(R
′[−1]). Then by adjunction, s0 induces a map
(6.26) s˜ : V0 → C
l
0(V q)
for any complex V q ∈ Cpf
q
(R′), and this map is functorial in V q. Moreover,
since C l
q
(α)(s0) = 1, we have
(6.27) s˜(v) = v⊗p
for any closed v ∈ V0, dv = 0. If we project C
l
q
(V q) to C q(V q/p), then the
composition map V0 → C0(V q/p) factors through a functorial map
s : V0/p→ C0(V q/p)
corresponding to the image of the element s0 in C0(R), and we still have
(6.28) s(v) = v⊗p
for any closed v ∈ V0/p, dv = 0. In particular, both s˜ and s are multi-
plicative on closed elements. On the whole V0, the map s˜ does not have to
multiplicative, but the following is sufficient for our purposes.
Lemma 6.10. (i) Assume given two complexes V q, V ′
q
∈ Cpf
q
(R′) and el-
ements v ∈ V0, v
′ ∈ V ′0 such that dv = dv
′ = 0 mod p. Then we
have
(6.29) s˜(v · v′) = s˜(v) · s˜(v′) ∈ C l0(V q ⊗R′ V
′
q
).
(ii) Assume in addition that V q = V ′
q
and v = v′ mod p. Then we have
s˜(v) = s˜(v′).
Proof. For (i), note that we can always replace the complexes V q, V ′
q
with
the 0-th terms of their stupid filtration; assume therefore that both lie in
Cpf≤0(R
′). Then so does the product V ′′
q
= V q ⊗R′ V
′
q
, and the natural pro-
jection λ′′ : V ′′
q
→ V ′′0
∼= V0 ⊗R′ V
′
0 is the tensor product of the projections
λ : V q → V0, λ
′ : V ′
q
→ V ′0 . Since C
l
q
(V ′′
q
) is a strict left DG splitting of
C q(V ′′
q
/p), the map
(6.30) C l
q
(V ′′
q
)
q⊕Clq(λ′′)
−−−−−−→ C q(V ′′
q
/p)⊕ C l
q
(V ′′0 )
is injective in degree 0 for dimension reasons. Therefore is suffices to check
(6.29) after projecting to C0(V
′′
q
/p) and to C l0(V
′′
0 ). For the former, note
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that by assumption, v and v′ are closed modulo p, so that (6.29) immediately
follows from (6.28). For the latter, note that then we can replace V q, V ′
q
with
V0, V
′
0 , and then v and v
′ become closed, and (6.29) follows from (6.27).
For (ii), note that it suffices to prove that s˜(v) = s˜(v′) in the universal
situation V q = Cone(R′v1 ⊕ R
′v2)[−1], v = v1, v
′ = v1 + pv2. In this
situation, the map (6.30) for the complex V q is still injective, and moreover,
since v = v′ mod p, we have q(s˜(v)) = s(v) = s(v′) = q(s˜(v′)), so that we
may further project to V0 = R
′v1 ⊕R
′v2. Then (3.15) and (6.6) show that
(6.31) s˜(v′)− s˜(v) =
∑
1≤i≤p−1
pi
∑
s∈Si/G
δ(µκ(s)(v1, v2)),
where Si ⊂ S is the subset parametrizing monomials of degree i in v2 (and
p − i in v1). Since for any i ≥ 1, s ∈ Si/G, p
i is divisible by p, while
δ(µκ(s)(v1, v2)) lies in C
r
0(V0/p) ⊂ C0(V0/p), the right-hand of (6.31) gives 0
in the quotient C l0(V0) = C0(V0)/pC
r
0(V0/p). 
6.5 Liftings. We can now prove the following surprising general property
of the functors C l
q
, Cr
q
of (6.24) (we note that the idea for this is essentially
due to V. Vologodsky). We need to assume further that the perfect ring R
is a field.
Proposition 6.11. The functorial complexes C l
q
(V q), Cr
q
(V q) of (6.24) only
depend on the quotient V q/p, so that the corresponding admissible functors
C l
q
, Cr
q
: Cpf
q
(R′)→ C q(R′)
factor through the projection q∗ : Cpf
q
(R′)→ Cpf
q
(R), q∗(V q) = V q/p.
Proof. By definition, morphisms from V q to V ′
q
in the category Cpf
q
(R′) are
degree-0 classes
f ∈ Hom0(V q, V ′
q
)
in the complex Hom
q
(V q, V ′
q
) such that df = 0. Such a morphism acts on V q
via the action map
(6.32) a : Hom
q
(V q, V ′
q
)⊗R′ V q → V
′
q
.
On the other hand, on p-th tensor powers, such a morphism f acts by
f⊗p. Then (6.27) shows that the morphisms C l
q
(f), Cr
q
(f) can be expressed
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in terms of the map s˜ of (6.26) and the maps (6.25). Namely, for any
f : V q → V ′
q
and c ∈ C l
q
(V q), c′ ∈ Cr
q
(V q), we have
(6.33) C l
q
(f)(c) = C l
q
(a)(s˜(f) · c), Cr
q
(f)(c′) = Cr
q
(a)(s˜(f) · c′),
where · denotes the product (6.25), and a is the action map (6.32).
Now, since R is by assumption a field, the projection q∗ : Cpf
q
(R′) →
Cpf
q
(R) is essentially surjective. Therefore one can describe the category
Cpf
q
(R) in the following way: objects are complexes V q ∈ Cpf
q
(R′), mor-
phisms from V q to V ′
q
are closed degree-0 classes
(6.34) f ∈ Hom0(V q/p, V ′
q
/p) = Hom0(V q, V ′
q
)/p
in the complex Hom
q
(V q, V ′
q
)/p. But by Lemma 6.10, for any V q, V ′
q
∈
Cpf
q
(R′), the map s˜ actually factors as
Hom0(V q, V ′
q
)
q
−−−−→ Hom0(V q, V ′
q
)/p
s
−−−−→ C l0(Hom
q
(V q, V ′
q
)),
and the map s is multiplicative on closed classes. Then to factor the functors
C l
q
(−), Cr
q
(−) through q∗, just let morphisms f of (6.34) act by (6.33). 
Remark 6.12. The only place where we have used the assumption that R
is field is in concluding that q∗ : Cpf
q
(R′)→ Cpf
q
(R) is essentially surjective.
It might be that homological properties of perfect rings are good enough to
insure this in a more general situation, but I have not pursued this.
Now, by virtue of Proposition 6.11, we can redefine the functors C l
q
(−),
Cr
q
(−) as admissible functors
Cl
q
, Cr
q
∈ B q(R,R′)
from Cpf
q
(R) to C q(R′), so that what we denoted earlier by Cl
q
(V q), Cr
q
(V q)
will now become Cl
q
(V q/p), Cr
q
(V q/p). Then C l
q
, Cr
q
are strict left resp. right
DG splittings of the extension q∗C q, where C q is the cyclic powers extension
(6.14) of Lemma 6.6. By the unicity clause of Proposition 4.6, the splitting
Cr
q
must coincide with the one constructed in that Proposition in the context
of a general DG elementary extension. The splitting C l
q
is new: we do not
know how to construct it in the general case. However, for the cyclic powers
extension C q, it is perfectly well-defined. Moreover, by construction, it has a
natural multiplicative structure. As in Subsection 4.3, we can further extend
to a functor
C l
q
: Cfl
q
(R)→ C q(R′),
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and the extended functor inherits a multiplicative structure. In particular,
for any DG algebra A q over R, we have a functorial map
(6.35) C l
q
(A q)→ q∗C q(A q)
of DG algebras over R′. This opens the way to various DG versions of
Proposition 5.8. We will only record the simplest possible result in this
direction.
Proposition 6.13. Assume given a DG algebra A q over R, and consider
the DG algebra C q(A q) with the augmentation map a : C q(A q) → A q.
Assume further that there exists a DG algebra A′
q
flat over R′ such that
A q ∼= A′
q
⊗R′ R = A
′
q
/p. Then there exists a DG algebra C˜ l
q
(A q) over R and
a DG algebra map l : C˜ l
q
(A q)→ C q(A q) such that the composition map
C˜ l
q
(A q)
l
−−−−→ C q(A q)
a
−−−−→ A q
is a quasiisomorphism.
Proof. We have the DG algebra C l
q
(A q) over R′ and the DG algebra map
(6.35). Moreover, C l
q
(A q) is a multiplicative strict left DG splitting ψ ∈
Spl l
q
(ϕ) of the multiplicative elementary extension q∗ϕ q = q∗C q(A q) in the
category C q(R′). On the other hand, the DG algebra A′
q
is an extension of
A q by A(1)
q
, thus defines an object ε in the extension groupoid Ex q(A q, A(1)
q
).
Applying the difference functor (1.22), we obtain an object
ψ − ε = 〈C˜ l
q
(A q), l, bl〉 ∈ Spl l
q
(q∗ϕ).
As in Proposition 4.2, C˜ l
q
(A q) is actually a complex over R = R′/p, and as
in Proposition 5.8, it has a natural DG algebra structure. 
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