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RESUMEN 
Se presenta en este trabajo la teoria correspondiente a la prime 
ra variación aplicada a diferentes tipos de funcionales a la vez que 
las condiciones de Weierstrass-Erdmann, para la existencia de extrem~ 
les con puntos angulosos esvdeducida para cada uno de ellos.-
El. Método de Ri tz es analizado en la forma clásica pero en el ~ 
lisis de la convergencia de la solución aproximada como del comporta-
miento de los coeficientes-Ritz se recurre a la teoria de operadores 
en espacios de Hilbert que permite presentar el problema de una mane-
ra elegante, concisa y clara.-
El concepto de "funcionales relajados" y un camino sistemático 
para su obtención, la aplicación del método de Ritz a los mismos, la 
necesidad de subdividir la región en que están aplicados dichos fun--
cionales a la vez que el mapeamiento de esa región son analizados a 
lo largo de este trabajo.-
También se presentan· resultados numéricos para el caso de torsi.án 
en barras y su comparación con los exactos y los obtenidos por otros 
métodos.-
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R E S U M O 
Apresenta-se neste trabalho a teoria correspondente a primeira vari-
ação aplicada a diversos tipos de funcionais e simultaneamente se 
deduz as condições de Weierstrass-Erdmann para a existência de fun -
ções extremais com pontos angulosos. 
O método de Ritz é analisado na sua forma clássica porem na análise 
da convergência da solução aproximada e no comportamento dos coefici 
entes - Ritz se recorre à teoria dos operadores em espaços de Hil -
bert, o que permite apresentar o problema de uma maneira elegante, 
concisa e clara. 
Analisa-se ao longo deste trabalho o conceito de "funcionais relaxa-
dos" e um caminho sistemático para sua obtenção.a aplicação do méto-
do de Ritz aos mesmos, bem~como, a necessidade de subdividir e mape-
ar a região à qual estão aplicados esses funcionais. 
Também se apresenta os resultados numéricos para o caso de torção em 
barras e sua comparação com os valores exatos e os obtidos por outros 
métodos. 
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S U M M A R Y 
The theory of the first variations of different type of functionals is 
presented in this work. 
The Weierstrass - Erdmann corner conditions are obtained for each one 
of these functionals. 
The classical theory of the Ritz Method is developed, but when dealing 
with convergende of the aproximated solutions and performance of the 
Ritz coefficients, the theory of operators in Hilbert spaces is 
introduced; this makes it possible to have the problem in an elegant, 
clear and compact form. 
The concept of "extended functionals", a systematic way of getting 
them, the application of the Ritz Method to these functionals as well as 
mapping and the subdivition of the application domain are analyzed in 
this investigation. 
Numerical results for torsion in bars are compareci with results 
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I N T R o D u e e I o N 
Todo problema lineal de la física matemática se sabe está gober-
nado por ecuaciones diferenciales o también por los llamados "princi-
pios de mínimo". Así por ejemplo la posición de equilibrio de un sis-
tema estructural es una configuración tal que hace mínima la energia 
potencial total del sistema.-
Matematicamente el problema de resolver una ecuación diferenciru. 
para determinadas condiciones de contorno, es equivalente al problema 
en el cálculo de variaciones de hallar la función que minimiza una i~ 
tegral para la cual la ecuación diferencial dada no es otra cosa que 
la ecuación de Euler-Lagrange.-
Surgen asi, entre otros, los llamados "métodos directos 11 para 
resolver los problemas que seplantean en el cálculo variacional (min! 
mizar un determinado funcional); estos métodos dada la equivalencia 
mencionada anteriormente son simultáneamente métodos para resolver 
ecuaciones diferenciales.-
Dos físicos, Lord Rayleigh y Walter Ritz, conciben independient~ 
mente uno de estos métodos (el primero en su obra clásica "Theory of 
Sound", el segundo en sus publicaciones de 1908 y 1909), la idea es 
sustituir el problema variacional por otro que consiste en minimizar 
una función y en el que sólo un n~mero determinado de parametros es 
necesario calcular.-
La introducción del concepto de "funcionales relajados" y su ob-
tención a travez del relajamiento de las condiciones de Weierstrass--
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Erdmann, como así también del mapeamiento de la región en que están 
actuando estes funcionales, hacen que la aplicación del Método de Ri.tz 
permita abordar con generalidad, dentro de un mismo problema, cual-
quier forma y condición de contorno,-
Algunos autores como W, Kohn(z7), 
(28) . 
y E, H, Lee han trabaJado 
con estas tipos de funcionales, parece ser sin embargo, que dichos a~ 
tores los obtenían mediante sucesivos tanteos ayudados por la intui--
ción y experiencia, Existe como se muestra luego en este trabajo una 
manera lógica y sistemática para obtener dichos funcionales,-
Por otra parte la existencia de computadores digitales permite 
automatizar los cálculos mediante "programas" muy similares a los em-
pleados en el análisis por Elementos Finitos,-
3 
CAPITULO I, CALCULO DE VARIACIONES 
§1,1,FUNCIONALES. 
Ciertas cantidades llamadas "funcionales" tienen un papel impo_!: 
tante en numerosos problemas de mecánica, fisica, etc •• Por "funcio-
nal" se interpretará el operador que relaciona cada elemento perten!_ 
ciente a un determinado conjunto con números reales. Un ejemplo clá-
sico es el caso de la prticula que se mueve libremente en el plano -
pudiendo recorrer diferentes trayectorias par unir dos puntos A y B-
con velocidad v, se obtiene un funcional asociando a cada trayecto--
" ria el tiempo que la partícula emplea en recorrer AB.-
Resumiendo se tiene que si s< 1)'es un conjunto de cualquier ti-.. 
' ' po y si a cada elemento uE S corresponde un y solo un n~mero F(u),-
se dirá que el funcional F está dado en S; el conjunto S se denomina 
domínio de definici6n del funcional F y se lo designará con D(F), la 
cantidad F(u) es llamada "valor del funcional F para el elemento u". 
A su vez F se dice que es real si todos sus.valores son reales. Sim-
b6licamente se tiene: 
F = F(u), uES, F(u)E Rii 1 (1.1.1) 
El problema en el cálculo de variaciones consiste en: dado un -
funcional F, de dominio D(F), se quiere determinar el elemento u 
o 
donde u E D(F), tal que el funcional F tome un valor mínimo: o 
'Indica bibliografia al final del presente trabajo. 
11 u E S debe leerse u pertenece a S • 
... 
''' R indica el conjunto de números reales; 
f(u) = inf F(u) o ueD(F) 
(1.1.2) 
o un valor máximo: 
F(u) = sup F(u) o uED(F) 
(1.1.3) 
Téngase presente que el problema de determinar el m!ximo de F, 
es idêntico al de determinar el mínimo de (-F).-
§1.2. ESPACIO DE FUNCIONES 
En eL estudio de funciones de n variables es conveniente inter-
pretar al conjunto de 11 n" números (x1 ,x2 , ••••••• xn) como las coor--
denadas de un punto en el espacio Euclidiano n dimensional (E). De n 
la misma manera cuando se trabaja con funcionales se puede generali-
zar la idea anterior y considerar cada función u, perteneciente a de 
terminada clase, como un "punto" de un cierto espacio, espacio este 
cuyos elementos son por tanto funciones y que se convendrá en llamar 
"espacio de funciones".-
Por otra parte, cuando se tiene funciones de n variables inde--
pendientes es suficiente considerar un espacio E, cuando se trabaja n 
con funcionales esto no ocurre y la naturaleza del problema determi-
nará, en general, la elección del espacio de funciones. Por ejemplo 
sea el funcional: 
F(u) = J:f(x,u(x),u•(x)) dx (1.2.1)i 
1 u•(x) indica du/dx.-
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será natural considerar el D(F) como el conjunto de todas las funci~ 
nes con derivadas primeras continuas, es decir: 
uED(F), D(F) = \u; uEc1ca,b)} 
si F es de la forma: 
F(u) = r:f(x,u(x),u•(x),u"(x)) dx (1.2.2) 
se tomaria D(F) = tu; ut c2(a,b)) .-
El concepto de continuidad tiene importancia fundamental en el 
estudio de funcionales, de la misma manera que lo tiene para funcio-
nes, y asi como en E se introduce el concepto de distancia de un n 
punto al origen del sistema, en el espacio de funciones se definirá 
de manera análoga el concepto de "norma" de una funci6n; para genera 
lizar este concepto se introducirá lo que se llamará "espacio lineal 
normado" (enforma abreviada se escribirá e.l.n.).-
DEFINICION 1.2.1. : El conjunto S de elementos x, y, z, etc. de cua,! 
quier tipo, es llamado espacio lineal sobre el campo ÇJ;' con elemen-
tos oe, J• '/· .. si las siguientes condiciones se cumplen: 
i ) Si x~S, yGS luego la suma de x e y, (x + y), esta definida tam-
bi~n en Ses decir (x + y)Es.-
ii) La adici6n es conmutativa: x + y = y + x.-
iii) La adici6n es asociativa (x + y) + z = x + (y + z).-
iv) Existe un elemento nulo OES tal que x +O= x para cualquier x 
perteneciente a S.-
v ) Para todo xeS existe un elemento (-x)ES tal que x + (-x) = O.-
vi) La multiplicaci6n escalar de elementos de S por elementos de':J7 
está definida, este es si xES yocEÇJ;' luego ocxes.-
6 
vii) La multiplicaci6n escalares asociativa: si xES yo<'., fE r;/', 
oe<px> = <oef) x.-
viii) La multiplicaci6n escalar es distributiva: si xES yo<., J>Er;/', 
luego {ex+ f) x 'O(X + J>x; si x, yE S yocEo/ oc(x + y) =o<:x ~--
ix ) Existe el elemento identidad 1E9f', tal que 1x = x,-
DEFINICION 1,2,2,: Sea S un espacio lineal sobre el campo de números 
reales R, El funcional llxll que está definido en S es llamado "norma" 
de xES si cumple con las siguientes propiedades: 
i ) li xíl > O para todo xE s, con la excepci6n del elemento nulo,-
ii ). l!xJJ = O si y solo si X = o (elemento nulo),-
iii) JIÀxíl 9ÃJ JI xJI , para todo xE s, ÀER,-
iv ) Jjx + yj ~IJxlJ + ]JyjJ (desigualdad del triángulo),-
N6tese que la norma, de acuerdo con estas propiedades, no es 
otra cosa que un funcional ya que a cada elemento xE S le asigna un 
número real,-
DEFINICION 1,2,3,: Ses un espacio lineal normado (Ses un e,l,n,) 
sobre R si: 
i) Ses un espacio lineal sobre R,-
ii) La norma definida en S satisface las propiedades 
en la DEFINICION 1,2,2. para todo xE S,-
establecidas 
Los elementos de un e,l,n, pueden ser objetos de cualquier ti-
po (números, vectores, funciones, etc,). Los siguientes ejemplos son 
importantes para el desarrollo de este trabajo,-
Ejemplo 1. Sea c[a,~ el conjunto de todas las funciones continuas, 
y = y(x), definidas en el intervalo cerrado [a,tj; la adici6n de ele 
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mentos de Cola multiplicaci6n de ellos por números reales conduci-
rá a otro elemento de e, y la norma se podrá definir como: 
/IYII = max y(x) 
~.~ 
(La demostraci6n de que esta norma satisface las propiedades establ~ 
cidas en la DEFINICION 1.2.2, puede verse en Sagan H., 11 Introduction 
to the Calculus of Variations"),-
Ejemplo 2. El espacio c1 [a,b] de todas las funciones continuas con 
derivadas primaras continuas en todo [a,b], puede tener como "norma" 
a: 
+ max ly• (x) \ 
[a, bJ , 
Se tiene asilos conceptos de espacio lineal (como una general! 
zaci6n del espacio de números reales), de norma (como generalizaci6n 
de la distancia de un punto al origen del sistema de referencia). Se 
está en condiciones de hablar de "distancia" entre elementos y por 
tanto de 11 proximidad entre los mismos", Por definici6n la distancia 
entre dos elementos x, yE; S será la cantidad Jjx - Yíl, es decir la 
norma del elemento zE S definido por z = x - y.-
Las siguientes definiciones serán útiles( 3 ),_ 
DEFINICION 1.2.4.: Sea YC S, Y es llamado un "subconjunto abierto" 
del e.l.n. S si para cualquier fE Y existe un ó>O (c:ÍE R) tal que 
f +h E Y para todo h E S definido por 1\ híl< d, -
DEFINICION 1.2,5,: La Hproxímidad" o "vecindad" de orden ó a 
que se indicarápor Nó(f ), es el subconjunto abierto en S 
o 
f E s, o 
definido 
por todos los elementos fE S tal que l]f-f
0
]]<J, o de otra manera,con~ 
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tituido por todos los elementos f
0
+h, htS tal que lihij<6.-· 
§1,3, VARIACION DE UN FUNCIONAL 
Se introduce aqui el concepto de "variacilln" de un funcional, 
análogo al concepto de diferencial de una funcilln, Este concepto se 
utilizará para establecer condiciones para la existencia de extremos 
(máximos o m1nimos relativos) de un funcional,-
Supllngase F(y) definido en YC:S, donde Ses un e,l,n,, Si y E Y o 
y hES y
0
+h€Y si l\h\j<á(ó>O), luego F(y
0
+h) tambi~n está definido 
en Y, N6tese que dado .6>o y hE S, \\híl<ó siempre será 
h determinar t, tER, tal que ]\thíl<{(-1.,.; t~1), 
th) también estará definido en Y,-
posible dado un 
por lo que F(y + 
o 
Luego JF(h)' es llamado "primera variacilln" de F(y) en y = y
0 
, 
si para tE R 
bF(h) = !t F(y O +th)I t=O 
existe para todo hES, llh\j<J ,-
(1,3,1) 
La primera variacilln ÓF(h) de F(y) en y = y
0 
es homog~nea de 
primer grado, esto es para todo elemento h E S y . todo ÀE R se verifica 
que: 
ÓF(Àh) = ÀóF(h) (1,3,2) 
La demostracilln de (1,3,2) es como sigue: 
'Estrictamente la primera variacilln ~F(h) es un funcional que depe~ 
de no solo de h sino también de y = y(x), luego ser~a õF(y,h),-
&F(Àh)= i F(y +t Ãh) 1 = lim -1'..izo+tÀh)-F(yol = 
dt o t=O t-+O t 
= lim ÀF(yq+tÀh)-F(yq) = lim ),.. F(yo+ h)-F( Yo) = 
~ ..... o ~ t-o t>-. 
que es lo que se queria demostrar.-
Por otra parte se tiene que: 
6F(h) = d: F(y0 +th) 1 = lim 
t=O t-+0 
de donde: 
ôF(h) +o<( th) = 
en la que se verifica: 






Si se multiplica ambos miembros de (1.3.4) por t se tiene 
F(y0 +th) - F(y0 ) = cSF(tb) + to<(th) 
y llamando th=k se tiene 
donde 
F(y0 +k) - F(y0 ) = óF(k) + é(k). 
1 . E(k) im t 
t-... o 




§1.4. ESPACIO DE FUNCIONES ADMISIBLES Y ESPACIO DE VARIACIONES ADMISI 
BLES 
Considérese( 3 ) el problema variacional mas simple: 
Encontrar la función y=y(x)E c1 ~.b_] tal que mínimice al funcional 
F(y) = J:f(x,y,y') dx 
y tal que y(a)=ya, y(b)=yb (condiciones de contorno).-
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Resulta evidente que solo interesan, de todas las funciones y E 
c1 @<,~, aquellas que satisfacen las condiciones de contorno; el con-
junto de estas funciones se llamará "espacio de funciones competiti-
vas" o "espacio de funciones admisibles" y se lo designart>. por I:: ., En 
el ejemplo planteado se tiene: 
L = ! y; y E C 1 [a, b] , y (a)= y a, y ( b) = Yb} 
Teniéndose definido el campo de funciones admisibles, se introd~ 
cirá el concepto de "campo de variaciones àdmisibles".-
Se tiene asi que: "Para un cierto espacio de funciones admisibles 
Lcs, H e S es llamado campo de variaciones admisi bles de I si, para to 
do YE-2, hE H, y+hEr.-
§1.5. EXTREMO DE UN FUNCIONAL 
Sea ~S el espacio de func·iones admisibles para un cierto funcio 
nal F(y). Se dice que YoEI conduce a un mínimo relativo (o mt>.ximo re 
lativo) a F(y) en L si: 
F(y) - F(y0 )) O (~O) 
para todo ylé2para los cuales IIY - YolJ<ó, para alg(,.n ,ho.-
Teni~ndose en cuenta la definición de espacio de variaciones ad 
misibles se tendrá: 
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(1.5.2) 
para todo hEH, donde H es el espacio de variaciones admisibles de L, 
tal que J[ h[[<ói b)O. -
§1.6. MAXIMOS Y MINIMOS RELATIVOS, FUERTES Y DEBILES 
Como se ha visto el funcional F(y) está definido en un subconjup_ 
to abierto Y de un cierto e,l,n. S; dependiendo del tipo de normaado~ 
tada resulta evidente surgen diferentes tipos de m1nirnos y máximos re 
lativos.-
As1 por ejemplo, sup6ngase S idéntico a c1 ~,b], En él se puede 
definir como norma a : 
IJYII = max ly(x)I 
xE[a, b] 
(1.6.1) 
La norma definida en (1.6,1) se designará como "norma débil", y 
al e.l,n. c1[a,b], con norma corno la (1,6,1) e.l.n. débil y se lo de 
signará por 'e'.1 [a, b] , -
.Si en lugar de (1,6.1) se definiera: 
li YII = max I y(xll + max I y' (x) 1 
x,;[a,bJ xE[a,b) 
(1.6.2) 
se hablar!i de "norma fuerte" y de e,l.n, fuerte g_1 [a,b] ,-
Se vio que una vez establecida la norma se definia el concepto 
de "vecindad" (Definici6n 1,2,5), Se tendr!i por tanto vecindad débil 
y fuerte, surge as1 la siguiente definici6n( 3 ): 
La vecindad de orden b, N!(y0 ) ( o N~(y0 ) ) de y=y0 (x)Ec
1[a,~ 
( o .2_ 
1 
[ a, b] ) es el conjunto de elementos definidos por { Y; J y-y 
0
] < ó l 
( o /y;jy-y0 1<~, IY' - Yo/<~J) y es lla mada vecindad débil (fuerte ) 
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de orden bde y = y (x).-o 
Surge así también el concepto de mínimo relativo fuerte o débil del 
funcional F(y). Se tendrá: 
La función yEL conduce a un mínimo relativo fuerte ( o débil ) para 
o 
F(y) en L si 
F(y) - F(y ) )O o 
§1.7. CONDICION NECESARIA PARA LA EXISTENCIA DE UN MINIMO RELATIVO 
Sea F(y) un funcional definido en el e.l.n. s, L el espacio de 
funciones admisibles y supóngase L admite un H, espacio lineal de va-
riaciones admisibles. Luego dado un h E H definido por jj hjJ< .& para al 
gún ,\)o se tendrá que si J t / ~ 1 el elemento th EH, ya que j/th!«b. Ba 
jo estas hipótesis se vio es válido colocar la expresión de la vari~ 
ción total de un funcional bajo la forma de (1.3.6): 
F(y +h) - F(y ) = c&F(h) + é (h) ~ 0 o o / 
donde y~L se supone conduce a un mínimo de F(y) en S; según lo expre 
sado anteriormente si jtJ~1 se tendrá: 
F(y +th) - ·F(y ) = hF(th) + E(th) ~O 
o o 
de (1.7.1) se tiene: 
6F(th) +E (th) )O 








óF(h) + E(th) 
t 
y recordando que 
~F(h) = O 
~ o 
lim é( th) = O 
t, o t 
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(1.7.4) 
resulta de (1.7,3) y (1.7,4) 
(1,7,5) 
y dado que h es un elemento cualquiera de H, la (1,7,5) es válida pa-
ra todo h EH.-
Surge asila siguiente proposición: 
Si el funcional F(y), admite la existencia de la primara variación en 
y ELc S, donde L admite un espacio lineal de variaciones admisibles H o 
asume un minimo relativo (o máximo) en L en y=y es necesario que: 
o 
JF(h) = O 
para todo h EH. -
§1.8, ECUACION DE EULER LAGRANGE 
Consid~rese el problema variacional mas simple: determinar la 
función y&,L= (y; yEQ
1
(a,b], y(a)=ya' y(b)=yb}, para el cual elfuE_ 
cional 
F(y) = J:f(x,y(x),y•(x) ) dx (1.8.1) 
tenga un extremo d~bil,-
Se supone que 'z: admite un espacio lineal de variaciones admisi-
bles H, definido por todo h 
+ max jh• (x)/ ,-
xf: r, b] 
tal que //hj.(ó, ó>O y donde j hjj = max/h(xi 
xE:[ a, bJ 
Nótese que h(a) = h(b) = 0,-
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La variación total del funcional será: 
L'.F(y) = F(y+h) - F(y) = J:f(x,y+h,y'+h')dx - J:f(x,y,y•) dx 
Aplicando el desarrollo de Taylor a la anterior 
L'.F(y) = J[f (x,y,y') h + a Y f ,(x,y,y•) h 1] dx+ •••• y (1.8.2) 
donde f, f , indican derivada parcial respecto a los correepondien--
y y 
tee argumentos y si los términos de orden superior al primero no se 
tienen en cuenta resultará: 
.6F(y) =Jb[f h + f , h 1] dx 
a y y 
Si/ tJ~1, jthj(~, por lo que la anteriores también válida para 
th, luego 
.llF(y) = F(y+th) - F(y) = Jb[f th + 
a y 
f th ;i dx 
y' '..J 
de donde 
_F~(-y_+t_h_t~) _-_F_(_y~) = J: [fy h + fy• h' J dx 
y recordando que por definición era: 
JF(h) = d~ F(y+th)I = lim 
t=O t, O 
resulta 
óF(h) = Jbrf h + f , h'] dx 
a Y Y 
F(y+th) - F(y) 
t 
(1.8.3) 
El segundo término del segundo miembre de (1.8.3) puede integra~ 
se por parte ( nó tese que esto implica que f€ c2 [a, b] , con reepecto a 
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todos sus argumentos): 
JF(h) = Jb[r (x,y,y') d fy' (x,y,y')] h dx + 
a y dx 
+ f ,(x,y,y') h 1: (1,8.4) y 
y dado que h(a)=h(b)=O resulta: 
óF(h) = J:cfy(x,y,y') - d: fy 1 (x,y,y 1 )J h dx (1.8.5) 
Si en yEL existe un mínimo ( o máximo ) relativo se vio en §1,7 
o 
que bF(h) = O luego: 
óF(h) = JJ fy(x,y,y') d~ fy' (x,y,y') J h dx = O (1.8.6) 
para todo hE li.-
Por el "lema fundamental del cálculo de variaciones", cuya demos 
tración puede verse en Sagan, H., "Introduction to Calculus of Vari~ 
tions", pag. 54, Gelfan-Fomin, "Calculus of Variations", pag. 9,resu_! 
tará: 
d f (x,y,y') - ~d f ,(x,y,y') = O y X y (1.8.7) 
Esta ecuación recibe el nombre de ecuación de Euler-Lagrange.-
Nôtese que la derivaciôn de la ecuaciôn de Euler-Lagrange pres~ 
pone como ya se dijo la existencia de d~ fy' , sin embargo argumen-
tos mas elaborados muestran que 
F(h) = Jb(f h + f , h') dx = O 
a y y 
implica (1.8.7). De hecho estos argumentos prueban la existencia de 
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esta derivada, esto es, sólo deberá exigirse que fE c1 [a,~ ya que si 
y
0 
es solución d: fy 1 (x,y0 ,y~) existe (véase Anexo A).-
Resumiendo se tiene: 
Para que yf2.= jy; yEf.
1
[a,~, y(a)=ya' y(b)=ybl ~onduzca a un mini-
mo (o máximo) relativo débil al funcional F(y) = Ia f(x,y,y') dx es 





para todo x E [a, b] .-
La función y=y
0
(x) suele llamarse "funci6n extremante" o "extre-
mal 11 .-
§:1.9. CONDICIONES NATURALES DE CONTORNO 
Cuando el espacio de funciones admisibles 2, definido en §1.8,es 
tal que el valor de la funci6n y=y(x) no está prescripto en uno o am-
bos extremos ( L = \ y; y E f 1 [a, bJ } ) , se tendrá que las variaciones ad 
misibles h no necesariamente serán nulas en x~a y x=b, luego: 
Sin embargo (1.8.3) debe ser nula para cualquier hEH seg6.n sede 
mostró en §1.7, supuesto y=y(x) mínimice el funcional F(y). Por tanto 
será nula en particular para todo hE H = \h; hE g_ 1 [a, b] , h(a)=h(b)=Ol 
Para tales h el segundo término del segundo miembro de (1.8.4) será 
nulo y esto conduce a la ecuación de Euler-Lagrange (1.8.5). Pero si 
d . 
. Y=y(x) satisfacé la ecuación de Euler-Lagrange para h€,~, también la 
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satisface para hEH, luego la ecuación de Euler-Lagrange deberá cum-
plirse para todo h EH. De aqui se deduce que si h no es nulo en los 
extremos se deberá verificar que: 
f ,(x,y,y') hl - f ,(x,y,y') h 
Y x=b Y 
= o (1.9.1) 
x=a 
En particular si h(a)=O y h(b)/0 resulta: 
f ,(x,y,y') = o y x=b 
(1.9.2) 
y si h(b) = O y h(a) I o 
f ,(x,y,y') = o y x=a 
(1.9.3) 
Por las mismas razones expuestas anteriormente para la ecuaci6n 
de Euler-Lagrange la (1.9.2) y (1.9.3) es válida para todo hEH. D.ebe 
notarse, sin embargo, que si y = y(x) está prescripta en algunos de 
los extremos solamente una de las ecuaciones anteriores deberá tener-
se en cuenta.-
Resumiendo se tiene que se hEH, los coeficientes de h deberán 
ser nulos para todo h, obteniéndose por un lado la ecuaci6n de Euler-
Lagrange y por otro lo que en la literatura se conoce como 11 c·ondicio-
nes naturales de contorno". Este nombre proviene del hecho de que es 
tas condiciones surgen "naturalmente" en aquellos problemas en que la 
funci6n y=y(x) no está prescripta en el contorno•. En otras palabras 
'Se entiende por contorno a los puntos curvas o superficies que Jimi 
tan el dominio de definici6n de la o las variables independientes.-
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si en el problema variacional el D(F) está constituído por un conjun-
to de funciones que no deben satisfacer ninguna restricción en el co~ 
torno, la o las funciones que minimizan F satisfacen las condiciones 
naturales de contorno, que para el funcional F(x,y,y•) estân dadas en 
(1.9.2) y (1.9.3).-
§1.10. CONDICIONES DE \t/EIERSTRASS-ERDMANN PARA EXTREMALES CON"PUNTOS" 
ANGULOSOS. 
Hasta ahora sólo se ha considerado como funciones admisibles las 
contínuas en todo el domínio de definición de la o las variables ind~ 
pendientes, por tanto el problema variacional sólo tendrá soluciones 
pertenecientes a esta clase de funciones. Sin embargo es fácil, dar 
ejemplos(5,G) de problemas que no tienen solución dentro de esta ela-
se de funciones admisibles, pero que si tienen solución si se extien-
de el campo de funciones admisibles de manera de incluir aquellas fun 
ciones que séan seccionalmente continuas•.-
'Una función se dice seccionalmente contínua en[a,b], por ejemplo,si 
ella tiene a lo. sumo un n6mero finito de discontinuidades en [!,.,b], 
si x es un punto de discontinuidad luego lim f(x)=f(x-) como asi o 
también lim f(x)=f(x+) existe.-
+ x-..xo 
El caso de derivadas seccionalmente contínuas es similar.-
Si la discontinuidad es en x =ao x = b sólo deberá existir f(a+), 
y f(b-) respectivamente.-
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Se plantéa así el siguiente problema variacional que es una gen~ 
ralizaci6n de lo ya visto anteriormente.-
De todas las funciones y=y(x) que son continuamente diferencia--
bles en a < x ~ b excepto posiblemente en un nfimero finito de puntos x1 
x2 , •••• , xn' que satisfacen las condiciones de contorno y(a) = ya 
y(b) = yb, determinar la funci6n para el cual el funcional 
F(y) = J:f(x,y,y') dx (1,10,1) 
alcance un mínimo (o máximo) relativo débil.-
De acuerdo con este enunciado es fácil ver que el espacio de fun 
ciones admisibles es: 
yE 2 = {y; yE Q1 [a,b], y(a)=ya' y(b)=yb} 
si y=y(x) es contínua en todo [a,b] 1 o bien: 
a,b , y(a)=y, 
a 
si y=y(x) es seccionalmente contínua.-
(1.10.2) 
Si se considera el problema en L, el espacio de variaciones admi 
sibles estará dado por 
donde 
H = { h; hE Q 1 [a, b] , h(a)=O, h(b)=O ! 
max \h(x)\ 
[a, b] 
+ max \ h' (x)[ 
[a, b] 
7 Véase nota al pie de la página siguiente,-
(1,10,4) 
Si se considera en L y si la solución 
s 
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y ; y (x)E L. es discon-o s 
tinua en el conjunto finito de puntos P; \x1 , x2 , ••• , xn\ , el esP!!_ 
cio de variaciones admisibles será: 
donde 
; max J h(x)/ 
[a,~-
+ sup /h'(x)/ 
[a,~ 
(1.10.6) 11 
Ahora bien, si se supone que fE c1 (gl) donde 9/es el dominio en 
en el espacio (x,y,y•) que contiene todos los elementos lineales'''de 
± 
y ; y O (x), xE{a, b] incluido (xk, y O(~), y; (xk) ) en todos los ~ pa 
'Con c:[a,b] y c:p[a,~ se indica el primero el espacio de todas 
las funciones seccionalmente contínuas (este es funciones contí-
nuas con derivadas seccionalmente continuas), el segundo el espa-
cio de funciones continuas con derivadas discontinuas en P; \ x1 , 
x2 , ••• , xnJ conjunto finito de puntos dados.-
,, Con sup h'(x) se está indicando supremo( 4 ) de h'(x) en el in-
tervalo cerrado [a,~.-
111 Sup6ngase y E_g_1 [a,~, al conjunto de tres números. 
se llamará elemento lineal de y; y(x).-
Se entiende aqui que y•(a); y•(a+) y que y'(b); y'(b-).-
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ralos cuales y~("k) es discontinua, se tiene entonces que la condi-
ción necesaria de mínimo relativo dêbil (o máximo) según lo planteado 
en §1.8 es: 
6F ( h) = J: ( f y (X I y, y 1 ) h + f y, (X I y I y' ) h '] dx = 0 (1.10.7) 
para todo h EH o todo h EH según se estê en L o L respectivamente.-s s 
Si se define( 3 ) 
Jxf (t,y (t), y~(t)) dt = ~(x) a y o (1,10,8) 
notese que: 
si y E c\,[a,b] o sr (1,10,9) 
e integrando por parte el primer têrmino del segundo miembro de la ex 
presión (1,10.7) 
J:fy(x,yo(x),y~(x) h(x) dx = h(x) t<xll: -r~(x) h'(xl dx 
y como hEH , nótese que es suficiente trabajar con H ya que HCH, 
s Jb s s 
J:fy(x, y
0
(x), y~(x)) h(x) dx = - a p(x) h'(x) dx (1.10,10) 
reemplazando (1.10.10) en (1,10,7) 
J:h'(x) [fy,(x,y
0
(x),y~(x)) -<p(xl] dx = O (1.10.11) 
y por el conocido lema de Dubois-Reymond 
f ,(x, y (x), y'(x)) - .:l,(x) = C 
y o o 'l:' (1.10.12) 
para todo x E [a, b] exc epto en x E P= { x1 , x2 , ••• , xn \ y donde C es alg.!! 
na constante.-
De (1.10.12) y (1.10.8) se sigue que: 
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f ,(x, y (x), 
y o 
y 1 (X) ) : J X f ( t t y ( t,) , y 1 ( t) ) d t + C o y o o 
a 
(1.10.13) 
Resumiendo se puede decir: 
Para que yEC 1p[a,b] conduzca a un m1nimo relativo (o mll.ximo) al fun 
o s b 
cional F(y) = Ia f(x, y(x), y•(x)) dx en Ls = {y; yEQ:[a,b], y(a)= 
=ya, y(b)=ybj, donde se supone ademas que fEC1cq}!) en la quelJ! repre 
senta el dominio en el espacio (x, y, y') que contiene todos los ele-
mentos lineales de y
0
, es necesario que exista una constante C talque 
la ecuación integro-diferencial: 
I
~ 
f ,(x, y(x), y•(x)) = f (t, 
Y a Y 
y(tl, y•Ctll dt + e (1.10.14) 
sea satisfecha para y = y (x), en todo x E:[a, b] excepto para aquellos 
o 
pu'ntos donde y~ sea discontinua ( xE P = lx1 , x2 , ••• , xn! ).-
La ecuación (1.10.14) es llamada Ecuación de Euler-Lagrange en 
forma integral.-
De (1.10.14) se deduce también que si y = y (x) es como se defi-o 
nió anteriormente es necesario que en todo intervalo donde y' sea con 
o -
t1nua (es decir y
0
E c1(~,xk+1 ) para k=1, 2, ••• , n, donde x1 = a y 
xn+1= b) se debe satisfacer la ecuación diferencial (ecuación de Eu 
ler-Lagrange enforma diferencial (1.8.7) ): 
d f (x, y(x), y'(x)) - -d f ,(x, y(x), y•(x)) = O y X y 
para demostrar este solo es necesario recordar que 
p (x) = J"f ( t, 
a Y 
(1.10.15) 
Sea nuevamente el problema plante~do anteriormente es decir: 
Supóngase 
F(y) 
que y = y (x) minimiza al funcional o o 
= J: f(x, y, y•) dx 
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y satisface las condiciones de contorno y(a)=ya• y(b)=yb. Se supone 
adernas que y
0
E c:p[a,b] donde P=(x1 , x2 , ••• , xn\ conjunto finito de 
puntos en que y~ es discontinua, en la Figura 1.1 P= \cl ;nótese que 




a e b 
Se vio que y=y (x) satisface la ecuación de Euler-Lagrange en su 
o 
forma integral en todo xE[a,b] excepto en xEP, luego: 
f ,(x, y, y') = Jx f (t, y (t), y'(t)) dt + e 
y o o a y o o 
desde que el segundo miembro es continuo en todo [a, lj 
debe cumplirse entales puntos de discontinuidad,-
Por otra parte desde que: 
(f 
y 
y si y=y(x) es una función extremante resultará 
d (f - y' f ) = f 
dx y' X 
(1.10.16) 
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y por la continuidad de J:fx dt en todo [a,b] se sigue que: 
f(c - yo(c-), y•(c-)) y' (e-) f y' (c - yo(c-), y•(c-)) ' ' = o o o 
=f(c + + y•(c+)) - y' (e+) fy' (e 
+ yo(c+), y' (e+)) (1.10.18) 
' yo(c ), ' o o o 
Resumiendo se tiene: 
Si y=y (x)Ec 1p[a,b] conduce a un mínimo relativo (o mrucimo) para el 
o s b 
funcional F(y) = Jaf(x, y, y') dx en 2 , luego en todos los s 




ii) (f - y' f ,)\ = ( f - y' f ) 
y - y' + c c 
deben ser satisfechas por y = Y (x).-o 
§1. 11. FUNCIONALES QUE DEPENDEN DE MAS DE UNA FUNCION 
puntos 
Weiers -
Hasta la sección §1.10 se ha presentado la teoria, enformares~ 
mida, de la "primera variación" en problemas que dependen de una úni 
ca función. La generalización a problemas que envuelven más de una 
función puede realizarse fácilmente,-
En forma general esta clase de problemas es del tipo: 









debiendo satisfacer ciertas condiciones de contorno en x=a y x=b y se 
supone adernas que yi E C 1 [a, b] o e: [a, b] (i=1, 2, ••• , n) .-
Con el objeto de abreviar la notaci5n se introduce: 
a su vez con 





[a,b], ••• , ynEc
1
[a,b] 
(similar para y c1 a,b n) 
s 
La norma debil en C 1 [a, b] n o e:~. b] n est~ dada por: 
n 
IIYjj =~ max lyi(x)J 
J.=1 l:3-, bJ 
(1.11.2) 
-1 r. .1 n -1 [ 1 n y el espacio lineal normado se designará por C Lª•b.J o Cs a,~ ,-
La norma fuerte será: 
+ sup jy! (x)j) 
[a,b] 
1 
y el e.l,n, se designará por Q1 [a,b]n O .9.:~,b]n.-
(1.11.3) 
Resulta evidente que el espacio de funciones admisibles, cuando 
se investiga extremos debiles, está definido por: 
(1,11.4) 
o por: 
donde Ya e yb son vectores que definen las condiciones de contorno.-
Definido el espacio de funciones admisibles por (1.11.4) o por 
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(1.11.5), el espacio de variaciones admisibles serâ: 




= \ii; iiE f: [a,b] n, ii(a)=O, ii(b)=O ! (1.11.7) 
- 1[ .1n La condición necesaria para que en ytf a,bJ 
alcance un minimo relativo debil (o mâximo) de F(y) 
que 





(o~ O) (1.11.8) 
Si se supone F definido en L
6 
( tingase presente que [c:Ls) , que 
y(x)=y (x)E C [a,,:Jll minimiza F(y), que fEC 1(~) donde~ es el espa-
o s '::l 
cio (x,y,y•) que contiene todos los elementos lineales de y (x) incl~ o 
so (x, y, y•) para r=1, 
r r r • • • ,m donde x E P r 
to finito de puntos donde y' es discontinua y si se toma o 
donde kEK = (1,2, ••• ,n); nótese que ~e H
6 
definido en (1.11.7) lue-
go: 
k 
•••• ,yo+~, ,k ~ ,n) dx y + '• • • ,Y o o 
puede verse como un funcional que depende de una única función es de-
cir: 
1 2 
F(yo, Yo, ••••, (1.11.9) 





para todo ~EHk. Recordando (1.8.3) 
J
b ·. 
bF ( "- ) = [f (x, y , y • ) IL + -K Yk o o --k 
a 
(1.11.12) 
del lema de Dubois-Raymond se sigue que: 
=Jxf (t,y (t),y'(t))dt + e 
a yk o o 
(1.11.13) 
que deberá verificarse en todo xE~,bJ excepto en xE P; en forma simi 
lar a lo analizado en §~.10 se tiene: 
f (x, y (x), y'(x)) - d f ,(x,y (x),y•(x)) = O 
yk o o dx yk o o 
(1.11.14) 
que deberá verificarse para y = Y en todo intervalo en que y• no sea o o 
discontinua. Las (1.11.13) y (1.11.14) no son otra cosa que la ecua-
ci6n de Euler-Lagrange enforma integral y diferencial respectivamen-
te para este tipo de funcionales.-
Si se integra por parte el segundo ±~rmino del segundo miembro, 
de (1.11.12), y si se supone que 
resultan las siguientes condiciones naturales de contorno 
f ,(x,y (x),y•(x)) 1 = O 




Las condiciones de l'leierstrass-Erdman para el caso de extremales 











Dado que k es un elemento cualquiera del conjunto K resulta evi-
dente que (1,11,13) a (1.11.18) deben verificarse para k=1, •••• , n .-
Resumiendo se puede decir(3): 
Si y=y (x) E C 1 [a, bjn hace mínimo o -s el funcional 
F(y) = J: f(x, y, y') dx 
donde se supone que fEC 1(~), 9' es el espacio (x, y, y•) que contie 
ne todo elemento lineal de y=y, en o 
I = 1:i; yEC:[a,b]n, y(a)=ya• y(b)=ybJ s 
o z; = { :i; yGc: [?,b]n} 
es necesario que y=y
0
(x) satisfaga la ecuaci6n de Euler-Lagrange en 
forma integral (1,11.13), en todo intervalo donde y
0 
sea continua de 
be satisfacer la ecuaci6n de Euler-Lagrange (1.11.14), las condici~ 
nes de Weierstrass-Erdman (1,11,17) y (1.11.18) deben verificarse, en 
todo punto donde y' sea discontinua, y en el caso dé estar F(y) defi-
o 
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nido enL' las condiciones naturales (1.11.15) y (1.11.16) se cumplen 
para las funciones extremalea.-
§1.12. FUNCIONALES QUE DEPENDEN DE FUNCIONES CON MAS DE UNA 
VARIABLE INDEPENDIENTE 
En esta secci6n se presenta primero el caso de problemas varia-
cionales en que intervienen dos variables independientes y una sola 
funci6n. La generalizaci6n para mas variables y funciones seguiria un 
camino similar( 2 , 3 , 7 ,B) .-
Sea J una curva cerrada, continua, en el plano xy definida por: 
X= x(t) , y = y(t) 
tal que 
x(t), y(t)Ec1 [a,b] 
i x (ti) , y ( ti) l f { x ( tk) , y ( tk) J para i f k, a ~ ti, tk ( b 
{x(a), y(a) J = {x(b), y(b)j 
{x•(t), y•(t)} f \º• o\ para todo tE[a,b] 
Esta curva J divide al plano xy en dos conjuntos de puntos (FigJ! 
ra 1.2) uno llamado "interior" y otro "exterior" a J. Sea A el conjuE_ 









~-'-l-i----+1 ___ y 
~ J 
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Con estos elementos se plantea el siguiente problema variacional 
Determinar la función u=u(x,y) E C 1 [A], que satisface ciertas condicio 
nes de contorno 
u(x(t),y(t)) = u(t), u(t)E c1[a,b], u(a) = u(b) (1.12.1) 
en J, tal que minimice el funcional 
= J f(x,y,u(x,y),u (x,y),u (x,y)) 
A X y 
F(u) dx dy (1.12.2) 
Nótese que el conjunto (x(t),y(t),u(t); tE[a,b] ) representa una cur-
va L en el espacio (x,y,u), resulta evidente por tanto que las condi-
ciones de contorno (1.12.1) indican que la superfície u=u(x,y) 
pasar por L.-
debe 
Sea u=u (x,y) la solución del problema y def1nase el espacio de o 










para todo h€H, Jlh)/(J para algún ó)O.-
Si, como en las secciones precedentes, se supone fEC1 (0'l) donde 
iJ{ ea el domínio en el espacio (x,y,u,u ,u) que contiene todos loa 
X y 
elementos "planos" deu , (x ,Y ,u (x ,Y ),u (x ,Y ),u (x ,y.)) p~ o o o o o o ox o o oy o o 




dl F(u +lh)I =ÓF(h)=l(fh+f h +f h) l=O A U UX X uy y 
De acuerdo a lo ya analizado necesariamente: 
JF(h) = I ( f h + 
A u 
para todo hE H, \lhil(ó,-
f h + f h ) dx dy = O 
Ux X Uy y 
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dx dy (1.12.3) 
(1,12.4) 
Integrando por parte los dos últimos t~rminos de (1,12,4) se tie 
ne: 
l (f h + f h) dx dy = J (f 1 + f m) h ds -
A ux X u y J ux u y y 
-I ( ~ f o ) h dx dy (1.12.5) + - f 
A OX u õy u X y 
donde 1, m son los cosenos directores de la normal saliente a J,-
Recordando que h(x,y)l(x,y)€J =0 resultar! de (1,12,4) y (1,12,5) 
que: 
bF(h) =l h ( f A u ~f ()X U X .]_ f ) dx dy = O ôy u y (1.12.6) 
Nótese que para poder realizar la integración por parte se deben imp2 
ner ciertas restricciones sebre f y u ( fEC 2 (~), uEC2 [A] ),-
La generalización del lema fundamental del c!lculo de variacio -
nes( 2 ,B) permite deducir de (1,12,5) que: 
õ 
- - f õy u 
y 
= o (1.12.7) 
debe verificarse necesariamente para u=u (x,y), La (1,12,7) es la ecu~ 
o 
ción (diferencial) de Euler-Lagrange,-
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De la misma manera que en secciones precedentes la (1.12.7) pue-
de obtenerse a partir de bF(h) =Opero con restricciones menos seve-
ras sobre f y u (f e C 1 ( ~), u E C 1 [A] ) aplicando para ello el lema de 
s 
Dubois-Reymond, cuya generalización puede verse en Akhiezer N. I.(8), 
se obtiene así la ecuación de Euler-Lagrange enforma integral: 
J [f (x,y,u ,u ,u ) . u o ox oy J X dy -
(1.12.8) 
que debe verificarse necesariamente para que u=u (x,y) minimice F(u) 
o 
eis todo región wc A limitada por la, curva cerrada j. N6tese que u (x, 
o 
y)~cs1 [A] si u
0
E c[.A] y (u ,u )Ec[A] excepto para un nfunero finito ox oy 
de puntos aislados de A y un n6mero finito de curvas de longitud fini 
ta donde u y u son discontinuas.-ox oy 
A su vez de (1.12.8) y desde que fE e 1(qt) resulta: 
( f l+f m)I = ( f 1 + f m) 1 u u .- u u .+ 
X y J X y J 
donde 1 y m son los cosenos directores de la normal saliente a j como 
perteneciente a w. La (1.12.9) es la condición de Weierstrass-Erdmann 
que debe verificarse en todo j donde u 
i Con g(x,y) Jj- se quiere indicar el 
lado "interior" a j, mientras que con 






valor de g(x,y) en j pero del 
g(x,y)] .+ se indica lo mismo pe 
J . -
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Resulta evidente por otro lado que en el caso de n variables x1 , 
x2 , ••• , xn y m fúnciones u1 , u2 , ••• , um la ecuaci6n (diferencial)de 
Euler-Lagrange (1.12.7) toma la forma: 
n Õ 
f -I: -u. . 
1 
àx. 
lt l.= l. 
f 
~i 
= o , k = 1, 2, ••• , m 
§1. 13. FUNCIONALES QUE DEPENDEN DE DERIVADAS DE ORDEN 
SUPERIOR 
Se analizará el caso de funcionales de la forma: 
F(y) = J: f(x, y(x), y' (x), y' '(x) ) dx 
(1.12.10) 
(1.13.1) 
La generalizaci6n para derivadas de orden superior al segundo se 
guiria un camino similar.-
Sea entonces determinar la funci6n y=y(x)Ec2[a,b] que, cumplie~ 
do con las condiciones de contorno 
y(a) = Ya• y(b) = yb, y'(a) = y'a• y'(b) = y~ 
mínimice al funcional (1.13.1).-
(1.13.2) 
Se podrá adoptar el siguiente espacio de funciones admisibles 
donde 
IIY/1 + max jy• (x)J 
~. b] 
+ max ly••(x)J 
~.~ 
(1.13.4) 
Si se supone que y=y (x) es la soluci6n del problema puede defi-o 
nirse el siguiente espacio lineal de variaciones admisibles 
H = \h; hES:_
2
[a,b], h(a)=O, h(b)=O, h'(a)=O, h'(b)=O ! 
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Como por hip?tesis y=y
0
(x) hace minimo (1.13.1) resulta como co~ 
dici6n necesaria que 
f(y +h) - F(y ) 1'0 o o 
para todo h EH, llhl](J, para algún ó)O.-
. 1 
Si se supone que fE C ( ~), donde 9t es el dominio en el espacio-





)) en todo xg{a,bJ de y=y
0
(x), existe la primera variación 
de F(y) que estará dada por 
óF(h) = d~ F(y
0
+th)I = J\r h + fy,h' + fy,,h") dx (1.13.6) 
t=O a y 
de acuerdo a lo ya analizado necesariamente 
óF(h)=Jb(f h+f,h'+f h'')dx 
a Y Y y'' 
(1.13.7) 
para todo hEH, [hJl(ó, 6)0.-
Integrando por parte los dos últimos términos de (1.13.7), para 
.lo cual rEc3 (f?f) e yEc
4
[a,b] 
Jbf h' dx = y' a f ,hlb -Jb y a a d h dx fy' dx 
fbf h"dx= y'' a 
como hE H resulta 
f h' lb = o 
y' ' a 
( f ' y 
/
b d lb 
f ,,h' - dx f ,,h 
y a y a 
= o 
por lo que .(1.13.7) resulta: 
d2 
h-2f dx dx y'' · · 
(1.13.7.a) 
(1.13.7.b) 
J: d d2 JF(h) = h ( f - -d f 1 + -d 2 a y X y X f , , ) dx = O y 
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(1.13.8) 




- - f + dx y' 
d2 
-2 f dx y'' = o 




Se podrá ver en el Anexo A la obtenci6n de (1.13.9) a partir de 
la condición necesaria óF(h)=O y del lema de Dubois-Raymond, en la que 
se toman condiciones menos severas sobre y=y(x), a la vez que se am 
plía el campo de funciones admisibles de manera de incluir las funci~ 
nes y=y(x) seccionalmente continuas.-
Puede observarse ( vease (1.13.7,a - b) ) que si el espacio de 
variaciones admisibles fuera 
es decir y=y(x) está libre de toda restricción en el contorno, se ve 
rifica que 
f 1 ·1 = o 
Y x=a • f t .J : Q Y x=b 
(1.13.10) 
f, _ddf .. >J =0 
y X y X=b 
(1.13.11) 
Las condiciones naturales de contorno son por tanto (1.13.10) y 
(1.13.11).-
La generalizaci6n a problemas donde el funcional depende de deri 
vadas de orden n seguiria los mismos pasos indicados anteriormente y 





+ -2 dx 
-. 
n dn 
fy, ,+ .... + (-1) dxn 
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(1.13.12) 
Una ecuaci6n anâloga a la (1.13.12) puede obtenerse para el caso 
de funcionales dependinedo de funciones de varias variables indepen-
dientes y de derivadas de orden superior, por ejemplo para el funcio-
nal(S) 
F(u) = J f(x,y,u,u ,u ,u ,u ,u ) dD D X y XX xy yy (1.13.13) 
y si fE c3( g,l) donde ~ es ahora el espacio (x,y,u,u ,u ,u ,u ,u ) 
X y XX xy yy 
que contiene todos los elementos planos de y=y (x.y) para todo (x,y)E 
o 
[n] y si y=y (x,y)E c4 [n] conduce a un mínimo relativo dl!bil ( o máxi 
o -
mo relativo dl!bil), deberâ satisfacer la ecuaci6n diferencial ( ecua-
ci6n de Euler-Lagrange del problema propuesto): 
a a a2 
f - - f - f + -2 U ax Ux ay Uy ÕX 
f = o u yy 
(1.13.14) 
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CAPITULO II, METODO DE RITZ 
§2,1, METODOS DIRECTOS 
La idea b~sica que se usó para resolver cierto problema variacio 
nal ( y por tanto para probar la existencia de la solución) era la de 
reducir el problema a otro que envuelve ecuaciones diferenciales ( o 
sistemas de ecuaciones diferenciales), Sin embargo esto no siempre es 
efectivo, a la vez que puede resultar muy complicado por cuanto loque 
se procura al resolver un problema variacional no es la solución de 
la correspondiente ecuación diferencial en una vecindad de un cierto 
punto (como es usual en la teoria de las ecuaciones diferenciales) si 
no la solución en una cierta región D, de tal manera que satisfaga en 
el contorno de D ciertas restricciones (condiciones de contorno). Las 
dificultades inherentes a esta forma de resolver el problema ( espe-
cialmente en el caso de varias variables independientes como as1 tam-
bién en el caso de ecuaciones diferenciales parciales) han dado ori-
gen a métodos variacionales conocidos con el nombre de "métodos direc 
tos" que .!!,2_ reducen el problema a otro que envuelve ecuaciones dife--
renciales.-
Los métodos directos han probado por otro lado, ser ~tiles en la 
teoria de las ecuaciones diferenciales ya que si una cierta ecuación 
diferencial puede considerarse como la ecuación de Euler-Lagrange de 
un cierto funcional y si se usa los métodos directos para establecer 
la función extrema!, se prueba la existencia de la solución para la 
ecuación diferencial dada y para las condiciones de contorno a que el 
funcional responde. Por tanto se tiene que los métodos directos esta-
blecen por un lado la existencia de la solución de la ecuación dife-
rencial (ecuación de Euler-Lagrange) y por otro proveen un medio para 
obtener soluciones aproximadas.-
§2.2. SECUENCIAS MINIMIZANTES 
Son numerosas las técnicas envolvidas bajo la denominación "mét~ 
dos directos", sin embargo están basados en general en una misma idea 
que es la siguiente.-
Considérese el problema de determinar el minimo del funcional F( 
u) definido en el espacio S. de funciones admisibles u. Para que elp:r_:g 
blema tenga sentido se supone que en S existen funciones u para las 
cuales F(u) .(+oe y a6n más que: 
inf F(u) = d ) - oo 
u 
(2.2.1) 
donde el mayor de todos los limites0 inferiores es tomado sobre todos 
los uES.-
Sea uES la soluci6n exacta del problema planteado esto es: 
F(u) = d (2.2.2) 
Ahora bien, si se puede construir la funci6n u, üE-s, tal que el 
valor F(Ü) pueda aproximarse lo más posible a d, se podrá esperar que 
u sea una buena aproximaci6n deu. A6n m!s si "existiera" una "secue~ 
eia· minimizante" {un), unE.s, esto es una secuencia infinita de fun 
ciones { un \ = j u 1 , u2 , •••• , un, ••••• } todas satisfaciendo las condi--
ciones de contorno que permiten definir S, tal que: 
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lim F(u) = d (2.2.3) 
n 
n~oo 







= lim F(u) 
n 





y se podrá esperar que esta secuencia converge, en alg!in sentido,a la 
. 
soluci6n u.-
Sin embargo el problema desde el punto de vista práctico es uno, 
noel de °la"existencia"pero si el de la "construcci6n" de tal secuen-
cia minimizante( 10) .-
Luego para resolver un problema variacional via "m~todos direc-
tos" d b 
, (2) 
se e era : 
i) Construir una secuencia minimizante {un]·-
il) Probar que /unj converge, en alg!in sentido a una funci6n u.-
iii) Probar la legitimidad del limite (2.2.4).-
§2.3. METODO DE RITZ. PRINCIPIOS Y ASPECTOS TEORICOS' 
Para la construcci6n de una "secuencia minimizante" Ritz propone 
lo siguiente.-
'Se supone que la soluci6n exacta del problema variacional existe.-
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Supóngase que se desea obtener el m!nimo de un funcional F(u) de 
finido en un espacio de funciones admisibles S que por simplisidad se 
tomará un e.l.n •• -
Sea: 
(2.3.1) 
un conjunto infinito de "funciones coordenadas" linealmente indepen-
dientes' pertenecientes as, y sea S el subespacio lineal de S forma 
n 
do por el conjunto de todas las combinaciones lineales que se pueden 
formar con los n primeros elementos del conjunto (2.3.1), esto es,'': 
(2.3.2) ••••••• +a w n n 
donde a 1 •••• ªnE R, conjunto de nfuneros reales.-
• 1 
ii 
linealmente Se dice que w1, w2, w son independiente si .... ' n 
b1 w1 + b2 w2 + •••• + b w =0 si y solo si bi=O (i=1,, ••• ,n) n n 
Nótese que se está suponiendo que las condiciones de contorno son 
homogeneas o las naturales, en caso de que S no sea un e.l. lo mas 
sencillo será tomar 
w1, w2, •••••••, wn' •••••• 
conjunto infinito de funciones coordenadas que satisfacen las con 
diciones homogeneas de contorno, y S se tomará como el conjunto 
. n 
de todas las combinaciones lineales de la forma: 
+ ••••• +a w 
n n 
donde W es una función que satisface las condiciones de contorno, o 
claramente estas combin~ciones lineales pertenecen as.-
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Resulta evidente que en cada subespacio S el funcional F(u) con 
n 
duce a la funci6n 
funci6n de n parámetros a 1 , a 2 , ,,,,,, a,-n 
Desde que se desea el mínimo de F(u), los parámetros ªi deben sa 
tisfacer el sistema de ecuaciones 
o (k =1,2, •••• ,n) 
A la matriz de coeficientes del sistema de ecuaciones anteriores ser! 
designada por "matriz-Ritz" y a los parâmetros incógnitas a1 como"co2_ 
ficientes-Ritz".-
Al resolver el sistema (2,3,4) se obtienen valores definidos de 
los parâmetros a. y que se convendrá· en designarlos por a~, 
. J. J. 
donde 
el índice n estã indicando que son los valores de los parâmetros ªi 
obtenidos cuando se expande S con las n primeras funciones coordena-
das(2,3,1), En otras palabras se han elegido los a. de manera que mi-
l. 
nimicen (2,3,3), denótese por d tal mínimo y al elemento de S que 
n n 
conduce al mínimo por u, esto es: 
n 
u 






conocida con el nombre de "representación-Ritz".-
1 En los problemas considerados en este trabajo F es un funcional cu~ 
dr!tico de modo que (2,3,4) conduce a un sistema de n ecuaciones li 
neales para los parámetros ª· .-J. 
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En general lo anteriores mas simple que encontrar el mínimo de 
F(u) en si mismo.-
Desde que cada combinación lineal de la forma (2.3,2) es automa-
ticamente una combinación lineal de w1, w2 , 
desde que cada subespacio de la secuencia 
.... ' w ' n w 1 , esto n+ es, 
(2,3.6) 
está contenido en el siguiente, resulta claro que d no crece con n, n 
es decir: 
(2,3,7) 
Ahora bien, bajo quê condiciones puede afirmarse que la secuencia de 
funciones u1 , u2 , ,,,,, es una secuencia minimizante, esto es que la 
secuencia de n~meros reales F(u1 ), F(u2 ), ••••• tiende al verdadero 
limite d ?: 




Puede demostrarse que la condición suficiente para ello es que el con 
junto de funciones coordenadas (2.3,1) sea "completo",-
DEFINICION 2,3,1, El conjunto de funciones coordenadas se dice compl~ 
to en S, si dado cualquier u E S y un J)o, JER, existe una combinaci!:m 
lineal qn de la forma (2,3,2) tal que llqn- ulj<.J, para todo n)N=N(ó), 
TEOREMA 2,3,1, Si F(u) es continuo (en el sentido de la norma de S ), 
y si (2,3,2) es completo luego 
lim 
n~ 
d n = d 





La demostración de esto puede hacerse de la siguiente manera: 
Sea u la solución exacta del problema, luego F(u)= d, dada la defini-
ción (2.3.10) y dada la continuidad de F siempre es posible encontrar 
en S una función u tal que 
F(u) - F(u) (é (2.3.11) 
donde E)'(), eER.-
Desde que .el sistema de funciones coordenadas es completo es po-




De (2.3.11) y (2.3.12) se sigue que para un 
determinar un n N tal que 
F(q )(F(u) +é 
n 
(2.3.12) 
O, siempre serã posible 
(2.3.13) 
Si se designa con un la combinación lineal de la forma (2.3.2) , 
que hace mínimo a F(u) en Sn resulta (recuérdese que {un/ es una se-
cuencia minimizante) 
F(u).(F(u ) {_F(q ) 
n n (2.3.14) 
De (2.3.13) y (2.3.14) se sigue 
(2.3.15) 
y desde que E es un n~mero arbitrariamente pequeno, en el limite 
lim F(u) = 
n n~oo 
lim d n 
n~ 
= d (2.3.16) 
Ahora bien, en este punto es necesario hacer una importante aclarac16n 
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Mientras que la convergencia de F(u) a d queda asegurada, no resulta 
n 
generalmente cierto que u converge a u, so1Uci6n exacta del problema 
n 
planteado, o a~n mas que las derivadas deu tienden a las correspon-n 
dientes deu. Sin embargo una investigación comparativa de deferentes 
d bl · · 1 1· d por R. Courant(
10)revelan tipos e pro emas variaciona es rea iza a 
que, hablando enforma general, la convergencia de la secuencia mini-
mizante { un J y de la secuencia de sus derivadas resulta mejorada si el 
orden de las derivadas que intervienen en el funcional es alto,habie~ 
do una tendencia a desmejorar la convergencia cuando el n~ero deva-
riables independientes crece. Esto sugiere que si en lugar de consid~ 
rar el funcional, como por ejemplo: 
F(u) = l (u2 + u2 + 2 u f) dx dy 
R X y 
(2.3.17) 
(R es la región definida por el dominio de variación de las variables 
independientes) 
asociado con la ecuación de Poisson V ( 'vu) = f(x,y), ( 'v es el op~ 
rador gradiente), se considera el funcional 
J( u) = IR ( u! + u~ + 2 u f + 'v ( 'v u) - f ) dx dy (2.3.18) 
que tambi~n es minimizado por la misma función u(x,y) que minimiza a 
(2.3.17) ya que 'f. (~u) - f = O • La secuencia minimizante asociada a 
J(u) puede demostrarse que converge más rápidamente que la asociada a 
(10) 
F(u). Este hecho primeramente mostrado por Courant fue luego apl! 
cado por K. N. Shevchenko' a problemas elastoestáticos tridimensiona-
1 Shevchenko, K.N., Prikl. Mat. Mekh. Alrnd. Nauk SSSR, vol. 6 (1942). 
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les y a problemas de vibraciones en placas elásticas, un ejemplo simi 
lar a lo planteado en (2.3.18) puede verse en Y. e. Fungii.-
§2.4. METODO DE RITZ, ASPECTOS PRACTICOS 
Desde el punto de vista práctico todo suceso depende del proble-
ma variacional en si mismo( 10) como asi también de la elecci6n de las 
"funciones coordenadas". La elecci6n debe hacerse teniendo en cuenta, 
el problema planteado y el condicionamiento numérico del sistema de 
ecuaciones (2.3.4) ( vease §2.7 ). Sin embargo en numerosos problemas 
de la Mecánica de los Solidos el uso de polinomios (algebraicos o tr! 
gonometricos) como funciones coordenadas han mostrado ser muy ventaj~ 
sos, comprobaciones numéricas de esto puede verse en las obras de 
. (19 20 21) . (9) (13) 
Timoshenko ' • , L. V. Kantorovich , F. B. Hildebrand , 
E. Love< 22 l, R. Weinstock(32 ), para el caso particular de torsi5n 




Desde que solo pocas funciones coordenadas entran en el cálculo, 
el aspecto te6rico de la completitud del conjunto de funciones coord~ 
nadas es irrelevante. Es importante que la funci6n inicial ya de por 
si sea capaz de aproximarse suficientemente a la soluci6n del proble-
ma, vease Capítulo V Aplicaciones Numéricas.-
i Fung, Y. e., Foundations of Solid Mechanics, Frentice-Hall, 
pag. 309-310 (1965).-
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§2.5. CONDICIONES DE CONTORNO 
Como se vio en §2.3 las combinaciones lineales de la forma (2.3. 
2) deben satisfacer las condiciones de contorno del problema. Toda vez 
que ésto se logra la aproximación obtenida con el método de Ritz es 
buena a la vez que es alcanzada con muy pocos elementos del conjunto 
de funciones coordenadas. Resulta claro que si bien la rapidez de la 
convergencia es mayor por otro lado es dificil encontrar tales combi-
naciones, a la vez que se pierde generalidad por cuanto una modifica-
ción solo en el contorno hace que estas funciones no puedan aplicarse. 
Para contornos libres o condiciones naturales de contorno la elección 
de las funciones coorden~das es simple y como regla general el uso de 
polinomios resulta util.-
Es necesario destacar aqui que cuando se está hablando de condi 
ciones de contorno libre o naturales w no debe satisfacer ninguna 
n 
condición particular. Así por ejemplo si se desea resolver el siguien 
te problema, representado en la Figura 2.1: 
Figura 2.1 




debe satisfacer las siguientes condiciones de con-
torno: w(O)=O, w'(O)=O, w(L)= libre.=w' (L)· ., pero quede claro quesi 
desde que w(L) es libre se eligiera w(L)= e, donde C es una constante 
fija, se está resolviendo otro problema diferente al planteado,asi si 




§2.6. ESTIMACION DEL ERROR 
Un punto debil en el métoão de Ritz es que él no contiene por si 
mismo un principio para obtener el error cometido en la solución-apr~ 
ximada. Sin embargo cuando problemas de valores de contorno son re~ 
sueltos aproximadamente es de interes obtener un"límite superior", y 
un "limite inferior" de la solución exacta esto solo para determina--
dos casos ha sido resuelto satisfactoriamente, Así por ejemplo Trefftz 
propuso un método para determinar el limite superior e inferior de la 
rigidez torsional de una barra mediante el uso simultaneo de los Pri.!!_ 
cipios de Mínima Energia Potencial Total y Mínima Energia Potencial 
Complementaria ( vease K. WuashizuC33 ) pag. 39 ), En numerosos casos, 
la proximidad entre estes limites es excelente (vease K. Wuashizu pag 
125 a 131). Es necesario destacar que son necesarias técnicas mas com 
plejas que la anterior para el caso que se desee esos limites paralos 
desplazamientos o tensiones en un punto arbitrario de la región donde 
1 f · 1 t' 1· d (34 ) e unciona es a ap ica o .-
Hasta aqui se han impuesto restricciones algo severas en la ele~ 
ción de las funciones coordenadas con el objeto de asegurar un tipo 
fuerte de convergencia ( convergencia uniforme) de la secuencia lF ( 
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un)} , ya que en la DEFINICION 2.3.1. intervino la norma de S y hasta 
ahora solo se conocen como norma las dadas en los Ejemplos 1 y 2 §1.2 
( o sus veriantes para el caso de mas de una función o derivadas de 
orden superior) por lo que b estará dado por 
Surge así la necesidad de definir un nuevo tipo de norma en S, así si 
se toma 
\Jujj = ( I u2 dR )1/2 
R 
(R es la región definida por el dominio de variación de las variables 
independientes), b estará dado por 
y cuando J~ O 
2 
- u) dR 
para n-+oO se dice que u converge a u en la "media" .Es 
n 
te es un tipo de convergencia mas debil que el de la convergencia uni 
forme. Como puede verse en el Anexo B tambifn se tiene convergencia 
en la"energía". Practicamente todas las recientes investigacionesí' de 
convergencia de .varies métodos directos en el cálculo de variaciones, 
están basados en el criterio planteado en párrafoe anteriores, siendo 
la herramienta mas efectiva en estas investigaciones la provista por 
la teoria de los operadores lineales en espacios de Hilbert. En el A-
nexo B se presenta enforma resumida y bajo esta último aspecto elcon 
í' Vease nota al pie de la página siguiente.-
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ceptos de funcionales cuadráticos y su m1nimo, elementos estos que S_!ã 
rán utiles en lo que sigue de este trabajo.-
§2.7. PROPIEDADES DE LOS COEFICIENTES-RITZ 
Sea F(u) un funcional cuadrático (vease Anexo B) de la forma: 
F(u) = Ili u JII! - 2l(u) (2.7.1) 
definido en HA! espacio energia del operador positivo definido A, se 
supone que 1( u) es un operador lineal limitado con respecto a 11\ulllA C 
caso contrario el problema del mínimo de (2.7.1) no tendria sentido). 
7 Vease las monografias de S. G. Mikhlin "Direct Methods in Mathemati 
cal Physics" y "The Problem of the Minimum of a Quadratic Functio--
nal".-
Si el m;todo de "Elementos Finitos" se mira como un m;todo directo 
en el cálculo variacional vease las monografias de: 
Arantes e Oliveira, E. R. <24 , 25) ,"Theoretical Foundations of the Fi 
nite Element Method", Int. J •. Solids Structures vol.4 pag. 929-952, 
"A General Theory of Variational Methods with Application to Finite 
Elements", Univ. Técnica de Lisboa, Dic. 1972.-
0den, J. T.C 2G) ,"Finite Elements of Nonlinear Continua",1971.-
Reaid, J. K. <31 > ,"On the Construction and Convergence of Finite Ele 
ment Solution of Laplac's Equation", J. Inst. Maths. Applics. vol.9 
pag. 1-13, 1972.-
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Como puede verse en el Anexo Bel problema del mínimo de estefl!! 
ciona~ cuadrático tiene solución en HA y aún más esta solución es úni 
ca: por el teorema de F. Riesz existe un único elemento u
0
E HA tal 
que l(u) = (u,uo)A de donde: 
F(u) = [\lu - u0 JJI~ - Jj\uojjj 
2 (2.7.2) 
A 
El elemento u puede verse como la solución generalizada del problema 
o 
del mínimo de F(u) en HA.-
Con el objeto de determinar una representación aproximada de u
0
, 
se vio en secciones anteriores que se debía elegir un sistema de ele-
mentos {wn\= w1 ,w2 , ..... ,wn••• .. • llamados "funciones coordenadas", y 
que debían satisfacer las siguientes propiedades 
i) w EH n A 
ii) para cualquier n w1 ,w2 , •••• ,wn son linealmente independientes 
iii) {wnj es completa en HA 
La representación aproximada de u
0
, llamada en este trabajo re-
presentación-Ritz: 
n 
u =L ªn w 
n k= 1 K k 
es tal que los coeficientes 
manera que F(u) = min. De n 
n 
~· coeficientes-Ritz, son elegidos de tal 
(2.7.2) se sigue que êsto es equivalente a 
• 
(2.7.4) 
La condición F(u) = min conduce para n=1,2, •••• ,n, ••• al mêtodo Ritz 
n 




, j=1,2, ••... ,n. (2.7.5) 
o en forma matricial: 
(w1,w1)A (w1,w2l (w1,wn)A 
n l(w
1
) ...... ª1 
(w2,w1)A (w2,w2) A ...... (w2,wn)A 
n l(w
2
) ª2 ...... • = • . . . . . . • • n 
(wn,w1)A (wn,w2)A•••••• (w ,w ) A a l(w) n n n n 
La ecuación (2.7.4) implica que la construcción deu es equiva-
n 
lente a la construcción de la combinación lineal de los elementos w1, 
w2 , ••••• ,wn que sea la "mejor aproximación" a u0 con respecto a la m~ 
trica de HA (vease Anexo C). Por los TEOREMA 1. y 2. del Anexo C se 
d 1 . t 1 . . t . d d d 1 fº · t R"t (
14 ) pue en is ar as siguien es propie a es e os coe icien es- i z 
i) Si {wn} es mínima en HA' luego existe un limite para los coefi-
cientes-Ritz 
k=1,2, •.•• ,n 
ii) Si el sistema biortonormal a(wn\ en HA es limitado en HA luego, 
el proceso de limite es uniforme respecto a k.-
iii) Si {wnl es no-minima en HA limites para los coeficientes-Ritz 
pueden no existir,-
Ejemplo 1. Sea el funcional 
= Jo
1 
F(u) (u• 2 - 2 1 u) dx, tal que u(O) = O 
1 + X 
luego H = L2 (0,1). HA consiste de todas las funciones continuas en 
[o,~ nulas en x=O y con derivadas primeras cuadrado integrables. El 
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producto escalar y la norma en HA están definidos por: 
(u,v) = J: u' v' dx • 2 J1 2 l\\ul\\ = Ou , dx (2.7.8) 
Si se toma {wn\= \xk/ y aplicando el método de Ritz en el que tanto . 
la matriz-Ritz como los términos independientes de (2.7.6) han sido 
calculados enforma exacta se tiene que hasta n=8 los coeficientes de 
Ritz estan dados por 
TABLA 2.1 1 
IÍ il h i1 il n ii n 
n ª1 ª2 a ª4 
a- ª6 ª7 ª8 3 5 
1 0.3069 
2 o.6480 -0.3411 
3 0.6869 -0.4579 0.0788 
4 0.6922 -0.4899 0.1312 -0.0267 
5 0.6930 -0.4977 0,1547 -0.0541 0.0110 
6 0.6931 -0.4995 0.1631 -0.0708 0.0260 -0.0050 
7 0.6931 -0.4999 0.1657 -0.0786 0.0378 -0.0136 0.0025 
8 0.6931 -0.5000 0.1664 -0.0817 0.0446 -0.0218 0.0075 -0.0013 
1 Extraída de s. G. Mikhlin< 14) pag. 26.-
De la TABLA 2.1 se sigue que los coeficientes-Ritz exiben una tenden-
cia a estabilizarse a medida que n crece, pero ésto no es uniforme aBÍ 
n n t bºlº 5 7 t· t · t a 1 y a 2 se es ai izan para n= y n= respec ivamen e, mien rasque 
los otros coeficientes exiben cambies notables, Esta irregularidad se 
debe a la elecci6n del sistema de funciones coordenadas que puede de-
mostrarse es no-mínimo en HA con respecto a la norma (2.7.8).-
Ejemplo 2. Se considerará ahora un ejemplo donde la variaci6n de los 
coeficientes-Ritz es más notable que en el ejemplo anterior. 
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Sea el problema de la torsión de una barra de material homogeneo 
y sección rectangular según la teoria de Saint-Venant. Sean los ejes 
coordenados x, y,paralelo al lado mayor y menor respectivamente y tal 
que la intersección de los mismos coincida con el centro geométrico 
de la sección rectangular sea además 2b y 2a la longitud de esos la--
dos. La función de Tensión está asociada a la minimización del funcio 
nal siguiente: 
F(u) = J:b J:a [ ( ~~f..(~~u)
2 
- 200· u] dx dy (2.7.9) 
bajo las condiciones de contorno 
u(-b,y)=u(b,y)=u(x,-a)=u(x,a)=O (2.7.10) 
Desígnese con Rala región R={(x,y); -b~x.fb, -a~y~a} (2.7.11) 
Claramente HA es el espacio de todas las funciones con derivadas par-
ciales cuadrado integrables en R, tal que satisfacen (2.7.10). El pro 
dueto energia y norma energia están dados por: 
(u,v)A 
= rb J:a 
(Ou ov 
ox õx + ou Ôv) ôy ?Jy dx dy (2.7.12) 
IJJulJI! = J b Jª[< ~:l+ (~) 2] dx dy 
-b -a 
Si se adepta como funciones coordenadas (vease CAPITULO V) 
, (m,n=0,2,4, ••••• ) 
Aplicando el método de Ritz a (2.7.9) y tomando de (2.7.14) los 4, 9, 
y 16 primeros elementos los coeficientes-Ritz resultan dados en la TA 
BLA 2.2 donde solo se presentan 8 coeficientes y donde con ªkl se in-
d . 1 f" · t R"t 1 1 t (a-y2 )(b-x2 )xky1 ·. ica que es e coe 1c1en e-.1 z para e e emen o 
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TABLA 2.2 
n a ª02 ª20 ª22 ª4o ªo4 ª24 ª42 00 
4 0.2266 0.0009 0.1349 0.0833 
9 0.2277 0.0054 0.1190 0.0214 0.0248 0.0011 -0.0433 0.0862 
16 0.2277 0.0052 0.1174 0.0291 0.0317 0.0005 -0.0018 0.0474 
La TABLA2.2 muestran que para este ejemplo los coeficientes a partir 
del tercero cambian abruptamente de una aproximación a otra, mientras 
que el primero y el segundo estan estables a partir de ri .. ·= 9.-
Con el objeto de estimar el error cometido en cada aproximación y des 
de que la solución exacta del problema planteado es conocido, se po--
drâ evaluarla norma energia de la diferencia u -u (n=4,9,16), donde o n 
con u
0 
se indica la solución exacta, y usar esta norma para examinar 
la exactitud de la solución aproximada.-
Usando la expresión <15) 
(2.7.15) 
y desde que para el problema planteado resulta (vease Anexo E) 
llluJII! = G e2 e o (2.7.16) 
d·onde C y C son la rigidez torsional exacta y aproximada respectiv_a o n 
mente de la sección. De (2.7.15) y (2.7.16) se sigue 
2 
= (e - e) G e 
o n 




=0,4580, c4=0.4571, c9=o.4573, c16=o.4574, se tiene: 
Jllu0 - uJJ= m uJl
2
-llluJIJ2 = v o.458 - o.4571 = 0.0009 = 0.03 









= yo.458 - o.4574 = 0.0006 < 0.024 
Por otro lado de (2.7.13) y de la desigualdad de Schwartz-Bunyakovskii 
se obtiene para la estimación del error la siguiente expresión 
En particular para n=4 se tiene 
y para el punto de coordenadas x=O, y=O se tiene 
\u
0
(0,o) - u4 (o,o)I = 0,0011 
(2.7.17) 
como se ve el error reales considerablemente menor que el limite es-
tablecido en (2,7.17),-
En la base de los resultados presentados en la presente sección 
se podrâ hacer la siguiente observación: en sí mismo la variación de 
los coeficientes-Ritz de una aproximación a la siguiente no es un de-
fecto de la solución aproximada. Si la solución aproximada es calcul~ 
da (u, n=1,2, ••••• ) sin serios errores (refiri~ndose estos errores a n 
la exactitud con que se calcula: los coeficientes de la matriz-Ritz, 
del ttrmino independiente dél sistema de ecuaciones (2.7.6) y a la 
exactitud con que se resuelve el sistema de ecuaciones), luego para n 
"suficientemente grande" u puede aproximarse con la exactitud que se 
n 
desee a la solución exacta independientemente de la presencia o no de 
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la variación de los coeficientes. Sin embargo la presencia de esta 
variación en los coeficientes-Ritz no es deseable, ella indica que el 
conjunto de funciones coordenadas es no-mínimo y a su vez puede impli 
car una "inestabilidad en los resultados" cua11do ocurren errores en 
una etapa del cálculo.-
Con respecto a esta "inestabilidad" puede decirse que toda vez 
que el sistema de funciones coordenadas es no-mínimo y se cometan~ 
res, en cuanto a exactitud, en el cálculo de los coeficientes de la 
matriz-Ritz como en los términos independientes de (2.7.6) como así 
también la aparición inevitable de errores de redondeo en la solución 
del sistema de ecuaciones, pueden disminuir y a veces anular complet~ 
mente el efecto usual de que cuando n crece u se aproxima a la solu-n 
ción exacta. Un ejemplo de esto puede verse en el CAPITULO V. El pr2 
blema de "inestabilidad" está asociado por tanto al sistema de funci2 
nes coordenadas como así tambien al "condicionamiento numérico" de la 
matriz-Ritz ( vease D. K. Faddeev, V. N. Faddeeva "Numerical Methods 
of Linear Algebra"). Algunas consideraciones sobre la estabilidad del 
método de Ritz y de otros métodos, tales como el de Bubnov-Galerkin, 
pueden verse en S. G. Mikhlin , "The Numeric"al Performance of Varia tio 
nal Methods".-
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CAPITULO III. FUNCIONALES RELAJADOS 
§3.1. INTRODUCCION 
En el cápítulo anterior y en el Anexo B se vio que dado el fun--
cional cuadrático 
F(u) = mum! - l(u) (3.1.1) 
definido en HA y tal que l(u) sea un operador lineal limitado en HA, 
existe un único elemento u
0
G HA tal que hace mínimo a (3.1.1). Por 
otro lado si se tiene \wn\ sistema de funciones coordenadas que sati~ 
facen las prop~edades establecidas en el Capítulo II, y desde que)wnJ 







para n-+ooen el sentido de la métrica de HA (convergen-
cia en la energia) y por tanto en la métrica del primitivo espacio H, 
convergencia en la media.-
Supóngase ahora que no solo se quiere una representación aproxi-
mada deu sino también de sus derivadas. El problema se hace más cr! 
o 
tico desde que la derivación término a término de (3.1.2) conduce a 
una serie que no necesariamente converge a la derivada correspondien-
te de u para n .... oo. Un ejemplo simple que a continuación se presenta o 
muestra que la no-convergencia aveces ocurre(5). Considérese,para sim 
plificar, una barra de sección uniforme y de area unitaria compuesta 
de dos materiales diferentes (Figura 3.1). Supóngase dicha barra some 
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Figura 3.1. 
tida a un cargamente longitudinal p(x) y fija en los extremos de la 
misma, Sea el eje x coincidente con el eje de la barra (Figura 3.1. ) 
Si u(x) representa el desplazamie'nto longitudinal de la sección tran,2_ 
versal la solución del problema deberâ hacer mínimo el funcional: 
b . 
F(u) = i J_a [E(x) ( :~ ) 2 -2p(x) u(x)] dx 
para u(-a) = u(b) =0 
-a~ X ( 0 
o <.. )(. ~b 
Puede demostrarse que si se adapta como funcion coordenadas a 
(3.1.4) 
(3.1.6) 







converge a la solución exacta u
0 
en la media, igualmente u~ converge 
'La solución del problema debe satisfacer la ecuación diferencial 
- E(x) u••(x) = p(x), con las condiciones de contorno u(-a)=u(b)=O 
y se vio en el Anexo B que esto equivale a minimizar 
a u• en la media (vease nota al pie de la página anterior). o 
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Ahora bien, la deformación específica €(x)-~~ no puede obtenerse 
por diferenciación de la secuencia (3.1.7). Resulta obvio que la de--
formación específica longitudinal a izquierda y derecha del origen es 
diferente, esta es: 
(3.1.8) 
desde que E(x) (Módulo de Young) es diferente para los dos materiales 
y la continuidad del campo de tensiones requiere que en la interface 
se verifique 
(nótese que la anteriores la condición de Weierstrass-Erdmann para 
J(u) = J:a ( - E(x) u' 1 u - 2 p u ) dx 
tal que u(-a)=u(b)=O 
Integrando por parte y recordando las condiciones de contorno resulta 
J(u) = (E(x)(u') Jb 2 - 2pu) dx -a 
o lo que es lo mismo 
F(u) = -t- Jb ( E(x) (u•) 2 -Zp u) dx 
-a 
Es facil ver que en HA el producto y norma en la energia son 
(u,v)A =Jb E(x) u' v' 
-a 
dx 
Desde que HA es completo existe 
plica que /j u0 - uJI ;t~«> y que \[u~ 
Jb 2 = E(x)(u•) dx -a 
{ un \ tal que JI/ u0 - uJ/J;:io0 y esta im-
- u'"-+0 (convergencia en la media).-
nll n-... 
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el funcional (3.1.3)). 
De (3.1.9) se sigue que 
/ 1 (3.1.10) 




para cualquier n, también la (3.1,11) se verifica para n_oo, por lo 
que la derivada de (3.1.7) no converge a la derivada de la solución 
para x = O+ó y x = 0- b donde S es un nfimero positivo arbitrariamen-
_te pequeno. Un hecho similar, relacionado con la propagación de ondas 
en materiales compuestos, ya fue mostrado por\'/, Kohn( 27 l.-
Si bien es cierto que en muchos casos la aproximación en el sen-
tido de la convergencia en la energia o en la media es más que sufi--
ciente, resulta sin embargo de gran utilidad poder disponer de secue~ 
cias minimizantes que puedan representar las discontinuidades que en 
las derivadas puede exibir el extremal u (x),-
o 
w. Kohn(Z7), E. H. Lee(ZS) han mostrado que agregando términos 
al funcional (3,1.1) es posible tener representaciones en series que 
exiban esas discontinuidades.-
Este tipo de funcionales reciben el nombre de "funcionales rela-
jados" ya que, como se verá en las secciones siguientes, lo que se e§_ 
tá haciendo al agregar esos términos al funcional (3.1,1) es relajar 
las condiciones de Weierstrass-Erdmann para la existencia de extrema-
les con "puntos angulosos" de manera que aparezcan como condiciones 
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naturales de contorno. Un camino sistemático para la obtención de es-
tes funcionales relajados es uno de los objetivos de las secciones si 
guientes.-
w. Prager( 29) y E. Reissnerr(30) han examinado el problema de la 
discontinuidad de los extremales y del relajamiento de las condicio--
nes de contorno pero desde un punto de vista diferente al aqui plan--
teado.-
§3.2. PROBLEMA DE DIRICHLET, PROBLEMA DE NE\\IMANN 
En esta sección se tratará el problema de valor de contornoi.del 
tipo: 
i 
- 'Çf (g(x,y) '?u ) + Àu = f(x,y) (3.2.1) 
Supóngase una cierta ecuación diferencial: 
Au = f (a) 
se supone que la solución de esta ecuación a de ser determinada en 
una regi6n !l del espacio euclidiano m dimensional, E , y donde el C(!! 
m 
torno de esta región se designa con C. En todo C o en parte de él, 
se da el valor de una, o algunas veces de varias, expresión diferen 
cial envolviendo la función desconocida: 
, k=1,2, .••• ,1. (b) 
Las ecuaciones (b) son llamadas "condiciones de contorno" y el pro-
blema de integrar la ecuacion diferencial (a) sujeto a las condicio 
nes de contorno (b) se conoce con el nombre de "problema de valor 
de contorno".-
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definida en la regi6n.U= \<x,y)} del espacio euclidiano E2 , para las 
condiciones homogeneas de contorno: 
u(x,y)lc = o (3.2,2,a) 
o 
du l an e = o (3.2.2.b) 
Donde con C se indica el contorno que limita.il., con n la normal salien 
te a e, c.on í/ el operador gradiente, g(x,y) y f(x,y) son por ahora , 
funciones continuas en .O., y con À= cte, ~0.-
El problema de valor de contorno (3,2,1)-(3,2.2.a) es conocido 
con el nombre de Problema de Dirichlet, y a (3,2,1)-(3.2,2,b) con el 
nombre de Problema de Newmann, Por otra parte estos dos tipos de pro-
blemas no solo pueden plantearse en E2 sino también en Em.-
Nótese que si se designa con c1 y c2 a partes del contorno C tal 
que C=C1+c2 se pudo haber planteado el problema (2,2,1) con la condi-
ción de contorno 
u(x,y) 1 = O 
c1 
~1 = o an e 
2 
(3,2.2,c) 
Se supone adernas que fEL2 (1l.) y que f cumple con las condicio--
nes necesarias para asegurar la existencia de la solución del proble-
ma de Dirichlet' o del problema de Newmann''• 
A • Es suficiente que fE.L/íL), esto es Jt d.íl.~cte. 
'' Solo existe solución para el subconjunto de L2 (1l.) formado por los 
elementos f que satisfacen J f d.!l. = 0.-
C/L 
63 
Como todo problema de valor de contorno, el problema de Dirichlet 
o el de Newmann o el problema (3.2.1)-(3.2.2.c) generan un operador , 
que se designará por A. Este operador tiene la forma: 
Au = -'?( g(x,y) <v::u ) +Àu 
Como domínio de definici6n podrá tomarse el conjunto de todas las 
funciones c2 (1i.), donde con :Õ. se designa la regi6n .Q. incluido el con-




Se demostrará ahora que el operador (3.2.3) es positivo definido 
en L2 (..íl.), para ello bastará demostrar que 
i) El conjunto D(A) sea denso en L2 (Il). 
ii) El operador A es simétrico. 
iii) El operador A es positivo definido, es decir verifica: 
(Au,u)40 y solo nulo para u=O (elemento nulo) 
De que es denso en L2 (.íl.) surge de la misma definici6n de D(A), yaque 
obviamente D(A) contiene el conjunto de todas las funciones finitas ( 
cuadrado integrables).-
simétrico se sigue de que si u,vGD(A), esto es: 
= o (3.2.4.a) 
(3.2.4.b) 
o 
= o, (3.2.4.c) 
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Se tiene que 
(Au,v) = fr ( g(x,y) y u) v d-'l+J:uv d.!l 
El segundo término del segundo miembro de (3,2,5) es claramente simé-
trico. Integrando por parte el primer término resulta 
l J ~:Ou ílv +'ou ôv ) - X C,X ?Jy"ôy - .!l."{ (g(x,y) "v_ u) v dÜ.= .O.g(x,y) 
ya que alguns de las condiciones de contorno (3,2.4) se verifica. Lue 
gola (3,2,5) puede escribirse: 
(Au,v) = l :'Jv "vv ôu âv ) 1' ,, :i_<x,y) <ô-;ô,c +ôyôy d.D.+ ;;v d~<. 
Claramente la (3.2.6) es simétrica.-
Se sigue de (3,2,6) que: 
(3,2,6) 
(Au,u)?:-O (3.2.7) 
El espacio energ!a asociado a A, HA' podrá consistir de aquellas 
funciones que son: 
i) cuadrado integrables enJl, 
ii) con derivadas primeras cuadrado integrables en.!2.. 
En el espacio HA' el producto energ!a y la norma energ!a, estan 
definidos. por 
Cu v)· -' A -
/tu ê)v + .>u ê)v ) + /\. uv J 
ôx 'ex oyôy 
( ) Jr. ( ) a1ux) 2+ Juy) 2 + --.u2 J dJl. u,u A= ,ij_g x,y ô ·o " 
(3.2.8) 
Luego, como puede verse en el Anexo B, si u es la soluciôn gener8 li-o 
zada de (3,2,1) bajo alguna de las condiciones de contorno (3,2,2) mi 
nimiza también al funcional cuadrático: 
J( u) = J.r ( Y. u) 2 + Àu2 -2fu J d.!1. (3.2.10) 
bajo las mismas condiciones de contorno, definido en HA. Desde que RA 
es separable se vimen el Anexo B que existe una secuencia ~un\ tal 
que 
De (3,2.9) y (3,2,11) se sigue que 
(3.2.11) 
(3.2.12) 
+ À ( u -u ) z1 di2 - o ' 
o n J n~°'° 
y desde que todos los t~rminos de (3.2.12) son positivos se sigue 
1~:
0 
- ~~112 = I uu ôU (-º -· -1! i2 d..Q. - o (3.2.12. a) ()X U X n-..+OO .a. 
1ru0 _ ')un\12 l ~u ')u = ( o - -1! i2 dJl .... o (3.2.12. b) ?! y ô y Sl. ê) y 'rJ y n""?"<> 
= - u n (3.2.12.c) 
Lo anteriDr significa que tanto u como sus derivadas convergen en el 
n 
sentido de_ la norma de L2 (.Q).-
Supóngase ahora que g(x,y) sea seccionalmente continua en.a, lu~ 
go en este caso el gradiente deu será discontinuo donde lo es g(x,y 
o 
). Sea g(x,y) discontinuo en c12 (Figura 3,2) curva que divide all.en 
las subregiones .íl1 y ~ tal que il = ~ UI\ ' . Sea P un punto gene-
t Debe leerse unión.-
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rico sobre c12 y desígnese con P1 y P2 puntos respectivamente de 111 , 
.fl.2 arbitrariamente próximos a P.-
tal 
El 








lim g/P1) -J lim gzCP2 ) 
P1-+- p p2'"p 
funcional (3.2.10) puede ahora escribirse como sigue: 
Figura 3.2. 
e 
La primera variación de F(u) será: 
~F(u) = J (g1 ':,u~6u +Àubu - fóu) d..c; + 
..fi~ 




Haciendo uso de los teoremas de Green: 
(3.2.14) 
Teniendo en cuenta las condiciones de contorno (3.2.2) la (3.2.14) se 
reduce a 
~F(u) =J[-"!< g~u) +';-u - f] dfl~u + 
:.a. 
(3.2.15) 
( con Ô.e (i=1 1 2) se indica la parte de C perteneciente a12.) 1 1 
Desde que el campo de funciones admisibles es continuo lim u(P1 ) 
p1_.p 
= 
lim u (P2 ) que permite reagrupar las dos ~ltimas integrales de (3.2. 
P2+P 
14) en la ~ltima inte1<ral de (3,2, 15) .-
Como se vio en el CAPITULO I, la condición necesaria para que F( 
,· 
u) sea minimo es que6F(u) = O y desde que du es arbitraria el lema 
fundamental del cálculo de variaciones conduce a: 
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- ~( g~u) +Àu = f en .íl (3.2.16) 
[g1~: J - [g~~ J = o en c12 (3.2.17) 
p1~p p2~p 
La (3.2.16) es claramente la ecuación diferencial (3.2.1), mientras 
que la (3.2.17) es una ecuación que nos da la relación que debe veri-
ficar la discontinuidad de~~ a lo largo de c12 • La (3.2.17) no es 
otra cosa que la primera condición de Weierstrass-Erdmann para extre-
males con puntos angulosos, compárese (3.2.17) con. (1.12.9).-
Es necesario recalcar aqu1 que si el funcional (3.2.10) definido 
eníl. admite un mínimo y g(x,y) es discontinua sobre c12 , pero conti--
nuamente diferenciable las veces necesarias en .11
1
(i=1,2), luego el 
gradiente de u
0
(x,y), función extremal, es discontinuo en c12 y tal 
que la (3.2.17) se verifica en donde con ~ se indica la derivada 
respecto a la normal saliente de c12 como perteneciente a la región.q. 
Resulta claro tambiên que las funciones admisibles deben satisfacer ( 
3.2.17) por lo que la elección de las funciones coordenadas es suma--
mente dificultosa. Sin embargo como se verá en la sección siguiente , 
es posible eliminar esta dificultad modificando convenientemente elfuE_ 
cional (3,2.10).-
§3.3. FUNCIONALES RELAJADOS PARA EL PROBLEMA DE DIRICHLET 
Y NEWMANN. RELAJAI-1IENTO DE LAS CONDICIONES DE WEIRS 
TRASS-ERDMANN 
Como se indicó en §3,2 cuando g(x,y) es discontinua en Cij' cur-
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va esta que separa las subregiones íl., ..0..E.íl., en cada una de las cua-
i :J 
les g(x,y) es continuamente diferenciable las ·veces necesarias. Las 
funciones admisibles son continuas en.íl. pero sus gradientes son dis-
continuos sobre C .. debiendo verificar la condición de Weierstrass-Er 
l.J 
dmann (3. 2 • 17) en C. . • -
]. .] 
Ahora bien si se desea obtener una solución aproximada del extre 
mal via método de Ritz se deberá adaptar un sistema {wn} de funciones 
coordenadas que deben satisfacer las condiciones enumeradas en §2.7., 
pero que en esta sección solo interesa resaltar una de ellas: 
(3.3.1) 
donde HA es el espacio energia del operador (3.2.3).-
La (3.3.1) significa entre otras cosas que { "'n} debe satisfacer 
las condiciones de contorno (3.2.2) y tales que las combinaciones li-
neales que se pueden formar con (3.3.1) satisfacen la (3.2.17) sobre 
Cij a la vez de ser continuas en12 y continuamente diferenciables las 
veces necesarias en ili; lograr todo este en ~ wn) , como ya se indicá, 
resulta sumamente dificultoso sino imposible. Surge de estola conve-
niencia de trabajar con varies conjuntos de funciones coordenadas uno 
para cada región, que se designarân con {w!}, pero este trae el inco.!!. 
veniente adicional de que a lo largo de C .. las combinaciones linea-
l.J 
les · que se pueden formar con ~ w!) y { w;} deben tomar los mismos valo-
res. Si se recuerda el CAPITULO I en lo referente a condiciones natu-
rales de contorno surge como idea para salvar los inconvenientes ante 
riores la de trabajar con un nuevo funcional, J(u), que se obtiene 
a.gregando al primitivo funcional, F(u) nuevos H,rminos de manera que 
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las condiciones de contorno de F(u), incluída la condición de Weirs--
trass-Erdmann, sean condiciones naturales de contorno de J(u).-
Este proceso se designará con el nombre de "relajamiento del fun 
cional" F(u).-
Para los problemas planteados en §3.2. en lugar de trabajar con 
el funcional (2.3.10) se plantea el siguiente funcional 
J(u) = ±L[g(';?'ui2 +Àu
2 
- 2uf] dJ2.-
- ±J [< g11*) + (gJ;)J Lu(P1) - u(P2 )} ds 
C12 P1-P p2~p P1,2°".p 






donde g(x,y), c12 , c1 y c2 están definidos como en §3.2. La clase .de 
funciones admisibles, siguiendo las ideas planteadas, debe extenderse 
para incluir funciones discontinuas. Sea v(x,y) definida como sigue: 
para (x,y)Eã:.~ 
para (x,y)E~ 
ii) v1 y v2 son funciones continuamente diferenciables las veces ne-
cesarias enil1 y .q, respectivamente.-
iii) l -1 1 v1 p1~p v2 p2_.,p 
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, para el problema (3.3.2)-(3.3.3.a) 
(libre) , para el problema (3.3.2)-(3.3.3.b) 
iv) v[c = o 
v /e I o 
v\c = o 
1 
y v/c I O (libre), para el problema (3.3.2)-(3.3.3.c) 
2 
Luego de i)-iv), v(x,y) pertenece a la clase de funciones admisibles. 
La primera variación de (3.3.2): 
JJ(u) =Jlg'{'.u'!(Ju) +Àuáu + fhu] d.0.-·J· [<g1 °,f:1 
'.fl. e 12 
(u(P1 ) - u(P2 ) ) - (g~:
1 
+ g!2 ) ~u1-~u2~ ds (3.3.4) 
Donde u estl definido de la misma manera que v, Aplicando Green a (3, 
=I [-Y ( g'ífu) 
ôu2 
-.- g) ôn 2 
'.il. 
Desde que las funciones admisibles v(x,y) son libres en c 12 , este es 
no hay requerimientos 
das en c12 , tanto ~ui 
ción de mínimo de J(u) 
de continuidad de la función ni de sus deriva~ 
ôhUi 
como~ n son arbitrarias en (3.3.5). La condia. 
conduce abJ(u) = O y por lo anterior resulta: 
- 'V( g Y u ) + Àu = - - f en 
.Q_ 
--;)u1 . ôu2 J 
Lg,'Õn - g2 ?a,;° = o en c 12 
p1 2~ p 
' 
[u(P1 ) - u(P2 ) 1 = o en c12 (3.3.8) 
P1,2' p 
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La (3.3.6) no es otra cosa que la ecuación diferencial (3.2.1), la (3 
3.7) es la primera condición de Weierstrass-Erdmann, y la (3.3.8) im-
plica que u(x,y) es continua en c12 • Nótese que tanto (3.3.7) y (3.3. 
8) son condiciones naturales de J(u).-
Por otro lado, como se ve claramente de (3.2.17) y (3.3.2), una 
vez conocida la condición de Weierstrass-Erdmann es facil deducir los 
términos a agregar al funcional primitivo para permitir relajar esa 
condición. Sin embargo este no es el Único camino, así por ejemplo el 
uso de los operadores de Lagrange permite llegar al mismo resultado ( 
(6) 
3.3.2) .-
En este punto es necesario recalcar lo siguiente. El funcional ( 
3.3.2) puede colocarse bajo la forma 
Resulta obvio que D(F)c:D(J) y que el operador Q no es necesariamente 
simétrico positivo definido en D(J). Ahora bien, existe un ~nico ele-
mento en D(J) que mínimice J(u)?, y si es así éste coincide con elele 
mento que minimiza F(U) en D(F)?. 
JEOREMA 3.3.1. En D(J) existe un y solo un elemento u que minimiza o 
J(u). Verifícase adernas que Ü
0 





mente que minimiza a F(u) en D(F).-
Demostración. Sea Ü un elemento que minimiza J(u),luego: 
o 
(3~J.10) 
Desde que J(Ü) es mínimo se cumplen las condiciones naturales de con o 
Ü E D(F), por lo que la (3.3.9): 
o 
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J(Ü) = F(Ü) = min. 
o o 
Por otro lado desde que ÜfD(F), y desde que en D(F) F admite un úni-
co elemento u que lo minimiza resultará o 
-u = u o o 
La demostración que es único es inmediata. Supóngase v / Ü otro ele 
o o 
menta en D(J) tal que 
J(v) = min o 
por lo visto anteriormente se tiene 






y por hipótesis v / u o o 
se llega entonces a una contradicción, luego 
-V o 
que es lo que se queria demostrar.-
Desde que J(u) es minimizado por un único elemento ser~ posible, 
definirlo en un nuevo espacio Hilbert HJ' y si se adapta como norma 
de HJ la norma de HA resulta obvio que HAC.HJ; ahora bien como u
0
E HA 
y con el ob·jeto de obtener una representación de u
0 
las funciones co-
ordenadas deben satisfacer 
i) {wn~€HJ 
ii) para cualquier n w1 ,w2 , •••• ,wn son linealmente independientes 
iii) {,wn} completa en HA 
Resumiendo el minimo del funcional (3.3,2) puede ser aproximado 
por secuencias minimizantes discontinuas en c12 • Para la construcción 
de dichas secuencias se podrá adaptar el conjunto {w:},{w!} de funci~ 
nes coordenadas definidas en .D.1 y ~ respectivamente tales que lasco.!!! 
bina:ciones lineales que puedan formarse con cada una de ellas no sean 
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necesariamente continuas en c
12
. Al aplicar el mêtodo de Ritz las se-
cuencias minimizantes toman la forma: 
u 
n 
= { ~ 1 a~ w~ 
L bn z 
k=1 k wk 
· en _f1
2 
para n=1,2, •••. (3.3,11) 
donde los~ y b~ son evaluados de manera que (3,3,2) sea mínimo, por 
lo que estas coeficientes hacen que un sea continua en c 12 y que su 
gradiente en c
12 
satisfaga (3 .• 2.17). La aplicación del mêto.dq .d" Ritz 
al funcional (3.3.2) es mas complejo que cuando se trabaja con el fun 
cional (3.2.10), sin embargo se logran excelentes aproxima.ciones de 
la función extrema!. Como puede· verse en el CAPITULO V la discontinu,:h 
dad del gradiente en c
12 
es claramente evidenciada por estas secuen--
cias minimizantes.-
§3.4. RELAJAMIENTOS DE FUNCIONALES EN LOS QUE INTERVIENEN 
DERIVADAS DE ORDEN SUPERIOR 
Numerosos problemas de la teoria de la elasticidad (flexión de 
placas, estado plano de tensiones y deformaciones) conducen a difere~ 
tes problemas de valores de contorno en los que entra en juego la~ 
ción diferencial 
(3.4.1) 
actuando en una cierta regióni2., limitada por el contorno e.-
La ecuación (3.4.1) est~ asociada al problema de mínimo del fun-
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cional (9): 
1J~ [ 2 , º2 12 n 2J J F(u) = 2 D (~ul - 2(1-~) ~ ~ - ( u) -2fu d.Q:. (3.4.2) 
'.í1. ()x dy ?J;)}y 
- Jcp(s)u ds + J Cm(s)~~ ds 
La (3.4.2) puede escribirse enforma mas 
F(u) = iJ D(x,y) ~1-))(u!x+ u;Y) + 
'...o. 
-.[:u dll- Jcp(s) u ds 
conveniente 
(3.4.3) 
Desde que para problemas de elasticidad D(x,y) ~O y J coeficiente de 
Poisson varia entre el valor nulo y 0.5, la primera integral de (3.4. 
3) es siempre mayor o igual que cero, siendo nula para u correspon~ 
te al caso de movimientos de cuerpo rigido, como esto no se consider!! 
ra soluci5n resulta que la primera integral es siempre positiva. Por 
lo anterior el funcional (3.4.3) puede definirse en el espacio Hilbert 
HA constituído por todas las funciones cuadrado integrables con deri-
vadas de segundo orden tambi~n cuadrado integrables y donde el produ~ 
to escalar y norma están definidos como sigue: 
(Au,v) = Jn(x,y) [<1-~)(u v +u v ) + (u +u )(v +v ) + 
XX XX yy yy XX yy XX yy 
:.íl. 
(Au,u) 




+ 2 (1-)) u 2 J dl2 xy 




Luego (3.4.3) definido en HA podr~ escribirse como: 
F(u) = [l\ui\lf - l(u) (3.4.6) 
donde l(u) es un operador lineal de la forma: 
l(u) = J~u d.0.+ Jcp(s) u ds - Jcm(s)~~ ds (3.4.7) 
Sea l(u) limitado en HA' de lo contrario el problema del mínimo 
de (3,4.6) pierde sentido(vease Anexo B). Deacuerdo al teorema de Ri-
esz existe un elemento u
0
E. HA tal que 
por lo que la (3.4.6) resulta 
(3.4.8) 
De (3.4,8) se ve claramente que u
0 
minimiza a F(u) en HA y es único ( 
para mas detalles vease Anexo B). Por otro lado desde que HA es com 
pleto y separable existe una secuencia \ unJEHA tal que: 
(3.4.9) 
De (3.4.5) y (3.4.9) se sigue que: 
{ Jcu - u i2 d.íl} 1/2 = \\unxx -uoxx li "70 nxx oxx 
:.o... n~OO 
(3.4,10) 
{ Jcu - u i2 d..íl} 1/2 = li unyy-uoyyj/ ~o nyy oyy n"7oO 
'..!L 
(3.4.11 ) 





y recordando la ecuación (17) del Anexo B se sigue 
llu - u li ~o ,\ n o oO n-
(3 .4.13) 
De (3.4.10)-(3.4.13) se sigue que lun} converge a u
0 
en la métrica de 
, L2 (il.), esto es convergencia en l'a media.-
La condición necesaria de mínimo para (3.4.3) es que cÍF(u) = O , 
si se supone que D(x,y) es continuamente diferenciable en.D. y se adoE 
tan los sentidos positivos para n (normal saliente a C) y s (vector 
tangente a C) indicados por la :1igura3.2. se tendrá 
ô. -!.:.1 'o. 
'ÔX -'on -c>s m (3.4.14)1 
donde 1 y m son los cosenos directores de n respecto a los ejes x e y 
respectivamente.-
Figura 3.2. 
i~ ,). 1 'd. 1 º-..:. 1 e). 12 à.:. ml = - +- m m.m. a m. por =ox ~n ôX ?)Y ' ôn +ÔY 
'Ô. "'~ 'ô. 1 ô. ~ 2 ê). lm -os = - m +- ,m.m. a m. por m -m = 7"") X m +-Ty 'ôx oy os 
r.m. a m. 
a su vez 
cí>2u ~ - Ô3u óu 
Côx2 Ôx ôx3 
=I'fu ~u d.Íl+ J 'il2u~ 1 
Ox.4 Càx2 CJn 
..Cl. 
_ 'âbu m) 
"ô s 
- - óU 1 ds J 'Õ3u / côx3 
la expresión: 
)1 ds = 
1 ds -
Integrando por parte 
r 'õ2u ml ôÍu ds 
j éôx2 71 s 1 v ô 2 < - ~. ( __.!! lm)óu ds éôs '()x2 
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(3.4.15) 
pero el primer t~rmino del segundo miembro es nulo desde que se está 
integrando en un contorno cerrado. Luego la (3.4.15) resulta: 
2 
(º ~ lm) 
Ôx 
(3.4.16) 





Mediante el uso de (3,4,16) a (3,4,19) se tiene: 
bF(u) = r:.DMu .; f)fu dQ+ JC [n M(u) + m(s1 o~~ ds -
-JlD Q(u) + p(sl]Ju ds = O (3.4.20) 
donde 
M(u) = ).ô,.u + (1-V) 
Q(u) 
De (3.4.20) se sigue que si 6u y 9/~ son arbitrarios. en C: 
D(x,y0..Au - f = O en ll 
D(x,y) M(u) + m(s) = O en C 





La (3.4,23) es la ecuación diferencial planteada y las (3.4.24), (3,4 
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,25) son las condiciones naturales de contorno para el funcional F(u) 
(3,4,3) .-
Ahora bien si D(x,y) fuera discontinuo a lo largo de la curva 
c12 que separa la región il en dos subregiones ~, ~ podr~ definirse 
de la siguiente manera: 
para (x, y) E.0.
1 
y tal que 
donde P1 , P2 , y P tienen el mismo significado que en §3,2,-
De (3,4,20) se sigue facilmente que la condición de Weierstrass-
Erdmann toma la forma: 
D1 M(u1) D/1Cu2 ) = o en c12 (3.4,26.a) 
p 1 'p P2 ... P 
D1Q(u1) D}tCu2 ) = o en c12 (3.4.26, b) 
P 1,P P2-+P 
Conocidas estas últimas expresiones el relajamiento del funcional (3, 
4,3) resulta inmediato; como es facil ver los t~rminos a agregar son: 
i) _.!J [n 










2 l + l XX YY (u +u )
2 + 2(1-~) u2 } d__Q_ -
XX yy xy 
:.n. 
- Jfu d.0..-Jcp(s) u ds 
:n. 
+ Jcm(s)~: ds -
---i Ic [n1 M(u1) + D2 M(u)] ôU1 ";)u2 (- - -) ds + ôn 'ôn 
12 P1,2~ P1,2_,.. p 
+if LD1 Q(u1) + n2 Q(u2)} lu(P1 ) - u(P2 )] ds (3.4.27) 
c12 p1 2~p P1 2-P 
' ' 
donde el campo de funciones admisibles se ha extendido con el objeto 
de incluir funciones discontinuas, esto es: 
l
u1 (x,y) i) u(x,y) = 
u/x,y) 
para ( x, y )E.D, 
para (x,ylE.°z 
ii) u1 y u2 son funciones continuamente diferenciables las vece~ ne-
cesarias en J21 y ~ 
La condición de mínimo de J(u) conduce a las siguientes condicio 
nes naturales de contorno: 
D M(u) + m(s) = o en e (_;;.4.28,a) 
D Q(u) + p(s) = o en e (3.4.28.b) 
u1 - u2 = o en c12 (3.4.28.c) 
Ôu1 ê)u2 
o c12 (3.4.28.d) 'ê)n - 'o n = en 
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D1 M(u1 ) - D2 M(u2 ) = o (3.4.28.e) 
p1 2-.P 
' 
D1 Q(u1) D2 Q(u2) = o (3.4.28.f) 
p1 2-P 
' 
Nuevamente las consideraciones planteadas al final de §3.3. son 
en un todo aplicables en esta secci6n.-
CAPITULO IV. MAPEAMIENTO 
§4.1. CONSIJiERACIONES GENERALES 
Sea F(u) un funcional actuando en una cierta región R del espa-
cio euclidiano m dimensional ~in, con c· se designará al contorno de R 
que limita esta región en E (Figura 4.1).-
m 
Figura 4.1 
Como se indicó en el CAPITULO III si F(u) admite extremales con 
discontinuidades en sus derivadas, resulta conveniente dividir la re-
gión R en subregiones Ri interconectadas a travez de los contornos Cij 
donde el extremal presenta derivadas discontinuas.-
Por otro lado de los Capitules II y III se deduce que los coefi-
cientes de la matriz-Ritz se calculan a travez de integrales sobre Ri 
e integrales a lo largo de C y C ..• Con el objeto de sistematizar el 
1J 
cálculo de estas integrales a la vez que permitir, dentro de un mismo 
problema, abordar con generalidad cualquier forma de contorno y cual-
quier condición de contorno se recurre aqu1 a lo que se convendrá en 
llamar "mapeamiento", que en pocas palabras puede definirse como el 
proceso que consiste en establecer una correspondencia entre elemen--
tos de la subregión R. de E y elementos de la región Q., también de 
1 m 1 
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E tal que la regi6n Q. sea de forma conveniente, en este trabajo de 
m i 
forma cuadrada.-
§4.2. REPRESENTACION DISCRETA DE LA REGION R' 
Sea R una región en E, limitada por el contorno C y subdividida 
m 
en M subregiones R. (Figura 4.1). La construcción de una representa--
i 
ción discreta de R es como sigue: 
i) Sea L un número finito de puntos en R, estes puntos se designa--
rán "puntos nodales globales" o "nodos globales" y se designarán 
1 2 L Ã 
por X, X , .•••• ,X o bien mas brevemente por X (b=1,2 1 ,,,,,L) , 
sea adernas R X= { x1 ,x2 , •••••• ,~f.-
ii) La región R es representada aproximadamente por otra región Rque 
contiene por lo menos todos los puntos nodales globales de R. La 
diferencia entre R y R (R - R) se designará como Re, error en la 
representaci6n R con respecto a R. Si RE es vacio ( este es no 
contiene ningún elemento) luego R y R resultan una misma cosa, 
resulta obvio que Rxc.R.-
'Esta sección está basada en las ideas que primeramente fueron apli-
cadas por I. B, Ergatoudis en su tesis de M, Sc.,"Quadrilateral El~ 
ment in Plane Analysis" University of Wales 8wansea 1966, por I, B, 
. (41) 
Ergatoudis y formalmente presentadas por J, T, Oden en "Finite 
Elements of Nonlinear Continua",1971, obra esta que se toma como ba 
se para la realización de esta sección.-
iii) Sea M un número finito de subregiones R en que se ha dividido R 
r 
y por analogia con elementos finitos se convendrá en llamar "re-
giones finitas", se espera que el ensamblaje de estas regiones 
finitas conduzca a R. Se supone que cada región finita está li-
mitada y que no hay posibilidad de superposición de contornos es 
toes 









se designará como región desconectada o desamblada,-
iv) Sea un elemento gen~rico R completamente aislado. Un número fi-r 
nito N de puntos en R es 
r r 
1 2 Nr 
mo x(r)' x(r)' ••••• , x(r) 
ahora identificado respectivamente c2 
N 
o mas brevemente por x(r) ( N=1,2, ••• 
,,,Nr)11 1 y que se denominarán "puntos nodales locales" o "nodos 
locales", El conjunto finito de nodos locales correspondientes a 
* la región finita Rr se designará por Rx(r)'-
v) Ahora bien las regiones finitas R no están relacionadas con R, 
r 
La construcción del modelo discreto de R es establecida mediante 
el mapeamiento de R~ en Rode cada R:(r) en RX, Por razones o~ 
vias este mapeamiento se convendrá en llamar 11 ensamblaje de ele-
mentos", desde que transforma la región no ensamblada R* en la 
;t Aindica intersección.-
Claramente tanto para X N como x(r) puede asociarse respectivame~ 
te el conjunto ordenado de números reales { x, , x2, , •••• , xm J Y 
coordenadas del punto :t:'"y x~r) 
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región ensamblada R. Asumiendo, por el momento, que la corresponden--
eia existe entre los nodos de una región finita R y aquellos de R,la r 
r "* 
es establecida por el mapeamiento V: Rx(r)~ R,c para un conectividad 
r fijo por: 
A r 
X = VN (4.2.3) 
r 
donde el índice repetido N indica suma para N=1,2, ••• ,Nr y donde VN 
est! definido como sigue 
r 
= {~ 




Desde que la identificación de puntos en R y Rx(r) como puntos noda--
les es completamente arbitrario la correspondencia establecida en (4. 
* 2.3) existe para todo punto de R y R por lo que la (4,2.3) implica el 
4 -mapeamiento de R en R.-
§4.3. HAPEAMIENTO DE LA SUBREGION R . r 
Como se indicó en §4.1. interesa trabajar en subregiones de for-
ma simple por lo que surge la necesidad de mapear Rr.-
Para simplificar la presentación sea Rrc.E2 • Des1gnese con ~ e y 
los ejes cartesianos en E
2 
al cual estân referidos los puntos de Rr. 
Por otro lado des1gnese con J y 1 otro sistema cartesiano de ejes en 
E2 al cual estan referidos los puntos de otra región Qrc.E2 • En elpr!_ 
sente trabajo se supone que Qr es una región cuadrada, esto es -1~,~1 
y -1 ,; 1 ~ 1. Notes e sin embargo que la elección de la forma de Q.r puede 
ser cuaiquiera y ella estâ estrechamente vinculada al tipo de funcio-
nes coordenadas que se adopten al aplicar el mitodo de Ritz,-
Sea x(r) y w(r) un punto arbitraria de Rr y Qr respectivamente , 




Una construcción aproximada de (4,3,1) puede hacerse como sigue 
i) Adoptese sobre el contorno de R y Q N puntos nodales, que se 
r r r 
N 
designar~n por x(r) y w~r) (N=1,2, .... ,.,Nr) respectivamente (Fi-
gura 4.2). 
ii) Sea la siguiente transformación 
(4,3,2) 
donde el indice N indica sumación para N=1,2, ••• ,N. Es facil ver r 
de (4,3,2) que si 
to nodal w~~) las 
N· N· 
se designa con 1j J., ~ J. las coordenadas del P!! 
funciones ~; (~ ,~), conocidas con el nombre de 
"funciones de interpolación", cumplen con : 
para N = Ni 
para N-/ Ni (4,3,3) 
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Por otro lado obsérvese que (4.3.2) es general, este es, es v~lida pa 
ra cualquier R, por lo que las funciones de interpolación son las mis r 
mas para todas las subregiones. Si a su vez se exige que en el conter 
no de C .. , común a R. y R. respectivamente, se adopten los mismos pu!! 
iJ i J 
tos nodales la representación aproximada de C .. es Única por lo que Ja 
iJ 
condición de no superposición de regiones finitas de §4.2. queda sa--
tisfecha con la transformación (4.3.2). De este se deduce también que 
al hacer el ensamblaje de las regiones R para obtener R, el error Re 
r 
se produce solo debido a que C es solo logrado enforma aproximada y 
tal que Re ... o para N °"""°• Es interesante recalcar aqui que el aumen-r 
to de puntos nodales sobre el contorno de R no trae aparejado un au 
r 
mente en el número de ecuaciones que surgen al aplicar el método de 
Ritz. Esta es una de las diferencias entre este tipo de "regiones fi-
nitas" y los "elementos isoparametricos"< 26,38,39, 4o,41) .-
Para fijar ideas supongase N =8 y distribuídos los puntos noda-
r 
les como indica la Figura 4.2, luego las funciones de interpolación 
resultan: 
L1 = 0.25 ( 1 + 7> ( 1-1) <;-1-1) 
L2 = 0.25 ( 1 +1)( 1 +~)(~ +~ -1) 
L3 = 0.25 (1-~)(1+1)(-~+1-1) 
L4 = 0.25 (1-~)(1-1)<-~-1-1) 




L7 = 0.5 (1-~)(1-11_
2
) 
L8 = 0.5 (1-~2)(1-1) 
Para Nr mayores las funciones de interpolación ~ pueden encontrarse 
en los numerosos trabajos que sobre elementos isoparamétricos se han 
publicado hasta el presente.-
§4.4. EVALUACION DE LOS COEFICIENTES DE LA MATRIZ-RITZ 
MEDIANTE IN'rEGRACION IWHERICA 
En esta sección se presenta brevemente el uso de las fórmulas pa .. -
ra integración por el método de Gauss. Un estudio sistemático de éste 
y de otros métodos para integración numérica, incluyendo la evaluación 
del errar cometido por cada uno de ellos puede verse en la extraordi-
naria obra de V. I. Krylov, "Approximate Calculation of Integrals".-
Como se vio en JJos CAPITULOS II, III y Anexo B en el cálculo de 
los coeficientes de la matriz-Ritz estan involucradas integrales del 
tipo: 
I f(x,y) dx dy R. ]. 
Jc. ~(x,y) dx 
l.J 
o JC .. g(x,y) dy l.J 






donde ~i indica la función de iriterpolación, x(i) e Y(i) indican las 
coordenadas del punto nodal N sobre el contorno da la subregión R. y 
]. 
con x(i) e y(i) las coordenadas de un punto genérico de Ri.-
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De las dos últimas expresiones y eliminando el subindice i se tiene: 
dx 
'd\-1 N 
d~+~ XN dL = -- X ê)i (4.4.5) 
U~ N Ô~ N dy 
= 'Ô~ y dl + º1 y dl (4.4.6) 
Si se introduce la siguiente matriz, que se convendrá en llamar" ma-
triz Jacobiana": 
í)L1 'ê)L2 t)LN 1 1 -- -- -2:.r x(i) Y(i) 
ô~ ô~ 
...... ~~ 




'Ô1 ....... x(i) Y(i) "â1_ 
A su vez se conoce con el nombre de Jacobiano al determinante de la 
matriz &.nterior, se lo designará ·por J(~); el Jacobiano juega un p~ 
' 
pel importante en el cambio de variables, en 
. (12) 
efecto se tiene que 
dx dy = J(~) dl dl 
por lo que la (4.4.1) resulta 
l f(x,y) dx dy = J1 J1 f(~,1) dl d1_ (4.4.8) 
R. -1 -1 
1 
y de una manera similar la (4,4,2) se transforma en alguna de las si-
guientes integrales: 
o (4.4.9) 
seg~n sea el contorno en que se está, con ~ o l se quiere indicar un 
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valor fijo de~ o ri respectivamente.-
Sobre las integrales (4,4,8) y (4.4,9) puede aplicarse las fórmu 
las de integración de Gauss: 
J1 f(x) dx -1 (4.4.10) 
donde (4,4,10) es exacto si f(x) es un polinomio de grado 2n-1, 
J
1 J1 f(x,y) dx dy 
-1 -1 
n n 
= L I. 
k=1 i=1 
f( (n) 
xi ' (4.4,11) 
Los coeficientes A~n) y las coordenadas son simétricos respecto al 
origen x = O y = O, En el Apendice A de la obra de V, I, Krylov, an-
b d 1 1 d 
, (n) (n) 
teriormente nom ra a puede encontrarse os va ores e J,k y ~ pa-
ra valores de n de hasta n= 48,-
CAPITULO V. FUNCIONAL RELAJADO PARA EL CASO ESPECIFICO 
DE TORSION EN BARRAS. APLICACIONES NU!t,ERI-
CAS. 
§5.1. FUNCI0i1AL RELAJADO PARA PROBLEMAS DE TORSION 
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Considérese una barra de longitud finita, de sección simplemente 
conexa y de forma cualquiera, constituida por diferentes materiales 
perfectamente elásticos como es mostrado en la figura 5.1, en donde R 
es la sección transversal de la barra, C el contorno de la misma y R. 
1 
R., ••• etc. cada una de las subregiones de R en las cuales las propi~ 
J 





Supóngase dicha barra sujeta en ambos extremos a momentos torso-
res según la teoria de Saint-Venant. Sea u(x,y) la "función de tensión 
o la función de tensión de Prandtl". Las tensiones de corte y el mo-
mento torsor en términos de u(x,y) están dados respectivamente por las 




'àu (5.1.2) = 'oX 
Mt = 
2JR 
u(x,y) dx dy (5.1.3) 
Puede demostrarse( 6 , 19 • 22 •33 ,36 ) que cuando se introduce la fun-
ción de tensión u(x,y) el problema dela torsión se reduce a resolver 
la ecuación diferencial: 
-V('\/u)=2Ge 
bajo la condición de contorno u/c = o, Si u (x,y) es la solución del o 
problema anterior, minimiza a un funcional similar al (3.2,10) en el 
que À =0, g(x,y) es la inversa de G(x,y), "módulo de elasticidad tan-
gencial o módulo de rigidez", y f(x 1 y) es el ángulo específico de ro-
tación de la sección que se designa por e, bajo la misma condición de 
contorno, esto es 
(5.1,4) 
Luego el problema planteado está encuadrado en lo que se llamó "Pro-
blema de Dirichlet ".-
Si se supone G(x,y) discontinua en C .. (Figura 5.1) el grad--
l.J 
diente deu (x,y) será.discontinuo sobre esos contornos a la vez que o 
deberá verificar la condición de Weierstrass-Erdmann (3,2.17); lo an-
terior equivale a decir que~ y ~ son discontinuas sobre C
1
.J .• -xz yz 
Se vio en el CAPITULO III que, con el objeto de obtener una solu 
ción aproximada via método de Ritz, resultaba conveniente trabajar con 
lo que se llamó "funcionales relajados", luego de (3.3.2) el funcio-
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nal relajado para el problema planteado será: 
F(u)-fF 1 (Vu) 2 -2euJdxdy-- ._
1 
2 G.(x,y) 
i- R. l 
l 
- u.) ds .. 
J lJ 
con la condici6n de contorno 
(5,1,6) 
en donde N es el número de subregiones Ri en que se ha dividido R, y 
con u. se indica: 
l 
lim ui(F 1 ) 
F1-+P 
, para P /'' Ri y PEC .. lJ 
Si se desea relajar la condici6n de contorno (5,1,6) es fácil 
ver, siguiendo la teoria planteada en el CAPITULO III, que el término 






G(x,y) ,On u ds 
(5,1,7) a (5,1,5) se tiene el nuevo funcional: 
-i Jj ] ('v u) 2 - 2 e u l dx dy 
- i= 1 12Gi(x,y) J R. 
l -
N N J 1 ôu. -L L 2G ( ) ,,-,. i (u. - u.) ds .. 
i= 1 j= 1 i x,y un l J lJ e .. 
-t
1
J G. c~:y) ~11! ui ds 




donde con d. C se indica la parte de C perteneciente al con.torno de R .• 
1 1 
De (3.3.7), (3.3.8) y (5.1.7) se sigue que las condiciones naturales 
de contorno correspondientes al funcional (5.1.8) son: 
uiloiC 
= o para i=1,2, •••• ,N (5.1.9) 
1 ')"ii"i 1 ')"ii". --- - :__.i = 
Gi Ô n Gj () n 





en e .. (i,j=1, •••• ,N) 
1J 
en cij (i,j=1, ••• ,N) 
(5.1.10) 
(5.1.11) 
de lo anterior y según se vio en §3.3 el campo de funciones admisi---
bles para el funcional (5.1.8) serâ: 
i) v(x,y) = v. (x,y) 
1 
para (x,y)GR. (i=1,2, •••• ,N) 
1 
ii) v.(x,y) es una funci6n continuamente diferenciable las veces ne-
1 
cesarias en R. 
1 
iii) 
vilP1 ... F 
I 
V jl p2-9p 





I O (libre) 
§5,2. APLICACION DEL METODO DE RITZ 
Siguiendo la teoria planteada en el CAPITULO III, para la aplic~ 
ci6n del método de Ritz al funcional J(u), (5.1.8), se adoptan conju~ 
i 
tos {wnl (i=1,2, •••• ,N) de funciones coordenadas que satisfacen las 
condiciones listadas en §3.3: 
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i) ~w!jeHJ (i=1,2, •••• ,N) 
J.·1·) p l . i i i ara cua quier n w1 ,w2 , ••••• ,w0 son linealmente independientes 
iii) \w!\ completa en HA (i=1,2, •••• ,N) 
donde HJ y HA tienen el mismo significado que en §3.3. 
Si se supone que \w!J es de la forma: 
i 1 wnm}= ~fn (x)h;,,_ (y)} (5.2.1) 
es decir se adoptó en todas las subregiones R. el mismo conjunto de 
J. 
funciones coordenadas, la representación-Ritz toma la forma: 
en R. 
J. 
(i=1,2, ••• ,N) (5.2.2) 
y en donde n = nk x nj.-
Los coeficientes-Ritz se calculan resolviendo el sistema de ecua 
siones: 
'e, J( u ) - ...... -n_ = o 
'Ô (i) 
ªrt 
( r= 1 , •.•• , nk; t=1, ..... ,nj; i=1, •••• ,N) (5.2.3) 
que enforma desarrollada y luego de agrupar t~rminos toma la forma: 
oJ<u l n -t. ~ (i) f 1 1 
- k=1 j=1 ~j [ Gi(x,y) 
R. 




••••••••• + I 
e. 
1 
2G ( ) f fk(h th. + h .ht) . x,y r y J YJ 
J. 
J.q 
-J G ( 1 ) ( f fk + fxkf ) . x,y xr r 
Íl.Ci 






i ª(~)11 ! j=1 kJ 2 
e. iq 
fxkfr J 
G e ) hth.dy q x,y J 
(5.2.4) 
dy = o ( r= 1 , , •• , nk; t=1, .•. ,n.; i=1, ..• ,N) 
J 
Si se supone ahora que: 
k 
f, (x) = X 
K 
h.(y) = yj 
J 
sustituyendo lo anterior en (5.2.4) se tiene: 
_ ~ ~ (i) \J 1 [k (k+r-2) (j+t) J"t x(k+r) 
-L_Lªk· G() rx y + 
k=1 j=1 J i x,y 
Ri . 
] ~ [ J k + r (k+r-1) (j+t) y(j+t-2) dx dy +~
1 
- ZG.(x,y) x y dy + 
q- e i 
q/i iq 
ÔJ( u ) 
n 
j .+ t (k+r) (j+t-1) 
2G.(x,y) X y 
J. 








t y dx dy 
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(k+r) (j+t-1) d J 
X y X 
= o 
Es necesario recalcar aquí que el sistema de ecuaciones algebraicas , 
(5.2.4) o (5.2.6) es un sistema lineal cuya matriz, matriz-Ritz, tie-
ne la característica de ser simétrica, bandeada, y con determinante~ 
ferente de cera. Por otra parte como ya se mostró en §3.3 desde que J 
(u) es completamente general la elección del espacio de funciones ad-
misibles, y por tanto de las funciones coordenadas, reducirá a J(u) 
al funcional correspondiente a ese espacio. En otras palabras: 
i) Si el espacio de funciones admisibles es tal que u(x,y) es cont! 
nuamente diferenciable en R, esta esse supone que G(x,y) es con 
tinua en R, y tal que u\c = O resultará en (5.1.8) la segunda y 
tercera integral nulas por lo que: 
J(u) = fJ/G <?ui2 - 2 e uJ dx dy 
ii) Si el espacio de funciones admisibles es tal que u(x,y) es conti 
nuamente diferenciable en R, ulcl O (libre), en (5·.1.8) el seguEc 
do término es nulo por lo que J(u) se redúce a: 
J ( u) = I ) 2 1 G (".?'u )2 
R 
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1 J 1 }Ü -- 2eu dx dy - e G ~ u ds 
iii) Por último si u(x,y) satisface i)-iv) de §5.1. se tiene que J(u) 
es identico a (5.1,8).-
§5,3, APLICACIONES NUMERICAS 
En todos los ejemplos que se presentan a continuaci5n se adopt5, 
para el mapeamiento de cada regi5n finita R., el siguiente grupo de" 
J. 
funciones de interpolaci5n": 
L1= 0.25 ( 1 +') ( 1-7 )(~ -1- 1 ) 
L2= 0.25 ( 1 +~)( 1 +7)(~+'[-1) 
L3= 0,25 (1-~)(1+1)<-~+~-1) 
L4= 0,25 ( 1-~ ( 1- ~) (-~-1-1) 
L5= 0,5 (1+~)(1-f) 
L6= 0.5 ( 1-~2 )( 1 +7) 
L
7
= 0.5 (1-~)(1-i2) 
L3= 0.5 ( 1- ~)( 1-1) 
por lo que la matriz-Jacobiana toma la forma 
t 
0.25(1-~)(2~-~) - O, 25 ( 1 +~)(~ -2'[) 
0,25( 1+~ )(2~+íj) 0.25(1+~)(~+2'1) 
0.25( 1 +7 )( 2~-1) 0.25(1-~)(-~+2~) 
[J] 
0,25( 1-1)(2~+1) 0.25(1-~) (~+21) 
= 2 ft.(1+~) 0.50( 1-11) 
- ~ (1+~) 0.50( 1-~
2 ) 
2 - ri. (1-~) - 0.50(1-1 ) 
- ~ (1-1) - 0.50(1-~2 ) 
• 
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y en donde la numeración de los puntos nodales es la indicada en la 
Figura4.2.-
A continuación se presenta una serie de ejemplos num~ricos comp~ 
randose los resultados, en los casos que fue posible, con las soluci2 
. ( 19) nes exactas extraidas de las obras de s. Timoshenko , A. E. H. Lo-
ve(ZZ), N. I. Muskhelishvili( 1?) y B. Filonenko( 36 ) .-
Ejemplo 1. 
Sea la sección rectangular de la Figura 5.2, se supone G(x,y) consta~ 
te en R y se adopta una única región finita para representar R. El sis 
tema de funciones coordenadas es: 
notese que se est~ trabajando en el dominio mapeado, y que u\c=O. En 
este caso se puede demostrar,vease Anexo E, que el coeficiente de ri-
gidez torsional de la sección calculado al aplicar el mêtodo de Ritz, 
es una cota inferior de la solución exacta.-
En Tabla5.1 y Tabla 5.2 se presentan los coeficientes-Ritz para 
n= 4, 9, y 16 y los valores de u(x,y), ~ , y -&_ en algunos puntos 
xz yz 
caracteristicos comparandose con la solución exacta.-
y 
i \ .. 2. Figura 5.2 a=1 
a 7 5 X b:2 
+ 4 8 G,,1 1 e:1 
-+- b -+ 
TABLA 5. 1. COEFICIENTES-RITZ 
n 4 9 16 n 4 
n 0.2266 0.2277 0.2277 
n a ªo4 00 
n 0.1349 0.1190 0.1174 
n 
ª20 ª24 






n 0.0009 0.0054 0.0052 
n 
ª02 ª06 
n 0.0833 0.0214 0.0291 
n 
ª22 ª26 
n 0.0862 0.0474 n ª42 ª46 






( )error error error C 
U O•º . % ~ • '01 g: % en min en ~ ~ax en o n 
errar 
en % 
0.2266 0.5 0.723 o.4 
0.2277 o. 0.743 2.3 











0.2277 0.726 0.930 o.4580 Sol.Exacta 
·cc es el "coeficiente de rigidez torsional"de la sec-
n 












La misma sección que la del Ejemplo 1, pero la representación de R es 
mediante cuatro subregiones (Figura 5.3). Se adoptó el siguiente gru-
po de funciones coordenadas: 
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y 





TÁBLA 5,3. VALORES DE LA FUHCION DE TENSION 
n 4 errar % 9 errar % 16 error % Sol.Exacta 
un(1) -0.2667 0.0229 0,0040 º· 
un(2) -0.0484 -0.0154 -0,0001 o. 
un(3) 0.0060 -0.0022 0.0011 º· 
un(4) 0,3333 2.4 0.2300 1 • 0.2306 1,3 0,2277 
un(5) -0,2121 -0.0187 -0.0003 º· 
un(6) -0.0075 0.0024 -0.0022 º· 
un(7) 0.2515 43. 0.1665 5. 0.1743 0.5 0.1752 
un(8) 0.1833 5.6 0.1915 1.4 0.1920 1 • 1 0.1942 
TÁBLA 5.4. TENSIONES DE CORTE Y RIGIDEZ TORSIONAL 
n 4 errar o/ /0 9 error ~?a 1b error % Sol.Exacta 
,& i 1) y . 1.200 65. 0.555 23. 0.733 0.96 0.726 
-exi3) -1.309 40. -0.813 12. -0.914 1. 70 -0.930 
,jg.Áf 7 ) -0.655 45. -0.494 9.3 -0.457 1 • 1 -0.452 
e 0.3393 26. o.4548 0.55 o,4572 0.17 o.4580 n 
ifotese que e converge por valores menores que el exacto. n 
De §2,7 
iuo - u'.6\ \lluo - u:1611\ 
4.15 % se sigue que 
\uo\. < \l\uo 1\1 = 
Corno se ve el error real esta muy por debajo de ese limite. 
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E.iemplo 3. 
Sea la sección indicada en la figura 5,4, las funciones coordena 
das son identicas a las del Ejemplo 1, 
y 
:!> ____ .. <ô ____ _ zt 
a = " 
Figura 5.4 a 







TABLA 5.5. COEFICIEliTES-RITZ 
n 1 9 1 
n 0.6250 0.5894 0,5893 0.5893 a 00 
n 0.0820 0.0886 0.0889 ª20 
n -0.0003 0.0004 ª4o 
n -0.0046 ª60 
n 0.0820 0.0886 0.0890 ª02 
·n 
0.2460 0.1742 0.1542 ª22 
n 
-0.0627 -0.0614 ª42 
n 
0,1247 ª62 
n -0.0003 0,0004 ªo4 
n 
-0.0627 -0,0608 ª24 
!l 












n u(o,oJerror %~i!error% e error % n 
0.625 6.5 1.250 7.5 2,2222 1.2 
o.i589 0.35 1.344 0.52 2,2489 0.03 
0.589 11 1.355 0.29 2,2492 0.02 
0.589 " 1.348 0.22 2,2493 0.01 
0.857 1.351 2,2496 Sol.Exacta 
Nótese en la TABLA 5.5 la simetria de los coeficientes-Ritz,-
E,jemplo 4. 
La misma sección que la del Ejemplo 3, pero para funciones coordena-
das similares a las del Ejemplo 2. Se presentan resultados para caso 
A, B y C Figura 5.5.a, b, c.- y 
• 2 
Figura 5.5.a 7 6 X CASO A,'\ Rf. 
4 1 . 
8 
~ y ~ 
2 
7 s 





s 6 x CA';;;O D, B F..r 
2 ... 
TABLA 5.7 





























































2,4099 í' i 
2,2496 Sol.Exacta 
'Integraciôn inexacta de los coeficientes de la matriz-Ritz 
y del tirmino independiente de (5,2,4) 
11 Vease §2. 7 
Desde que G(x,y) y e se adoptaron igual a la unidad resulta 
(caso C) 
De la desigualdad de Schuartz-Bunyakovski se sigue que 
Para el punto de coordenadas X=O, y=O se tiene: 
1 u
0
(o,o) - u16 (o,o)I = 0.001 
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Se analiza en este ejemplo una sección circular de radio unitario. La 
representacion de la sección se hace con una.única región finita como 
lo indica la Figura 5,6.-
TABLA 5.8. COEFICIENTES RITZ 
n 9 1 n 9 1 
n 0,4974 0,4946 o.4936 
n 0,0085 -0.0126 a ªo4 00 
n -0,5101 -0,5079 -o.4962 
n -0,2464 -0.0107 ª20 ª24 
n 0.0086 -0.0128 n 0.5154 0,2389 ª4o ª44 
n 0.0098 n 0.0131 ª60 ª64 
n -0.5101 -0.5079 -0.4962 n 0.0097 ª02 ª06 
n 0,0411 0.1566 0.0199 
n -0.0934 ª22 ª26 
n -0.2464 -0.0084 n 0.0163 ª42 ª46 
n -0.0944 n 0.0305 ª62 ª66 
La función de tensión para el caso de n= 4 estar~ dada por: 
- 1.0202 (x2 + y2~ + 0.0411 x2 y2 • 
Comparese esta con la solución exacta dada por s. Timoshenko( 19 ), 
uo 1 2 2 






Como se ve consolo cuatro términos la solución es alcanzada, nótese 
que jx/(1 e IY/{1 por lo que el término en x2y2 tiene poca importa~ 
eia frente a los otros. Sin embargo desde que la representación aprox:i_ 
mada de R es tal que RE es del orden del 2% de R los coeficientes de 
la matriz-Ritz como los terminos independientes de (5,2.4) son calcu-
lados enforma inexacta y se verifica que la representación-Ritz no 
se ve mejorada para n creciente.-
Lo anterior puede verse claramente en la TABLA 5,9,-
TABLA 5.9 
n e.% ~(2) e,% e z n e. % 
4 o.4974 0.5 1.020 2. -0.692 2.1 0.692 2.1 1.5339 2,3 
9 o.4946 1.1 0.981 1,9 -0.675 4.5 0.675 4.5 1.5336 2.4 
16 o.4936 1.3 0.985 1.5 -0.677 4.2 o.677 4.2 1.5336 2.4 
0.5000 1.000 -0.707 0.707 1.5707 Sol.Exacta 
Ejemplo 6. 
Con el objeto de mejorar la solución anteriro se divide la sección en 




Figura 5.7 7 !,, 
1 ... 8 
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TABLA 5,10 COEFICIENTES-RITZ 
n 4 9 16 n 4 9 16 
n 0,4996 0,4996 0,4996 n -0,0008 -0,0003 a ªolf ºº n -0,5000 -0,4994 -0.4996 n 0.0173 0,0002 ª20 ª24 
n -0.0008 -0,0002 n -0,0359 -0,0153 ª4o ª44 
n -0,0003 n -0,0011 ª60 ª64 
n -0.5000 -0.4994 -0.4996 
n -0.0002 ª02 ª06 
n 
º·ºººº -0.0098 -0.0012 
n 0.0085 ª22 ª26 
n -0.0173 -0,0005 n -0,0021 ª42 ª46 
n 0.0088 n -0.0019 ª62 ª66 
Puede observarse que la solución exacta para la función de tensión es 
alcanzada en todos los casos (n=4, 9, 16) asi por ejemplo, para n=4: 
U4 1 ( 0,9992 2 2 ) G ,e = 2 - X - y 
para n= 16 se tiene: 
u16 1 ( 2 2 ) + t~rminos despreciables G ,e = 2 0,9992 1 - X y 
TABLA 5,11 
n u (o,o) ,?;( 1 ) %l§) ~li) ~i) e n ;[Z n 
4 o.4996 1,000 -0.707 -0.383 0.924 1.5685 
9 o.4996 1.002 -0.709 -0.382 0,922 1,5685 
16 o.4996 1.002 -0,709 -0.382 0,922 1. 5685 
0.5000 1,000 -0.707 -0.383 0.924 1 ,5708 Sol. Exacta 
109 
Ejemplo.7. 




3 1 X 
-+- 2. 
TABLA 5.12 COEFICIENTES-RITZ 
n 9 1b 25 n 9 1 25 
n 
-0.0059 º·ºººº -0.0005 
n 0.2886 0.2752 a a 00 o3 
n 
º·ºººº -0.0000 º·ºººº 
n 0.0006 0.0002 ª10 ª13 
n 
-0, 1459 º·ºººº 0,0026 
n 0.0001 0.0601 ª20 ª23 
n -0.0000 -0,0000 n -0.0027 -0.0007 ª30 ª33 
n -0.0019 n -0.1042 ª4o ª43 
il161 0.8660 0.8680 
n 0.0061 
1 .2007 ªo4 
n· 
º·ºººº 0.0006 -0.0000 
n -0.0000 ª11 ª14 
n 
-2,7132 -0.8660 -0.8918 
n -0.0493 ª21 ª24 
n -0.0014 -0.0000 n 0.0003 ª31 ª34 
n. 
0.0362 n 0.1262 ª41 ª44 
n 
-0,9375 -0.9999 -0.9945 ª02 
·n· 
ª12 -0.0000 -0,0013 -0,0001 
n 
ª22 2.4751 -0,0001 0.0157 
n 




La distribución de las tensiones de corte~ a lo largo del eje y , xz 
está dada por s. Timoshenko( 19) y para el caso particular del ejemplo 
toma la forma: 
~xz 0.8660 - 2 y + 0.8660 y2 
Si se toma la representación-Ritz para n=16 se obtiene: 
'Gxz 
G ,e = o.8660 -(2xo,9999) y + (3xo.2886) y
2 = 
;:, 
= 0,8660 - 2 y + 0.8658 y-
Es decir que la solución exacta es alcanzada consolo 16 términos del 
sistema de funciones coordenadas l wmn}-= { xmynf .-
TABLA 5.13 VALORES DZ u(x,y) EN EL CONTORNO 
n 9 16 25 n 9 16 25 
u (1) n -0.15196 -0.00004 0,00011 u (5) 0,17089 0.00001 0.00069 n 
u (2) n -0.73892 -0,00006 0,00468 u (6) 0.17088 º·ººººº 0.00070 n 
u (3) -0.15198 . 0.00005 -0.00056 u (7)-0.04248 º·ººººº -0.00002 n n 
u ( 4) -0,00597 º·ººººº 0.00013 u (8)-0.04247 -0.00000 -0.00000 n n 











º· -0.433 o. 


















En el presente ejemplo se analiza una secci6n rectangular constituída 
por dos materiales diferentes, Figura 5.8, y cuya soluci6n exacta pu~ 
de encontrarse en N, I. Muskhelishvili <1?) ,-
Este problema es analizado de dos maneras diferentes: 
i) Mediante funciones coordenadas del tipo trigonométrico.-
ii) Mediante funciones coordenadas del tipo \ xmynJ.-
i) Las funciones coordenadas son 
{ sén 
m (y - c) n (x + a) } en R1 sen c a + b 
tsen m (y - c) Il (b b x) J en R2 sen c a + 
Nótese por tanto que se adoptan funciones coordenadas diferentes para 
cada subregión, Al aplicar el método de Ritz se llega al siguiente s:i,§ 
tema de ecuaciones: 
c.k 
r ( 1) 
D;jk 
r(2) 




r(2) T. ( j ,k =1,2, .••. ,n. k) ªkr + ªkr = Jr J, 
para un valor fijo der, y donde n= nj • nk es el número de elementos 
del sistema de funciones coordenadas que se adepta para la represent~ 
ción-Ritz: 
n. nk Z ~ a':~ 1 ) sen ..a.Íc._..:..C..._Y_-__:c:..:..) 
j=1 k=1 J c 
= 
n. nk t L a':,< 2 ) s en ..,.i'"-..:..( y._---'c'-'-) 
j=1 k=1 JK C 
k sen (x + a) 
a + b 
k (b - x) se n ;;...--'.;;;._-=-

















A su vez: 
.k1T2H( 1) 
= J • jk + 
·rr k1T 
- k'IT sen ......l.l! cos --
1 + 1 +{' 




. ..l1L k11' 
JlT' cos 1 +~ sen 1+~ -
k11' j 1T sen 1+f cos 
. ~ k1r k1l' jjif k rr 
Ejk = JTI" cos 1+f sen 1+f + 7 sen 1+f cos 1+f 
2 2 
= .k-2 L(1) r :II L (2) 
J .,r jk + o< 2 jk - j1l'cos ~ ~ 1+~ sen 1'i3 -









O( = e 
a + b 
parar par 





sen 'lf(k - j) ,r (k + j) 
1 + ~ + sen 1 + @ 
----'-'---'-- 1l' ( k + j ) 
'll'(k - j) 
~ 
1+f 
sen 1T'~k + - ~)~ 
1T'(k - j) 
1T(k +j)@ 
+ sen . 1 + @ 
,,. (k + j) 
para k = j 
para k-/ j 
para k = j 
para k-/ j 
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Para una sección no homogenea con O( =0.5, f= 1.0 y t = 10.0 la fun--
ción de tensión y la tensi6n de corte para x = O son mostradas en las 
figuras 5.9, 5.10, y 5.11. La solución usando el método de Ritz para 
n=16 y la solución mediante el "método de elementos finitos"(3S), con 
200 elementos en la mitad de la sección, pueden considerarse equiva--
lentes.-
La discontinuidad en la prirnera derivada de la funci6n de tensión 
a lo largo del eje x, es claramente exibida en la Figura 5.10. Lmdi-
ferencia entre los valores que la función de tensión toma a izquierda 
y derecha de x=O (Figura 5.12) muestra que para n=16 el máximo error 
es menor al 2%, para n=36 la diferencia es practicarnente nula.-
La rigidez torsional para algunos valores de t, y r es comparada 
con la solución exacta dada por N. I. Muskhelishvili <171 l''ara los ca-
sos examinados, y para n=16 el error es menor al 2%.{Figura 5.13) 
ii) En este caso se adoptan como funciones coordenadas a: 
La representación aproximada de la sección se logra mediante 4 re 














< X ,z 








en ll. (i=1,2,3,4) 
]. 
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Resultados para nk=7 y nj=4, esto es n=28, son presentados en las mi~ 





, = 1. 
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e o N e L u s I o N E s 
El Método de Ritz aplicado a "funcionales relajados" provee una 
excelente aproximación en problemas bidimensionales. La discontinui-
dad en la primera derivada de la superfície extremal, es claramente 
mostrada por la representación-Ritz.-
En la mayoría de los casos planteados con pocos elementos del cog 
junto de funciones coordenadas la solución 11 exacta'' es alcanzada.-
La introducción del mapeamiento de la región R donde está aplic~ 
do el "funcional relajado" permite aplicar el Método de Ritz con gran 
generalidad, ya que dentro de un mismo problema se pueden abordar di 
ferentes condiciones y formas de contornos.-
Desde que la matrizes simétrica y bandeada y desde que la misma 
puede construirse con lo que cada "región finita" contribuye en (5.1. 
13) es posible preparar programas para análisis por media del Método 
de Ritz muy similares a los existentes para "Elementos Finitos", con 
algunas ventajas sobre estas 6ltimos: 
i) El nfimero de ecuacione~ es independiente del n6mero de nudos 
existentes en la representación aproximada R de R .-
ii) En problemas en que la función extremal sea continua en R es po-
sible resolver el problema con una 6nica región finita R en R 
lo que es imposible en el análisis por elementos finitos.-
iii) Dentro de una misma representación aproximada R de R es posible 
alcanzar la solución consolo aumentar el nfimero de elementos 
del sistema de funciones coordenadas, a tener en cuenta en el c~ 
culo. En el análisis por media de "elementos finitos" si se de--
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sea mejorar la solución será necesario construir una nueva represent~ 
ción R de R, que como ya se sabe es la parte más tediosa en el 
análisis por este método.-
iJT) Lo anterior significa en el caso del Método de Ritz el cálculos~ 
lo de los nuevos coeficientes de la matriz-Ritz que afectan a las 
nuevas incógnitas Cesto es los nuevos coeficientes-Ritz), para el 
caso de Elementos Finitos significa el cálculo de toda la matriz 
del sistema de ecuaciones (se entiende que en la nueva represen-
tación de R se han modificado las dimensiones de todos los nele-
mentosn).-
Ahora bien, todo esta no tiene por objeto decir cual metodo es mejor 
que otro, por cuanto en ningún momento se pone en tela de juicio la 
utilidad que dio y está dando el Método de Elementos Finitos en dife-
rentes campos de la ciencia, pero sí tiene por objeto mostrar que el 
Método de Ritz bajo la forma presentada en este trabajo puede aplica~ 
se con la misma generalidad que el Método de Elementos Finitos.-
Por otra parte las conclúsiones a que se arribaron para el Méto-
do de Ritz son en un todo aplicables a otros métodos directos, como 
por ejemplo el Método de Galerkin, a la vez que el análisis funcional 
en lo que respecta a la teoría de los operadores en espacios de Hil-
bert permite dar una idea del errar cometido en la solución aproxima-
da.-
Por último, la investigación bajo las líneas de este trabajo de 
la aplicación del Método de Ritz y de Galerkin en el análisis de cás-
caras, problemas dinámicos y no lineales queda abierta.-
ANEXO A. FUNCIONALES QUE DEPENDEN DE DERIVADAS 
DE ORDEN SUPERIOR 
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Sea determinar la función y=y(x) Ec! [a, b] que cumpliendo con las 
condiciones de contorno y(a)=ya, y(b)=yb, y•(a)=y'a• y'(b)=yb mínimi-
ce el funcional 
F(y) = ~ f(x,y(x),y•(x),y••(x)) dx ( 1) 
Luego se puede definir el siguiente espacio de funciones admisi-
bles 
y el espacio lineal de variaciones admisibles 
donde 
+ max Ih' (x)I 
[a,bJ 
y tal que-1\hll<ópara algún ó)O.-
Si fE c2(g{) donde {!r_ es el espacio (x,y,y' ,Y") que contiene to-




(xk),y;(~),y;•Cxk)) donde xkE P = (x1 ,x2 , •• ,xn) conjun-
to finito de puntos donde y'' es discontinua, luego la primera vari~ 
o 
ción existe y estará dada por: 
dF(h) = dd F(y. +th)I =J\f h + f h' + f h") dx 
X O Y Y ' y' 1 · t=O a 
(4) 
La condición necesaria para que en y=y (x) F(y) alcance un mini-
o 
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mo relativo débil es que 
ÓF(h) = s: (f h + f h' + f h'') dx = O y y' y" (5) 
Si 
Jx f (t,y(t),y•(t),y"(t)) dt =K(x) (6) a Y 
donde K(x)E c;p[a,b]; integrando por parte el primer término de (4) : 
Jbf h dx = h K(x)\b -Jb K(x) h' dx (7) a Y a a 
desde que hE Hs, resulta h K(x)lb = O (8) 
a 
de (4), (7) y (8): 
J: [<ry, - K(x))h' + fy.,h"] dx = O (9) 
Si 
(f, - K(x)) dx = Q(x) y (10) 
donde Q(x)Ec;P[a,b]; luego se podr~ integrar por parte la (9) y re-
cordando que hEH , esto es h' (a)=h' (b)=O se tiene: 
s 
~ h'' (fy'' - Q(x)) dx = O ( 11) 
Por el lema generalizado de Dubois-Raymond( 2 • 3 •8 lse tiene que 
fy' • - Q(x) = e + c
1 
x 
Recordando la definición de K(x) y Q(x) 
f , , = Jx Ir , ( t , y ( t) , y • ( t) , y" ( t) ) -
y a LY 
dt +e+ c1 x 
(12) 
X f (l,y(l) ,y' (1) ,y' '(1) )dJ 
a y 
(13) 
La ecuación (12) es la ecuación de Euler-Lagrange enforma integral y 
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deberá verificarse en todo xE~, b] por y=y (x) excepto para xé P. Por o 
otra parte de (13) se sigue que en todo intervalo .donde y
0 
tenga der:b_ 





dx fy' + f " = o y 
que es la ecuación (diferencial) de Euler-Lagrange.-
(14) 
De ( 12) dado que Q(x) E c!p[a, b] se 
fy' '\ + 
tiene que, para ~E P=(x1 , ••• ,xn ), 
f \ -Y ' t - -x=x . k x=~ 
(15) 
La (15) es la condición de Weierstrass-Erdmann que debe verificarse , 
por y=y(x), en todo xE P para la existencia de extremales con "puntos 
angulosos".-
También de (12) se sigue que 
como Q(x)E c!p[a,b] resulta 
d2 
rY, ,e csP[a,b] y dado y cix2 que 
d2 1v 
dx2 f y' 1 = ................. + f y' ' y 1 1 y 
y si fy', y', / O es 
F(y) resulta también 
ylVEc [a,b]. Luego si y=y (x)~c2 (!',b] minimiza s o s 
y=y O (x)E c1 G,, b], es decir que estableciendo co!! 
diciones menos severas sobre el campo de funciones admisibles,las fun 
ciones extremales cumplen también las condiciones establecidas en §1. 
4 4 
13, este es yE.C [a,b] o cs[a,bJ.-
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ANEXO B. MINIMO DE UN FUNCIONAL CUADRATICO 7 
1. CONSIDERACIONES GENERALES 
Se vio en el Cápitulo I que si en.un espacio lineal se defineuna 
"norma" se tiene lo que se convino en llamar "espacio lineal normado" 
(e.l.n.). Con el concepto de norma se podrá definir el concepto de li 
convergencia''. -
Se dirá entonces que si en un e.l.n. X la secuencia de elementos 
x2, • • • • •, X ' • • • • • n . 
lim ~ xm - x
0 
~ = O 
m,n"""°oo 
, que se escribirá {xn\ tiene la propiedad: 
(1) 
o lo que es lo mismo si dado un €)0 existe un entero N=N(E) tal que p~ 
ra n) N y m) O se verifica: 
(2) 
se dice que {xn\ satisface la propiedad de Bolza~o-Cauchy. La secuen-
cia \xn\ suele llamarse en ese caso "secuencia Cauchy".-
A su vez se dice que \xnJ converge ( o que converge en la norma) 







- X li= 0 
7 Este Anexo está basado en las obras de s. G. Mikhlin: 
i) "Mathematical Physics an Advanced Course 11 ( 1 ) 
ii) "The Numerical Performance of Variational Methods 11 <14 ) 
iii) "Variational Principles in Mathematical Physics 11 ( 15) 
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Claramente se ve que si \xn\converge a x, lxn\ es una secuencia Cauchy 
sin embargo la inversa puede ser falsa, es decir si \xnJsatisface el 
criterio de Bolzano-Cauchy puede ser posible que no exista un elemen-
to x, xEX, al cual la secuencia \xn\ converja a medida que n crece.-
El espacio X se dice "completo" si para toda secuencia {xn} que 
satisface el criterio de Bolzano-Cauchy existe un elemento xEX, al 
cual \xn\ converge a medida que n tiende a infinito.-
Si el e.l.n. no es completo siempre será posible agregar nuevos, 
de manera que el nuevo e.l.n. sea completo, esta se conoce como "com-
pletamiento del espacio".-
Un espacio lineal normado completo es llamado "espacio Banach". 
Un ejemplo de espacio Banach, utilizado durante este trabajo, es ele!! 
pacio L2 (.0.), dond·e fies un espacio dimensionalmente finito definido 
por el dominio de variación de las variables independientes ligadas a 
L2 y L2 (íl) es el conjunto de todas las funciones cuadrado integrable 
en íl. . La norma en L2 es· 
l\x// = <J x2 d.fl)1/2 
:n. 
convergencia de elementos signif.ica aqui convergencia en la "media" , 
(desviación cuadrática media).-
Sea B1 y B2 dos espacios Banach y sea D un subespacio arbitraria 
de B1 • Sea A un "operador" que aplica D en B2
• El "dominio" del oper_!!; 
dor A es luego el subespacio D, se lo designará por D(A), y el rango 
de A, R(A), es el conjunto de todos los elementos de B
2 
de la forma 
A x , donde xED y A xEB
2 
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El operador A es aditivo si: 
A (x + y) = A x + A y 
y es homogeneo si 
A (Àx) =ÀA x 
donde ÀER, x,yE D. Si A es aditivo y homogeneo se dice que es un ope-
rador lineal, de lo contrario se dice nolineal.-
Un operador A es "limitado" si existe un número M )O, MER tal 
que 
A x{ M llx\l 









se define por: 
(A1 + A2 ) x = A1x + A2x 
igualmente la multiplicación de un operador por un escalar está dada 
(À A)x = À (Ax) 
Un operador F es: llamado Funcional si el rango de F es el conju~ 
to de todos los números reales. Un funcional es lineal si 
F(a) = À ,ÀER 
y F(a + b) = F(a) + F(b) 
Sea ahora un espacio lineal en el cual se ha definido el_"produr.to e2_ 
calar". Por 11 producto escalar" se entenderá el operador que asigna a 
cada par de elementos x 1 , x2 del espacio lineal un número real no ne-
gativo, se lo designará por (x1 ,x2 ) y que satisface las siguientes P!!> 
piedades: 
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i) (x1 ,x1)) o, donde la igualdades válida si x1=0 (elemento nulo) 
ii) (x1 ,x2 ) = Cx2 ,x1 ) 
iii) ( x1+ x2 , x3






1i. El "producto escalar" permite introducir el concepto de ortogonalidad 
x1 es ortogonal a x2 si Cx1 ,x2 ) = o, se ve claramente que se podrá 
adaptar como norma a la siguiente expresi6n: 
li xi\ = ( (x1 ,x1) ) 1/2 
Se sigue de estoque en un espacio lineal definido el producto esca-
iar se tiene un e.l.n •• Por otro lado un espacio Banach de dimensi6n 
infinita en el cual se ha definido el "producto escalar" y que es co!!! 
pleto respecto a la norma \\ xi\ = ( (x1 ,x1) ) 
1/ 2 es llamado " espacio-
Hilbert" .-
2,FUNCIONALES CUADRATICOS 
Se considerará aqui funcionales cuyo dominio de definici6n es un 
espacio Hilbert.-
Sea H un espacio de Hilbert. En H se dice que ~(u,v) es un fun--
cional bilineal si cumple con las siguientes propiedades: 
i) para un elemento v fijo es un funcional lineal deu: 
pCa1u1+ ª2u2 , v) = ª1~(u1,v) + ª2P(u2,v) 
ii) para un elemento u fijo es un funcional lineal de v: 







Un funcional bilineal es simétrico si: 
~(u,v) = ~(v,u) (5) 
Un ejemplo simple de lo anteriores el producto escalar (u,v).-
Si 1<u,v) es un funcional bilineal simétrico, se convendrá enll.a 
mar a la expresi6n ~(u,u) "funcional cuadrático homogéneo" o" forma 
cuadrâtica". Todo forma cuadrática satisface la siguiente 
~ (u+v , u+v) = p(u,u) + 2 ~(u,v) + p(v,v) 
En efecto si ~ es bilineal luego 
p ( u+v , u+v) = ip(u,u) + p(u,v) +<p(v,u) + f(v,v) 
y si a su vezes simétrico (luego es una forma cuadrática) 
p(u+v, u+v) = p(u,u) +2p(u,v) + p(v,~) 
con lo que se demuestra· (6).-. 
expresi6n: 
(6) 
Ejemplo 1. Un ejemplo de lo anterior relacionado con el presente. tra-
bajo es la integral de Dirichlet: 
In ôu 2 1<u,u) = L ( ~ ) d.!l k=1 c,Xk 
1l. 




Ahora bien la expresi6n 
F(u) = pCu,u) - l(u) 
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se llamarâ "funcional cuadrâtico", donde ~(u,u) es una forma cuadrât! 
ca y l(u) un funcional lineal. Un ejemplo de esto es el funcional,- U!! 
dr5.tico 
F(u) = fr:t ( ;u )2 - 2 f(x) u} d.!L 
j~k=1 ~ 
'..Q.. . 
donde con x se indica (x1 ,x2 , •••• ,xn).-
3. OPERADORES POSITIVOS DEFINIDOS 
Sea A un operador actuando en el espacio H, se entender5. pores-
to que D(A)c H, R(A)c H.Se supondr5. que A es un operador lineal (pos.!, 
tivo, homogeneo pero posiblemente no limitado) tal que su domínio de 
definicilín sea denso esto es D(A) = H.-
Un operador A actuando en H se dice "simétrico" si D(A) = H y si 
para cualquier u,vED(A) se cumple la siguiente relacilín 
(Au,v) = (u,Av) (7) 
Si A es un operador simétrico, luego para u,vED(A), (Au,v) es 
un funcional simétrico bilineal y (Au,u) es una forma cuadrâtica.-
Ejemplo 1. En el espacio H = L
2
(0,1) considérese el,operador 
A = - d2í·) dx . (8) 
sea D(A) el conjunto de funciones u EH que satisfacen 
' 
u(O)=u(1)=0 (9) 
Obviamente A es lineal, se mostrar! que es simétrico; para ello haga-
se el producto escalar (Au, v) donde u, v E. c2 [o, 1] y 
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u(O)=u(1)=0, v(O)=v(1)=0 ( 10) 
Integrando por parte y teniendo en cuenta que los términos ya integr~ 
dos resultan nulos por (9) y (10) se tiene que 
(Au,v) = - J: U 1 1 V dx u• v• dx = -J1 u v" dx = 
o 
= (u,Av) (11) 
Obsérvese que la propiedad de un operador de ser simétrico está inti-
mamente relacionado con las condiciones de contorno,-
DEFINICION 1. Un operador simétrico A se dice "positivo" si la forma 
cuadrática (Au,u) verifica que: 
(Au,u)} O , (Au,u) = O si y solo si u=O (elemento nulo) (12) 
Asi en el ejemplo1, el operador (8)-(9) es positivo. Para ello recuér 
dese (11) donde se ve que: 
(Au,u) = -J: u•• u dx = J: u• 2 dx)O 
de donde si (Au,u) = O se sigue que u 1=0, luego u=cte. y de (9) resul 
tau= O, por lo que (12) se verifica.-




(Au 1u) )O 
llu//2 
o lo que es similar si existe una constante i 2)0, tal que 
( Au, u)),, )!'2 l!u/f 2 
(13) 
( 14) 
Resulta obvio que todo operador positivo definido es a la vez un ope-
rador positivo.-
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4. ESPACIO ENERGIA 
Con todo operador positivo definido se puede asociar un nuevo es 
pacio Hilbert que se convendrá en llamar "espacio energia".-
Sea H el espacio de Hilbert y A un operador positivo definido en 
H. Se construye el nuevo espacio Hilbert como sigue: 
Los elementos del nuevo espacio incluyen todos los elementos de D(A), 
y en él se define el nuevo producto escalar 
(u,v) A = (Au,v) u, vE D(A) (15) 
La demostración de que (15) satisface las propiedades enumeradas en t 
GENERALIDADES puede verse en S. G, Mikhlin( 1) .-
Tomando (u,v)A como un producto escalar se transforma el conjun-
to D(A) en un espacio Hilbert, este espacio puede resultar incompleto 
en ese caso siempre es posible completarlo. Este espacio ya completo, 
se llamará "espacio energia" y se denotará por HA.-
El nuevo producto escalar genera una nueva norma, que se design~ 
rá con el símbolo 1\1. \\IA 
/Jlu///!, = (u,v)A (16) 
luego si uE D(A) 
111~11! = (Au,u) 
y de (14) se sigue 
Jlu// t t JJJuJJJ A (17) 
Las cantidades (u,v) A y J!\ul/!A se llamarán "producto escalar en la ener 
gia" de los elementos u,v y "norma en la energia" del elemento u. En 
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las ocasiones donde no sea posible confusión alguna se eliminará el 
suscripto A por lo que se escribirá (u,v) y \\\u\\[ respectivamente,-
En el espacio energia Ha· se distinguen por tanto dos elementos 
los elementos "viejos" (los pertenecientes a D(A)) y los elementos " 
nuevos" o ideales que provienen del completamiento del espacio, Des-
de que HA es completo se sigue que si u es un elemento ideal existe 
una secuencia lun\ de elementos viejos tal que: 
\\\u - un [\\"'>O para n, oo ( 18) 
Obviamente si u es un elemento viejo resultará: 
para n~y m )O (19) 
Es necesario destacar también que si A es un operador positivo, 
definido, todo elemento del espacio energia HA puede identificarsecon 
algún elemento del espacio original H, Esto significa 
i)un y solo un elemento u'EH corresponde a un elemento uéHA 





v 'EH está en correspondencia con la combinación lineal a1 u 
+a2v .;HA 
iii)distintos elementos de H corresponden a distintos elementos en HA 
Lo anteriores lo que se conoce en la literatura como correspondencia 
isomorfica lineal (vease S, G, Mikhlin( 1 ) pag, 93) 
135 
5, MINIMO DE UN FUNCIONAL CUADRATICO 
Sea A un operador positivo definido en H, f un elemento en H, El 
funcional cuadrático 
F(u) = (Au,u) - 2(u,f) (20) 
tiene como dominio el mismo dominio de definición del operador A,esto 
es D(F) = D(A), El funcional (20) recibe el nombre de "funcional ener 
g1a" para el operador A.-
TEOREMA 5.1. Para que un elemento u E D(A) minimice al funcional ene~ o 
g1a es necesario y suficiehte que u satisfaga la ecuación o 
además este elemento es único.-
De que es condición necesaria resulta de lo, siguiente: 
(21) 
bF(h) = d~ F(u+th) l = d~ 
t=O 
[(A(u+th), u+th) - 2 Cu+th , fill = 
t=O 
= d~ ~Au,u) + 2t(Au,h) + t 2 (Ah,h) - 2(u,f) 
= d~ L]'(u) + 2t(A u-f , h) + t
2
(Ah,h)] \ = 
t=O 
= 2 (A u-f, h) 
Para que u mínimice F se tiene que: o 
JF(h) = 2(A u -f, h) = O 
o 
y dado que h es arbitrario resulta 
Au - f = O o 
- 2t(h,f~1 = 
t=O 
que es lo que se queria demostrar,-
De que es condición suficiente surge de: 
Sea u tal que (21) se verifica, se puede tomar un elemento arbitra--
o 
u de la forma u = u +h luego: o 
F(u) = (A u +h, u +h) - 2(u +h, f) = o o o 
= (Au ,u) + 2(Au ,h) + (Ah,h) - 2(u ,f) o o o o 
y recordando que (21) se verifica 
F(u) = F(u
0
) + (Ah,h) 
- 2(h,f) 




Falta ahora solo probar que es Único, Sea u1 otro elemento para elque 
F alcanza otro mínimo. De lo anterior se tiene 
pero de la misma manera se puede llegar a plantear 
luego se llega a una contradicción y esta previno de suponer que u1/ 
u
0
, luego u1=u 0 ,-
Nótese qué aqui se ha establecido la equivalencia entre los dos 
problemas siguientes: resolver la ecuación Au = f y la de determinar 
el mínimo del funcional energia para el operador A es decir 
F(u) = (Au,u) - 2(u,f) 
Cuando en uno de estes dos problemas la solución es hallada, luego el 
. ,, 'i . 
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otro tiene solución ( compárese esto con lo planteado en §2.1), sin 
embargo no se sigue de ésto que los problemas tengan siempre solución 
de hecho ésta puede no existir (vease s. G. Mikhlin( 1) pag. 102).-
6. SOLUCION GENERALIZADA, 
En (20) el funcional F(u) está definido en el conjunto D(A). sin 
embargo es fácil extender la definición de F en todo el espacio ener-
2 
gía HA. Para ello en (20) bastará recordar que (Au,u) = JJJuJJJ_ro• luego 
F ( u) = l\luJ\1!. - 2 ( u, f) (22) 
En (22) el primer término del segundo miembro está definido para ele-
mentos uEHA' el segundo para uEH y dada la correspondencia estable-
cida en 4. ESPACIO ENERGIA también está definido para uE HA. Luego la 
(22) conduce a la definición de F en HA.-
TEOREMA 6.1. En el espacio energia existe un y solo un elemento para 
el cual el funcional energia alcanza un mínimo. La demostración de es 
te teorema está basada en el teorema de Riesz que establece lo sig1JieE 
te: Sea l un funcional bilineal limitado en un cierto espacio Hilbert 
B, se supone que está definido en todo B, luego existe un y solo une!!_ 
mento u en B tal que 
o 
(23) 
con ( , )B se indica el producto escalar en B.-
Ahora bien la desigualdad de Schwartz-Bunyakovskii establece: 
y recordando la relación entre la "vieja" y "nueva" norma, (17), 
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jcu,f)l ~ 11~1 \\lu!II = e \\Ju\l\ (24) 
luego el funcional (u,f) est~ limitado en HA. Por el teorema de Riesz 
existe un y solo un elemento u
0
E HA tal que 
(25) 
Reemplazando (25) en (22) 
(u,u)A - 2 (u,u )A+ (u , u )A -O O O, 
(u-u , u-u )A - (u ,u )A o o o o 
o simplemente 






Resulta obvio de (26) que F definido en HA alcanza el mínimo para el 
elemento u = u y solo para ese elemento siendo en ese caso 
o 
(27) 
Con lo que se demuestra el TEOREMA 6.1 
El elemento u
0
E HA que minimiza (22) es llamado "solución gener~ 
lizada" de la ecuaci6n 
Au = f (28) 
Si se tiene que u
0 
también pertenece a D(A) por el TEOREMA 5.1 es la 
solución ordinaria de la ecuaci6n anterior.-
Si el espacio energia HA es separable, esto es existe por lo me-
nos un conjunto { wn} completo y ortonormal en él: 
{: 
si j,{k 
(wj,wk) A = j,k=1,2, ••••.•• (29) 
si j=k 
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es posible indicar un camino simple para construir la solución gener~ 
lizada de la ecuación (28).-
Sea u la solución generalizada de la ecuación (28), desde que 
o 
{wn/ existe se puede expresar madiante un desarrollo en serie de Fou-
rier 
(30) 
donde ªk' coeficiente de la serie de Fourier, esta dad"o por 
(31) 







Ahora bien sea 
n 
u =Z b 
n k=1 k 




Reemplácese (34) en (28) y hágase el producto escalar d·e ambos miem-
bros con wk (k=1 1 2, ••••• ,n), luego el sistema de ecuaciones puede es 
cribirse enforma resumida: 
k=1,2, ••.• ,n (35) 
Si se designa con G la siguiente matriz-Gram (observese que no es 
n 
otra cosa que la matriz-Ritz cuando se toman como funciones coordena-
(w1,w1)A (w1,w2)A 
(w2,w1)A (w2,w2)A 
G = n • • 
• • . 
(wn,w1)A (wn,w2)A 
luego la (35) toma la forma: 
t 




(36) ........ ........ ........ • ........ (wn,wn)A 
(37) 
Desde que 1wn} es ortonormal en HA resulta Gn= [r]n ( donde con [r]n 





Desde que las propiedades de la matriz-Gram siguen· 0siendo las mismas 
para n-+<><>de (33) y (38) se sigue que 
Ili uo - unlll -+ O . para n-,..oo (39) 
esto es (38) converge en la norma energia de HA, es· fácil ver que t~ 
bién converge en la norma del espacio H, para ello recuérdese (17) 
lluo - un li~ t m uo - unlll - o 
n~OO 
Lo presentado en esta última parte está intimamente relacionado 
con la cuestión de la separabilidad del espacio energia. Para un aná-
lisis mas profundo de este tema vease las obras de s. G. Mikhlin enu-
meradas al comienzo de este Anexo B.-
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7. MINIMO DE UN FUNCIONAL CUADRATICO. CASO GENERAL 
En 5. se presentó el problema variacional para un funcionalde la 
forma: 
F(u) = (Au,u) - 2(u,f) 
donde la parte lineal 2(u,f) está limitada en el espacio original. En 
6. se hizo uso de esta propiedad para demostrar la existencia de una 
solución generalizada del problema variacional. Se considerará ahora 
el caso de un funcional cuadrático de forma mas general que (20): 
F(u) = (Au,u) - 2 l(u) (40) 
donde A es un operador positivo definido actuando en el espacio Hil--
bert H, y 1 un funcional lineal pero no necesariamente limitado en es 
te espacio H, el factor 2 es introducido por conveniencia.-
F(u) está definido en H, iguilmente que en 6. se puede extender 
(40) en todo HA: 
F(u) = llluJJJ
2 
- 2 l(u) (41) 
Dos posibilidades pueden ocurrir: 
il. El funcional 1 es no limitado en HA, en este caso F no está limi-
tado inferiormente, luego el problema de determinar el mínimo de 
(41) no tiene sentido.-
ii) El funcional 1 está limitado, luego por el teorema de Riesz exis-
te un y solo un elemento u
0




luego la (41) resulta 
F(u) = JJJ uf!l2 - 2 (u,uo) A 
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Repitiendo los mismos argumentos de 6.SOLUCION GENERALIZADA, se demues 
tra que u minimiza (41) y que es único.-
o 
Nuevamente si el espacio HA es separable y si { wn\ es un sistema 




= ~ l(wk) w1< 
k=1 
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ANEXO C. FROPIEDADES DE LA MEJOR APROXIMACION 
1,SISTfil-IAS MINIMOS 
Un sistema de elementos se dice "mínimo!' en un espacio Hilbert , 
si la elimin~ción de uno de ellos hace qú·e el espacio expandido por el 
nuevo sistema sea un subespacio del espacio expandido por el sistema 
original.-
Cualquier conjunto de elementos linealmente independientes es mí 
nimo, desde que la eliminación de uno de ellos reduce en uno la dimen 
sión del espacio expandido por el sistema original, Contrariamente un 
sistema de elementos linealmente dependientes es un sistema"no-mínimo 
la eliminación de un elemento que sea combinación lineal de los demás 
no modifica al espacio expandido por el sistema original.-
2,SISTEMAS BIORTONORMALES 
El sistema \vn\ = v1 ,v2 , •• ,.,vn,•••• de elementos en el espacio 
Hilbert, es "biortonormal" al sistema u n 
(con H se designa el espacio en que están definidas estas secuencias) 
3,PROPIEDADES DE LA MEJOR APROXIVIACION 
(1) 
un sistema de elementos en un espacio Hilbert H, sea u un elemento de 
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H, se supone además que H es separable. El problema de la "mejor a~ 
ximaci6n" puede formularse como sigue: 
"Determínese los coeficientes a 1 ,a2 , ••••••• an (para n fijo) tal que 
(2) 
Puede demostrarse que los coeficientes~ están definidos por ( vease 
s. G. Mikhlin, "Variational Principles in Mathematical Physics"): 
n 
L (wk 1 w.) a1 = (u,w.) k=1 J < · J j=1,2, .••.• ,n. 
L~s coeficientes ªk no solo dependen de k sino también de n por lo 
que se designarán por a~. Es evidente que: 
n 
u = :[ an 
n k=1 k 
(4) 
puede interpretarse como la proyección deu en el subespacio expandi-
do por w1 ,w2 , ••.••••• ,wn. 
Si se supone que w1 ,w2 , •••• ,wn es linealme!!_ 
te independiente para cualquier n y que \wn\ es completa en H luego 
( 
3) tiene siempre soluci6n desde que el determinante de la matriz no es 





, •••• ,w!I que es siempre diferei;te de cero. Siempre por otra par-
te es posible ortonormalizar {wn! para dar asi el sistema JvnJ quet82!.1 
bi~n será completo en H (por ejemplo puede usarse para ello el proce-




u = ,:;_ k vk 
n k=1 
donde b~ = (u,vk) 
(5) 
(6) 
Desde que \vn\ es completo en H se tiene 
""' 
u = L (u,vk) vk 
k=1 
lo que significa que lim u = u n 
n-oo 






TEOREMA 2. Si el sistema que es biortonormal a {wn} es limitado en H 
luego el proceso de limite (8) es uniforme respecto a k. 
La demostración de estes dos teoremas puede verse en Mikhlin s. G., 
"The Numerical Performance of Variational Methods".-
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ANEXO D, NOTACION VARIACIONAL 
Con el objeto de simplificar la notación en los CAPITULOS III,IV 
y V se presenta en este Anexo lo que se conoce por notación Variacio-
nal.-
En §1,4 se vio que dado F(u), S,uEI°.espacio de funciones admisi-
bles' el espacio de "variaciones admisibles" de r quedaba definido por 
HCS tal que para todo uE.L y hEH resultara u+hEL,-
Claramente el cambio h en u puede llamarse "variaci6n deu" y r~ 
presentarla por 
Ju = h 
Se vio en §1,8 que si F(u)= F(x,u,ui) resulta 
bF(h) =ºF h +OF h' 
0 u ou' 
si se toma el caso particular F(u)= u' la (2) conduce a 
du• = h 1 





Para una completa analogia del operador variacional J con el diferen-
cial la (4) puede presentarse bajo la forma: 
{ oF r oFr bF ( oF(u) = ~ox + ~óu + ~ou• 
ÔX c)U ()U 1 
y desde que solo se ha variado u y u'.permaneciendo x fijo, resulta 
que x no ha "variado" por lo que óx :!O, y de esta manera la analogia 
es completa.-
De (1) y (3) se sigue que 
..E. bu = 
dx 
dh 
d-x = h' =Ó~ dx 
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(6) 





Similarmente si x, y son variables independientes ( Jx =ày sO) los 
d r ô o~ t t· opera ores ó y ~ son conmu a ivos: 
'ÔX c>Y 




ANEXO E, LIMITE INFERIOR PARA EL COEFICIENTE 
DE RIGIDEZ TORSIONAL 
Se vio en §5,1, que resolver: 
- '?CY u) = 2G€ en R 
tal que u(x,y) = O en C 
equivale a determinar u (x,y) tal que 
o 
F(u) = 21G \Jju\JJ2 - 2(9,u) 
sea mínimo para u
0






Desde que el espacio de Hilbert HA en el que está definido F(u), 
es completo existe un conjunto ortonormal \wni, si se toma: 
n 
u = z:: ª 
n k=1 k 
se sigue que: 
(5) 
(6) 
Por otro lado si u
0 
es la solución y como HA es completo y separable 
se verifica (Anexo B): 
De (6) y (7) se sigue que 
Del Anexo B expresión (32) resulta en este caso: 
ªk = 2Ge J wk dR 
R 
(7) 




a! = 2~ IR ªk wk dH ( 10) 
Reemplazando (10) en (6) y (7) y recordando (5) y (5.1.3) resulta: 
( 11 ) 
y 
llluj\12 = GB M · to (12) 
. Donde l\n y l\
0 
son el momento torsor aproximado y ex,.,cto respecti-
vamente.-
De (8), (11) y (12) se sigue que 
1\n <.. Mto 
y por tanto 
ct.._c (13) 
n o 
donde C y C son la rigidez aproximada y exacta respectivamente, la n o 
(13) indica a su vez que los valores de C son un limite inferior del 
n 
valor exacto C .-o 
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