9. Conservation laws.
-The model.
The models that we consider are 1-dimensionM ferromagnets with a rather peculiar, nontranslationMly invariant interaction [1] [2] [3] [4] . It will be seen that the special form of this interaction leads to a rather simple formulation of the renormalization group equation. Apart from the lack of translation invariance these models are supposed to behave in many respects like ordinary 1-dimensionM ferromagnets with (in the interesting ease) a long-range interaction oi strength r -~, 1 < ~ < 2.
Let n = 1, 2, ... label the points of a semi-infinite one-dimensionM lattice. On each site sits a spin ~, which is a real number a, e (--c~, c~). For each integer 10 we break the lattice up in groups of 2~ consecutive sites; the m-th 10-group will consist of the sites This ttamiltonian will be called the hierarchical ttamiltonian; other versions of essentially the same Hamiltonian will be introduced later.
The definition of the model is completed by giving a normalized, even probability distribution ~(a), which will be called the <(free-spin distribution ~> and which describes the probability of finding an uncoupled spin of length a. The partition function of the model defined by the couple (H~, ~} is defined as 2 ~ (1.5) Zd~,/5)-----fII d~ ~r(a~) exp [--t=l We will always assume that the free-spin distribution is such that this integral makes sense. Since H~ is a quadratic form with a lowest eigenvalue given by (1.6) 2~i~ = --¼D(1 --2 (~-~)~) 2 a-1 --i distributions which fall off like are just admissible. Any distribution which falls off faster, and in particular the distributions with compact support~ are admissible. The models for which (1.8)
:~(,~) = fa(,~ + 1) + ½ a(,~-1)
will be called Ising-hierarehical models. It will be convenient to describe the system in terms of the distribution of the magnetization M(m.r) of the '~o-groups. Since the tIamiltonian is symmetric in the number m of a p-group it sllffices to introduce the distribution of M(1.r). Since one expects that this distribution will spread out for large p it is useful to rescale it with a factor ~-~ and to define t* (1.9) 
¢r~.(~) v) : Z~-I (g, fl)|~(v--Ml.r~ -~) exp [-#~(~_)
]
(27Ig,(fi))-tfexp[--v~12Z,(~)]dv
for all v~, v~. The convergence is not assnmed to be pointwise to take into account the Ising case where ~) is a sum of &functions. The distribution corresponding to (2.1) will be called the long-long-order distribution whereas the distribution corresponding to (2.2) will be referred to as the short-long-order distribution.
At fl = fi~ the dispersion is no longer normal and one expects that there exist constants ~ and ~ larger than %/2 such that It is usually assumed in dealing with the normal Ising model that the functions ]~ and ]8 and the values ~, ~ and Zz, Zz are all equal. However, such statements are often not proved. We shall keep a different notation for the short-long-order and long-long-order quantities because later we shall become involved in a discussion on the possible differences.
3. -Existence of a phase transition for 1 < a~ < 2.
The coupling in the hierarchical model is of a ferromagnetic nature; in fact is easy to verify that the interaction is of the two-body type and can be written We will only consider models in which ~(a) is of the (( Griffiths ~> type [5] , which means ~hat either ~(~) can be written as (3.5)
with J~.j > 0 and Z~ a normalization factor, or z(a) is a weak limit of distributions of the form (3.4) (i.e.
such that there exists a constant C with
The interest of such ~'s resides in the fact that ferromagnetic-spin models with a free-spin distribution of the Griffith's type (and a gamiltonian which behaves for large a's as in the present case) verify the GKS inequalities [6] . In particular, therefore, the existence of long-range order in the hierarchical model implies also long-range order in the corresponding translationally invariant model defined by (3.4). :Notice that, by the results of [7] , the presence of long-range order is equivalent to the presence of spontaneous magnetization at least in the case of a translationally invariant model with discrete spins.
Another Griffith's inequality that we shall use is
where ('>L denotes the average with respect to the model (H~, ~}. 
l(p) = ~ £(p).
Notice that the above-mentioned Griffiths' inequality implies (3.10)
t(P) • fL(P) > ]~(P) .
So if we show that, for large enough fi, ]~(p)> C~ 0, we will have shown that 
In terms of the distributions _(z) (defined in (1.9)) we have
where we have taken advantage of the fact that the Hamiltonian couples spins in the groups (p --1, 1) and (p --1, 2) only through the product st. We now make use of the following inequality [2] which holds for any random variable with an even distribution: (3.14)
(~xXP [~} > (V~x2~ tgh (h (V~x~}) , which amounts to the estimate that the average of a continuous spin in ~ field
It with respect to a distribution ~r decreases when this distribution is replaced by the sum of two delta-functions with the same value for <x~>. Application of this relation to the random variable st in (3.13) yields (3.15)
where we have used the definition (3.8) to evaluate the dispersion in st.
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The estimate (3.12) takes now the form Since this series is convergent for ~ < 2 one can take fi large enough so that the total sum does not exceed In 2 and one can conclude ]~(p) > C for all p by induction.
In order to prove the existence of a phase transition one has now still to show the absence of ]ong-range order for high enough temperature. In the ease of the Ising-hierarchical models this is a direct consequence of a result by G~IFFImHS [8] which states that an Ising model (with general two-body interaction) does not show long-range order for T> To, where To is close to the mean field critical temperature and given by BAKEI~ [3] noticed that the structure of the hierarchical model did particularly well fit the requirements for an exact formulation of the renormalization group equations [9] [10] [11] , which in the case of the hierarchical model reduce to rather simple recursion formulae.
We will first discuss a recursion formula for the distribution function z~ of the total magnetization of a system of size 2 ~. ~otice that the ttamiltonian H L can be expressed reeursively as A privileged (but a priori arbitrary) choice for ~ is ~ = 2 ~¢~, if we put g:*~.~,~ =--~(~, then we find
where the operator K is defined as (4.4)
with C -= riD2 -~ and $ ~ ½ $ = 2 ~I2-~. Other choices of ~ lead to an explicit Z-dependence of the corresponding operator K.
There is a second recusion formula for the partition function which reflects more the idea of the contraction of variables in terms of the <~ block spins ~> first introduced by KADA~OFF [12] .
We start by observing the following alternative recttrsion formula for the ttamiltonian: where the operator K is defined in (4.4). This formula expresses the partition function of ~ system of 2 z spins in terms of a hierarchical model with half that number of spins and with a new free-spin distribution Ko~. The coupling constants in the Itamiltonian remain unchanged by virtue of the sealing chosen in (4.6).
The formula (4.8) can be written in the form 
Since clearly z(v)~ ~°)(v) we see from (4.3) that g'(v) should be identified with the distribution z(~).
Iteration of the recm~sion process yields (4.12)
The formulae (4.4) and (4.9) are examples of the renormalization group equations as introduced in [9, 10] .
We shall come back to this point later.
Finally we want to study the short-order distribution functions lim ~(L)
The recursion formula that we just derived applies only for the long-order distributions -~) An expression for the short-order distributions can be obtained from the following recursJve relation for the Hamiltonian;
where v~ --~-~ M~ with ~ = 2 ~1~. One obtains then for ~/,-~(P (4.15)
fiHz--~] ~(v --%)~(R)(%) ... ~(R)(V2L_, ) d% ... dvp-~ .
The distributions for other values of ~ can be obtained from this relation by simple rescaling. The functions ~(~) are the long-order distributions which satisfy the recursion relations (4.3). We conclude that the short-order distributions are obtained by computing the e]]ective single-spin distribution of a hierarchical model of infinite size where the successive iterates of the long-order distributions appear as the ]ree single-spin distributions. We are interested in cases where the distribution functions tend to a well-behaved probability distribution with a scaling factor chosen in such a way that the limiting distribution has a finite dispersion. There is no a priori reason to assume that such a ~ indeed exists. It is also not guaranteed, as we will see in an explicit example, that the same value of ~ will lead in the short-order and long-order cases to a limiting function with finite dispersion. We will come back to this point in our discussion of the influence of surface terms (see Sect. 8).
-Nonrigorous considerations and Wilson's theory.
In this Section we proceed heuristically and try to give an exposition of the main ideas of Wilson's theory [9] as applied to the hierarchical model. In the preceding Section we derived a << simple )> expression for s~z), namely
where s is the initial free-spin distribution and K is the integral operator defined in (4.4). This operator depends explicitly on the temperature. It will be convenient to rescale in the sequel the variables of all distributions (with a common factor) so that K becomes temperature independent (say fi = 1). The temperature dependence is then shifted to the initial distribution which becomes now a one-parameter family of initial free-spin distributions.
Let us further normalize the operator X and denote its normalized version by
with C ~ 2-~D and ~ ~ 2 ~/2-~.
We are interested in the case that, for some fl = fl~, ~ZO~o tends to a limiting probability distribution ~(~) with a finite, nonvanishing dispersion.
(It seems that, in order to be able to use the arguments that follow, one should require the pointwise convergence of the characteristic functions and of their first and second derivatives.) This limit should then be a fixed point of the operator ~::
The natural question concerning the existence of fixed points for K is easily answered by observing that an obvious solution to this equation is the << Gaussian )) fixed point
with a ~ ~D/(2 ~'-~-1). There may be many other fixed points for K in the above sense. The existence of a limiting probability distribution with finite dispersion implies that the magnetization will have an average square value of the order of 2 ~1~z, which is an anomalous dispersion (because ~ > 1). Consequently the value fi~ should be interpreted as a critical point of the system and we therefore expect it to be an isolated point, in the sense Chat for /~fi~ the distribution Kroz~ will not have a good asymptotic behaviour. Since 2i:Zo~ depends (( smoothly )) on fi one expects on the other hand that for finite but large Zo and fl-fi~ small (5.5) where ~ is (( close ~) to zero and fy~(v) dv = 0 due to normalization.
If ~ is an ordinary function (and not a general probability measure) the smoothness of the dependence on /~ necessary for (5.5) is obvious if one remembers (4.4) and the change of variables which transfers the fl-dependence from the operator defined in (4.4) to the free-spin distribution. In the general case (which includes the interesting Ising model) eq. (5.5) has to be interpreted in a different way since, as we are assuming that ~r (~ is a smooth function, h~ cannot be small in a trivial sense. The correct interpretation of (5.5) in the case ~(v) is a sum of delta-functions should essentially be that the mass of the points v which have nonzero measure with respect to KZoo~g will be proportional to ~(~)(v i d-W~(v) with ~(v) smooth. In the rest of this Section we shall however assume that z~ is a smooth function and we leave to the reader the reformulation of the ideas of this Section in the Ising case using the above (~ interpolation ))idea. We suggest, however, that the interested reader first read the next Section where a concrete example of the interpolation scheme is described in some detail from a rigorous point of view.
We proceed now to study what happens for L > Z0, and linearize the operator ~ around ~r (~. A direct computation yields (5.6)
where the linear operator T is defined as (5.7) in which the operator T is given by (5.8)
Toy~(v) ~ 2A -~ exp [C~ ~ v~]f ~p(~v -4-y) ~r(~°)(~v --y) exp [--Cy ~] dy,
and A is chosen such that Toz (~--2z (~.
Notice that from the fact that ~(~) is an eigenfunction (with eigenvMue 2) of the operator T, it follows that T has the s~me spectrum as the operator T, with the exception of the eigenvalue corresponding to ~(~ which is zero for the operator T.
To get some feelings about the operator T, consider it as a linear operator in the Hilbert space Z~o~(R, exp [(2a--~) (~otice that the allowed distributions are contained in this space.) The operator I' is then a compact operator as can be seen by using the large-v be-
If one assumes in particular that the model {Hz, a} is such that at /~ ~ ,8o the distributions KZoz#. tend to the Gaussian fixed point (5A), then T becomes a self-adjoint compact operator T~ (5.10)
•
The t[ermite functions The corresponding eigenvMues of 9~G are found by replacing in this sequence Ao=2 by zero. In ease 2-½<$<2 -~, which corresponds to 1<~<~, the operator Ta possesses one eigenvalne (21= 2~ 2) which is larger than one. As we will see, it is this situation that one expects to occur in the description of ordinary critical behavionr.
Let us assume for the moment that the operator T has in the general case only one eigenvMue larger than one (*) and express ~# in (5.5) in terms of the (*) This, as it will become clear, is an essential assumption for the Wilson's theory of <~ ordinary ~> critical points (a different situation arises for critical points of higher order like tricritieal points). More precisely it means that the spectrum of ~ in the linear eigenfunctions of and we see that /~°+~o~ starts to deviate appreciably from ~(~) as soon as / > In (# -fio)/ln l~ (*).
In the above context it is possible to find expressions for the critical exponents; we give some examples.
The exponent U describes the long-range behaviour of the spin-spin correlation function at the critical point through This might be a peeularity of the hierarchical model [13] .
In the ease of the hierarchical model the spin-spin correlation function is not translation invariant, consequently the relation (5.17) cannot be directly used, we take instead (5.18) as the relation defining ~. As mentioned ~lready the existence of a fixed-point ~r (~ with a finite width implies in view of the adopted sealing that One concludes therefore that (5.20)
~=3-ct.
Another critical exponent is y which describes the divergence of the susceptibility Z as fi->/3~ via From this one obtains
If the linear approximation was exact, a repeated application of /~ to this formula would make the terms containing the eigenveetors V~, %vs, etc. vanish. We assume that this persists to be the case also for the nonlinearized equations. The conclusion then is For the Gaussian fixed point, with ~--2~ :, one finds in particular ~,--~ 1, which is the classical or mean yield value.
As a third example we can study the correlation length ~ and its critical behaviour. We only study what should be called the long-order correlation length, i.e. the parameter that describes how large has to be the system's size )5 in order that the correlation between two spins a~ and a~ located at a distance 2 z starts depending on JL as the interaction potential.
If ~ :/: fl~ one expects that the correlations verify Kadanoff's assumption that near fi~ the spins have the same correlation they have at fi~ provided their distance is smaller than the correl~tion length, while if their distance is much larger then their correlations are of the order of the interaction potential. This fact is clear from a heuristic point of view in the above renormalization group scheme: if we are close to fi~ then ~(Lo)__L. --J~'o~ will be close to ~t~), however, for L -~ L0-~ l, ~) will substantially deviate from ~(~) if fi # fi~ and The other critical exponents can be computed along similar lines and one can check that they obey the sealing laws. At this point in our heuristic discussion we by-pass a study of the in~er-change of limits involved here.
Let us introduce a general Gaussian spin distribution by 
. }o., E-<o
Consequently we find (5.37)
• -, ½ (&12)'
with C= D2 -~ as defined in (4.4) (p = J).
Since 21 = 2 ~-1, one has 21 < 2 for g < 2, which is the range of interest to us; in this case the second term vanishes for L-+ co, while the first gives a finite limit (5.38) (v~; ~a-(~)\/~ = 1/(2a q-C)(2 --~1).
One therefore sees that the question of the identity of the short-and long-range values of U is linked to the above interchange of limits. Notice however that the amplitudes (i.e. the limiting distributions) do not coincide in the two cases.
The equality of the long-range and short-range exponents is a feature of the special hierarchical model that we are considering now. Later (in Sect. 8) we shall encounter other versions of this model where not only the amplitudes but also the exponents differ in the two cases.
-The theorems of Bleher and Sinaii.
In the preceding Section we have seen that in case 1 < ~ < ~ the Gaussian fixed point offers an example of the situation that one expects to occur in normal critical behaviour. The linearized version To of the operator K has the property that the fixed point ~r(o ~) is stable in the (( critical hyperplane )~. This means that, whenever a small deviation ~v~o from the fixed point is contained in the hyperplane (of the appropriate Hilbert space) defined by (~V~o, W~)~ 0, the repeated application of Ts yields ~o~v~o-+0.
What one would like to show now is that a similar situation arises for the nonlinear operator/~. More precisely one could hope to find a subset 0~ of the hypersurfaee of (( critical )~ free spin distributions surrounding -¢~) such that ~b G (~o) for 7~C0 G.
The critical hyperplane, defined above, is expected to be (~ tangent ,~ to 0~ in z(G ~). For such ~'s the conjecture made in Sect. 2 about the (long-order) critical behaviour would be proven with ~= 2 ~2.
The important contribution of BLEttEI¢ ~nd SI~AII [4] is that they have proven the existence of a set 0 a with the required properties. Since the shape of the critical surface is not known, their result is formulated in the following way. Let ~ for fi ~ [fl-, fi+] be a one-parameter family of spin distributions which are close to -(~) in a way to be specified, then there exists a fi~ e [fl-, 8 +] such that /~Zo~ ~-j~e-(~ . The precise conditions on ~r¢ are given in the following theorem. 
Q~(z) ~-~(~)H~(z) ~ R(z, ~) ,
where H~ is the l:iermite polynomial defined in ( such that/~oz~ satisfies the same conditions with no replaced by no ~-n. Notice that the conditions on ~ are such that ~ cannot be too far from z(o ~) but moreover guarantees (especially by condition i)) that the curve described by ~ crosses the critical surface. Since ~ ~ ~(~) "~p ~,~a for no-~ c~ the desired result is a direct consequence of this theorem.
Corollary. When We do not describe the proof of the above theorem, which is accomplished by a rather laborious induction.
The second theorem of :BLEttE~ and SI~AII is essentially identical to the first but ~llows the functions ~(z) to be sums of delta-functions. Assume we are given a family of functions ~, fie[fi-, fi+], which are superpositions of deltafunctions with masses on the lattice
We take this lattice because it is the lattice over which the variable The results (6.6) and (6.10) confirm the conjectures made in Sect. 2 about the long-order correlations.
7. -The case ~ > 3 and the e-expansion.
In this Section we consider the case ~-< ~ < 2 where a critical point still exists but the <~ Gaussian case ~> has no longer the desired structure since the linear approximation to/~ around this point possesses two or more eigenvalues larger than one. We want to give heuristic arguments that at the point ~ ~ a new set of fixed points branches off from the Gaussian fixed point and that the linear approximation to/~ at these points seems to have on some natural domain (for ~ > ~) a single eigenvalue larger than one. This eigenvalue gives rise, as we will see, to a (~ nonclassical *> behaviour.
In our argument we take ~ l~rger than ~ only by ~ slight amount of order s and expand the fixed-point equations in ~; for convenience we shall in fact define e ~ 254-1. The procedure that we follow is a simple example of the so-called ~-expansion which has been used to calculate in the context of the renormalization group the deviations from the classical exponents for a dimensionality smaller than 4 (e~ 4--d in this case [11, 14] ). The same method has been employed also to calculate, as in the present case, the deviation from the classical exponents for interactions falling off faster than r -~ in ordinary Ising models [15, 16] .
Let us consider a distribution z~(x), ~nalytic in x near x ~ 0 and of the form
and falling exponentially fast at infinity, which is a fixed point for the renormalization group. This equation determines r and b up to second order in s~ the value of ao is that corresponding to the Gaussian fixed point. We shall assume that r and b have asymptotic expansions in ~ near s = 0. A direct calculation yields then
6~2b (1_~ 2r 6b )
and 2~ 1 ~-e (i.e. ~ slightly larger than ~). From these equations one can heuristically derive the first-order term of the asymptotic expansion of r and b; consider (7.3) and (7.4) as mappings of the plane into itself and see whether fixed-point solutions can be obtained. An obvious solution is of course r*= b*: 0, which is the Gaussian fixed point. We have, however, already noticed that this fixed point does not have the desired structure for the description of ordinary critical points in case ~ ~ ~. A new type of fixed point can also be found and is given by Consider now the linear approximant to /~ around this fixed point ~* in the space 8K of distributions given by
where ~(x) is bounded at infinity and analytic near zero
To proceed one has to make the additional assumption that the space ~K is invariant under/~. Then the action of/~ on ~ results in replacing ~ by 5', for n= 1, 2, ...; a straightforward calculation yields the following result for the linearized expressions for d'.:
(7.8)
(1)( ( 7)) 2 ) + y ~ e (¢ + 2ao)~ + "'" + O(e~),
The linear transformation defined by (7.8) has a triangula r form, its eigenvalues are simply the diagonal elements. When e is positive and small there is a single eigenvalue larger than one with the value (7.9) According to formula (5.28) this value of 21 corresponds to a value of ~ given by (7.10) (a --1) In 2 r=ln(V~+_~V~e ) + O(e ~) .
The value of e can be expressed as e= 3+ e/2 ln2, consequently one has The value of ~ remains classical as long as a fixed point with a finite second moment is reached.
We note that the above evaluations may be relevant only for models {H, zl} for which one can check that, for fi close enough to rio and for some Lo, ~°) is close to ~* in the sense that it can be expressed by (7.6) within the space 8K and (~ small ,> (in the sense that all the coefficients ~ should be small). Such a property is, of course, very difficult to check in any particular model: we have already seen what kind of results the analogous problem gives rise to in the case of the Gaussian fixed point (see Sect. 6).
For some problems it might even turn out that the fixed point relevant to the critical behaviour is the above s* but the deviations ~ have to be allowed to vary in a different space: the spectrum might then be different. One may be helped in this search for the right space by a priori considerations based on properties which are conserved under the action of/~ (see Sect. 9).
-Surface terms.
In this Section we study the influence of models with additional interactions, which can be interpreted as surface terms, on the long-order and short-order correlations. We consider a more general hierarchical model defined by it turns out then that the difference between the two models is given by the last term of (8.2). The contribution to the energy of this term per spin is of the order 2(~-~)z~ and vanishes for I-+ co, at least if So has compact support.
In this case this term will therefore be interpreted as a surface term. The question %hat we ask is to wh~t extent this surface term influences the longorder and short-order correlations and the critical properties. A direct consequence of the relation (8.2) is that the renormalization group operator K~. B belonging to the models defined above can be expressed as
where K is the integral operator used so far (with D ----/)) and ~ is given by (8.4). Iteration of this formula yields (8.6)
K~,.o~(v)---=exp[~----Blv~]KRo:~(v).
So we immediately see that the long-order correlations do depend on the presence of surface terms. (We shall discuss this point in more detail lster.) This dependence on the surface ~erms of the long-order correlstions should eoutrast the expected surface term independence of the short-order correlations. This is, of course, h~rder to check; in the c~se the model is assumed to have a Gaussian fixed point it is possible to see heuristically that at least the short-long-order parameter is independent of the surface terms for B >-¢XD.
To study the short-order behaviour we consider again the quantity 
Suppose that K%~o tends (for R -+ cx~) [-] dv __~ exp 2~ v ~ • 7~(v) .
Let us for the moment interchange limits and insert this limit in (8.7). With the same method as used in Sect. 5 and employing again (8.6) we find The first term in (8.10) is identical to the result obtained in Sect. 6, whereas the second term vanishes for/~ --~ c~. In this heuristic consideration therefore the surface term does not appear to have an influence on the shor~-long-order behaviour. Note however that the second term in (8.10) vanishes provided B>--~D. In the case B<--~D the interchange of the limits is clearly a more delicate matter. A possible way of dealing rigorously with this problem might be to try to write recursion formulae for the short-order correlation functions. These functions, however, do not obey simple recursion formulae as the long-order correlation functions do, ~nd one has to introduce a more complicated scheme.
Consider a system of 2 L spins and Hamiltonian (8.1) and define 
Z(~L~(V) ~__ 7~R)(v) exP [2~B--I (1--2~(~-Z~) V~] •

2B (2(~n)(~_z)) vv, ]
"fw~ '(u,v')exp[uv ' 2~ 1 When we employ the relation (8.6) we obtain du dr'.
The factor in front of the integral, in the limit L-~ c~, no longer depends on the surface terms. One would like to obtain enough information about the probability W to see whether the second factor shares this property. This is not a hopeless problem since W ~z) satisfies a recursion relation that we want to derive now.
Consider ~ system of size 2 ~+1 and observe that The above recursion formulae seem quite natural, but so far it has not been possible to really employ them and the investigation of the short-order corre]ations remains an open problem. We now come back to a discussion of the long-range correlations. Consider again eq. (8.6) for 1 < ~ < ~-and suppose that J~o~ tends to the Gaussian fixed point. Let us proceed heuristically and assume that for some Ro one arrives at a form In this approximation the system is critical when we set r = @~ since then both b~ and rz tend to zero. From (8.6) we conclude that
~J'-~1--1 v -t-(2$4)~(e'v ~-fi~v4) .
In case B > --} D one obtains in the limit 1 -+ oo a limiting function with a finite width. This implies that in this case the long-long range the critical exponent ~ is not affected by the surface terms, the corresponding amplitudes however do change with the surface terms. The conclusions that we obtain here in a heuristic way are made rigorous in The next case to consider is B = --¼D. In order to obtain a limiting function with finite width one has to rescale the variable v to (8.25) v'= (2t~)~v = (2-~)~M. The only rigorous conclusion therefore is that the rescaling factor chosen in (8.25) is at least a lower bound for the true scaling factor. The last case is B < --~D; again a different scale has to be used, namely 
A~= ¼D--B
2 ~-~-1 g(2¢~),.
In the limit 1-+ oo one obtains a distribution o£ finite width (5 0) consisting of two delta-function located symmetrically with respect to and at a finite distance from the origin. The new value of ~ which is implied in this case is U=~.
-Conservation laws.
We conclude this paper with a few rigorous remarks which might be relevant in the study of the renormMization group equation for the hierarchical model. As we have seen in Sect. 7 information that can a priori exclude certain ansatz for the fixed-point x (=) and linear space ~K can be very useful since they may give some information about the spectrum of T. It is in this context that we point out the following (( conservation laws >> which are most easily formulated in terms of the renormalization group operator ~_~ introduced by BAKEB. iii) Conservation of the Griffiths' type; we recall from Sect. 3 that ~o is said to be of Griffiths' type if either The condition (9.4) is an adaptation of (3.6) to Baker's formulation of the hierarchical model. The property of being of Griffiths ~ type is conserved under the action of/~.-~D provided D is such that for all i, j (9.5) O<D2-'~N-2a<4J¢~( 1 ~) • -- in the case that s0 is obtained from a sequence this relation should hold term by term. ~otice that the condition (9.5) is empty in the case of a so of the . A
Ising type. The fixed point sc~ is also of Griffi~hs' type provided thatK~_~so~r o satisfies the bound (9.4).
One could have started the discussion of the conservation laws also in the context of another version of the hierarchical model, that of DYso~ [1], leading
