Abstract. We study the three dimensional electron magnetohydrodynamics in a particular plasma context where the velocity of ion flow vanishes. We construct weak solutions with finite energy that do not conserve the energy, magnetic helicity, and the mean-square of magnetic vector potential. In addition, we show that the mean-square of magnetic vector potential is conserved for weak solutions in the class L 3 (0, T ; L 3 ) in two dimensional case.
Introduction
The model of incompressible magnetohydrodynamics (MHD) with Hall effect attracts increasing attentions in the community of mathematics recently, owing to its significant role of understanding magnetic reconnection phenomena in plasma physics and the difficulties of analyzing it. In the system, u, p and B defined on Ω× [0, ∞) are the fluid velocity field, scalar pressure, and magnetic field, respectively. The spacial domain Ω will be specified in each individual case. The parameters ν, µ and d i represent the kinematic viscosity, the reciprocal of the magnetic Reynolds number and ion inertial length, respectively. It is observed that ∇ · B(t) = 0 for all t ≥ 0 if ∇ · B(0) = 0. Thus, we can assume ∇ · B = 0 through out the paper.
For the ideal MHD, i.e. ν = µ = d 0 = 0 in (1.1), applying Kelvin's circulation theorem to any material surface S moving with the MHD fluid yields
which says the magnetic flux through any material surface advected by the fluid is conserved. This is Alfvén's frozen-in theorem, indicating that magnetic field lines move with the fluid. For d i > 0, the Hall effect breaks the frozen-in property.
In fact, the ions appear to be too heavy to move with the fluid at scales much smaller than d i and decouple from the magnetic field. In the limit of small scales, the magnetic field turns to be frozen into the electron fluid. In this situation, the background ion flow velocity u vanishes, and the Hall MHD model (1.1) reduces to the electron MHD (EMHD) model,
Mathematical study of both the Hall MHD (1.1) and EMHD (1.2) can be found in the literature, concerning existence of weak solutions [1, 20] , regularity and blow-up criterion [7, 11, 15] , well-posedness [6, 9, 12, 13, 17] , ill-posedness [23] , singularity formation [10] , asymptotic behavior of solutions [8, 16] , non-uniqueness of weak solutions [14] , etc.
In the present paper, we will address the conservation of some physical laws, energy, magnetic helicity, and mean-square of magnetic potential, for solutions with certain regularity and the failure of such conservation for weak solutions with finite energy. Such problems are classical for hydrodynamics governed by the Navier-Stokes equation (NSE) or its inviscid case Euler equation. Notoriously, Onsager's conjecture [24] concerning the threshold of regularity index for conservation/anomalous dissipation of energy was resolved recently in [3, 22] . The review article [4] of Buckmaster-Vicol provides great resources on the development of this topic and related ones.
We will restrict our attention to the electron MHD (1.2) here; the study of these problems for the full Hall MHD (1.1) is forthcoming. The Hall effect in (1.1) represents the most singular nonlinearity and breaks the symmetry and scaling properties of the MHD. Therefore, the investigation of the electron MHD (1.2) will provide valuable insights for analyzing the full Hall MHD system (1.1).
Denote the magnetic vector potential by A satisfying B = ∇ × A. Under the assumption of Coulomb gauge, we can choose a vector potential A such that ∇ · A = 0. Thus, A can be represented by B through Biot-Savart law, i.e. A = ∇ × (−∆) −1 B. Such choice and equation (1.2) implies that A satisfies the following equation
in the sense of distributions. The physical quantities to be discussed are the magnetic energy E(t), magnetic helicity H(t), and mean-square of magnetic vector potential M(t), respectively defined as
For smooth solutions B and A, both E(t) and H(t) are conserved if µ = 0 in two and three dimensions. Indeed, they satisfy the following energy identities
where the corresponding flux terms vanish over Ω. It is clear to see, by applying integration by parts, properties of vector calculus, and the fact ∇ · B = ∇ · A = 0,
However, the mean-square of magnetic potential M(t) is conserved for smooth solutions in two dimensions but not in three dimensions. Indeed, the energy law for A(t) reads as 1 2
In two dimensions, the magnetic field B and magnetic potential A can be defined as
which is understood in the way that A is essentially a scalar potential of B. In this situation, we can show the flux vanishes, namely
where we used the property of triple product of vectors and the fact ∇ · B = 0. For weak solutions that are not regular enough, these quantities are not necessarily conserved, which is usually referred as anomalous dissipation. Heuristic scaling analysis leads to the expectation that E(t), H(t), and M(t) are conserved
3,c0 ), and B ∈ L 3 (0, T ; L 3 ), respectively. In fact, the former two were shown to be true in [20] . The conservation of M(t) for 2D EMHD under the assumption B ∈ L 3 (0, T ; L 3 ) will be established below in Section 3.
be a weak solution of the ideal electron MHD (1.2) with µ = 0 on R 2 or T 2 . Then the mean-square of magnetic vector potential
On the other hand, we will construct finite energy weak solutions to (1.2) with µ = 0 on T 3 for which the corresponding E(t), H(t), and M(t) are all not constant functions, by applying a convex integration iteration scheme.
Our main result is stated below.
) of the ideal electron MHD (1.2) with µ = 0 in the distributional sense, for a small constant α > 0, such that E(t), H(t), and M(t) are non-constant functions of time on [0, 1].
In view of Theorem 1.1, it would be particularly interesting to construct weak solutions for the 2D ideal EMHD (1.2) such that M(t) is not conserved. Since among the three quantities E(t), H(t), and M(t), the mean-square of magnetic potential M(t) has the lowest regularity level, anomalous dissipation of M(t) would automatically imply anomalous dissipation of E(t) and H(t). In principle, the 2D EMHD (1.2) is more singular than the 3D Navier-Stokes equation, according to scaling. Indeed,Ḣ 1 is scaling critical for the 2D EMHD whileḢ 1 2 is scaling critical for the 3D Navier-Stokes equation. Thus, solutions of the 2D EMHD might exhibit some striking behaviours. In particular, the study of conservation and anomalous dissipation of E(t), H(t), and M(t) for weak solutions to the 2D EMHD will be addressed in the future.
We would like to mention that, anomalous dissipation of magnetic helicity for the ideal 3D MHD (1.1) with ν = µ = d i = 0 was shown to exists for weak solutions with finite energy in [2] . In particular, it provides a proof that there exist finite energy weak solutions to the ideal MHD which cannot be attained in the viscosity and resistivity limit. Also for the ideal MHD, in a very recent paper [21] , the authors constructed bounded solutions with compact support that do not conserve the total energy and cross helicity.
Notation. For the sake of shortness in notations, we denote by: A B an estimate of the form A ≤ CB with a constant C; A ∼ B an estimate of the form
Preliminaries
Let us introduce the notion of weak solutions and some technical lemmas needed for the convex integration framework in Section 4 and Section 5.
Definition 2.1. We say that B is a weak solution of (
Let p ∈ {1, 2} and f be a T 3 -periodic function with the property: there exists a constant
holds, where the implicit constant is universal.
, where the implicit constant depends on p and L.
Lemma 2.4. [18]
There exists a linear operator R of order −1, such that
It satisfies the Calderon-Zygmund and Schauder estimates, for 1 < p < ∞,
Conservation of mean-square of magnetic vector potential
We present a proof of Theorem 1.1 in this section. In the case of µ = 0, recall that the magnetic vector potential A under the assumption of Coulomb gauge satisfies
Taking the inner product of the equation with A and integrating over space time domain yields
A mollifying method will be used to show that the flux term on the right hand side
The goal is to show that
we can write
Indeed, it follows from (3.4) that
First, we notice that by applying integration by parts and several properties of vector calculus
Therefore, I ε,1 can be estimated as:
where the last line converges to 0 as ε → 0 by Lebesgue's dominated convergence theorem. Thus, we have I ε,1 → 0 as ε → 0. The estimate of I ε,3 is trivial by using (3.5),
The analysis above is valid for Ω = R 2 as well. Thus the proof of Theorem 1.1 is complete.
Anomalous dissipation
This section is devoted to proving Theorem 1.2. An iteration scheme of convex integration will be applied to the equation of the magnetic potential A. Namely we consider the approximating equations
with R q being a symmetric traceless stress tensor. We will construct solutions (A q , B q , R q ) for each q ≥ 0 to the approximating equation (4.6) such that R q → 0 in L p (for p close enough to 1) as t → ∞ and hence (A q , B q ) converge to a limit (A, B) satisfying
in the distributional sense. Moreover, for such (A, B), the energy E(t), magnetic helicity H(t), and mean-square of magnetic vector potential M(t) are non-constant functions on [0, 1].
4.1.
Intermittent Beltrami waves as building blocks. We adapt the building blocks used to construct non-unique weak solutions for the 3D Hall MHD model in [14] (also in [5] ), but not including the temporal oscillation. Let Λ be a finite subset of S 2 ∩ Q 3 with Λ = −Λ. For k ∈ Λ, we choose another two unit vectors k 1 and k 2 such that {k, k 1 , k 2 } forms a basis of R 3 satisfying:
For constant a k ∈ C satisfyingā k = a −k and a large integer λ with λΛ ⊂ Z 3 , we define
which is a real-valued stationary Beltrami wave. The following identities can be verified:
The following so-called geometric lemma plays a crucial role to construct cancelations in the later iteration procedure.
Lemma 4.1. [5] For any N ∈ N, we can find ε γ > 0 and λ > 1 with the following property. Let B εγ (Id) be the ball of symmetric 3 × 3 matrices, centered at Id of radius ε γ . There exists pairwise disjoint subsets
with λΛ α ∈ Z 3 , and smooth positive functions
with derivatives that are bounded independently of λ, such that:
Following the standard procedure, we will construct intermittent Beltrami waves by adding spacial oscillations. We define the lattice cube A small constant σ is chosen such that λσ ∈ N and σr ≪ 1. We fix an integer
for all k ∈ Λ α and α ∈ {1, ..., N }. It is then ready to define the modified Dirichlet kernel
For brevity, we use the notation η k (x) = η k,λ,σ,r (x). One also observes that
The intermittent wave W k is defined as
We notice that W k is supported on certain frequencies, satisfying
where c 0 is a small constant and k ′ = −k. For such intermittent Beltrami waves W k and Λ α , ε γ , γ k as in Lemma 4.1, we have:
is real valued. Moreover, for each matrix R ∈ B εγ (Id) we have
(4.10)
Mollification and amplitude functions.
As the conventional steps, we need to: (1) mollify the constructed solutions to avoid the loss of derivatives; (2) to control the stress tensors point-wise for the purpose of applying the geometric lemma. The mollification can be done through a standard procedure by using Friedrichs mollifiers. We define the mollification of A q , B q , and R q in space and time at the scale ℓ as
where φ ℓ and ϕ ℓ are standard Friedrichs mollifiers on R 3 and R respectively. The mollified triple (A ℓ , B ℓ , R ℓ ) satisfies
with the traceless symmetric commutator stress R comm defined as
and the pressure term p ℓ defined as
The following estimates
hold. Next we define appropriate amplitude functions in view of the geometric lemma. To this end, we choose a smooth function χ : [0, ∞) → R as
Notice that we have the following properties of ρ:
The amplitude functions a (k) are defined as
We have the estimates for a (k) ,
In view of (4.12) and Lemma 4.2, we conclude .13) 4.3. Construction of the perturbation. We proceed to construct the perturba-
where v p q+1 and v c q+1 are defined as
One can verify that 
There exists a triple (A q+1 , B q+1 , R q+1 ) which satisfies (4.6) and (4.16) at level q + 1. Moreover, for α < β 1+β and a small constant ε b > 0, we have
Proof of Theorem 1.2: At the initial step, we choose the magnetic potential 
Notice that R 0 is symmetric and traceless. Starting from (A 0 , B 0 , R 0 ), we apply Proposition 4.3 to obtain a sequence of approximating solutions {(A q , B q , R q )} for q ≥ 1 satisfying (4.6) and (4.16)-(4.17). It follows from (4.17) that
Thus {B q } ∞ q=0 is a Cauchy sequence, which implies the strong convergence of B q = ∇ × A q to a function B in C 0 (0, T ; L 2 ), and the strong convergence of A q to a function A in C 0 (0, T ; H 1 ) with B = ∇ × A and ∇ · B = 0. While R q L ∞ (0,T ;L 1 ) → 0 as q → ∞, we conclude (A, B) is a weak solution of (4.6), and B is a weak solution of (1.2); moreover, it is obvious that
) since A and B are divergence free.
Denote the mean-square of magnetic potential of A 0 (t) by M 0 (t) which is
Denote the mean-square of magnetic potential of A(t) by M(t)
We will show that the difference M(t) − M 0 (t) is bounded. Indeed, we have
In view of (4.18) and (4.19), we obtain
It leads to
Analogously, one can check that the magnetic helicity is not conserved. Indeed, at the initial level, we have
The magnetic helicity H(t) of the limit (A, B) and H 0 (t) satisfy
2 by construction, and
we can conclude that, for sufficiently small δ 0 (large enough a and b), there exists a sufficiently small constant C ε such that
It follows from (4.20) and (4.21) that
Thus the magnetic helicity H(t) is not a constant over [0, 1] .
Similar analysis can be used to show that the energy E(t) is not conserved either. This completes the proof of Theorem 1.2.
Proof of Proposition 4.3
To close the analysis of the previous section, we only need to prove Proposition 4.3, which will be achieved through a series of estimates. 
The conclusion (4.17) follows directly from (5.33), (5.34) and (5.37). We are only left to estimate the stress tensor at level q + 1, which is the main task of next subsection.
5.3.
Estimate of the stress tensor R q+1 .
Lemma 5.5. Consider the equation
There exists a traceless symmetric tensor R q+1 satisfying (5.39). In addition, there exists p > 1 sufficiently close to 1, and a sufficiently small ε R > 0 independent of q such that
holds for some implicit constant which depends on p and ε R .
Proof: We first subtract the equation (4.6) at level of A q from the equation at level of A q+1 to arrive
We estimate the linear error R linear , Nash error R Nash , and oscillation error R oscillation separately in the following.
Recall that v
and hence
It follows
where we used (5.22) and (5.26) in the last step. By (5.32) and (5.35), we have
The last two estimates imply that
The Nash error can be estimated as, by using (5.35) and (5.36),
Next we estimate the oscillation error. Recall
Appealing (4.13), we obtain
Neglecting the pressure terms in the equation above, R o,1 can be estimated by using (5.26) and the commutator estimate (2.3), for large enough m
Regarding R o,2 , we have
Similarly, neglecting the last pressure term, R o,2 can be estimated as Similarly, we have
