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Latent variable models provide complex distributions by in-
troducing latent variables, which are not directly observable but
aect observable variables. Two latent variable models are con-
sidered in this thesis. First, we consider a latent variable model
having a discrete latent variable, called a mixture model. Finite
mixture models suer from undertting or overtting depending
on the choice of the number of components. In contrast, Dirich-
let process (DP) mixture models assume innitely many compo-
nents by using a DP prior distribution for the mixing distribution,
and the number of occupied components, to which observed data
are assigned, can vary during the inference. We propose an on-
line learning method for DP mixture models to handle large-scale
i
data as well as streaming data with limited computing resources.
Secondly, we consider a latent variable model for sequential data.
As a generative model for sequential data, latent recurrent neu-
ral networks (RNNs), which incorporate latent variables in RNNs,
have been developed to capture complex dependencies observed in
sequential data such as speeches. We propose a new latent RNN
which incorporates a special architecture by adopting the idea of
gated recurrent unit. This architecture enforces latent variables to
capture the structural persistency.
Keywords: Online learning, Dirichlet process mixture model, Re-
current neural network, Gated recurrent unit, Variational autoen-
coder





2 Nonparametric Bayesian Online Learning 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Weakly Conjugate Approximation . . . . . . . . . 8
2.3 Dirichlet Process Mixture Model . . . . . . . . . . 11
2.4 Review of Existing Online Learning Methods for
DP Mixture Models . . . . . . . . . . . . . . . . . 13
2.4.1 Generalized Dirichlet Process . . . . . . . . 13
2.4.2 SUGS [Wang and Dunson, 2011] . . . . . . 14
2.4.3 SVA [Lin, 2013] . . . . . . . . . . . . . . . . 16
2.4.4 VSUGS [Zhang et al., 2014] . . . . . . . . . 17
2.5 The Proposed Online Learning Method for DP Mix-
ture Models . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1 MCMC algorithm for gDP Mixture Models 18
2.5.2 Estimation of Proxy Parameters . . . . . . 19
2.5.3 Practical Consideration . . . . . . . . . . . 22
2.5.4 Sequential Learning . . . . . . . . . . . . . 24
iii
2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . 26
2.6.1 Simulated Data . . . . . . . . . . . . . . . . 26
2.6.2 Real Data . . . . . . . . . . . . . . . . . . . 27
2.6.3 Results . . . . . . . . . . . . . . . . . . . . 30
3 Variational Gated Recurrent Unit 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Backgrounds . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Gated Recurrent Unit . . . . . . . . . . . . 38
3.2.2 Latent Recurrent Neural Networks . . . . . 38
3.3 Variational Gated Recurrent Unit . . . . . . . . . . 43
3.3.1 Generative Model . . . . . . . . . . . . . . 44
3.3.2 Recognition Model . . . . . . . . . . . . . . 45
3.3.3 Variational Inference . . . . . . . . . . . . . 46
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Datasets and Preprocessing . . . . . . . . . 48
3.4.2 Training Details . . . . . . . . . . . . . . . 49
3.4.3 Result and Analysis . . . . . . . . . . . . . 50
4 Conclusion 61
Bibliography 63
Abstract (in Korean) 70
iv
List of Tables
2.1 Average log-likelihood and number of components
for the simulated dataset. . . . . . . . . . . . . . . 28
2.2 Average log-likelihood and number of components
for the MNIST dataset. . . . . . . . . . . . . . . . 29
3.1 Average log-likelihood values per sequence of latent
RNNs on Blizzard, TIMIT and IAM-OnDB datasets. 51
3.2 Average log-likelihood values per sequence of la-
tent WaveNets on Blizzard, TIMIT and IAM-OnDB
datasets. . . . . . . . . . . . . . . . . . . . . . . . . 53
v
List of Figures
2.1 Scatter plots of the simulated dataset: (a) training
data and (b) test data. . . . . . . . . . . . . . . . . 27
2.2 Visualization of the mean parameters of the mix-
ture components obtained by our mini-batch online
learning method when the batch size is 2,000 and
T = 1. . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Visualization of the mean parameters of the sub-
components obtained by our mini-batch online learn-
ing method when the batch size is 2,000 andT = 2. 34
3.1 Graphical models of latent RNNs: STORN [Bayer
and Osendorfer, 2014], VRNN [Chung et al., 2015],
Z-Forcing [Goyal et al., 2017], SRNN [Fraccaro et al.,
2016] and our model. . . . . . . . . . . . . . . . . . 39
3.2 Two pairs of an example from the TIMIT dataset
(above) and corresponding values of the update gate
for a selected dimension ofwt (below). . . . . . . . 55
3.3 Two pairs of an example from the Blizzard dataset
(above) and corresponding values of the update gate
for a selected dimension ofwt (below). . . . . . . . 56
vi
3.4 Generated handwriting samples from (a) VRNN,
(b) SWaveNet, (c) STCN and (d) VGRU. Each line
corresponds to one sample. . . . . . . . . . . . . . 58
3.5 Ten examples of the IAM-OnDB dataset (blue) are
concatenated with corresponding handwriting sam-
ples generated to preserve their own writing styles
(black). . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6 For a concatenated handwriting sample (above) in
Figure 3.5, values of the update gate for two se-
lected dimensions ofwt are plotted according to
their x coordinates (below). Locations having very




It is a fundamental problem in statistics to nd a distribution
which likely to have generated observed data. It can reveal the
nature of data such as underlying structures, patterns, clusters,
correlation among variables and so on. To do this, we assume suit-
able distributions for observed data, and then nd the optimal
distribution among them.
Recently, there is an increasing demand for analyzing highly
complicated data in various elds. To deal with them, complex
distributions are necessary.Latent variable models provide com-
plex distributions by introducing latent variables, which are not
directly observable but aect observable variables. These can be
understood as unobservable covariates or factors. The distribu-
tion of observable variables is obtained by marginalizing the joint
distribution of latent and observable variables.
Latent variable modeling has become an integral part of statis-
tics and machine learning, and is widely used in many research
areas. In this thesis, we consider two latent variable models which
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are signicant in their own elds.
In Chapter 2, we consider a latent variable model having a dis-
crete latent variable. This latent variable model corresponds to a
mixture model. It provides a exible framework to handle hetero-
geneous data with a number of unobserved sub-populations, and
can be used for clustering. Finite mixture models suer from un-
dertting or overtting depending on the choice of the number of
components. Model selection or averaging is needed to avoid such
problems. However, navigating over a wide range of the number
of components is computationally demanding. In contrast, Dirich-
let process (DP) mixture models [Antoniak, 1974] assume an in-
nitely many components by using a DP prior distribution for the
mixing distribution, and the number of occupied components, to
which observed data are assigned, can vary during the inference.
We propose an online learning algorithm for DP mixture models
to handle large-scale data as well as streaming data with limited
computing resources.
In Chapter 3, we consider a latent variable model for sequential
data. A recurrent neural network (RNN) [Rumelhart et al., 1986]
is a class of neural networks for sequential data. Complex depen-
dencies or patterns observed in sequential data such as speeches,
sentences or music are dicult to be modeled by the RNN due to
the lack of variability. Recently, many studies have added latent
variables into the RNN to capture such dependencies [Bayer and
Osendorfer, 2014; Chung et al., 2015; Fraccaro et al., 2016; Goyal
et al., 2017]. We propose a new latent RNN which combines exist-
ing latent RNNs and incorporates an architecture similar to gated
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recurrent unit (GRU) [Cho et al., 2014; Chung et al., 2014]. This
architecture enforces corresponding latent variables to capture the
structural persistency.
In Chapter 4, we summarize the contributions of this thesis






Bayesian nonparametric (BNP) models have received much atten-
tion in statistics and machine learning societies since they provide
exible frameworks to build probabilistic models describing vari-
ous complex latent structures in data. The DP mixture model [An-
toniak, 1974] is one of the most popular BNP model, and is widely
used for clustering and density estimation [Escobar, 1994; Escobar
and West, 1995; Lo, 1984; MacEachern, 1994; Muller et al., 1996;
Neal, 1992; Rasmussen, 2000].
Online learning is a method of inference in which data become
available in a sequential order and are used to update previous
beliefs. It is useful to analyze large data as well as streaming data.
The online learning is well suited to the Bayesian scheme where
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a degree of beliefs is expressed by a probability distribution. The
prior and posterior distributions contain the previous and updated
beliefs, respectively. When a conjugate prior is used, online learn-
ing is straightforward since the posterior distribution is in the same
distribution family as the prior distribution, and becomes a prior
distribution for new data. Like many other Bayesian models, how-
ever, the posterior distribution is intractable in DP mixture models
and thus online learning is dicult. The aim of this chapter is to
develop an online learning method for DP mixture models.
Two popular types of approximate Bayesian inference for the
DP mixture model are Markov chain Monte Carlo (MCMC) [Jain
and Neal, 2004; Neal, 2000; Walker, 2007] and variational inference
(VI) [Blei et al., 2006; Kurihara et al., 2007]. MCMC algorithms
construct a Markov chain whose limiting distribution is the poste-
rior distribution. The posterior distribution is approximated by an
empirical distribution of MCMC samples collected from the cor-
responding Markov chain. The empirical distribution is discrete,
so it is not suitable to be used as a prior distribution for new
data in the online learning. If we use a discrete distribution as a
prior distribution, we have a discrete posterior distribution having
the same atoms as those of the prior distribution. In other words,
atoms are never changed and thus the nal result heavily depends
on the choice of atoms in an early stage.
VI algorithms seek the best approximation of the posterior
distribution in a predetermined class of distributions, called vari-
ational distributions. VI algorithms are deterministic, generally
faster than MCMC algorithms and easy to be modied to the
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online learning. However, it is dicult to nd the optimal varia-
tional distribution analytically, so simple forms of variational dis-
tributions are used in practice [Blei et al., 2006; Kurihara et al.,
2007]. Since complex dependencies in the posterior distribution
are hardly captured by such variational distributions, the optimal
variational distribution might be far from the posterior distribu-
tion.
In this chapter, we propose an online learning method which
combines MCMC algorithms with the assumed density ltering
(ADF) [Maybeck, 1982; Minka and Laerty, 2002; Opper and
Winther, 1998]. Like VI algorithms, the ADF seeks the best ap-
proximation of the posterior distribution in a predetermined class
of distributions, called proxy distributions, and the optimal proxy
distribution is used as a prior distribution for new data. The ADF
is conceptually similar to the VI in the sense that they project
the posterior distribution into the predetermined class of distri-
butions. Both of them use the Kullback-Leibler (KL) divergence
as a discrepancy measure between the posterior distribution and
the approximated one, but the dierence lies in the direction of
the KL divergence, see Section 2.2 for details. An advantage of
the ADF over the VI is that the corresponding KL divergence
can be approximated numerically if samples from the posterior
distribution are available and thus the optimal proxy distribution
can be obtained relatively easily. To realize this advantage, we de-
vise a novel method to nd the optimal proxy distribution using
MCMC samples. A distribution is called weakly conjugate if an
ecient MCMC algorithm is available when it is used as a prior
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distribution, and the process of approximating the posterior dis-
tribution with a weakly conjugate distribution using the ADF is
named weakly conjugate approximation (WCA). A modication
of WCA to the online learning is easy, because the approximated
posterior distribution is weakly conjugate and can be used as a
prior distribution for new data without diculties.
We consider a generalized DP (gDP) as a weakly conjugate
distribution for DP mixture models. The gDP is designed to add
information about xed components into the DP, and is already
implicitly or explicitly considered as an approximation of the pos-
terior distribution in existing online learning methods [Lin, 2013;
Wang and Dunson, 2011; Zhang et al., 2014]. A dierence among
these methods is the way to choose a gDP as an approximation of
the posterior distribution. In the sequential updating and greedy
search (SUGS) [Wang and Dunson, 2011], a newly arrived obser-
vation is allocated to one of the components of the current mixture
model or a new component which has the highest posterior proba-
bility. The sequential variational approximation (SVA) [Lin, 2013]
and variational SUGS (VSUGS) [Zhang et al., 2014] are two soft al-
location versions of the SUGS where a newly arrived observation is
allocated to all components according to the posterior probabilities
or their approximation. Given these allocations, each component
is updated using the VI. In the SUGS, SVA and VSUGS, allocat-
ing data to each component is done rather heuristically and there
is no theoretical justication. Therefore, approximated posterior
distributions are not guaranteed to be close to the posterior distri-
bution. In contrast, our online learning method directly minimizes
7
the KL divergence to approximate the posterior distribution.
All these existing methods consider sequential learning which
processes a single observation at a time. Since sequential learn-
ing methods are very fast, they can be applied to large-scale data
analysis. However, sequential learning would not be optimal when
multiple data, called a mini-batch, arrive at a time. In such a case,
utilizing multiple data together to update the posterior distribu-
tion is scientically more sound and yields better approximation.
A mini-batch online learning method processes such a mini-batch
at a time and bridges the gap between sequential learning and
batch learning that processes the entire data at once. While exist-
ing sequential learning methods are not easily generalized to the
mini-batch online learning, our online learning method can be ap-
plied to mini-batch online learning as well as sequential learning.
When data are extremely large, appropriately adjusting the size
of mini-batches, we can take full advantage of available computing
resources to approximate the posterior distribution well.
2.2 Weakly Conjugate Approximation
Suppose that the entire data are divided into two groups, say
x = ( xold ; xnew): If xold and xnew are conditionally independent
given a parameter  , the posterior distribution of  given x is
factorized by
p( jx ) / p( )p(xold j )p(xnewj ) / p( jxold )p(xnewj ); (2.1)
wherep( ) is a prior distribution of  . The WCA replacesp( jxold )
in (2.1) with a weakly conjugate distribution pwc( j ) where the
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proxy parameter  is estimated by minimizing the KL divergence
from pwc( j ) to p( jxold ),
KL( p( jxold ); pwc( j )) = Ep(  jx old )
n




The WCA is conceptually similar to the VI, but the key dif-
ference is that the VI approximates the posterior distribution by
a variational distribution pv( j ) where the variational parameter
 is estimated by minimizing the KL divergence from p( jxold ) to
pv( j ),
KL( pv( j ); p( jxold )) = Epv (  j )
n




Minimization of the KL divergence (2.3) is dicult because the
variational parameter  is involved in the expectation operator
(i.e. Epv (  j ) ). The usual Monte Carlo gradient estimator of (2.3)
with respect to  exhibits very high variance, and several eorts
have been made: control variate schemes [Paisley et al., 2012; Ran-
ganath et al., 2014] and reparameterization tricks [Kingma and
Welling, 2014; Rezende et al., 2014; Salimans et al., 2013]. Due
to this analytical diculty, most VI methods use a simple form
of pv( j ) such that all components of  are independent, or  is
normally distributed.
In contrast, the KL divergence (2.2) from pwc( j ) to p( jxold )
can be easily approximated if we can generate samples fromp( jxold ):
To be more specic, suppose 1; : : : ;  M are samples generated
from p( jxold ). Then, we can estimate  by minimizing the ap-
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Algorithm 1 The online learning method using weakly conjugate
approximation.
1: Divide x into mini-batches x = ( x [1]; : : : ; x [B ]):
2: Initialize pwc( j 0) = p( ):
3: for b = 1 ; : : : ; B do
4: Generate  1; : : : ;  M from p( jx [b]) / pwc( j b  1)p(x [b]j ).
5: Obtain the MLE ̂ of  in pwc( j ) using  1; : : : ;  M .
6: Set  b = ̂ .
7: end for
8: Return pwc( j B ).






logp( j jxold )   logpwc( j j )
o
: (2.4)
Note that the optimal ̂ minimizing the approximated KL di-
vergence (2.4) is the maximum likelihood estimator (MLE) of 
with  1; : : : ;  M and pwc( j ) being data and a model, respec-
tively. When analyzing xnew, the approximated posterior distri-
bution pwc( j ̂ ) is used as a prior distribution, and the posterior
distribution p( jx ) is approximated by pwc( j ̂ )p(xnewj ).
When we have multiple mini-batches, the weakly conjugate
property plays a key role. Suppose that the whole datax are di-
vided into B mini-batches asx = ( x [1]; : : : ; x [B ]). We sequentially
approximate p( jx [1]; : : : ; x [b]) by pwc( j b) where  b is estimated
by minimizing the approximated KL divergence (2.4) based on
MCMC samples generated frompwc( j b  1)p(x [b]j ): The proposed
online learning method is demonstrated in Algorithm 1.
10
2.3 Dirichlet Process Mixture Model
Mixture models assume that observationsx1; x2; : : : ; xn are inde-
pendently drawn from a mixture of simple distributions f (x j ),
e.g. normal distributions, with a mixing distribution F ( ):
x i jF 
Z
f (x i j )dF ( ) for i = 1 ; : : : ; n: (2.5)
DP mixture models [Ferguson, 1983; Lo, 1984] use a DP with a
precision parameter  and a base distribution H (), denoted by
DP( ; H ), as a prior distribution for the mixing distribution F ().
Using the stick-breaking representation of DPs [Sethuraman,




wk   k (); (2.6)
where   () denotes the Dirac measure which assigns mass 1 at the
point  ,
w  GEM(  );
 k  H for k 2 N;
and w = ( w1; w2; : : :). Here w  GEM(  ), where the letters stand
for Griths, Engen and McCloskey [Pitman et al., 2002], means
that
w0k  Beta(1;  ) for k 2 N;





(1   w0l ) for k = 2 ; 3; : : : :
Plugging (2.6) in (2.5), we have
x i jF 
1X
k=1
wk f (x i j k ) for i = 1 ; : : : ; n: (2.7)
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For each observationx i , we introduce a latent variable zi indicating
the component from which x i is drawn. Then, (2.7) is equivalent
to
zi jw  Discrete(zi jw );
x i jzi ;   f (x i j zi ); for i = 1 ; : : : ; n;
where  = (  1;  2; : : :) and Discrete(jw ) denotes the discrete dis-
tribution having a value k with a probability wk for k 2 N.
In DP mixture models, individual labels of zi s are not impor-
tant, but only the partition ff i : zi = kg : k 2 Ng of observations is
important. We relabel zi s to have labels in a range of 1; : : : ; K (z)g
where z = ( z1; : : : ; zn ) and K (z) is the cardinality of f z1; : : : ; zng.
We also rearrangew and  accordingly.
There are various MCMC algorithms to infer the posterior dis-
tribution of F () in the DP mixture model [MacEachern, 1994;
Neal, 2000; Walker, 2007]. In this chapter, we focus on the col-
lapsed Gibbs sampler (CGS) [MacEachern, 1994], but the pro-
posed online learning method can be applied to other MCMC al-
gorithms.
Given latent variables z, let n(z)k be the number ofzi s such that
zi = k, and H
(z)
k () be the posterior distribution of  obtained from
a prior distribution H () and observationsx i s with zi = k, i.e.
dH (z)k ( ) / dH ( )
nY
i =1
f (x i j )  k (zi ) for k = 1 ; : : : ; K (z) :
The CGS iteratively generateszi s from their conditional distribu-
tions






f (x i j )dH
(z  i )
k ( ) for k = 1 ; : : : ; K
(z  i ) ;

R
f (x i j )dH ( ) for k = K (z  i ) + 1 ;
12
where z  i = ( z1; : : : ; zi   1; zi +1 ; : : : ; zn ).
2.4 Review of Existing Online Learning Meth-
ods for DP Mixture Models
In this section, we review existing online learning methods for
DP mixture models. Before the review, we dene the gDP which
is our weakly conjugate distribution for DP mixture models. We
explain that all existing online learning methods approximate the
posterior distribution by a gDP. Dierences among them lie in the
way to choose the gDP.
2.4.1 Generalized Dirichlet Process
The gDP(; H; K; g;  ) is designed to add prior information about
K xed components into the DP( ; H ). Parameters of the gDP are
called as proxy parameters. The prior information is composed of
g = ( g1; : : : ; gK ) and  = (  1; : : : ;  K ). The kth component has a
prior density gk () and a precision parameter k for k = 1 ; : : : ; K .
A random probability distribution F () follows gDP(; H; K; g;  )
if
F () d= w0F0() +
KX
k=1
wk   k ();
where
F0()  DP( ; H );
(w0; w1 : : : ; wK )  D (;  1; : : : ;  K );
 k  gk ( k ) for k = 1 ; : : : ; K:
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Here,D denotes the Dirichlet distribution. Note that gDP( ; H; K; g;  )
is reduced to DP(; H ) when (K; g;  ) = (0 ; ; ; ; ).
The gDP is motivated by the fact that the conditional posterior
distribution of F () given z and x in the DP mixture model is a
gDP with K = K (z) ; gk ( k ) = dH
(z)
k ( k )=d k and  k = n
(z)
k for
k = 1 ; : : : ; K , because it follows
F ()jz; x d= w0F0() +
K ( z )X
k=1
wk   k ();
where
F0()  DP( ; H );
(w0; w1; : : : ; wK ( z ) )  D (; n
(z)
1 ; : : : ; n
(z)
K ( z ) );
 k  H
(z)
k ( k ) for k = 1 ; : : : ; K
(z) :
2.4.2 SUGS [Wang and Dunson, 2011]
Suppose the posterior distribution up to the (i   1)th observation
is approximated by
gDP(; H; K ( i   1) ; g( i   1) ;  ( i   1))
with ( K (0) ; g(0) ;  (0) ) = (0 ; ; ; ; ). When x i , the i th observation, is
arrived, the conditional posterior distribution of the latent variable
zi givenx i with a prior distribution gDP( ; H; K ( i   1) ; g( i   1) ;  ( i   1))
is computed by




 ( i   1)k
R
f (x i j )g
( i   1)
k ( )d for k = 1 ; : : : ; K
( i   1) ;

R
f (x i j )h( )d for k = K ( i   1) + 1 ;
(2.8)
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where h() is the density of the base distribution H (), and the
conditional posterior distribution of F () given zi and x i is
F ()jzi ; x i
d= w0F0() +
K ( i   1) +1X
k=1
wk   k (); (2.9)
where
F0()  DP( ; H );





 k (zi )g
( i   1)0
k ( k ) + (1    k (zi ))g
( i   1)
k ( k ) for k = 1 ; : : : ; K
( i   1) ;
g( i   1)0k ( k ) for k = K
( i   1) + 1 ;
with
g( i   1)0k ( ) / f (x i j )g
( i   1)
k ( ) for k = 1 ; : : : ; K
( i   1) ;(2.10)
g( i   1)0K ( i   1) +1 ( ) / f (x i j )h( ); (2.11)
and w = ( w0; w1; : : : ; wK ( i   1) ; wK ( i   1) +1 ).
In the SUGS, the latent variable zi is allocated to the com-
ponent which maximizesp(zi jx i ) (i.e. zi = argmax k p(zi = kjx i )),
and the posterior distribution of F () given x i is approximated by
gDP(; H; K ( i ) ; g( i ) ;  ( i ) ) where
 ( i )k = 
( i   1)
k +  k (zi );
g( i )k ( ) =  k (zi )g
( i   1)0
k ( ) + (1    k (zi ))g
( i   1)
k ( );
for k = 1 ; : : : ; K ( i   1) . If zi is allocated to a new component, then
K ( i ) = K ( i   1) + 1 ;
 ( i )K ( i ) = 1 ;
g( i )K ( i ) ( ) = g
( i   1)0
K ( i ) ( ):
Otherwise, K ( i ) = K ( i   1) .
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2.4.3 SVA [Lin, 2013]
After observing the i th observation, the posterior distribution of
(zi ;  1; : : : ;  K ( i ) ) given x i is
 ( i   1)zi f (x i j zi )
K ( i )Y
k=1
g( i   1)k ( k );
where K ( i ) = K ( i   1) + 1, zi 2 f 1; 2; : : : ; K ( i )g, 
( i   1)
K ( i ) =  and
g( i   1)K ( i ) () = h(). The SVA approximates it with a variational dis-
tribution
q( i )zi
K ( i )Y
k=1
g( i )k ( k ):




K ( i )Y
k=1
g( i )k ( k ); 
( i   1)
zi f (x i j zi )
K ( i )Y
k=1
g( i   1)k ( k )
1
A :
The optimal choice for g( i )k () is
logg( i )k ( k ) = Eq( i )zi
Q
l 6= k g
( i )





 ( i   1)zi f (x i j zi )
K ( i )Y
l=1





= Eq( i )zi
log
n
f (x i j k )  k (zi )g
( i   1)
k ( k )
o
= q( i )k log f (x i j k ) + log g
( i   1)
k ( k )
= log

f (x i j k )q
( i )
k g( i   1)k ( k )

;
up to additive constants. For a derivation of (2.12), see Bishop
[2006]. Likewise, the optimal choice forq( i )zi is
logq( i )k = EQ K ( i )
l =1 g
( i )





 ( i   1)k f (x i j k )
K ( i )Y
l=1




= log  ( i   1)k +
Z
g( i )k ( k ) log f (x i j k )d k
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up to additive constants. Thus
q( i )k / 
( i   1)
k exp
 Z
g( i )k ( k ) log f (x i j k )d k

for k = 1 ; : : : ; K ( i ) :
(2.13)
Sinceg( i )k () and q
( i )
k depend on each other, they can not be found
in one-shot. The SVA uses the posterior distribution p(zi jx i ) in
(2.8) for q( i )zi instead of (2.13).
In summary, the posterior distribution of F () given x i is ap-
proximated by gDP( ; H; K ( i ) ; g( i ) ;  ( i ) ) where
K ( i ) = K ( i   1) + 1 ;
 ( i )k = 




g( i )k ( k ) =
f (x i j k )q
( i )
k g( i   1)k ( k )
R
f (x i j )q
( i )
k g( i   1)k ( )d
; (2.14)
for k = 1 ; : : : ; K ( i ) . Since it is undesirable to create a new compo-
nent at every step, a deletion step is added to remove components
satisfying  ( i )k =
( i )
 <  where the dot in the subscript denotes
the summation over all indices and is a predetermined positive
constant.
2.4.4 VSUGS [Zhang et al., 2014]
The VSUGS is similar to the SVA, but truncates the maximum
number of components toK max by using a dierent variational
distribution q( i )zi where








f (x i j )g
( i   1)
k ( )d for k = 1 ; : : : ; K
( i   1) ;
(   K
( i   1)
K max )
R
f (x i j )h( )d for k = K ( i   1) + 1 ;
0 for k = K ( i   1) + 2 ; : : : ; K max :
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The posterior distribution of F () given x i is approximated by
gDP(; H; K ( i ) ; g( i ) ;  ( i ) ) where
K ( i ) = max( K ( i   1) + 1 ; K max );
 ( i )k = 




g( i )k ( k ) =
f (x i j k )q
( i )
k g( i   1)k ( k )
R
f (x i j )q
( i )
k g( i   1)k ( )d
;
for k = 1 ; : : : ; K ( i ) .
2.5 The Proposed Online Learning Method
for DP Mixture Models
In this section, we propose an online learning method for DP mix-
ture models. We rst demonstrate an MCMC algorithm when a
gDP is used as a prior distribution, and then explain how to ap-
proximate the posterior distribution using MCMC samples.
2.5.1 MCMC algorithm for gDP Mixture Models
We approximate the posterior distribution of F () by a gDP, and
use it as a prior distribution for new data. Therefore, we need
an MCMC algorithm for the mixture model with a gDP prior
distribution, called the gDP mixture model.
Given latent variables z, let K (z) be the sum of K and the
cardinality of f zi : zi > K g. We relabel zi s with zi > K to have
labels in the range of f K + 1 ; : : : ; K (z)g. Then, the CGS for the
gDP mixture model iteratively generateszi s from their conditional
18
distributions








f (x i j )dG
(z  i )
k ( ) for k = 1 ; : : : ; K;
n(z  i )k
R
f (x i j )dH
(z  i )
k ( ) for k = K + 1 ; : : : ; K
(z  i ) ;

R
f (x i j )dH ( ) for k = K (z  i ) + 1 ;
(2.15)
where G(z)k () is the posterior distribution of  obtained from a
prior density gk () and observationsx i s with zi = k, i.e.
dG(z)k ( ) / gk ( )d
nY
i =1
f (x i j )  k (zi ) for k = 1 ; : : : ; K:
Other MCMC algorithms for DP mixture models can be extended
for gDP mixture models without diculties.
2.5.2 Estimation of Proxy Parameters
From now on, we assume thatgk ()s belong to a parametric family
f g(j  ) :  2  g. Then, the estimation of gk () is equivalent to the
estimation of  k where gk () = g(j  k ). We use  = (  1; : : : ;  K )
instead of g.
Consider a mixture model with a prior distribution gDP( ; H; K;  ;  ).
Given latent variables z = z(m ) obtained from the mth iteration of
the CGS, we generate (~w (m ) ; ~
(m )
; ~ (m ) ; ~K (m ) ) from
~w (m ) jz; x  D ( ~w (m ) j 1 + n
(z)
1 ; : : : ;  K + n
(z)
K ;  + n
(z)
>K ); (2.16)




k ) for k = 1 ; : : : ; K; (2.17)
~ (m ) jz; x 

 + n(z)>K
H ( ~ (m ) ) +




H (z)k ( ~ 
(m ) );(2.18)
~K (m ) = K (z) ; (2.19)
where ~
(m )
= ( ~ (m )1 ; : : : ; ~
(m )
K ) and > K in the subscript de-
notes the summation over indices bigger thanK , i.e. n(z)>K =
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P K ( z )
k= K +1 n
(z)
k . We approximate the posterior distribution of F ()
given x by a gDP(; H; K new;  new;  new) where the proxy param-
eters K new;  new and  new are estimated using MCMC samples
( ~w (m ) ; ~
(m )
; ~ (m ) ; ~K (m ) )Mm=1 .
To understand roles of ~w (m ) ; ~
(m )
and ~ (m ) , consider the con-
ditional posterior distribution of F () given z and x in the gDP
mixture model, given by
F ()jz; x d= w0F0() +
K ( z )X
k=1
wk   k (); (2.20)
where
F0()  DP( ; H );
(w0; w1; : : : ; wK ( z ) )  D (;  1 + n
(z)




K +1 ; : : : ; n
(z)





G(z)k ( k ) for k = 1 ; : : : ; K;
H (z)k ( k ) for k = K + 1 ; : : : ; K
(z) :
Given a sample pathF () = w0F0() +
P K ( z )
k=1 wk   k (), let
~w = ( w1; : : : ; wK ; w0 + w>K );









  k ():
Integrating out the sample path F () yields conditional posterior
distributions of ~w ; ~ and ~ given z and x , which correspond to
(3.5), (2.17) and (2.18), respectively. Therefore,~w (m ) ; ~
(m )
and
~ (m ) play roles in summarizing the conditional posterior distribu-
tion of F () given z(m ) and x .
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If we regard (~w (m ) ; ~
(m )
; ~ (m ) )Mm=1 are generated from gDP(; H; K new;  new;  new),
we have following marginal distributions:
~w (m )  D ( ~w (m ) j new1 ; : : : ; 
new
K ;  + 
new
>K ); (2.21)




k ) for k = 1 ; : : : ; K; (2.22)
~ (m ) 

 +  new>K




 +  new>K
g( ~ (m ) j newk ):(2.23)
2.5.2.1 Estimation of K new
We estimate K new by the 0.99-quantile of ( ~K (1) ; : : : ; ~K (M ) ) to get
enough components to approximate the posterior distribution well.
2.5.2.2 Estimation of ( newk )
K
k=1
We estimate  new1 ; : : : ;  newK by the MLE of the Dirichlet distribu-
tion (2.21) using ( ~w (m ) )Mm=1 . Reparameterize (2.21) as
~w (m )  D ( ~w (m ) jsp1; : : : ; spK ; spK +1 );
where (p1; : : : ; pK ; pK +1 ) is the Dirichlet mean and s is the pre-
cision. We use the Minka’s algorithm [Minka, 2000] which alter-
nately estimates (p1; : : : ; pK ; pK +1 ) and s. After estimating them,
precision parameters new1 ; : : : ;  newK of existing components are re-
covered by
 newk = spk for k = 1 ; : : : ; K:
As a by-product, we also getspK +1 an estimator of  +  new>K which
will be used in Section 2.5.2.4.
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2.5.2.3 Estimation of ( newk )
K
k=1
From (2.22),  new1 ; : : : ;  newK are estimated by the MLEs:




g( ~ (m )k j ) for k = 1 ; : : : ; K: (2.24)






~ (m )  q0h( ~ (m ) ) +
K newX
k= K +1
qkg( ~ (m ) j newk ):
We estimate parameters q0; qK +1 ; : : : ; qK new ;  newK +1 ; : : : ; 
new
K new by
the MLE of the ( K new   K + 1)-component mixture model with a
xed component h() using the EM algorithm [Redner and Walker,
1984]. Precision parameters newK +1 ; : : : ; 
new
K new of new components
are recovered by
 newk = spK +1 qk for k = K + 1 ; : : : ; K
new;
where spK +1 is the estimator of  +  new>K given in Section 2.5.2.2.
The whole process of the proposed online learning method for
the DP mixture model with multiple mini-batches is demonstrated
in Algorithm 2.
2.5.3 Practical Consideration
For the sake of easy understanding, we assume one dimensional
normal mixture models. Let h(j ! ) with ! = ( ;  ) be the normal
density with mean  and variance  2: Then, a natural choice of
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Algorithm 2 The proposed online learning method for DP mix-
ture models.
1: Divide x into mini-batches x = ( x [1]; : : : ; x [B ]):
2: Initialize pwc(F ) = gDP( ; H; 0; ; ; ; ) = DP( ; H ):
3: for b = 1 ; : : : ; B do
4: for m = 1 ; : : : ; M do
5: Generatez[b] with a prior distribution pwc(F ) and data
x [b] using the CGS (2.15).
6: Given z[b], generate (~w (m ) ; ~
(m )
; ~ (m ) ; ~K (m ) ) from
(3.5)-(2.19).
7: end for
8: Estimate (K new;  new;  new) as described in Sec-
tion 2.5.2.1-2.5.2.4.
9: Update pwc(F ) = gDP( ; H; K new;  new;  new):
10: end for
11: Return pwc(F ).
f g(j  );  2  g would be f h(j ! ) : ! 2 
 g where 
 = f (;  ) :  2
R;  > 0g.
Since the conditional posterior distribution (2.20) of F () given
z and x is a gDP, the posterior distribution of F () given x is a
mixture of gDPs. Since it is approximated by a single gDP, signif-
icant amount of variability is not captured by the approximated
posterior distribution. To capture more variability, we propose to
model g(j  ) by a T -component mixture:
g(j  ) =
TX
t=1
 t h(j! t );
where  = (  t ; ! t )Tt=1 .
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The estimation of the proxy parameters ( k )Kk=1 for existing
components can be easily done by solving (2.24) using the EM
algorithm [Redner and Walker, 1984]. The diculty in estimation
of the proxy parameters ( k )K
new
k= K +1 for new components can be
avoided by the following easy solution. Fork = K + 1 ; : : : ; K new,
let  k1 =    =  kT = 1T and ! k1 =    = ! kT . Then g(j  k ) is
reduced to h(j ! k1), and the estimation of ! k1s can be done as
described in Section 2.5.2.4.
2.5.4 Sequential Learning
The proposed online learning method is well suited to the sequen-
tial learning. As in Section 2.4, suppose the posterior distribution
up to the ( i   1)th observation is approximated by gDP(; H; K ( i   1) ;  ( i   1) ;  ( i   1))
with T = 1. After observing the i th observationx i , we approximate
the posterior distribution of ( zi ;  1; : : : ;  K ( i ) ) given x i , which is
 ( i   1)zi f (x i j zi )
K ( i )Y
k=1
g( k j
( i   1)
k );
where K ( i ) = K ( i   1) + 1, zi 2 f 1; 2; : : : ; K ( i )g, 
( i   1)
K ( i ) =  and
g(j  ( i   1)K ( i ) ) = h(), by a proxy distribution
q( i )zi





In this case, we can estimate proxy parameters without gen-




@ ( i   1)zi f (x i j zi )
K ( i )Y
k=1
g( k j












It is equivalent to nd the maximizer of
E
 ( i   1)zi f (x i j zi )
Q K ( i )
k =1 g(  k j





logq( i )zi +









K ( i )X
k=1




K ( i )X
k=1
Z n
p(zi = kjx i )g( k j
( i   1)0
k ) + p(zi 6= kjx i )g( k j






where p(zi jx i ) is dened in (2.8) and g(j 
( i   1)0
k )s are dened in
(2.10) and (2.11). Thus, we obtain
q( i )k = p(zi = kjx i );




q( i )k g(j 
( i   1)0
k ) + (1   q
( i )
k )g(j 
( i   1)
k ); g(j  )

;(2.25)
for k = 1 ; : : : ; K ( i ) , and  ( i ) is updated as
 ( i )k = 
( i   1)
k + q
( i )
k for k = 1 ; : : : ; K
( i   1) ;
 ( i )K ( i ) = q
( i )
K ( i ) :
In general, it is not easy to nd the optimal  ( i )k . As in Minka
and Laerty [2002], we estimate  ( i )k by matching moments, which
yields a closed form solution. Since a new component is created at
each step, we delete components having small proportions ( i )k =
( i )

like the SVA in Section 2.4.3.
Our sequential learning method directly optimizes the joint dis-
tribution of zi and  , while the SUGS, SVA and VSUGS heuristi-
cally choose the distribution zi , and then optimize the distribution
of  based on the chosen one. Therefore, approximated posterior
distributions obtained by other methods are not guaranteed to be
close to the posterior distribution.
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2.6 Experiments
We evaluate the proposed online learning method through simu-
lated and real data analysis. We compare it with the batch learning
CGS [MacEachern, 1994] and other online learning methods such
as the SUGS [Wang and Dunson, 2011], VSUGS [Zhang et al.,
2014] and SVA [Lin, 2013]. For the VSUGS, we setK max = 100:
We consider a mixture of multivariate normal distributions
with a spherical covariancef (x j ) = Nd
 
x j;    1I d

where x is a
d-dimensional observation, = ( ;  ) and I d is the d-dimensional
identity matrix. For the base distribution, we use the normal-
gamma distribution
h(;  j 0;  0; a0; b0) = Nd
 
 j 0; ( 0 )   1I d

G( ja0; b0);
where G denotes the gamma distribution having shape and rate
parameters. In our experiments, we use 0 = 0;  0 = 0 :1; a0 =
1; b0 = 0 :1 for the simulated data, and  0 = 0;  0 = 0 :1; a0 =
1; b0 = 2 for the real data.
2.6.1 Simulated Data
We construct a dataset comprised of 60,000 samples from a 25-
component mixture of bivariate normal distributions with equal
mixture weights. Each component has mean inf  2;   1; 0; 1; 2g 







where  is uniformly gen-
erated in the range of (  0:8;   0:2) [ (0:2; 0:8). We randomly split
them into 50,000 training data and 10,000 test data. Figure 2.1
visualizes scatter plots of the simulated dataset.
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Figure 2.1: Scatter plots of the simulated dataset: (a) training data
and (b) test data.
2.6.2 Real Data
We use the MNIST dataset [LeCun et al., 1998], which consists of
60,000 training data and 10,000 test data. Each datum is an image
of a handwritten digit, and consists of 28 28 pixels which have
discrete values inf 0; 1; : : : ; 255g. To make them to have continu-
ous values, we add uniformly distributed noise, and then rescaling
them to be in [0; 1] as in Uria et al. [2013]. Using a convolutional
auto-encoder1 trained on the training data, we get 50-dimensional
features of the training and test data. These features are used as
observations of a normal mixture model.
1https://blog.keras.io/building-autoencoders-in-keras.html
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Table 2.1: Average log-likelihood and number of components for
the simulated dataset.
Methods
Batch  = 0 :5  = 1 :0  = 2 :0
















































































































































































































Table 2.2: Average log-likelihood and number of components for
the MNIST dataset.
Methods Batch size
 = 0 :5  = 1 :0



























































































































































f (x i j )g( j k )d( )
)
:
We calculate average log-likelihood of the data generated from the
posterior predictive distribution and that of test data. Since the
true posterior predictive distribution is intractable, we approxi-
mate it using the batch learning CGS. A high value of the former
means a good approximation to the posterior distribution, and a
high value of the latter means a good explanation for test data.
We set  to 0.5, 1.0 and 2.0 for the simulated dataset, and
0.5 and 1.0 for the MNIST dataset. WCA SEQ, WCA T=1 and
WCA T=2 stand for our sequential learning method, mini-batch
online learning methods with T , the number of subcomponents,
being 1 and 2, respectively. In mini-batch methods, the batch size
is set to 200, 500 and 1,000 for the simulated dataset, and 500,
1,000 and 2,000 for the MNIST dataset. Online learning methods
heavily depend on the order of data they process. Training data
are randomly permuted 10 times, and the mean and its standard
error (in the parentheses) are reported in Table 2.1 and Table 2.2
for the simulated and MNIST datasets, respectively.
In the Table 2.1, the SUGS uses very small number of compo-
nents. The VSUGS and SVA uses more components but achieve
similar performance to the SUGS. In other words, the SUGS fail to
increase the number of components, and the VSUGS and SVA cap-
ture many useless components. However, our sequential learning
method achieves quite better performance. Our mini-batch online
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learning methods further improve the performance. Increasing the
batch size from 200 to 500 improves the performance, but it is not
the case when we increase that from 500 to 1,000. The simulated
dataset is very simple so the additional information gained us-
ing mini-batches of size 1,000 compared to using those of size 500
might be negligible. In all batch sizes, using two subcomponents
for a mixture component improves the performance.
In the Table 2.2, our sequential learning method achieves slightly
better performance compared to other sequential learning meth-
ods. Our mini-batch online learning methods also improve the per-
formance. Here, increasing the batch size always improves the per-
formance, and using two subcomponents for a mixture component
improves the performance further.
Note that our sequential learning method diers from the SVA
only in (2.25), but ours achieves better performance in all cases.
This might be due to the dierence in discrepancy measures, (2.2)
for ours and (2.3) for the SVA, or the heuristic approximation the
SVA uses.
In Figure 2.2, we visualize the mean parameters of the mixture
components obtained by our mini-batch online learning method
when the batch size is 2,000 andT = 1. Various styles of digits are
captured by the mixture components. Some of them, however, look
blurred or weird. This is because the corresponding components
have large variance. These components degrade the performance.
When T > 1, each mixture component hasT subcomponents.
In Figure 2.3, we visualize the mean parameters of the subcom-
ponents obtained by our mini-batch online learning method when
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the batch size is 2,000 andT = 2. Subcomponents belonging to
the same mixture component are together. While 4 and 9 (or 7
and 9) are dierent numbers, they may look similar when they are
handwritten. Some mixture components in Figure 2.3 have two
subcomponents representing dierent numbers but look similar.
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Figure 2.2: Visualization of the mean parameters of the mixture
components obtained by our mini-batch online learning method
when the batch size is 2,000 andT = 1.
33
Figure 2.3: Visualization of the mean parameters of the subcom-
ponents obtained by our mini-batch online learning method when






A RNN [Rumelhart et al., 1986] is a class of neural networks
that can handle variable-length sequential data through a recur-
rent structure. Consider an input sequencex1:T = ( x1; : : : ; xT )
of length T . RNNs possess recurrent statesh1:T , where ht sum-
marizes the information in the input sequence up to time t. The
recurrent state ht is determined from the recurrent state ht   1 at






f (ht   1; x t ) for t = 1 ; : : : ; T;
where h0 = 0. Modern RNNs rely on gated nonlinearities such
as long short-term memory (LSTM) [Hochreiter and Schmidhu-
ber, 1997] cells or GRUs [Cho et al., 2014; Chung et al., 2014] for
35
!
f (ht   1; x t ); which make it possible to capture complex relation-
ships in sequential data such as dependencies over dierent time
scales.
RNNs assume the distribution of an output yt at time t is de-
termined by the recurrent state ht through a conditional output
distribution p(yt jht ). An important application of RNN is to gen-
erate articial sequences. Using an RNN predicting the next input




p(x t+1 jx1:t ) =
T   1Y
t=0
p(x t+1 jht );
where x1:0 = ; .
Since the transition function
!
f is deterministic, the only source
of randomness in the generative model is found in the conditional
output distribution p(x t+1 jht ), which is usually a simple distribu-
tion like a unimodal distribution or a mixture of unimodal distri-
butions. Complex dependencies or patterns observed in sequences
such as speeches, sentences or music are dicult to be modeled by
the RNN due to the lack of variability.
Recently, many studies have added latent variables into the
RNN, and the performance has been dramatically improved [Bayer
and Osendorfer, 2014; Chung et al., 2015; Fraccaro et al., 2016;
Goyal et al., 2017]. Most of latent RNNs treat latent variables as
missing observations and use standard RNN architectures [Bayer
and Osendorfer, 2014; Chung et al., 2015; Goyal et al., 2017]. De-
pendencies along latent variables are implicitly modeled through
the transition function.
An exception is the stochastic RNN (SRNN) [Fraccaro et al.,
36
2016] which explicitly models the dependencies by the use of a
nonlinear state space model (SSM) [Koller et al., 2009]. Concep-
tually, latent variables in the SSM are expected to represent a
structural change of the underlying model. However, a nonlinear
relation between successive latent variables would make it dicult
to capture the structural persistency. In other words, the model
hardly stay at a specic state for a certain amount of times.
In this chapter, we propose a new latent RNN which combines
implicit and explicit models of dependencies along latent variables.
For this purpose, we combine a standard latent RNN model treat-
ing latent variables as missing observations and a specially de-
signed SSM. For the SSM, we apply an architecture similar to
the GRU to enforce corresponding latent variables to capture the
structural persistency. By analyzing multiple benchmark datasets
of speech and handwriting, we empirically show that the proposed
method achieves state-of-the-art results, and illustrate that the
proposed method captures the structural persistency well.
3.2 Backgrounds
In this section, we briey review the GRU and existing latent
RNNs to explain that latent RNNs can be understood as standard
RNNs having missing observations.
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3.2.1 Gated Recurrent Unit
The GRU1 [Cho et al., 2014; Chung et al., 2014] is designed to
adaptively capture dependencies of dierent time scales using a
more sophisticated transition function than a usual one. In the
GRU, the transition function ht =
!
f GRU (ht   1; x t ) is given as
ht = ( 1   ct )  ht   1 + ct  ~ht : (3.1)
where
ct = sigmoid ( Wc(x t ; ht   1)) ;
~ht = tanh ( Wh(x t ; r t  ht   1)) ;
r t = sigmoid ( Wr (x t ; ht   1)) ;
and  denotes an element-wise multiplication.
3.2.2 Latent Recurrent Neural Networks
Existing latent RNNs can be classied according to their gener-
ative models and corresponding recognition models used for the
variational inference.
3.2.2.1 Generative Models
Latent RNNs assume that there are latent variablesz1:T along with
observations x1:T . Figure 3.1 depicts ve latent RNNs including
our proposed one. LetX t = ( x t ; zt ) for a moment. We will redene
1 In some papers, GRU indicates the transition function (3.1) and the RNN
having that transition function is called the gated recurrent neural network.
In this thesis, we abuse GRU to the transition function and the corresponding
RNN.
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(a) STORN (b) VRNN (c) Z-Forcing
(d) SRNN (e) Our model
Figure 3.1: Graphical models of latent RNNs: STORN [Bayer and
Osendorfer, 2014], VRNN [Chung et al., 2015], Z-Forcing [Goyal
et al., 2017], SRNN [Fraccaro et al., 2016] and our model.
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X t if it is necessary. Below, we unify various latent RNNs [Bayer
and Osendorfer, 2014; Chung et al., 2015; Goyal et al., 2017] as
standard RNNs ofX 1:T with missing observationsz1:T . All weights
and biases used in each generative model constitute the parameter
 . An LSTM cell or a GRU is used for the transition function
!
f  ,
and (h0; z0) is initialized to ( 0; 0).
 Stochastic recurrent network (STORN) [Bayer and Osendor-
fer, 2014]
p (X t jht   1) = p (x t jht   1)p (zt );
ht =
!
f  (ht   1; X t ):
 Variational RNN (VRNN) [Chung et al., 2015]
p (X t jht   1) = p (x t jht   1; zt )p (zt jht   1);
ht =
!
f  (ht   1; X t ):
 Z-Forcing [Goyal et al., 2017]
p (X t jht   1) = p (x t jht   1)p (zt jht   1);
ht =
!
f  (ht   1; X t ):
 SRNN [Fraccaro et al., 2016]





f  (ht   1; x t ):
While latent variables are independent in the STORN, depen-
dencies along latent variables are modeled implicitly through the
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transition function in the VRNN and Z-Forcing. In contrast, the
SRNN explicitly models dependencies along latent variables using
the SSM and remains the recurrent states deterministic.
3.2.2.2 Recognition Models
Given n sequencesx = ( x(1)1:T (1) ; : : : ; x
(n)
1:T ( n ) ), the maximum like-

















1:T ( i ) ; z
( i )
1:T ( i ) )dz
( i )
1:T ( i ) :
Since the integration over latent variables is usually intractable, a
common approach is to maximize a variational lower bound, called
the evidence lower bound (ELBO), of the marginal log-likelihood.
To obtain the ELBO, each latent RNN requires its own recognition
model q (z1:T jx1:T ) where all weights and biases used in the recog-
nition model constitute the parameter  . We summarize the four
recognition models corresponding to the four generative models in
the previous subsection.
 STORN
q (z1:T jx1:T ) =
TY
t=1
q (zt jdt+1 );






f  (dt ; x t+1 ):
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 VRNN
q (z1:T jx1:T ) =
TY
t=1
q (zt jht   1; x t ):
 Z-Forcing
q (z1:T jx1:T ) =
TY
t=1
q (zt jht   1; bt );






f  (bt+1 ; x t+1 ); (3.2)
with bT = 0.
 SRNN
q (z1:T jx1:T ) =
TY
t=1
q (zt jat );
whereat summarizes the entire sequencex1:T but focuses on





f  (at+1 ; X t );
where X t = ( ht   1; x t ) and aT +1 = 0.
While the STORN and VRNN use only the partial sequence
in the recognition model, the Z-Forcing and SRNN use the entire
sequence, which results in great improvements in performance.
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Eq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1:T ( i )
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) logp (x
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1:T ( i ) jx
( i )
1:T ( i ) ); p (z
( i )
1:T ( i ) jx
( i )
1:T ( i ) )
 
=: L (x ; ;  ):
This is maximized with respect to  and  to learn the model.
Throughout the chapter, we consider only one sequencex1:T for
notational convenience, but it can be easily extended ton se-
quences.
3.3 Variational Gated Recurrent Unit
In this section, we propose a new latent RNN called the varia-
tional GRU (VGRU) which incorporates two types of latent vari-
ables, z1:T and w1:T , to model more diverse dependencies e-
ciently. The z1:T are introduced to model complex dependencies
as in the VRNN and Z-Forcing while the role of w1:T is to detect
structural changes as the SSM does. To enforcew1:T to capture
the structural persistency as well, we use an architecture similar
to the GRU between wt and wt+1 .
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3.3.1 Generative Model
The VGRU assumes thatx1:T are generated from the joint distri-
bution, parametrized by  ,




p (x t jht   1; wt )p (zt jht   1)p (wt jht   1; wt   1);
where
p (x t jht   1; wt )
= N (x t jW (ht   1; wt ); diag(exp(W (ht   1; wt )))) ; (3.3)
p (zt jht   1)
= N (zt jNN1(ht   1); diag(exp(NN2(ht   1)))) ;
p (wt jht   1; wt   1) = N (wt j t ;  t );
with
 t = ( 1   ct )  wt   1 + ct  ~wt| {z }
GRU
;
 t = diag(exp(NN 3(ht   1; wt   1))) ;
h0 = 0; w0 = 0 and
ht =
!
f  (ht   1; X t );
for t = 1 ; : : : ; T . Here, NN stands for a neural network andX t =
(x t ; wt ; zt ). The update gate ct , reset gater t and candidate ~wt are
computed by
ct = sigmoid( Wc(ht   1; wt   1)) ;
r t = sigmoid( Wr (ht   1; wt   1)) ;
~wt = NN 4(ht   1; r t  wt   1):
44
Figure 3.1 (e) presents the graphical representation of the VGRU.
The unique feature compared to other latent RNNs is the use of
the structure of the GRU for  t ; the mean of the latent variablewt .
The VGRU replaces the standard NN used for t in the SRNN by
an architecture similar to the GRU. This architecture is introduced
to make w1:T capture the structural persistency of the model.
3.3.2 Recognition Model
Our recognition model, parametrized by  , is
q (z1:T ; w1:T jx1:T ) =
TY
t=1
q (zt jht   1; bt )q (wt jht   1; bt );
where
q (zt jht   1; bt )
= N (zt jNN5(ht   1; bt ); diag(exp(NN6(ht   1; bt ))) ;
q (wt jht   1; bt )
= N (wt jNN7(ht   1; bt ); diag(exp(NN8(ht   1; bt ))) ;
and bt summarizes the information of x(t+1): T using a backward
RNN as (3.2) in the Z-Forcing.
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3.3.3 Variational Inference




p (x1:T ; z1:T ; w1:T )dz1:T dw1:T
= log Eq (z1:T ;w1:T jx1:T )

p (x1:T ; z1:T ; w1:T )
q (z1:T ; w1:T jx1:T )

 Eq (z1:T ;w1:T jx1:T )

log
p (x1:T ; z1:T ; w1:T )





Eq (z1:T ;w1:T jx1:T )

logp (x t jht   1; wt )
  KL ( q (zt jht   1; bt ); p (zt jht   1))
  KL ( q (wt jht   1; bt ); p (wt jht   1; wt   1))

=: L (x1:T ; ;  ):
Given ht   1 and bt , latent variables zt and wt are reparameter-
ized [Kingma and Welling, 2014; Rezende et al., 2014] as follows:
zt =  z;t +  z;t 
(z)
t ; (3.4)




 z;t = NN 5(ht   1; bt );  w;t = NN 7(ht   1; bt );
 z;t = diag(exp(NN 6(ht   1; bt ))) ;
 w;t = diag(exp(NN 8(ht   1; bt ))) ;
 (z)t  N (0; I ); 
(w)
t  N (0; I ):
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Then, the ELBO is equal to
TX
t=1
Ep(  ( z )1:T ; ( w )1:T )

logp (x t jht   1; wt )
  KL ( q (zt jht   1; bt ); p (zt jht   1))
  KL ( q (wt jht   1; bt ); p (wt jht   1; wt   1))

:
Given generated samples ~ (z)1:T and ~
(w)
1:T , we obtain ~z1:T , ~w1:T and
~h1:T using (3.4), (3.5) and
~ht =
!
f  (~ht   1; ~X t );
where ~X t = ( x t ; ~wt ; ~zt ). Using the Monte Carlo method, we esti-
mate L (x1:T ; ;  ) by
~L (x1:T ; ;  ) =
TX
t=1
logp (x t j~ht   1; ~wt )
  KL





q (wt j~ht   1; bt ); p (wt j~ht   1; ~wt   1)

:
Parameters  and  are updated using gradients
@~L (x1:T ; ;  )
@
and





In this section, we evaluate the VGRU on benchmark datasets
in speech modeling and handwriting generation. Our program is
implemented using PyTorch [Paszke et al., 2017], and we use the
ADAM optimizer [Kingma and Ba, 2015] in all experiments.
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3.4.1 Datasets and Preprocessing
Two speech datasets and one handwriting dataset are used:
 Blizzard : A text-to-speech dataset of 300 hours of English,
spoken by a single female speaker [King and Karaiskos, 2013].
 TIMIT 2 : A dataset of 6,300 English sentences, read by 630
speakers.
 IAM-OnDB : A handwriting dataset consists of 13,040 hand-
writing lines written by 500 writers [Liwicki and Bunke,
2005].
In speech datasets, each datum is represented as a sequence
of 200-dimensional frames where each frame corresponds to real-
valued amplitudes of 200 consecutive raw acoustic samples. All
frame are normalized using the global mean and standard devia-
tion of the training set as in Chung et al. [2015], Fraccaro et al.
[2016] and Goyal et al. [2017].
In the IAM-OnDB dataset, each datum is represented as (x t ; yt ; ut )Tt=1
where (x t ; yt ) are coordinates andut is a binary indicator of pen-
up/pen-down. The conditional output distribution (3.3) is replaced
by the joint distribution of the bivariate normal distribution and
the Bernoulli distribution:
















( 11;  22) = exp( W (ht   1; wt )) ;
 = tanh( W (ht   1; wt )) :
After data are preprocessed in the same manner as in Graves [2013]
and Chung et al. [2015], we additionally divide data into pieces of
length 300 to reduce the allocated memory. The validation set
remains unchanged.
3.4.2 Training Details
In order to compare with other models, we set the number of
parameters similar to those of other models. Every neural network
has one hidden layer with 1,024 hidden nodes for Blizzard, 512
hidden nodes for TIMIT and 256 hidden nodes for IAM-OnDB.
Both the forward
!
f  and backward
 
f  transition function are
modeled by LSTMs with 2,048 recurrent units for Blizzard and
1,024 recurrent units for TIMIT and IAM-OnDB. We match the
total dimension of latent variables z and w with the dimension
of z in other models. Dimensions ofz and w are set to 192 and
64 for Blizzard and TIMIT ( c.f. the dimension of z is 256 in the
Z-Forcing), and 48 and 16 for IAM-OnDB, respectively.
The learning rate and batch size are set to 0.0003 and 128 for
Blizzard, 0.0005 and 32 for TIMIT, and 0.0001 and 32 for IAM-
OnDB, respectively. Fraccaro et al. [2016] and Goyal et al. [2017]
linearly anneal the weight of KL term in the ELBO from 0 to 1
during the training. We anneal the weight following the function
1  cos( ) where  scans from 0 to 2 [Lai et al., 2018]. The l
2-norm
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of the gradient of the ELBO is clipped to 10, which increases the
stability of the training.
In the generation phase, the true inputx t is no longer available.
The generated one ~x t , by the model itself, is fed into the model to
generate ~x t+1 . Because RNNs, including latent RNNs, are trained
on clean input sequences, generated sequences might be in a part of
space they have never seen at the training phase. Therefore, early
mistakes can be quickly amplied, and poor sequences might be
generated. To bridge the gap between the training and generation
phase, thescheduled sampling [Bengio et al., 2015; Huszar, 2015]
randomly decides whether to use the true inputx t or the generated
one ~x t during the training phase. At the beginning of training, the
probability of using the generated input is zero, then gradually
increases to one. In our experiments, we train the model further
using the scheduled sampling after the ordinary training. We lin-
early anneal the probability of using the generated input to one.
The schedule sampling is helpful for generating sharper sequences
even though it is not generally helpful to improve performance.
3.4.3 Result and Analysis
3.4.3.1 Performance Evaluation
In Table 3.1, we report the average log-likelihood values per se-
quence for the VGRU and other latent RNNs on Blizzard, TIMIT,
and IAM-OnDB datasets. The VGRU achieves the state-of-the-art
results compared to the other latent RNNs. Moreover, the log-
likelihood values of the VGRU for Blizzard and TIMIT datasets
are signicantly larger than those of the other competitors. This is
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Table 3.1: Average log-likelihood values per sequence of latent
RNNs on Blizzard, TIMIT and IAM-OnDB datasets.
Model Blizzard TIMIT IAM-OnDB
RNN (Gauss) 3539 -1900 1016
RNN (GMM) 7413 26643 1358
VRNN (Gauss)  9223  28805  1337
VRNN (GMM)  9107  28982  1384
SRNN  11991  60550 n/a
Z-Forcing  15430  70469 n/a
VBi-LSTM  17319  73976 n/a
VGRU  18210  83969  1446
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surprising since the only modication of the VGRU is to add addi-
tional latent variables w1:T which are modeled to capture the struc-
tural persistency. The results suggest that capturing the structural
persistency is important for generating complex sequences.
3.4.3.2 Comparison with latent WaveNets
As an alternative to the latent RNN, researches about adding la-
tent variables to the WaveNet [van den Oord et al., 2016, 2018]
have received attentions. The WaveNet modelsp(x t+1 jx1:t ) di-
rectly by staking dilated causal convolutional layers.
Lai et al. [2018] and Aksan and Hilliges [2019] add latent vari-
ables to the WaveNet for constructing generative models of se-
quences. Table 3.2 shows performances of the stochastic WaveNet
(SWaveNet) [Lai et al., 2018] and the stochastic temporal convo-
lutional network (STCN) [Aksan and Hilliges, 2019]. The VGRU
outperforms these latent WaveNets with large margins except the
STCN with IAM-OnDB, where the improvement of the STCN
over the other competitors is huge. At this point, we do not know
what makes the STCN be so ecient for IAM-OnDB because the
code is not available.
For latent RNNs, only one hidden layer is enough for most
of datasets, while latent WaveNets require many layers to model
longer-range dependencies. Especially, the STCN uses 25 layers
for the speech datasets and 30 layers for the handwriting dataset.
Thus, latent WaveNets need more parameters and computational
resources. While parallel computing is the main strength of the
WaveNet, it is not always true for latent WaveNets due to latent
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Table 3.2: Average log-likelihood values per sequence of latent




SWaveNet  15708  72463  1301
STCN (dense)  16288  71384  1796
STCN (dense, large)  17128  77438 n/a
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variables. Parallel computing is only possible when latent variables
at the dierent time steps are independent. Since latent WaveNets
are relatively new, more studies for comparison with latent RNNs
are worth pursuing.
3.4.3.3 Speech Modeling
Recall that the VGRU decides whether to keep existingwt   1 via
the update gate ct . A small value of the update gate indicateswt
is closely related to wt   1. In Figure 3.2, we draw two pairs of a
randomly selected example from the TIMIT dataset (above) and
corresponding values of the update gate for a selected dimension
of wt (below). In the middle of a wave, the update gate has a small
value while it has a large value between waves, which suggests that
there is a structural change between two consecutive waves.
Similar gures for the Blizzard dataset are given in Figure 3.3.
Even though there are some interesting patterns in values of the
update gate, it is dicult to interpret them. More studies for in-
terpreting the VGRU are required.
3.4.3.4 Handwriting Generation
In Figure 3.4, we plot handwriting samples generated using the
VRNN, SWaveNet, STCN and VGRU. Handwriting samples gen-
erated by the VGRU have diverse writing styles, and retain their
own writing styles during the generation process. Unlike others,
they are well divided into groups which look like real words.
The initial hidden state h0 and latent variable w0 can be con-
sidered to decide a handwriting style. To conrm this interpreta-
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Figure 3.2: Two pairs of an example from the TIMIT dataset
(above) and corresponding values of the update gate for a selected
dimension of wt (below).
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Figure 3.3: Two pairs of an example from the Blizzard dataset
(above) and corresponding values of the update gate for a selected
dimension of wt (below).
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