We generalize the deterministic simulation theorem of Raz & McKenzie (Combinatorica 19(3):403-435, 1999), to any gadget which satisfies a certain hitting property. We prove that inner product and gap-Hamming satisfy this property, and as a corollary, we obtain a deterministic simulation theorem for these gadgets, where the gadget's input size is logarithmic in the input size of the outer function. This yields the first deterministic simulation theorem with a logarithmic gadget size, answering an open question posed by Göös, Pitassi & Watson (in: Proceedings of the 56th FOCS, 2015). Our result also implies the previous results for the indexing gadget, with better parameters than was previously known. Moreover, a simulation theorem with logarithmic-sized gadget implies a quadratic separation in the deterministic communication complexity and the logarithm of the 1-partition number, no matter how high the 1-partition number is with respect to the input size-something which is not achievable by previous results of Göös, Pitassi & Watson (2015) .
Introduction
A very basic problem in computational complexity is to understand the complexity of a composed function f • g in terms of the com-618 Chattopadhyay et al. cc 28 (2019) plexities of the two functions f and g used for the composition. For concreteness, we consider f : {0, 1} p → Z and g : {0, 1} m → {0, 1} and denote the composed function as f • g p : {0, 1} mp → Z; then, f is called the outer function and g is called the inner function, or gadget. The special case of Z being {0, 1} and f the XOR function has been the focus of several works (Impagliazzo 1995; Lee, Shraibman & Spalek 2008; Levin 1987; Shaltiel 2003; Sherstov 2012b; Viola & Wigderson 2008; Yao 1982) , commonly known as XOR lemmas. Another special case is when f is the trivial function that maps each point to itself. This case has also been widely studied in various parts of complexity theory under the names of 'direct-sum' and 'direct-product' problems, depending on the quality of the desired solution (Barak, Braverman In the last few years, there has been some progress toward understanding the complexity of f • g p , in the setting of communication complexity. In this setting, each input for g is split between two parties, Alice and Bob. A particular instance of progress from a few years ago is the development of the pattern matrix method by Sherstov (2011) and the closely related block-composition method of Shi & Zhu (2009) , which led to a series of interesting developments (Chattopadhyay 2007; Chattopadhyay & Ada 2008; Lee, Shraibman & Spalek 2008; Rao & Yehudayoff 2015; Sherstov 2012a Sherstov , 2013 , resolving several open problems along the way. In both these methods, the relevant analytic property of the outer function is the approximate degree. While the pattern-matrix method entailed the use of a special inner function, the block-composition method, further developed by Chattopadhyay (2009) , Lee & Zhang (2010) and Sherstov (Sherstov 2012a (Sherstov , 2013 , prescribed the inner function to cc 28 (2019) Simulation thms. via pseudo-random properties 619 have small discrepancy. These methods are able to lower bound the randomized communication complexity of f • g p essentially by the product of the approximate degree of f and the logarithm of the inverse of the discrepancy of g.
From the upper-bound perspective, the following simple protocol is suggestive: Alice and Bob try to solve f using a deterministic decision-tree algorithm. Such an algorithm queries the input bits of f frugally. Whenever there is a query, Alice and Bob solve the relevant instance of g by using the best protocol for g. This allows them to progress with the decision-tree computation of f , yielding (informally) an upper bound of
cc and D dt denote the deterministic communication complexity and deterministic decision-tree complexity, respectively 1 . A natural question is whether the above upper bound is essentially optimal. The case when both f and g are XOR clearly shows that this is not always the case. However, this may be just a pathological example. It is natural to ask: for which inner functions g, is the above naive algorithm optimal?
In a remarkable and celebrated work, Raz & McKenzie (1999) showed that this naive upper bound is always optimal, when g is a large indexing function (IND), i.e., the gadget size, m, is polynomially large in p. This theorem was the main technical tool used by Raz-McKenzie to famously separate the monotone NC hierarchy. The work of Raz-McKenzie was recently simplified and built upon by Göös, Pitassi & Watson (2015) to solve a long-standing open problem in communication complexity. In line with Göös, Pitassi & Watson (2015) , we call such theorems simulation theorems, because they explicitly construct a decision tree for f by simulating a given protocol for f • g p . Simulation theorems have numerous applications. To give an example closely related to (Göös, Pitassi & Watson 2015; Raz & McKenzie 1999) : Bonet, Esteban, Galesi & Johannsen (2000) , and more recently de Rezende, Nordström & Vinyals (2016 ) port cc 28 (2019 the above deterministic simulation theorem to the model of real communication, yielding new trade-offs for the measures of size and space in the cutting planes proof system. Other applications of composition theorems include monotone-circuit lower bounds (Göös & Pitassi 2014; Johannsen 2001; Karchmer & Wigderson 1990; Raz & McKenzie 1999; Robere, Pitassi, Rossman & Cook 2016; Sokolov 2017) , small-depth circuit lower bounds (Chattopadhyay 2007; Sherstov 2009 ), proof-complexity lower bounds (Beame, Huynh & Pitassi 2010; Huynh & Nordstrom 2012) , and separations of complexity classes in communication complexity (David, Pitassi & Viola 2009; Göös, Lovett, Meka, Watson & Zuckerman 2015; Göös, Pitassi & Watson 2015) .
Many of these developments have happened recently. Since our work has been publicly disseminated, we have seen new simulation theorems, analogous to the above, proven in various settings (Göös, Kamath, Pitassi & Watson 2017a; Göös, Pitassi & Watson 2017b; Watson 2017); indeed, in FOCS 2017 , a workshop (Meka & Pitassi 2017 was devoted entirely to such results and their applications.
Our contributions.
The main contributions of this work are the following:
• Generalization of Raz-McKenzie. We generalize the simulation theorem of Raz-McKenzie, by singling out a new property (P) of a function g : {0, 1} n × {0, 1} n → {0, 1}, that we call "having (δ, h)-hitting monochromatic rectangle distributions", and then showing that a simulation theorem will hold for any gadget g with this property.
Our paper makes a conceptual contribution, by separating the proof of a deterministic simulation theorem into two distinct parts: a generic argument that guarantees simulation theorems whenever g has property (P), and a proof that a desired g has property (P). Thus, given our work, if one wished to prove a deterministic simulation theorem for a new gadget g , one will only need to show it has property (P) and the rest will seamlessly follow.
The proof of the first part, the simulation theorem for gadgets g having property (P), has a similar structure to the proof cc 28 (2019) Simulation thms. via pseudo-random properties 621 by Göös, Pitassi & Watson (2015) of the Raz & McKenzie (1999) simulation theorem. Some modifications are required to make the argument work for "symmetric" gadgets g.
• Other gadgets. Furthermore, we prove that property (P) holds for the gap-Hamming problem over n bits (GH n ), where the gap may be as large as n 4
. For proving this, we make an interesting use of Harper's theorem. We also prove that property (P) holds for the inner-product mod 2 function over n bits (IP n ). To establish this, we use a probabilistic argument based on the second-moment method.
• Improvement in gadget size. The resulting simulation theorems for f •IP p n and f •GH p n only require the gadget input size n to be logarithmic in p, whereas the input size of the indexing gadget appearing in (Göös, Pitassi & Watson 2015; Raz & McKenzie 1999 ) is roughly p 20 . Our results are the first examples of deterministic simulation theorems with such logsize gadgets, and the only example of a simulation theorem proven for a gadget having constant discrepancy (such as gap-Hamming with n 4 gap).
Both of the above arguments require novel techniques, which are different than either the original Raz-McKenzie paper (Raz & McKenzie 1999) or its exposition by Göös, Pitassi & Watson (2015) .
• Application. As an application of our simulation theorem (with a small gadget), we strengthen the separation result between deterministic communication complexity and logarithm of the 1-partition number (see Section 1.3) by Göös, Pitassi & Watson (2015) . This results in a family of functions which exhibit a quadratic separation between these two quantities, no matter how high the 1-partition number is with respect to the input size. The result of Göös, Pitassi & Watson (2015) can show this separation only when the partition number is at most N 1 42 where N is the input size.
Statement of our results.
Informally, a (δ, h)-hitting rectangle distribution (for δ ∈ (0, 1) and h ∈ N) is a distribution over 622 Chattopadhyay et al. cc 28 (2019) rectangles such that a random rectangle from this distribution will intersect any 2 −h -large rectangle with probability ≥ 1 − δ. It is easy to come up with such a distribution: Consider a distribution where a rectangle of size 2 n/2 is picked uniformly at random from the set of all rectangles of that size. It is not hard to see that such a random rectangle will intersect a large enough fixed rectangle with high probability, i.e., it is a (o(1), n/2)-hitting rectangle distribution. This is a considerably random distribution, i.e., the distribution has large entropy. We are interested in the following kind of monochromatic hitting distributions: by a function g having (δ, h)-hitting monochromatic rectangle distribution, we mean that there are two (δ, h)-hitting rectangle distributions σ 0 and σ 1 , such that σ c only samples rectangles which are c-monochromatic with respect to g. Note that the distributions σ c may have much smaller entropy compared to a rectangle distribution μ which chooses a uniformly chosen rectangle of the same size. Even then, like μ, a rectangle sampled from σ c is also required to intersect a large enough fixed rectangle with nonzero probability. Hence we may think of σ c as being a pseudo-random rectangle distribution. Our generalization of Raz-McKenzie is the following: 
We mention here, much like the Raz-McKenzie simulation theorem for the indexing gadget, Theorem 1.1 works even when f is a search problem, i.e., f ⊆ {0, 1}
n × Z and given query access to x ∈ {0, 1} n we wish to find z ∈ Z such that (x, z) ∈ f . This kind of simulation theorem is sometimes harder to prove for search problems than it is for total functions. Contrast this with the following two results: (1) When g is a 2-bit XOR, Hatami, Hosseini & Lovett (2018) proved a simulation theorem of the form
Simulation thms. via pseudo-random properties 623 when f is a search problem. (2) When g is the n-bit equality function, Loff & Mukhopadhyay (2019) have shown that a simulation theorem of the form
·n is provably not possible if we consider f to be a search problem. The best that can be proven in this case is
is the ANDdecision-tree complexity of f . It is not hard to see that the equality gadget does not admit a hitting 1-monochromatic rectangle distribution, even though it does admit a hitting 0-monochromatic rectangle distribution. Surprisingly, if f is a total Boolean function, the following can be proven:
We show that two well-studied functions-the inner-product function (IP) and the gap-Hamming family of functions (GH)-have the above property. The inner-product function
where the summation is taken over field F 2 . Problems in the class of the gapHamming promise problems, parameterized with γ and denoted by GH n,γ : {0, 1} n × {0, 1} n → {0, 1}, distinguish the case of (x, y) having Hamming distance at least ( 1 2 + γ)n from the case of (x, y) having Hamming distance at most ( 
The above theorem solves a problem raised by both Göös-Pitassi-Watson (Göös, Pitassi & Watson 2015) and Göös et al. cc 28 (2019) (Göös, Lovett, Meka, Watson & Zuckerman 2015) of proving a RazMcKenzie style deterministic simulation theorem for a different inner function than indexing with a better gadget size. (Although the results presented in Göös, Lovett, Meka, Watson & Zuckerman (2015) do not deal with deterministic simulation theorems, the authors did raise the question of whether the proof of the deterministic simulation theorem can be simplified, and whether a simulation theorem can be shown for a larger class of gadgets g -we answer both these questions in this work.) Moreover, it is not hard to verify that any function g : {0,
2 n → {0, 1} (see Section 2), i.e., by exponentially blowing up the input size. This enables us to re-derive the original Raz-McKenzie simulation theorem for the indexing function, even attaining significantly better parameters. This improvement in parameters answers a question posed to us by Jakob Nordström (Nordström 2016) . In the next section, we will show how this strong form of simulation theorem helps us prove a strong complexity separation result.
It is well known that the inner-product function has strong pseudo-random properties. In particular, it has vanishing discrepancy under the uniform distribution which makes it a good 2-source extractor. In fact, such strong properties of inner product were recently used to prove simulation theorems for more exotic models of communication by Göös et al. (Göös, Lovett, Meka, Watson & Zuckerman 2015) and also by the authors and Dvořák (Chattopadhyay, Dvorák, Koucký, Loff & Mukhopadhyay 2017a) to resolve a problem with a direct-sum flavor. By comparison, the pseudorandom property we abstract for proving our simulation theorem seems milder. This intuition is corroborated by the fact that we can show that the gap-Hamming problems also possess our property, even though we know that these problems have large Ω(1) discrepancy under all distributions. Interestingly, any technique that relies on the inner function having small discrepancy, such as the block-composition method, will not succeed in proving simulation theorems for such inner gadgets.
An application. If
Simulation thms. via pseudo-random properties 625 by χ 1 (F ), is the smallest number of rectangles needed to form a partition of F −1 (1). It was known since Yannakakis (1991) that the deterministic communication complexity of F is O(log χ 1 (F )), and Göös, Pitassi & Watson (2015) used a simulation theorem to show a matching separation. At this point, it is interesting to note the relation between input size and the 1-partition number of the functions for which they are able to show this separation. For an input of size
). This is shown by first constructing a function f witnessing an analogous separation for query complexity and then using a lifting theorem to establish the above separation for
The input size N is large because Göös, Pitassi & Watson (2015) use a gadget g with a large input.
This raises the question whether such a separation is possible when χ 1 is closer to √ N . The results of Göös, Pitassi & Watson (2015) do not rule out the possibility that for all F such that log χ 1 (F ) is, say, ω(N 1 42 ), the deterministic communication complexity of F is actually linear in log χ 1 (F ). Our lifting theorem, with the improved gadget size, rules out this possibility-our simulation theorem can be used, in the same way as in (Göös, Pitassi & Watson 2015) , to construct a function F * for which log χ 1 (F * ) is Θ( √ N ) and for which the deterministic communication complexity isΩ(N ). We are thus able to obtain a quadratic separation in all regimes:
1.4. Our techniques. Our main tool for proving a tight deterministic simulation theorem is to use the general framework of the Raz-McKenzie theorem as expounded by Göös, Pitassi & Watson (2015) . Here we provide a high-level sketch of our techniques. Suppose we know a protocol for f • g p . We are now given an input z ∈ {0, 1} p for f and wish to compute f (z) using a decision cc 28 (2019) tree. To do this, we will query the bits of z while simulating (in our head) the communication protocol for f • g p on inputs that are consistent with the queries to z we have made thus far. Namely, we maintain a rectangle A × B ⊆ {0, 1}
np × {0, 1} np so that for any (x, y) ∈ A × B, g p (x, y) is consistent with z, meaning it g p (x, y) equals z on all the coordinates that were queried by the decision tree thus far. We will progress through the protocol with our rectangle A × B from the root to a leaf. As the protocol progresses, A × B shrinks according to the protocol, and our goal is to maintain the consistency requirement. For that, we need that inputs in A × B allow for all possible answers of g on those coordinates which we did not yet query. Hence, A × B needs to be rich enough, and we are choosing a path through the protocol that affects this richness the least. If the protocol forces us to shrink the rectangle A × B so that we may not be able to maintain the richness condition, we query another coordinate of z to restore the richness. Once we reach a leaf of the protocol we learn a correct answer for f (z), because there is an input (x, y) ∈ A×B on which g p (x, y) = z (since we preserved consistency) and all inputs in A × B give the same answer for f • g p , The technical property of A × B that we will maintain is called thickness. A×B is thick on the i-th coordinate if for each input pair (x, y) ∈ A×B, even after one gets to see all the coordinates of x and y except for x i and y i , the uncertainty of what appears in the ith coordinate remains large enough so that g(x i , y i ) can be arbitrary.
np , let us denote by x =i the tu- 
So if we can maintain the thickness of A × B at a coordinate i which is not queried yet, then no matter which value z i takes, there is some (x, y) ∈ A × B with g(x i , y i ) = z i . It turns out that cc 28 (2019) Simulation thms. via pseudo-random properties 627 it is indeed possible to maintain thickness using the technique of Raz-McKenzie and Göös-Pitassi-Watson. Hence, as we progress through the protocol, we maintain a large rectangle A × B which is reasonably thick on the coordinates not queried so far. Once the size of either A or B drops below certain level, we are forced to make a query to another coordinate z i and choose a sub-rectangle A ×B of A×B, so that g(x i , y i ) is fixed to z i for all (x, y) ∈ A ×B . This can be done in such a way that the thickness of A × B on the unqueried coordinates is restored.
We give a sufficient condition for the inner function g that allows this type of argument to work, as follows. For δ ∈ (0, 1) and integer h ≥ 1, we say that g has (δ, h)-hitting monochromatic rectangle distributions if there are two distributions σ 0 and σ 1 where for each c ∈ {0, 1}, σ c is a distribution over c-monochromatic rect-
n of sufficient size, a rectangle randomly chosen according to σ c will intersect X × Y with large probability. More precisely, for any c ∈ {0, 1} and for any
If such distributions σ 0 and σ 1 exist, we say that g has (δ, h)-hitting monochromatic rectangle distributions.
is sampled as follows: we first sample a random string x of Hamming weight n 2 , and we look at the set of all strings which are at Hamming distance at most n 8 from x. Let's call this set U x . The output of σ 0 will be the rectangle U x ×U x . The output of σ 1 is U x × Ux, wherex is the bitwise complement of x. For any such x, U x × U x will be a 0-monochromatic rectangle and U x × Ux will be a 1-monochromatic rectangle. Note that if U x does not hit a subset A of {0, 1} n , then it means that x is at least n 8
Hamming distance away from the set A. By an application of Harper's theorem, we can show that for a sufficiently large set A, the number of strings which are at least n 8
Hamming distance away from A is exponentially small. This will imply that both σ 0 and σ 1 will hit a sufficiently large rectangle with probability exponentially close to 1, which is our required hitting property.
628 Chattopadhyay et al. cc 28 (2019) The σ 0 distribution for IP n is picked as follows: To produce a rectangle U × V we sample uniformly at random a linear subspace V ⊆ F n 2 of dimension n/2 and we set U = V ⊥ to be the orthogonal complement of V . Since a random vector space of size 2 n/2 hits a fixed subset of {0, 1} n of size 2
( 1 2 + )n with probability 1 − O(2 − n ), and both U and V are random vector spaces of that size, U × V intersects a given rectangle X × Y with probability 1 − O(2 − n ). Hence, we obtain (O(2 − n ), ( 1 2 + )n)-hitting distribution for IP. For the 1-monochromatic case, we first pick a random a ∈ F n 2 of odd Hamming weight and then pick random V and U = V ⊥ inside of the orthogonal complement of a. The distribution σ 1 outputs the 1-monochromatic rectangle (a + V ) × (a + U ), and will have the required hitting property.
1.5. Organization. Section 2 consists of basic definitions and preliminaries. In Section 3, we prove a deterministic simulation theorem for any gadget admitting (δ, h)-hitting monochromatic rectangle distribution: Section 3.1 provides some supporting lemmas for the proof, and Section 3.2 holds the proof itself. In Section 4, we show that IND n on n bits has ( on n bits has (o(1), n 100 )-hitting rectangle distribution, and in Section 6 we show that IP on n bits has (o(1), n/5)-hitting rectangle distribution.
Further remarks.
We remark here that Wu, Yao & Yuen (2017) have independently reported a proof of the simulation theorem for the inner-product function, while a draft of this manuscript was already in circulation. Implicit in their proof is the construction of hitting rectangle distributions for IP, and their construction of these distributions is similar to our own.
We would also like to point out to the readers that a preliminary version of the results obtained in this paper appeared in (Chattopadhyay et al. 2017b ).
Basic definitions and preliminaries
A combinatorial rectangle, or just a rectangle for short, is any product A × B, where both A and B are finite sets. If A ⊆ A and cc 28 (2019) Simulation thms. via pseudo-random properties 629 B ⊆ B, then A × B is called a sub-rectangle of A × B. We will often be in a scenario where we wish to measure the size of a set A which is contained in another set A; in this scenario, we will call density to the fraction |A |/|A|. For two sets denoted using capital A, such as A ⊆ A, we will use the Greek letter α to denote the density; for two sets denoted using capital B, such as B ⊆ B, we will use β instead. Interval algebra. We will use the following notation to denote closed intervals of the real line:
Consider a product set
• If δ is a nonnegative real, 1±δ denotes the interval [1−δ, 1+δ]. The following is easy to verify:
Proposition 2.1. Let 0 ≤ δ < 1/2 and x, y be reals.
• (Monotonicity) 1 ± δ ⊆ 1 ± δ whenever δ ≤ δ .
• (Weak inverse) & Nisan (1997) for an excellent exposition on this topic, which we cover here only very briefly. In the two-party communication model introduced by Yao (1979) , two computationally unbounded players, Alice and Bob, are required to jointly compute a function F : A × B → Z where Alice is given a ∈ A and Bob is given b ∈ B. To compute F , Alice and Bob communicate messages to each other, and they are charged for the total number of bits exchanged.
Deterministic communication complexity. See Kushilevitz
Formally, a deterministic protocol π : A × B → Z is a binary tree where each internal node v is associated with one of the players; Alice's nodes are labeled by a function a v : A → {0, 1}, and Bob's nodes by b v : B → {0, 1}. Each leaf node is labeled by an element of Z. For each internal node v, the two outgoing edges are labeled by 0 and 1, respectively. The execution of π on the input (a, b) ∈ A×B follows a path in this tree: starting from the root, in each internal node v belonging to Alice, she communicates a v (a), which advances the execution to the corresponding child of v; Bob does likewise on his nodes, and once the path reaches a leaf node, this node's label is the output of the execution. We say that π correctly computes F on (a, b) if this label equals F (a, b).
To each node v of a deterministic protocol π, we associate a set R v ⊆ A × B comprising those inputs (a, b) which cause π to reach node v. It is easy see that this set R v is a combinatorial rectangle, i.e., The communication complexity of π is the height of the tree. The deterministic communication complexity of F , denoted D cc (F ), is defined as the smallest communication complexity of any deterministic protocol which correctly computes F on every input.
Decision-tree complexity. In the (Boolean) decision-tree model, we wish to compute a function f : {0, 1} p → Z when given query access to the input, and are charged for the total number of queries we make.
Formally, a deterministic decision tree T : {0, 1} p → Z is a rooted binary tree where each internal node v is labeled with a variable number i ∈ [p], each edge is labeled 0 or 1, and each leaf is labeled with an element of Z. The execution of T on an input z ∈ {0, 1} p traces a path in this tree: at each internal node v it queries the corresponding coordinate z i and follows the edge labeled z i . Whenever the algorithm reaches a leaf, it outputs the associated label and terminates. We say that T correctly computes f on z if this label equals f (z).
The query complexity of T is the height of the tree. The deterministic query complexity of f , denoted D dt (F ), is defined as the smallest query complexity of any deterministic decision tree which correctly computes f on every input.
Functions of interest.
The Inner-product function on n bits, denoted IP n , is defined on {0, 1} n × {0, 1} n to be:
Whenever n is a power of 2, the Indexing function on n bits, IND n , is defined on {0, 1} log n × {0, 1} n to be:
IND n (x, y) = y x (the x'th bit of y).
Let n be a natural number and γ = k n where k is an integer in the interval [1, n/2 − 1] (This implies γ ∈ (0, 1/2).) For two nbit strings x and y, let d H (x, y) = i x i ⊕ y i be their Hamming 632 Chattopadhyay et al. cc 28 (2019) distance. The gap-Hamming problem on n bits, denoted GH n,γ , is a promise problem defined on {0, 1} n × {0, 1} n , by the condition
Deterministic simulation theorem
A simulation theorem shows how to construct a decision tree for a function f from a communication protocol for a composition problem f • g p . Such a theorem can also be called a lifting theorem, if one wishes to emphasize that lower bounds for the decision-tree complexity of f can be lifted to lower bounds for the communication complexity of f • g p . As mentioned in Section 1, the deterministic lifting theorem proved in (Raz & McKenzie 1999) , and subsequently simplified in (Göös, Pitassi & Watson 2015) , uses IND n as inner function g with n being polynomially larger than p. In this section, we will show a deterministic simulation theorem for any function which possesses a certain pseudo-random property, which we will now define. Later, we will show that the inner product and any function of the gap-Hamming family have this property. 
Definition 3.1 (Hitting rectangle distributions). Let 0 ≤ δ < 1 be a real, h ≥ 1 be an integer, and A, B be some sets. A distribution σ over rectangles within A × B is called a (δ, h)-hitting rectangle distribution if, for any rectangle A × B with |A|/|A|, |B|/|B| ≥
In Section 5, we will show that GH n,
)-hitting monochromatic rectangle distributions. From this, we obtain a simulation theorem for GH n, (1−ε) be an integer. For any function f : {0,
).
In Section 6, we will show that IP n has (o(1), n( 1 2 − ε))-hitting monochromatic rectangle distributions, for any constant ε ∈ (0, 1/2). This allows us to derive after some simple calculations:
Corollary 3.5. Let n be large enough integer, ε ∈ (0, 1/2) be a constant real, and p ≤ 2
These two corollaries together imply 2 Theorem 1.3. This allows us to significantly improve the gadget size known for simulation theorem of (Göös, Pitassi & Watson 2015; Raz & McKenzie 1999) , that uses the indexing function instead of inner product. Indeed, Jakob Nordström (Nordström 2016) cc 28 (2019) proving a simulation theorem for f • IND p n , with a gadget size n smaller than p 3 ; note that p 3 is already a significant improvement over (Göös, Pitassi & Watson 2015; Raz & McKenzie 1999) .
This follows from the above corollary, because of the following reduction: Given an instance (a, b) 
m is an ordering of all m-bit strings. It is easy to see that IP m (a i , b i ) = IND n (a i , b i ) . Hence, it follows as a corollary to our result for IP:
Corollary 3.6. Let ε ∈ (0, 1/2) be a constant real number, and n and p be sufficiently large natural numbers, such that p ≤ n
Also, it is worth noting that the proof of Lemma 7 in (Göös, Pitassi & Watson 2015) , which Göös et al. call the 'Projection Lemma', implicitly proves that IND n has ( 
Hence, we can also apply Theorem 3.3 directly to obtain a corollary similar to Corollary 3.6 (albeit with much larger gadget size n). See Section 4 for a detailed derivation.
Thickness and its properties.
In this section, we list several properties related to 'thickness', a combinatorial property which will be needed in Section 3.2 to prove a simulation theorem. Readers may also refer to (Göös, Pitassi & Watson 2015) . corresponding to the set A, i.e., (a , a ) is an edge iff a × {i} a ∈ A.
We define the average degree of G(A, i) to be the average right degree:
and the min-degree of G(A, i), to be the minimum right degree:
Definition 3.8 (Thickness and average thickness). For p ≥ 2 and
The following property is from (Göös, Pitassi & Watson 2015, Lemma 6) . Informally it says that if we can maintain high averagethickness of a set, then there is a large enough subset of it which has high thickness. Looking ahead, this will be useful while traveling down the protocol tree where we only have to worry about maintaining high average-thickness. For completeness, we also include the proof.
Lemma 3.9 (Average thickness implies thickness). For any
Proof. The set A is obtained by running Algorithm 1.
636 Chattopadhyay et al. cc 28 (2019) Algorithm 1
Let a be a right node of G(A j , i) with nonzero degree less than δ p ϕ · |A|.
4:
Set A j+1 = A j \{a } × i Ext(a ), i.e., remove every extension of a . Increment j.
The total number of iteration of the algorithm is at most i∈ [p] |A =i |.
(We remove at least one node in some G(A j , i) in each iteration which was a node also in the original G (A, i) .) So the number of iterations is at most
As the algorithm removes at most δ p ϕ · |A| elements of A in each iteration, the total number of elements removed from A is at most δ|A|, so |A | ≥ (1 − δ)|A|. Hence, the algorithm always terminates with a non-empty set A that must be
To see the case p = 2, assume there is some string a ∈ A =i which has some extension a ∈ S, but A itself is τ -thick, so there have to be at least τ · |A| many such a , which will then all be in A i,S =i .
cc 28 (2019) Simulation thms. via pseudo-random properties 637
The next lemma is the heart of the proof of the simulation theorem. To provide context, recall from Section 1.4, we will traverse down the protocol tree maintaining high average-thickness over the coordinates which are not queried yet which, in turn, will guarantee high thickness over those coordinates, thanks to Lemma 3.9. We may end up in a situation where we do not have high averagethickness anymore, and we have to issue a query. The following lemma provides a way to gain back thickness in the unqueried coordinates irrespective of the value of the query issued. 
The constant 3 in the statement may be replaced by any value greater than 2, so the lemma is still meaningful for δ arbitrarily close to 1/2. −h , we know that if we pick a column R according to σ c , then M (a, R) = 1 with probability 638 Chattopadhyay et al. cc 28 (2019) ≥ 1 − δ. So the probability that M (a, R) = 1 over uniform a and
Call a column of M A-good if M (a, R) = 1 for at least 1 − 3δ fraction of the rows a. Now it must be the case that the A-good columns have strictly more than 1/2 of the σ c -mass. Suppose not. The expected number of 0's in each column is at most δ. So, by Markov's inequality, the fraction of columns which has at least 3δ fraction of 0's is at most 1/3. This means that at least 2/3 > 1/2 fraction of columns will have at least 1 − 3δ fraction of 1's.
A similar argument also holds for Bob's set B =i . Hence, there is a c-monochromatic rectangle R = U × V whose column is both Agood and B-good in their respective matrices. This is our desired rectangle R.
We know:
which is at least (1 − 3δ)β. Because |A|/|A =i | ≤ ϕ|A|, we get
Combined with the lower bound on |A The next lemma will be used as a closing argument for the proof of the simulation theorem. At the end of our traversal down the protocol tree, when we land on a leaf, we will be left with a rectangle which is thick on all unqueried coordinates. The next lemma says that, for any instantiation of these coordinates, there is an input pair inside the rectangle which, when g applied on it, will have those values in the corresponding coordinates. 
will be non-empty with probability ≥ 1 − δ > 0 (because σ z i is a (δ, h)-hitting rectangle distribution and τ ≥ 2 −h ). Fix such U i and V i . Set a i to an arbitrary string in (A (i) ) {i} ∩ U i , and b i to an arbitrary string in ( 
. We again set a p and b p to come from the intersection, and set a = a 1 , a 2 , . . . , a p and
3.2. Proof of the simulation theorem. Now we are ready to present the proof of the simulation theorem (Theorem 3.3). Let ε ∈ (0, 1/2) and δ ∈ (0, 1/100) be real numbers, and h ≥ 6/ε and 1 ≤ p ≤ 2 h(1−ε) be integers. Let f : {0, 1} p → Z be a function and g : A×B → {0, 1} be a (possibly partial) function. Assume that g has (δ, h)-hitting monochromatic rectangle distributions. We assume we have a communication protocol Π for solving f • g p , and we will use Π to construct a decision tree (procedure) for f . Let C be the communication cost of the protocol Π. If p ≤ 5C/h, the theorem is true trivially. So assume p > 5C/h. Set ϕ = 4 · 2 −εh and τ = 2 −h . The decision-tree procedure is presented in Algorithm 2 (page 641). On an input z ∈ {0, 1} p , it uses the protocol Π to decide which bits of z to query.
An informal description of simulation algorithm. Given an input z ∈ {0, 1} p , the algorithm starts traversing a path from the root of the protocol tree of Π. The variable v indicates the node of the protocol tree which is the current node during the ongoing simulation. Associated with v, the algorithm maintains a rectangle A × B ⊆ A p × B p and a set I ⊆ [p] of indices. I corresponds to coordinates of the input z that were not queried, yet.
cc 28 (2019) Throughout the execution of the algorithm, the following invariants are maintained: The set A × B is thick in the coordinates I, and every pair of inputs (x, y) ∈ A × B is consistent with the answer to the queries made so far. To start off, I is [p], and A × B = A p × B p . So the invariants are trivially maintained at the beginning.
In each iteration of the simulation, the algorithm checks the following condition: Are both A I and B I ϕ-average-thick? Depending on the answer to this check, the algorithm does one of the following two things:
If both A I and B I are ϕ-average-thick, the algorithm proceeds to that child of v whose corresponding rectangle R v has at least half the mass of A I × B I and applies Lemma 3.9 to prune the rectangle (A × B) ∩ R v to ensure the thickness condition. Note that the working set A × B loses a constant fraction of density in doing so.
Otherwise, if there is a coordinate i in I, where A I or B I has low average degree, then the algorithm queries z i and, depending on the value of z i , applies Lemma 3.11 accordingly. Lemma 3.11 crucially exploits the fact that A I and B I are thick in i-th coordinate and outputs a sub-rectangle of A × B which, in the i-th coordinate, is restricted to a z i -monochromatic rectangle U × V , while maintaining the thickness invariant in the coordinates I\{i}. This also results in a boost in density of A × B in the current working universe A I\i × B I\i . The algorithm updates I to be I\{i} and reiterates (i.e., does the average thickness check again on A × B in the coordinate of the new I). We describe the parameters of the algorithm next in more detail.
Correctness.
The algorithm maintains an invariant that A I ×B I is τ -thick. This invariant is trivially true at the beginning.
If both A I and B I are ϕ-average-thick, the algorithm finds sets A and B on lines 5-7 as follows. Consider the case that Alice communicates at node v. She is sending one bit. Let A 0 be inputs from A on which Alice sends 0 at node v and A 1 = A\A 0 . We can pick c ∈ {0, 1} such that |(A c ) I | ≥ |A I |/2. Set A = A c . Since A I is ϕ-average-thick, A I is ϕ/2-average-thick. So using Lemma 3.9 on A I with δ set to 1/2, we can find a subset A of A such that A I is n .
Hence, the same probability lower-bounds the event that A × B ∩ R = ∅.
Conclusion and follow-up work
We have shown deterministic simulation theorems for two choices of the inner function g for which such theorems were hitherto unknown. The input size for our chosen gadgets is exponentially smaller than for the indexing function. A recent follow-up paper of Alexander Kozachinskiy (Kozachinskiy 2018) also makes use of our technique, by proving that certain gadgets constructed from expander graphs have monochromatic rectangle distributions with good hitting parameters. In particular, he constructs such distributions for the gadget SQR q (a, b) which decides whether the difference a−b, of two elements of the field F q 2 , is a perfect square. Simulation theorems then follow from our result.
Kozachinskiy also shows that our thickness lemma (Lemma 3.9) cannot be improved. This lemma is the bottleneck which prevents the technique from working with even smaller gadgets, and Kozachinskiy's result suggests that any further improvement in the gadget size of deterministic simulation theorems may well require a new approach.
After our paper, a randomized simulation theorem was proven by Göös, Pitassi & Watson (2017b) which uses the indexing function as a gadget. A follow-up work by Loff & Mukhopadhyay (2019) shows a deterministic simulation theorem for the equality gadget, using techniques similar to our own. Very recently, a randomized simulation theorem was proven for the inner-product function by Chattopadhyay, Filmus, Koroth, Meir & Pitassi (2019). The most important open problem in this topic is currently to prove a simulation theorem for a constant-size gadget. This would lead to significant improvements to known lower bounds on monotone circuits, propositional proof systems, and possibly more.
