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LOCALIZED DECONVOLUTION ON THE SPHERE
By Ge´rard Kerkyacharian, Thanh Mai Pham
Ngoc and Dominique Picard
CNRS, LPMA and Universite´ Paris VI and Universite´ Paris VII
We provide a new algorithm for the treatment of deconvolution
on the sphere which combines the traditional SVD inversion with
an appropriate thresholding technique in a well chosen new basis.
We establish upper bounds for the behaviour of our procedure for
any Lp loss. It is important to emphasize the adaptation properties
of our procedures with respect to the regularity (sparsity) of the
object to recover as well as to inhomogeneous smoothness. We also
perform a numerical study which proves that the procedure shows
very promising properties in practice as well.
1. Introduction. The spherical deconvolution problem was first pro-
posed by Rooij and Ruymgaart (1991) [14] and subsequently solved in Healy
et al. (1998) [3]. Kim and Koo (2002) [7] established minimaxity for the
L2-rate of convergence. The optimal procedures obtained there are using
orthogonal series methods associated with spherical harmonics. One impor-
tant problem arising with these procedures is their poor local performances
due to the fact that spherical harmonics are spread all over the sphere. This
explains for instance the fact that although they are optimal in the L2 sense,
they cease to be optimal for other losses, such as Lp losses for instance.
In our approach we focus on two important points. We aim at a procedure
of estimation which is efficient from a L2 point of view, as well as it performs
satisfactorily from a local point of view (for other Lp losses for instance).
Deconvolution is an inverse problem and in such a problem there is a no-
table conflict between the inversion part which in presence of noise creates
an instability reasonably handled by a Singular Value Decomposition (SVD)
approach and the fact that the SVD basis very rarely is localized and capa-
ble of representing local features of images, which are especially important
to recover. Our strategy is to follow the approach started in Kerkyacharian
et al. (2007) [6] for the Wicksell case , Kerkyacharian et al. (2009) [5] for the
Radon transform, which utilizes the construction borrowed from Narkowich
Petrushev and Wald (2006) [9], [8] of a tight frame (i.e. a redundant family)
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2staying sufficiently close to the SVD decomposition but which enjoys at the
same time enough localisation properties to be successfully used for statis-
tical estimation (see for instance Baldi et al. (2009) Pietrobon et al. (2008)
[1, 2, 10] for other types of applications). The construction [9] produces a
family of functions which very much resemble to wavelets, the needlets.
To achieve the goals presented above, and especially adaptation to differ-
ent regularities and local inhomogeneous smoothness, we essentially use a
projection method on the needlets (which enables a stable inversion of the
devonvolution, due to the closeness to the SVD basis) with a fine tuning
subsequent thresholding process.
This provides a reasonably simple algorithm with very good performances,
both from a theoretical point of view and a numerical point of view. In
effect, this new algorithm provides a much better spatial adaptation, as well
as adaptation to wider classes of regularity. We give here upper bounds
obtained by the procedure over a large class of Besov spaces and any Lp
losses.
It is important to notice that especially because we consider different
Lp losses, we provide rates of convergence of new types attained by our
procedure, which, of course, coincide with the usual ones for L2 losses.
Again, the problem of choosing appropriated spaces of regularity on the
sphere in a serious question, and we decided to consider the spaces which
may be the closest to our natural intuition: those which generalize to the
sphere case the classical approximation properties of usual regularity spaces
such as Holder spaces and include at the same time the Sobolev regularity
spaces used in Kim and Koo (2002) [7].
Sphere deconvolution has a vast domain of application; our results are es-
pecially motivated by many recent developments in the area of observational
astrophysics.
It is a common problem in astrophysics to analyse data sets consisting of
a number of objects (such as galaxies of a particular type) or of events (such
as cosmic rays or gamma ray bursts) distributed on the celestial sphere. In
many cases, such objects trace an underlying probability distribution f on
the sphere, which itself depends on the physics which governs the production
of the objects and events.
The case for instance of ultra high energy cosmic rays (UHECR) iillus-
trates well the type of applications of our results. Ultra high energy cosmic
rays are particles of unknown nature which arrive at the earth from appar-
ently random directions of the sky. They could originate from long-lived relic
particles from the Big Bang, about 13 billion years old. Alternatively, they
could be generated by the acceleration of standard particles, such as protons,
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in extremely violent astrophysical phenomena, such as cluster shocks. They
could also originate from Active Galactic Nuclei (AGN), or from neutron
stars surrounded by extremely high magnetic fields.
Hence, in some hypotheses, the underlying probability distribution for
the directions of incidences of observed UHECRs would be a finite sum of
point-like sources – or near point like, taken into account the deflection of
the cosmic rays by magnetic fields. In other hypotheses, the distribution
could be uniform, or smooth and correlated with the local distribution of
matter in the universe. The distribution could also be a superposition of the
above. Identifying between these hypotheses is of primordial importance for
understanding the origin and mechanism of production of UHECRs.
Of course, the observations of these events (Xi’s in the sequel) are al-
ways most often perturbated by a secondary noise (εi) which leads to the
deconvolution problem described below. Following Healy et al. (1998) [3],
Kim and Koo (2002) [7], the spherical deconvolution problem can be de-
scribed as follows. Consider the situation where we observe Z1, . . . , ZN N
i.i.d. observation with
Zi = εiXi,(1)
where the εi’s are i.i.d. random elements in SO(3) (the group of 3×3 rotation
matrices) , and the Zi’s and Xi’s are i.i.d. random elements of S2 (two-
dimensional unit sphere of R3) random elements, with εi and Xi assumed
to be independent. We suppose that the distribution of resp. X, Z and ε
are absolutely continuous with the Haar measure of resp. S2, S2 and SO(3)
with the densities fZ , fε, fX .
Then,
(2) fZ = fε ∗ fX ,
where ∗ denotes convolution and is defined below. In the sequel, fX will be
denoted by f to emphasize the fact that it is the object to recover.
The following paragraph recall the necessary definitions. It is largely in-
spired by Kim and Koo (2002) [7] and and Healy et al. (1998) [3].
2. Some preliminaries about harmonic analysis on SO(3) and
S2. We will provide a brief overview of Fourier analysis on SO(3) and S2.
Most of the material can be found in expanded form in Vilenkin (1969) [15],
Talman (1968) [12], Terras (1985) [13], Kim and Koo (2002) [7], and Healy
et al. (1998) [3]. Let
u(φ) =
 cosφ − sinφ 0sinφ cosφ 0
0 0 1
 , a(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 ,
4where , φ ∈ [0, 2pi), θ ∈ [0, pi). It is well known that any rotation matrix
can be decomposed as a product of three elemental rotations, one around
the z-axis first with angle ψ, followed by a rotation around the y-axis with
angle θ, and finally another rotation again around the z-axis with angle φ.
Indeed, the well known Euler angle decomposition says that any g ∈ SO(3)
can almost surely be uniquely represented by three angles (φ, θ, ψ),with the
following formula (see Healy et al. (1998) [3] for details) :
(3) g = u(φ)a(θ)u(ψ),
where φ ∈ [0, 2pi), θ ∈ [0, pi), ψ ∈ [0, 2pi). Consider the functions, known as
the rotational harmonics,
(4) Dlmn(φ, θ, ψ) = e
−i(mφ+nψ)P lmn(cos θ),
where the generalized Legendre associated functions P lmn for −l ≤ m, n ≤
l, l = 0, 1, . . . are fully described in Vilenkin (1969) [15]. The functions
Dlmn for −l ≤ m, n ≤ l, l = 0, 1, . . . are the eigenfunctions of the Laplace
Beltrami operator on SO(3), hence,
√
2l + 1Dlmn, −l ≤ m, n ≤ l, l =
0, 1, . . . is a complete orthonormal basis for L2(SO(3)) with respect to the
probability Haar measure. In addition, if we define the (2l + 1) × (2l + 1)
matrices by
(5) Dl(g) = [Dlmn(g)],
where for −l ≤ m, n ≤ l, l = 0, 1, . . . and g ∈ SO(3), they constitute the
collection of inequivalent irreducible representations of SO(3) (for further
details see Vilenkin (1969) [15]).
Hence, for f ∈ L2(SO(3)), we define the rotational Fourier transform on
SO(3) by
(6) fˆ lmn =
∫
SO(3)
f(g)Dlmn(g)dg,
where again we think of (5) as the matrix entries of the (2l + 1) × (2l + 1)
matrix
fˆ l = [fˆ lmn]−l≤m, n≤l, l = 0, 1, . . .
and dg is the probability Haar measure on SO(3). The rotational inversion
can be obtained by
f(g) =
∑
l
∑
−l≤m, n≤l
fˆ lmnD
l
mn(g)
=
∑
l
∑
−l≤m, n≤l
fˆ lmnD
l
mn(g
−1)(7)
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(7) is to be understood in L2-sense although with additional smoothness
conditions, it can hold pointwise.
A parallel spherical Fourier analysis is available on S2. Any point on S2
can be represented by
ω = (cosφ sin θ, sinφ sin θ, cos θ)t,
with , φ ∈ [0, 2pi), θ ∈ [0, pi). We also define the functions :
(8) Y lm(ω) = Y
l
m(θ, φ) = (−1)m
√
(2l + 1)
4pi
(l −m)!
(l +m)!
P lm(cos θ)e
imϕ,
for −l ≤ m ≤ l, l = 0, 1, . . ., φ ∈ [0, 2pi), θ ∈ [0, pi) and where P lm(cos θ)
are the associated Legendre functions.
The functions Y lm obey
(9) Y l−m(θ, φ) = (−1)mY¯ lm(θ, φ).
The set {Y lm, −l ≤ m ≤ l, l = 0, 1, . . .} is forming an orthonormal basis of
L2(S2), generally referred to as the spherical harmonic basis.
Again, as above, for f ∈ L2(S2), we define the spherical Fourier transform
on S2 by
(10) fˆ lm =
∫
S2
f(ω)Y lm(ω)dω,
where dω is the probability Haar measure on the sphere S2. The spherical
inversion can be obtained by
f(ω) =
∑
l
∑
−l≤m≤l
fˆ lmY
l
m(ω).(11)
The bases detailed above are important because they realize a singular value
decomposition of the convolution operator created by our model. In effect,
we define for fε ∈ L2(SO(3)), f ∈ L2(S2) the convolution by the following
formula:
fε ∗ f(ω) =
∫
SO(3)
fε(u)f(u−1ω)du
and we have for all −l ≤ m ≤ l, l = 0, 1, . . .,
(12) (f̂ε ∗ f)lm =
l∑
n=−l
fˆ lε,mnfˆ
l
n := (fˆ
l
εfˆ
l)m.
62.1. The SVD Method. The singular value method (see Healy et al.
(1998) [3] and Kim Koo (2002) [7]) consists in expanding f in the spherical
harmonics basis Y lm and estimating the spherical Fourier coefficients using
the formula above (12). We get the following estimator of the spherical
Fourier transform of f :
fˆ l,Nm :=
1
N
N∑
j=1
l∑
n=−l
fˆ lε−1,mnY¯
l
n(Zj)(13)
fˆ lε−1 := (fˆ
l
ε)
−1,
provided, of course, that these inverse matrices exist, and then the estimator
of the distribution f is
fN (ω) =
N˜∑
l=0
l∑
m=−l
fˆ l,Nm Y
l
m(ω),(14)
where N˜ depending on the number of observations has to be properly se-
lected.
3. Needlet construction. This construction is due to Narcowich et
al. (2006) [8]. Its aim is essentially to build a very well localized tight frame
constructed using spherical harmonics, as discussed below. It was recently
extended to more general euclidean settings with fruitful statistical applica-
tions (see Kerkyacharian et al. (2007) [6]), Baldi et al. (2009) Pietrobon et
al. (2008) [1, 2, 10].As described above, we have the following decomposition:
(15) L2(dx) =
∞⊕
l=0
Hl ,
where Hl is the space of spherical harmonics of S2, of degree l (which di-
mension is 2l + 1).
The orthogonal projector on Hl can be written using the following the
kernel operator
(16) ∀ f ∈ L2(dx), PHlf(x) =
∫
Sd
Ll(〈x, y〉)f(y) dy
where 〈x, y〉 is the standard scalar product of R3, and Ll is the Gegenbauer
polynomial with parameter 12 of degree l, defined on [−1,+1] and normalized
so that
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(17)
∫ 1
−1
Ll(t)Lk(t) =
2l + 1
8pi2
Let us point out the following reproducing property of the projection
operators:
(18)
∫
Sd
Ll(〈x, y〉)Lk(〈y, z〉) dy = δl,kLl(〈x, z〉) .
The following construction is based on two fundamental steps: Littlewood-
Paley decomposition and discretization, which are summarized in the two
following subsections.
3.1. Littlewood-Paley decomposition. Let φ be a C∞ function on R, sym-
metric and decreasing on R+ supported in |ξ| ≤ 1, such that 1 ≥ φ(ξ) ≥ 0
and φ(ξ) = 1 if |ξ| ≤ 12 .
b2(ξ) = φ( ξ2)− φ(ξ) ≥ 0
so that
(19) ∀|ξ| ≥ 1,
∑
j≥0
b2( ξ
2j
) = 1 .
Remark that b(ξ) 6= 0 only if 12 ≤ |ξ| ≤ 2. Let us now define the operator
Λj =
∑
l≥0 b2(
l
2j
)Ll and the associated kernel
Λj(x, y) =
∑
l≥0
b2( l
2j
)Ll(〈x, y〉) =
∑
2j−1<l<2j+1
b2( l
2j
)Ll(〈x, y〉) .
We obviously have:
(20) ∀f ∈ L2(S2), f = lim
J→∞
L0(f) +
J∑
j=0
Λj(f) .
and if Mj(x, y) =
∑
l≥0 b(
l
2j
)Ll(〈x, y〉), then
(21) Λj(x, y) =
∫
Mj(x, z)Mj(z, y) dz .
83.2. Discretization and localization properties. Let us define
Pl =
l⊕
m=0
Hm ,
the space of the restrictions to S2 of the polynomials of degree less than
l.
The following quadrature formula is true: for all l ∈ N there exists a finite
subset Xl of S2 and positive real numbers λη > 0, indexed by the elements
η of Xl, such that
(22) ∀f ∈Pl,
∫
S2
f(x) dx =
∑
η∈Xl
ληf(η) .
Then the operator Mj defined in the subsection above is such that:
z 7→Mj(x, z) ∈P[2j+1] ,
so that
z 7→Mj(x, z)Mj(z, y) ∈P[2j+2] ,
and we can write:
Λj(x, y) =
∫
Mj(x, z)Mj(z, y)dz =
∑
η∈X
[2j+2]
ληMj(x, η)Mj(η, y) .
This implies:
Λjf(x) =
∫
Λj(x, y)f(y)dy =
∫ ∑
η∈X
[2j+2]
ληMj(x, η)Mj(η, y)f(y)dy
=
∑
η∈X
[2j+2]
√
ληMj(x, η)
∫ √
ληMj(y, η)f(y)dy .
We denote
X[2j+2] = Zj , ψj,η(x) :=
√
ληMj(x, η) for η ∈ Zj ,
It can also be proved that the set of cubature points Xl can be chosen so
that:
(23) 1c 2
2j ≤ #Zj ≤ c 22j
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for some c > 0. Actually in the simulations of §5 we make use of some sets
of cubature points such that #Zj = 12.22j exactly. It holds, using (20)
f = L0(f) +
∑
j
∑
η∈Zj
〈f, ψj,η〉L2(Sd)ψj,η .
The main result of Narcowich et al. (2006) [8] is the following localization
property of the ψj,η, called needlets: for any k ∈ N there exists a constant
ck such that, for every ξ ∈ S2:
(24) |ψj,η(ξ)| ≤ ck2
j
(1 + 2jd(η, ξ))k
·
where d is the natural geodesic distance on the sphere (d(ξ, η) = arccos〈η, ξ〉
). In other words needlets are almost exponentially localized around their
associated cubature point, which motivates their name.
A major consequence of this localization property can be summarized in
the following properties which will play an essential role in the sequel.
For any 1 ≤ p < ∞, there exist positive constants cp, Cp, c, C and Dp
such that
cp22j(
p
2
−1) ≤ ‖ψjη‖pp ≤ Cp22j(
p
2
−1),(25)
c2j ≤ ‖ψjη‖∞ ≤ C2j ,(26) ∥∥∥ ∑
η∈Zj
ληψj,η
∥∥∥
pi
≤ c22j( 12− 1pi )
( ∑
η∈Zj
|λη|pi
)1/pi
(27)
∥∥∥ ∑
η∈Zj
ληψjη
∥∥∥p
p
≤ Dp
∑
η∈Zj
|λη|p‖ψjη‖pp(28) ∥∥∥ ∑
η∈Zj
uηψjη
∥∥∥
∞
≤ C sup
η∈Zj
|uη|2j(29)
To conclude this section, let us give a graphic representation of a spherical
needlet in the spherical coordinates in order to illustrate the above theory.
In the following graphic, we chose j = 3 and η = 250.
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Fig 1. A spherical needlet.
3.3. Besov spaces on the sphere. The problem of choosing appropriated
spaces of regularity on the sphere in a serious question, and we decided to
consider the spaces which may be the closest to our natural intuition: those
which generalize to the sphere case the classical approximation properties
used to define for instance Sobolev spaces. In this section we summarize
the main properties of Besov spaces which will be used in the sequel, as
established in [8].
Let f : S2 → R be a measurable function. We define
Ek(f, pi) = inf
P∈Pk
‖f − P‖pi,
the Lpi distance between f and the space of polynomials of degree k. The
Besov space Bspi,r is defined as the space of functions such that
f ∈ Lpi and
( ∞∑
k=0
(ksEk(f, pi))r 1k
)1/r
< +∞.
Remarking that k → Ek(f, pi) is decreasing, by a standard condensation
argument this is equivalent to
f ∈ Lpi and
( ∞∑
j=0
(2jsE2j (f, pi))
r
)1/r
< +∞.
and the following theorem states that as it is the case for Besov spaces
in Rd, the needlet coefficients are good indicators of the regularity and in
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fact Besov spaces of S2 are Besov bodies, when expressed using the needlet
expansion.
Theorem 1. Let 1 ≤ pi ≤ +∞, s > 0, 0 ≤ r ≤ +∞. Let f a measurable
function and define
〈f, ψj,η〉 =
∫
Sd
f(x)ψj,η(x) dx
def
= βj,η,
provided the integrals exist. Then f belongs to Bspi,r if and only if, for every
j = 1, 2, . . . , ( ∑
η∈Xj
(|βj,η|‖ψj,η‖pi)pi
)1/pi
= 2−jsδj ,
where (δj)j ∈ `r.
As has been seen above,
c22j(
1
2
− 1
pi
) ≤ ‖ψj,η‖pi ≤ C22j( 12− 1pi ),
for some positive constants c, C, the Besov space Bspi,r turns out to be a
Banach space associate to the norm
(30) ‖f‖Bspi,r := ‖(2j[s+2(
1
2
− 1
pi
)]‖(βjη)η∈Zj‖`pi)j≥0‖`r <∞, and
Using standard arguments (reducing to comparisons of lq norms), it is easy
to prove the following embeddings:
Bspi,r ⊂ Bsp,r for p ≤ pi
Bspi,r ⊂ B
s−2( 1
pi
− 1
p
)
p,r for pi ≤ p and s > 2( 1
pi
− 1
p
).(31)
Moreover, it is also true that for s > 2pi , if f belongs to B
s
pi,r, then it is
continuous, and as a consequence bounded.
In the sequel we shall denote by Bspi,r(M) the ball of radius M of the
Besov space Bspi,r.
4. Needlet algorithm: thresholding needlet coefficients. The first
step is to construct a needlet system (frame) {ψjη : η ∈ Zj , j ≥ −1} as
described in section 3.
The needlet decomposition of any f ∈ L2(S2) takes the form
f =
∑
j
∑
η∈Zj
(f, ψjη)L2(S2)ψjη.
12
Using Parseval’s identity, we have βjη = (f, ψjη)L2(S2) =
∑
lm fˆ
l
mψ
lm
jη with
fˆ lm = (f, Y
l
m) and ψ
lm
jη = (ψjη, Y
l
m).
Thus
(32) βˆjη =
∑
lm
fˆ l,Nm ψ
lm
jη ,
is an unbiased estimate of βjη. We recall that fˆ l,Nm has been defined in (13).
Notice that from the needlet construction (see the previous section) it
follows that the sum above is finite. More precisely, ψlmjη 6= 0 only for 2j−1 <
l < 2j+1.
Let us consider the following estimate of f :
fˆ =
J∑
j=−1
∑
η∈Zj
t(βˆjη)ψjη,
where t is a thresholding operator defined by
t(βˆjη) = βˆjηI{|βˆjη| ≥ κtN |σj |} with(33)
tN =
√
logN
N
,(34)
σ2j =M
2
∑
ln
|
∑
m
ψlmjη fˆ
l
ε−1mn|2.(35)
Here κ is a tuning parameter of the method which will be properly selected
later on. M is such that ‖f‖∞ ≤ M . Notice that the thresholding depends
on the resolution level j through the constant σj which will also be specified
later on, and the same with regard to the upper level of details J .
4.1. Performances of the procedure.
Theorem 2. Let 1 ≤ p <∞, ν > 0, and let us assume that
(36) σ2j :=M
2
∑
ln
|
∑
m
ψlmjη fˆ
l
ε−1mn|2 ≤ C22jν , ∀ j ≥ 0.
Let us take κ2 ≥ 16p and 2J = d[tN ]
−1
(ν+1) with tN as in (34) and d is a
positive constant. Then if pi ≥ 1, s > 2/pi, r ≥ 1 (with the restriction r ≤ pi
if s = (ν + 1)( ppi − 1)), there exists a constant C such that:
(37) sup
f∈Bspi,r(M)
E‖fˆ − f‖pp ≤ C(log(N))p−1[N−1/2
√
log(N)]µp,
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where
µ =
s
s+ ν + 1
, if s ≥ (ν + 1)( p
pi
− 1)
µ =
s− 2/pi + 2/p
s+ ν − 2/pi + 1 , if
2
pi
< s < (ν + 1)(
p
pi
− 1).
The proof of this theorem is given in section 6.
Remarks
1. The rates of convergence found here are standard in inverse problems.
They can be related to rates found in Kim and Koo (2002) in the same
deconvolution problem, with a L2 loss and constraints on the spaces
comparable to B2s2(M). In the deconvolution problem on the interval,
similar rates are found even for Lp losses (with standard modifications
since the dimension here is 2 instead of 1): see for instance Johnstone
et al. (2004) [4]. These results are proved to be minimax (see Kim and
Koo (2002) [7]) up to logarithmic factors, for the case p = 2 with a
B2s2(M) constraint on the object to estimate.
2. It is worthwhile to notice that the procedure is adaptive, meaning that
it does not require a priori knowledge on the regularity (or sparsity)
of the function. It also adapt to non homogeneous smoothness of the
function. The logarithmic factor is a standard price to pay for adap-
tation.
3. The parameter ν appearing here is often called degree of ill-posedness
of the problem (DIP). It appears here through condition (36) which is
essential in this problem. In [7] for instance, and very often in diverse
inverse problems, this DIP parameter is introduced with the help of the
eigenvalues of the operator (i.e. here the discrepancy of the coefficients
of fε in its expansion along the spherical harmonics). In the following
subsection, we prove that (36) is in fact a consequence of the standard
’ordinary smooth’ condition.
4.2. Condition (36) and the smoothness of fε. Following Kim and Koo
(2002) [7] (condition 3.6), we can define the smoothness of fε spectrally. We
place ourselves in the ’ordinary smooth’ case
(38) ‖(fˆ lε)−1‖op ≤ d0lν and ‖fˆ lε‖op ≤ d1l−ν as l→∞,
14
for some positive constants d0, d1 and nonnegative constant ν, and where
the operator norm of the rotational Fourier transform fˆ lε is defined as
‖fˆ lε‖op = sup
h6=0, h∈El
‖fˆ lεh‖2
‖h‖2 ,
El being the (2l+1)-dimensional vector space spanned by {Y lm : −l ≤ m ≤ l}.
The following proposition states that condition (35) is satisfied in the ordi-
nary smooth case by the needlets system.
Proposition 1. If ‖fˆ lε‖op ≤ d0l−ν , then
|σj |2 :=M2
∑
ln
|
∑
m
ψlmjη fˆ
l
ε−1mn|2 ≤ C22jν , ∀ j ≥ 0.
Proof. Since ψlmjη 6= 0 only for 2j−1 < l < 2j+1,
2j+1∑
l=2j−1
l∑
n=−l
|
∑
m
ψlmjη fˆ
l
ε−1mn|2 =
2j+1∑
l=2j−1
‖(fˆ lε)−1ψjη‖22
≤
2j+1∑
l=2j−1
‖(fˆ lε)−1‖2op‖ψjη‖22
which proves the result using inequality (25).
We now give a brief review of some examples of smooth distributions which
are discussed in depth in Healy et al (1998) [3] and Kim and Koo (2002) [7].
4.2.1. Rotational Laplace distribution. This distribution can be viewed
as an exact analogy on SO(3) of the Laplace distribution on R. Spectrally,
for some ρ2 > 0, this distribution is characterized by
(39) fˆ lε,mn = (1 + ρ
2l(l + 1))−1δmn,
for −l ≤ m,n ≤ l and l = 0, 1, ..., and where δmn = 1 if m = n and 0
otherwise.
4.2.2. The Rosenthal distribution. This distribution has its origin in ran-
dom walks in groups (for details see Rosenthal (1994) [11]).
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If one considers the situation where fε is a p-fold convolution product
of conjugate invariant random for a fixed axis, then, Rosenthal (1994) [11]
(p.407) showed that
fˆ lε,mn =
(
sin(l + 1/2)θ
(2l + 1) sin θ/2
)p
δmn,
for −l ≤ m,n ≤ l and l = 0, 1, ... and where 0 < θ ≤ pi and p > 0.
5. Practical performances. In this section we produce the results
of numerical experiments on the sphere S2. The sets of cubature points
ξjη in the simulations that follow have been generated with the HEALPix
pixelisation. For each resolution level j, the HEALPix pixelisation gives
12.22j cubature points.
In the two examples below we considered samples of cardinality N = 1500.
The maximal resolution level J is taken such that J = (1/2) log2
(
N
logN
)
.
In order not to have more cubature points than observations we set J = 3
for N = 1500. We recall the expression of the estimate of the needlets
coefficients of the density of interest:
(40) βˆjη =
1
N
√
λjη
2j+1∑
l=2j−1
b(l/2j)
l∑
m=−l
Y lm(ξjη)
l∑
n=−l
fˆ lε−1,mn
N∑
u=1
Y¯ ln(Zu),
where the cubature weight is equal to λjη = 4pi/(12.22j).
We replace the rotational Fourier transform (fˆ lε)mn := fˆ
l
ε,mn (defined in (6))
by its empirical version. Indeed, we suppose that the noise is unknown, this
is a situation which is very likely to occur for instance in the context of
astrophysics.
We precise again that fˆ lε−1,mn denotes the (m,n) element of the matrix
(fˆ lε)
−1 := fˆ lε−1 which is the inverse of the (2l + 1) × (2l + 1) matrix (fˆ lε).
In order to get the empirical version fˆ l,Nε−1,mn of fˆ
l
ε−1,mn, we have first to
compute the empirical matrix (fˆ l,Nε ) then to inverse it to get the matrix
(fˆ l,Nε )
−1 := fˆ l,Nε−1 . The (m,n) entry of the matrix (fˆ
l,N
ε ) is given by the
formula:
fˆ l,Nε,mn = 1/N
N∑
j=1
Dlm,n(εj),
where the rotational harmonics Dlm,n have been defined in (4). The εj ’s are
i.i.d realizations of the variable ε ∈ SO(3).
For the generation of the random variable ε ∈ SO(3), we chose the Oz as
the rotation axis and an angle φ following a uniform law. Various cases
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are investigated for the angle φ, that is to say a uniform law with different
supports such as [0, pi/8], [0, pi/4], [0, pi/2]. The more the support of the
uniform law is large, the more the level noise will be intense.
This particular choice of rotation matrix entails in the decomposition of an
element of SO(3) (see formula (3)) the angles ψ and θ to be both equal to
zero. For this specific setting of perturbation, we deduce the following form
for the rotational harmonics:
Dlm,n(εj) = P
l
mn(1)e
−iφj = δmne−iφj ,
where φj ∼ U [0, a] and a is a positive constant which will be specified later.
For the reconstruction of the density f , we recall that
fˆ :=
1
|S2| +
J∑
j=0
12.22j∑
η=1
βˆjηψjηI{|βˆjη |≥κtnσj},
the expression of σj is given in (35), and tN =
√
log(N)/N . The constant
M which appears in the expression of σj is such that ‖f‖∞ ≤M .
Example 1. In this first example, we consider the case of the uniform
density f = 14pi . It is easy to verify that βjη = 〈f, ψjη〉L2 = 0 for every j
and every η. Following Baldi et al. (2009) [1], a simple way of assessing the
performance of the procedure is to count the number of coefficients surviving
thresholding.
j = 0 j = 1 j = 2 j = 3
κ0 = 0.08 2 1 75 337
κ0 = 0.29 0 0 2 8
κ0 = 0.34 0 0 0 2
Table 1
number of coefficients surviving thresholding for various values of κ0, φ ∼ U [0, pi/8].
j = 0 j = 1 j = 2 j = 3
κ0 = 0.05 4 35 135 556
κ0 = 0.17 0 4 24 103
κ0 = 0.30 0 0 1 5
κ0 = 0.34 0 0 0 3
Table 2
number of coefficients surviving thresholding for various values of κ0, φ ∼ U [0, pi].
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We precise that both in the cases of an angle following a law U [0, pi/8]
or U [0, pi], all the coefficients are killed for κ0 = 0.38. Accordingly, we can
conclude that the thresholding procedure based on spherical needlets is very
efficient.
Example 2. We will now deal with the example of a density of the form
f(ω) = ce−4|ω−ω1|2 , with ω1 = (0, 1, 0) and c = 1/0.7854. With this choice
of density, it turns out that ‖f‖∞ = 1/0.7854 = 1.2732. Hence we can
set M such that M = 1.2732. The graph of f in the spherical coordinates
(Φ,Θ) (Φ = longitude, 0 ≤ Φ ≤ 2pi, Θ = colatitude, 0 ≤ Θ ≤ pi) is given
in Fig 2. We also plot the noisy observations for different cases of perturba-
tions. We remark that for rather big rotation angles such that φ ∼ U [0, pi/4]
or φ ∼ U [0, pi/2], the observations tend to be spread over a large region
on the sphere and not being concentrated in a specific region any more.
Consequently, denoising might prove to be difficult. In the context of the
deconvolution on the sphere, a large amount of noise corresponds to a rota-
tion around the Oz axis with a large angle.
A fundamental issue in the field of astrophysics is to detect the place of
the peak of the bell which in the present density case is localized in (Θ =
pi/2, Φ = pi/2). For each case of noise, we plot the observations both on the
sphere and on the flattened sphere and give the reconstructed density in the
spherical coordinates.
0
1
2
3
4
01
23
45
67
0
0.2
0.4
0.6
0.8
1
1.2
1.4
THETA
PHI
Fig 2. The target density
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Fig 3. Observations φ ∼ U [0, pi/8].
LOCALIZED DECONVOLUTION ON THE SPHERE 19
0
1
2
3
4
012
345
67
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
THETAPHI
Fig 4. The estimated density, bandwith κ0 = 0.43.
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Fig 5. Observations φ ∼ U [0, pi/4].
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Fig 6. The estimated density, bandwith κ0 = 0.46.
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Fig 7. Observations φ ∼ U [0, pi/2].
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Fig 8. The estimated density, bandwith κ0 = 0.56.
At a closer inspection, we notice that the position of the peak of the
estimated bell is pretty well localized whatever the amount of noise. Never-
theless in the case of the law U [0, pi/2], the longitude coordinate of the peak
tends to slightly move, its colatitude coordinate remaining well localized.
Therefore even if in the case of rather big rotations such that φ ∼ U [0, pi/4]
and φ ∼ U [0, pi/2], our estimation procedure allows us to detect the posi-
tion of the peak. Of course, one remarks that the base of the bell tends to
become a bit larger when the noise increases, this is due to the fact that the
observations are not concentrated in a specific region any longer, but the
genuine form of the density is well preserved.
6. Proof of Theorem 2 . In this proof, C will denote an absolute
constant which may change from one line to the other.
We begin with the following proposition
Proposition 2. For any p ≥ 1,
E|βˆjη − βjη|p ≤ c[σ
2
j
N ]
p
2(41)
P[|βˆjη − βjη| ≥ σjκtN ] ≤ cN−γ(κ)(42)
γ(κ) = −κ2/4(43)
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To prove (41), we will use Rosenthal inequality:
βˆjη − βjη = 1N
∑N
i=1G(Zi)− EG(Zi)
G(x) =
∑
lm ψ
lm
jη
∑
n fˆ
l
ε−1mnY
l
n(x).
Hence,
V arG(Z) ≤
∫
S2
|G(ω)|2fZ(ω)dω ≤M
∫
S2
|G(ω)|2dω,
since ‖fZ‖∞ ≤ M (this is a consequence of the fact that s > 2/pi which in
turns implies that f is continuous, and so is fZ on the sphere). Then using
Parseval: ∫
S2
|G(ω)|2dω =
∑
ln
|
∑
m
ψlmjη fˆ
l
ε−1mn|2 = σ2j .
Moreover, using Cauchy Schwarz inequality, and noticing again that ψlqjη 6= 0
only for 2j−1 ≤ l ≤ 2j+1:
|G(ω)| ≤ [
∑
ln
|
∑
m
ψlmjη f
l
ε−1mn|2]1/2[
∑
lm
I{2j−1 ≤ l ≤ 2j+1}|Y lm(ω)|2]1/2 ≤ Cσj2j/2,
since
∑
m |Y lm(ω)|2 = 2l+14pi because of the addition formula ( see Kim and
Koo (2002) [7]) inequality (6.1)). Then using Rosenthal inequality, we get
(we recall that 2j ≤ N1/2 for j ≤ J):
E| 1
N
N∑
i=1
G(Zi)−EG(Zi)|p ≤ C[ 1
Np
σ2j (σj2
j/2)p−2+
1
Np
(Nσ2j )
p
2 ] ≤ CσpjN−p/2.
To prove (42), we use Bernstein inequality:
P[|βˆjη − βjη| ≥ σjκtN ] ≤ 2 exp−
κ2σ2j logN
2(σ2j +
1
3κσjtNσj2
j/2pi−1/2)
≤ 2N−κ2/4.
This ends up the proof of the proposition.
Now, to get the result of Theorem 2, we begin by the following decompo-
sition :
E‖fˆ − f‖pp ≤ 2p−1{E‖
J∑
j=−1
∑
η∈Zj
(t(βˆjη)− βjη)ψjη‖pp + ‖
∑
j>J
∑
η∈Zj
βjηψjη‖pp}
=: I + II
The term II is easy to analyse, as follows. We observe first that since
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Bspi,r(M) ⊂ Bsp,r(M ′) for pi ≥ p, this case will be assimilated to the case
pi = p and from now on, we will only consider pi ≤ p. Since f belongs to
Bspi,r(M), using the embedding results recalled above in (31), we have that f
also belongs to B
s−( 2
pi
− 2
p
)
p,r (M ′), for some constant M ′ and for pi ≤ p. Hence
‖
∑
j>J
∑
η∈Zj
βjηψjη‖p ≤ C2−J [s−2(
1
pi
− 1
p
)]
.
Then we only need to verify that
s−2( 1
pi
− 1
p
)
ν+1 is always larger that µ, which is
not difficult.
Indeed, on the first zone s ≥ (ν+1)(p/pi−1). So, s+ν+1 ≥ (ν+1) ppi which
entails that s(s+ν+1) ≤ s(ν+1) p
pi
. We need to check that s− 2( 1pi − 1p) ≥ spip . We
have that s− 2pi + 2p − spip = 2( spi2 − 1)( 1pi − 1p) ≥ 0 since s ≥ 2pi and p ≥ pi.
On the second zone, we obviously have that
s−2( 1
pi
− 1
p
)
ν+1 is always larger that
µ = s−2/pi+2/ps+ν−2/pi+1 .
Bounding the term I is more involved. Using the triangular inequality to-
gether with Ho¨lder inequality, and property (28) for the second line, we
get
I ≤ 2p−1Jp−1
J∑
j=−1
E‖
∑
η∈Zj
(t(βˆjη)− βjη)ψjη‖pp
≤ 2p−1Jp−1C
J∑
j=−1
∑
η∈Zj
E|t(βˆjη)− βjη|p‖ψjη‖pp.
Now, we separate four cases :∑J
j=−1
∑
η∈Zj E|t(βˆjη)− βjη|p‖ψjη‖pp =
∑J
j=−1
∑
η∈Zj E|t(βˆjη)− βjη|p‖ψjη‖pp
{
I{|βˆjη| ≥ κtNσj}
+I{|βˆjη| < κtNσj}
}
≤ ∑Jj=−1∑η∈Zj [E|βˆjη − βjη|p‖ψjη‖ppI{|βˆjη| ≥ κtNσj}{
I{|βjη| ≥ κ2 tNσj}+ I{|βjη| < κ2 tNσj}
}
+|βjη|p‖ψjη‖ppI{|βˆjη| < κtNσj}
{
I{|βjη| ≥ 2κtNσj}
+I{|βjη| < 2κtNσj}
}]
= : Bb+Bs+ Sb+ Ss.
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Using Proposition 2, we have
Bb ≤ C∑Jj=−1∑η∈Zj σpjN−p/2‖ψjη‖ppI{|βjη| ≥ κ2 tNσj}
Ss ≤∑Jj=−1∑η∈Zj |βjη|p‖ψjη‖ppI{|βjη| < 2κtNσj}.
And, using in addition (25) and (36)
Bs ≤
J∑
j=−1
∑
η∈Zj
[E|βˆjη − βjη|2p]1/2[P{|βˆjη − βjη| ≥ κ2 tNσj}]
1/2‖ψjη‖ppI{|βjη| <
κ
2
tNσj}
≤ C
J∑
j=−1
∑
η∈Zj
σpjN
−p/221/2N−κ
2/32‖ψjη‖ppI{|βjη| <
κ
2
tNσj}
≤ C
J∑
j=−1
2jp(ν+1)N−p/2N−κ
2/32 ≤ CN−κ2/32.
Now, since f belongs to Bspi,r(M), using again Proposition 2 and (31), we
have
Sb ≤
J∑
j=−1
∑
η∈Zj
|βjη|p‖ψjη‖ppP{|βˆjη − βjη| ≥ 2κtNσj}I{|βjη| ≥ 2κtNσj}
≤
J∑
j=−1
∑
η∈Zj
|βjη|p‖ψjη‖pp2N−κ
2
I{|βjη| ≥ 2κtNσj}
≤ C
J∑
j=−1
2−jp(s−2(
1
pi
− 1
p
)+)N−κ
2 ≤ CN−κ222J ≤ CN−κ2+ 1(ν+1) .
It is easy to check that in any cases if κ ≥ 1− p the terms Bs and Sb are
smaller than the rates announced in the theorem.
We have using Proposition 2, (25) and condition (36) for any p ≥ z ≥ 0:
Bb ≤ CN−p/2
J∑
j=−1
σpj 2
j(p−2) ∑
η∈Zj
I{|βjη| ≥ κ2 tNσj}
≤ CN−p/2
J∑
j=−1
σpj 2
j(p−2) ∑
η∈Zj
|βjη|z[tNσj ]−z
≤ CtNp−z
J∑
j=−1
2j[ν(p−z)+p−2]
∑
η∈Zj
|βjη|z.
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Also, for any p ≥ z ≥ 0
Ss ≤ C
J∑
j=−1
2j(p−2)
∑
η∈Zj
|βjη|zσp−zj [tN ]p−z
≤ C[tN ]p−z
J∑
j=−1
2j(ν(p−z)+p−2)
∑
η∈Zj
|βjη|z.
So in both cases we have the same bound to investigate. We will write
this bound on the following form (forgetting the constant) :
A+B := tNp−z1 [
j0∑
j=−1
2j[ν(p−z1)+p−2]
∑
η∈Zj
|βjη|z1 ]+tNp−z2 [
J∑
j=j0+1
2j[ν(p−z2)+p−2]
∑
η∈Zj
|βjη|z2 ].
The constants zi and j0 will be chosen depending on the cases, with the
only constraint p ≥ zi ≥ 0.
We recall that we only need to investigate the case p ≥ pi, since when
p ≤ pi, Bspir(M) ⊂ Bspr(M ′).
Let us first consider the case where s ≥ (ν + 1)( ppi − 1), put
q =
p(ν + 1)
s+ ν + 1
,
and observe that on the considered domain, q ≤ pi and p > q. In the sequel
it will be useful to observe that we have s = (ν + 1)(pq − 1). Now, taking
z2 = pi, we get:
B ≤ tNp−pi[
J∑
j=j0+1
2j[ν(p−pi)+p−2]
∑
η∈Zj
|βjη|pi].
Now, as
p
q
− 2
pi
+ ν(
p
q
− 1) = s+ 1− 2
pi
and ∑
η∈Zj
|βjη|pi = 2−jpi(s+1− 2pi )τpij ,
with (τj)j ∈ lr (this last thing is a consequence of the fact that f ∈
Bspi,r(M)), we can write :
B ≤ tNp−pi
∑
j=j0+1
2jp(1−
pi
q
)(ν+1)
τpij
≤ CtNp−pi2j0p(1−
pi
q
)(ν+1)
.
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The last inequality is true for any r ≥ 1 if pi > q and for r ≤ pi if pi = q.
Notice that pi = q is equivalent to s = (ν + 1)( ppi − 1). Now if we choose j0
such that 2j0
p
q
(ν+1) ∼ tN−1 we get the bound
tN
p−q,
which exactly gives the rate announced in the theorem for this case. As
for the first part of the sum (before j0), we have, taking now z1 = q˜,
with q˜ ≤ pi (and also q˜ ≤ p since we investigate the case p ≥ pi), so that
[ 1
22j
∑
η∈Zj |βjη|q˜]
1
q˜ ≤ [ 1
22j
∑
η∈Zj |βjη|pi]
1
pi , we get
A ≤ tNp−q˜[
j0∑
−1
2j[ν(p−q˜)+p−2]
∑
η∈Zj
|βjη|q˜]
≤ tNp−q˜[
j0∑
−1
2j[ν(p−q˜)+p−
2q˜
pi
][
∑
η∈Zj
|βjη|pi]
q˜
pi ]
≤ tNp−q˜
j0∑
−1
2j[(ν+1)p(1−
q˜
q
)]
τ q˜j
≤ CtNp−q˜2j0p[(ν+1)(1−
q˜
q
)]
≤ CtNp−q.
The last two lines are valid if q˜ is chosen strictly smaller than q (this is
possible since pi ≥ q).
Let us now consider the case where s < (ν + 1)( ppi − 1), and choose now
q = p
ν + 1− 2p
s+ ν − 2pi + 1
.
In such a way that we easily verify that p − q = p s−2/pi+2/p1+ν+s−2/pi , q − pi =
(p−pi)(1+ν)−pis
s+ν− 2
pi
+1
> 0. Furthermore we also have s+ 1− 2pi = pq − 2q + ν(pq − 1).
Hence taking z1 = pi and using again the fact that f belongs to Bspi,r(M),
A ≤ tNp−pi[
j0∑
−1
2j[ν(p−pi)+p−2]
∑
η∈Zj
|βjη|pi]
≤ tNp−pi
j0∑
−1
2j[(ν+1−
2
p
) p
q
(q−pi)]
τpij
≤ CtNp−pi2j0[(ν+1−
2
p
) p
q
(q−pi)]
.
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This is true since ν + 1 − 2p is also strictly positive since ν + 1 > sp
pi
−1 ≥
2
p−pi ≥ 2p . If we now take 2j0
p
q
(ν+1− 2
p
) ∼ tN−1 we get the bound
tN
p−q,
which is the rate announced in the theorem for this case.
Again, for B, we have, taking now z2 = q˜ > q(> pi)
B ≤ tNp−q˜[
J∑
j=j0+1
2j[ν(p−q˜)+p−2]
∑
η∈Zj
|βjη|q˜].
But ∑
η∈Zj
|βjη|q˜ ≤ C2−jq˜(s+1− 2pi )τ q˜j ,
and s+ 1− 2pi = pq − 2q + ν(pq − 1), hence
B ≤ CtNp−q˜
∑
j=j0+1
2j[(ν+1−
2
p
) p
q
(q−q˜)]
τ q˜j
≤ CtNp−q˜2j0[(ν+1−
2
p
) p
q
(q−q˜)]
≤ CtNp−q,
which completes the proof of Theorem 2.
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