We consider the symmetric exclusion process {η t , t > 0} on {0, 1} Z d . We fix a pattern A := {η :
Introduction
We consider the symmetric simple exclusion process (SSEP) on Z d where particles are indistinguishable. The state space is Ω := {η : η(i) ∈ {0, 1} for i ∈ Z d }, and a graphical construction of the process is as follows. To bonds of the cubic lattice Z d , we associate independent Poisson processes of intensity 1, at whose time realizations the contents of the corresponding adjacent sites are exchanged. We fix a local pattern A ⊂ Ω depending on {η(i) : i ∈ Λ}, where Λ is a finite subset of Z d , and we consider the problem of establishing sharp estimates for the hitting time of A, τ := inf{t : η t ∈ A}. For a physical motivation, see for instance [1] . The SSEP is a non-irreducible Markov process on an uncountable state space with the following special properties (enounced in greater generality than SSEP).
(0) There is a partial order on the state space Ω, say ≺.
(i) The generator of the dynamics, L, is monotone, i.e. e tL preserves increasing functions for any t ≥ 0.
(ii) There is an invariant probability measure ν which satisfies FKG's inequality.
(iii) The pattern of interest, A, is increasing, i.e. ξ ∈ A and ξ ≺ η imply that η ∈ A.
A simple consequence of properties (0)-(iv) is the existence of a limit (see e.g. [1] (2.7)) λ = − lim t→∞ 1 t log (P ν (τ > t)) .
(1.1)
However, to obtain sharper estimates than (1.1), in the context of particle systems satisfying (0)-(iv) and in case λ is positive, is a more intricate matter. For this purpose, it is useful to study the regularity of generalized principal Dirichlet eigenfunctions, that is probability measures µ with support in Measures satisfying (1.2) are also called quasi-stationary measures since if we draw an initial configuration from any such measure, then, for any time t > 0, the law of η t conditioned on {τ > t} is time-invariant: we denote by T t (π), the law of this conditioned process at time t with initial probability measure π. We recall some works relevant to our context. First, some quasi-stationary measures are obtained as limits of linear combination of {T t (ν), t > 0} (see Theorem 1 of [2] , and Theorem 2.4 of [1] ). Assume that such a limit µ is absolutely continuous with respect to ν, and call its density u := dµ/dν. When L * generates a Markov process, let µ * be its corresponding quasi-stationary measure and assume it has a density u * := dµ * /dν. In [1] , Corollary 2.8 and its proof, we have the following general fact.
Fact 1.1 Assume that λ given in (1.1) is positive, and u, u * ∈ L p (ν) for p > 2. Then, for any t ≥ 0 exp(−H(ν, ν)) ≤ P ν (τ > t) exp(−λt)
with dν = uu * dν uu * dν , and H(ν, ν) = log dν dν dν < ∞.
In the symmetric case, the results are stronger (see [2] , or [3] Corollary 2.5). Now, a key step in the proof of the regularity of quasi-stationary measures is to obtain uniform estimates for {T t (ν), t > 0}. In other words, we look for measures ν and ν such that, for any t > 0,
and with dν/dν and dν/dν regular enough (see e.g. [2] and [3] ). In Section 2, we present a simple method to obtain such uniform stochastic bounds. Roughly, the main idea is to bound the principal eigenfunction u -which satisfies on A c that L(u)/u is constant-by a simple function ψ on which we impose a weaker assumption, namely that L(ψ)/ψ is increasing on A c . We apply first this method, in Section 3.3, to the SSEP on Z d and the pattern
. Also, we recall that the SSEP has a one-parameter family of ergodic invariant measures {ν ρ : ρ ∈ [0, 1]}, where ν ρ is a product of Bernoulli measures of density ρ.
Thus, our first application is a key result of [3] . 
(Z is a normalizing constant) such that if dν α := ψdν ρ , then for any t > 0,
This µ ρ is a quasi-stationary measure, and is referred to as a Yaglom limit.
As a second illustration, we treat, in Section 3.4, the pattern A 2 := {η :
′ is a neighbor of the origin 0. However, for technical reasons, we need to have an intensity rate between 0 and 0 ′ larger than 2d − 1.
be the law at time t of the SSEP modified by letting β be the intensity rate between (0, 0 ′ ), and conditioned on {τ > t} with initial measure ν ρ . If the dimension d ≥ 5, and β ≥ 2d − 1, then stochastic estimates of type (1.6) hold. Remark 1.5 To explain the reason for speeding up the intensity of bond (0, 0 ′ ), we need to unravel a key technical assumption. The above mentioned function ψ, which mimics the Dirichlet eigenfunction, is associated with a Markov process that never enters A and with formal generator
A handy assumption on L ψ is that it is monotone. This fails to be the case for SSEP with A 2 = {η : η(0) = η(0 ′ ) = 1}. In other words, there is no coupling of two trajectories (η . , ζ . ) governed by L ψ , with ζ 0 ≺ η 0 , where the order is preserved in time. Indeed, consider ζ ≺ η with η(0 ′′ ) = η(0 ′ ) = 1, where 0 ′′ is a neighbor of 0 different from 0 ′ , and ζ(0 ′′ ) = 1 = 1−ζ(0 ′ ). For the configuration η, the rate intensity associated with (0, 0 ′′ ) is null, whereas it is positive in the configuration ζ. Thus, if the first time realization of the Poisson process associated with (0, 0 ′′ ) in ζ occurs before realizations of the processes associated with the other bonds adjacent to 0 ′′ , then the order is destroyed. We show that speeding up the intensity of the process associated with (0, 0 ′ ) enables us to build a monotone coupling.
Our method can also be used to prove regularity of invariant measures. Thus, our final application, in Section 3.5, is to study the regularity of invariant measures for the symmetric exclusion dynamics with birth and death of particles at the origin. For simplicity, we consider the process where the neighbors of the origin can die with positive rate a, and be born with positive rate b. The invariant measures have been studied in [6] . We obtain here a new characterization. 
where P i (H 0 < ∞) is the probability that a symmetric random walk starting at site i hits the origin, C ab is a positive constant depending on a and b, and ⊗ i =0 ν α i denotes a product Bernoulli measure of density α i at site i of Z d \ {0}.
Remark 1.7
This implies by the arguments of [2] that µ ab ρ is equivalent to ν ρ and that dµ
The problems we consider in Sections 4 and 5 are inspired by works on conditional Brownian motion (see for instance [4] Theorems 1 and 2, [12] Theorem 3 and [10] ). We assume the following hypotheses.
(H) The generator L is self-adjoint in L 2 (ν). The Yaglom limit µ := lim t→+∞ T t (ν) exists with a corresponding λ > 0 for which (1.1) holds. Moreover, u := dµ/dν ∈ L 2 (ν), u is a simple eigenfunction for λ, u is positive ν-a.s., and
Hypotheses (H) have been proved in [3] for SSEP in dimension d ≥ 5 with A 1 . For the pattern A 2 , though the convergence in (1.8) is a corollary of Proposition 1.4, the uniqueness of u in
(ii) For any measure π with dπ/dν ∈ L 2 (ν), we have the following weak-L 2 (ν) convergence
Finally, let dμ = u 2 dν/ u 2 dν, and let {P u η , η ∈ Ω} be the law of the Markov process, reversible in L 2 (μ), formally generated on A c by
We have the following characterization of trajectories in {τ > t}. 2 The monotone method.
We consider a finite state space X with partial order ≺. We recall that a dynamics is monotone when its evolution semi-group preserves increasing functions, or equivalently, when there is a coupling of two paths (η t , ζ t ) such that if η 0 ≺ ζ 0 , then P (η t ≺ ζ t , ∀t ≥ 0) = 1.
Let {P η (.), η ∈ X} be a Markov process on X, and L be the corresponding infinitesimal generator. Lemma 2.1 Let A ⊂ X, and τ = inf{t : η t ∈ A}. Assume that there is a function ψ satisfying: (i) ψ is positive on A c and ψ|
Proof. If {c(a, b), a, b ∈ X} are the rates associated with L, then after a simple computation
Thus, L ψ generates a Markov process on A c . By definition, for any ϕ|
3) and Feynmann-Kac formula give, for η ∈ A,
Thus, for ϕ = 1/ψ,
From (2.5), the lemma is proved using (ii), (iii) and (iv).
We state a related result. Assume that L generates an irreducible Markov process on X, and let ν be a positive probability on X.
, and that by Perron-Frobenius' Theorem (see e.g. [11] Theorem 9.34), there is u > 0 with L * (u) = u.
Lemma 2.2 Assume there is a function ψ satisfying: (i) ψ is positive, (ii) L * (ψ)/ψ is increasing, (iii) the following Markov generator is monotone.
Proof. We call ϕ = u/ψ and look for the equation solved by ϕ
Note also that ϕ is the principal eigenfunction of L ψ + L * (ψ)/ψ. By Perron-Frobenius' Theorem and Feynmann-Kac formula
By hypotheses (ii) and (iii), we obtain that ϕ is increasing.
With the same reasoning,
3 Three Applications.
We consider three applications of the lemmas of Section 2. In Section 3.1, we introduce three particle systems. In proving Propositions 1.3, 1.4, and 1.6, the first step, carried out in Section 3.2, is to approximate these particle systems by finite dimensional irreducible dynamics. The second step is to verify the hypotheses of Lemma 2.1 or Lemma 2.2 in each of our three cases. This is carried out respectively in Sections 3.3, 3.4 and 3.5.
Models.
First, we consider SSEP on Ω with generator acting on local functions as
,
and
It is well known ( [9] , Th. 3.9 and Example 3.1(d)) that L se generates a Feller process and that the following set is a core
It is also well known that for any ρ ∈ [0, 1], L se extends to a self-adjoint operator on L 2 (ν ρ ) (see for instance Section 2 of [13] ).
Secondly, to treat A 2 := {η : η(0) = η(0 ′ ) = 1}, where 0 ′ is a given neighbor of 0, we need to modify the intensity between the bond b := (0, 0 ′ ). Thus, we consider the generator
Finally, we consider SSEP with birth and death of particles at neighbors of the origin. Thus, the state space is Ω
where σ k is the spin flip at site k: σ k η(k) = 1 − η(k), and σ k η(j) = η(j) for j = k.
Approximation by irreducible dynamics.
An easy computation gives
where ∂Λ n := {i ∈ Λ n : ∃j ∈ Λ n with j ∼ i} and n(i) = |{j ∈ Λ n : j ∼ i}|. A similar formula holds for L are ν ρ | Λn -reversible on Ω n . We state next the irreducibility property, though the immediate proof is omitted.
where L 0 is the same expression as L n,ρ se in (3.5) but the sum over i ∼ j is restricted to i, j ∈ Λ n \{0}.
Let T n t (ν ρ ) be the law at time t of the process generated by either L n,ρ se or L n,ρ β conditioned on {τ > t} with initial measure ν ρ . Lemma 3.2 Let {ν n } and {ν n } be two sequences of measures converging respectively to ν and ν.
(ii) Let u n be the unique positive principal eigenfunction of (L
ab . Assume that for all n, ψ n = dν n /dν ρ is positive and decreasing (resp. ψ ′ n = dν n /dν ρ is positive and increasing), such that u n /ψ n is increasing (resp. u n /ψ ′ n is decreasing). Assume also that ν n and ν n satisfy FKG's inequality. Then, there is a subsequence {n k } such that dµ n k := u n k dν ρ converges weakly to dµ ρ , an invariant measure for L ab with
Proof. Point (i). We drop the subscripts se or β from the generators, to unify their treatment. The stopped generator on A,L n,ρ := 1 A c L n,ρ is bounded on Ω n , and it is obvious that
Thus, by a theorem of Trotter-Kurtz (see [9] Theorem 2.12, Chp.I), we have for any t ≥ 0
Note now that T n t (ν ρ ) is absolutely continuous with respect to ν ρ , and
.
(3.8)
Thus, by (3.7), (3.8) and dominated convergence, T n t (ν ρ ) converges weakly to T t (ν ρ ), and point (i) follows easily.
Point (ii). Since u n /ψ n is increasing, we have by FKG's inequality that for any increasing function ϕ 9) so that µ n ≻ ν n . Similarly, we obtain that µ n ≺ ν n . As the space Ω * is compact, there is a subsequence {n k } such that µ n k converges to a measure µ ρ . Now, for any function
Thus, L ab (ϕ)dµ ρ = 0, and µ ρ is an invariant measure for L ab with ν ≺ µ ρ ≺ ν.
Proof of Proposition 1.3.
The upper bound T t (ν ρ ) ≺ ν ρ is simple. Indeed, by observing that η → P η (τ > t) is decreasing and by using FKG's inequality, we get for any increasing ϕ
We now prove the lower bound ν α ≺ T t (ν ρ ). First, notice that we are committing now an abuse of notation with ≺, since the monotonicity is only meant on A c . Henceforth, by µ ≺ ν, for µ and ν with support in A c , we mean that for any ϕ increasing on A c , ϕdµ ≺ ϕdν.
By Lemma 3.2, we need to establish two points: (a) that for any integer n and t > 0, ν n ≺ T n t (ν ρ ), and (b) that ν n tends to ν α . Moreover, for (a), it is enough to show that
Indeed, note that on A c the probability measure ν n satisfiyes Holley's condition (see Theorem 2.9, p.75 in [9] ) which implies that ν n satisfies FKG's inequality. Thus, for any increasing function ϕ on A c ,
dν n (η) = ϕdν n . Now, we set
where Z n is a constant such that ψ n dν ρ = 1. Also, set
Note that (a) will follow when the hypotheses of Lemma 2.1 are satisfied, whereas (b) will follow as soon as for all sites i, α
We focus now on the four hypotheses of Lemma 2.1. As the γ i,n will be chosen smaller than 1, ψ n is decreasing. Moreover, a simple computation shows that L ψn , obtained by L n,ρ se as in Lemma 2.1, generates a monotone exclusion process since the intensity rate of any bond (i, j) depend only on η(i) and η(j). Thus, it remains to show that L n,ρ se (ψ n )/ψ n is increasing. Before specifying the {γ i , i ∈ Z d }, we need some notations. Henceforth, we write L n for L n,ρ se , and γ i for γ i,n . For each i ∈ Z d , let {X(i, t), t ≥ 0} be a symmetric simple random walk trajectory starting at i; we denote by P i the average over such trajectory. Let H 0 = inf{t : X(i, t) = 0}, and H n = inf{t :
It is well known that for i ∼ 0, P i (H 0 < ∞) < 1/2 for d ≥ 3 (see for instance [5] ), and that P i (H 0 < H n ) increases to P i (H 0 < ∞). Finally, note that i → P i (H 0 < H n ) is harmonic outside 0 (see e.g. (3.16) below). Let 0 ′ be a neighbor of 0, and for i ∈ Λ n \{0}, we set
, where
Note that the corresponding α
Thus, (b) follows as soon as i P 2 i (H 0 < +∞) < +∞, that is for d ≥ 5 (see [2] ). Proof that V := L n ψ n /ψ n is increasing. For k ∈ Λ n \{0} and η(k) = 0 we show that V (σ k η) ≥ V (η). We denote by N k := {j ∈ Λ n \{0} : j ∼ k}, N 0 k := {j ∈ N k : η(j) = 0} and N 1 k := {j ∈ Λ n \{0} : η(j) = 1}. We treat separately the cases: k ∈ Λ n \{∂Λ n , N 0 }, k ∈ ∂Λ n and k ∈ N 0 .
Case 1: k ∈ Λ n \{∂Λ n , N 0 }. We assume η(k) = 0.
Note that i → 1/γ i is harmonic at k, so that
Case 2: k ∈ ∂Λ n . Note that for any η,
with κ := 1 − ρ ρ , and
Thus, for η with η(k) = 0
(3.19) If we extend η outside Λ n by 1, and recall that γ j = 1 for j ∈ Λ n , we can replace the sum over N k ∩ Λ n by a sum over N k with an additional term −n(k)(1 − γ k ). Thus,
The same argument as in Case 1 implies that the sum over N k is nonnegative, and it is enough to have
which is always true for any ρ ∈]0, 1[, since γ k ≤ 1.
Thus, for η(k) = 0
Now, as i → P i (H 0 < H n ) is harmonic (and that 0 ∈ N k by definition)
Thus, for our choice of
Proof of Proposition 1.4
Most of the arguments in the proof of Proposition 1.4 follows the ones in Section 3.3. A new difficulty arises from the fact that monotonicity of L ψ is not trivial anymore. As in Section 3.3, we first need some notations to specify the {γ i , i ∈ Z d }. We denote by P i the average over {X(i, t), t ≥ 0}, a symmetric simple random walk trajectory starting at i. Let H {0,0 ′ } = inf{t : X(i, t) ∈ {0, 0 ′ }}, and H n = inf{t :
We show in the appendix that for i ∼ 0, i = 0
, we choose n large enough so that P i (H {0,0 ′ } < H n ) < 1/2. Thus,
We choose
, and
Finally, note that i → P i (H {0,0 ′ } < H n ) is harmonic outside {0, 0 ′ }, and that with γ 0 = γ 0 ′ , we have
. We are now ready for the following.
Proof that V := L n,ρ β (ψ n )/ψ n is increasing. In the case where k is not a neighbor of 0 nor of 0', then V (σ k η) − V (η) has the same expression as in Cases 1 or 2 of Section 3.3. We do not repeat the computations.
Case 1: k ∈ N 0 \{0 ′ }. Set N * k := {j : j ∼ k, j ∈ {0, 0 ′ }}, and for η ∈ A and η(k) = 0
with,
Note that by harmonicity
, and use (3.31), the expression S k of (3.30) have the lower bound
(3.32) Now, in the event {η(0) = 1, η(0 ′ ) = 0}, (3.29) and (3.32) yield
In the event {η(0) = 0, η(0 ′ ) = 1}, we have
Finally, in {η(0) = 0, η(0 ′ ) = 0}, we have
Case 2: k ∈ {0, 0 ′ }. We assume k = 0, and
Proof that L ψn is monotone.
We describe an order-preserving coupling between two trajectories (η t ,η t ) for t ≥ 0, when η 0 ≻η 0 . We run the two dynamics with the same family of Poisson processes up to the first time there is a mismatch at 0 or 0 ′ . Assume that this happens at the stopping time T and that η T (0
. Under L ψn , the rate for bringing η-particles from any site of N 0 to 0 is null. Let {τ i • θ T , i ∈ N 0 ′ \{0}} be the exponential times associated with the bonds of 0 ′ inη after time T . Note that ifη T (i) = 1 for i neighbor of 0 ′ , then the intensity rate of
Let τ a be an exponential time of parameter β − α independent of the other times. We associate to the bond b of η at time T , the exponential time of parameter β
We associate to the bond b ofη an independent copy of τ b -but sinceη T (0) =η T (0 ′ ) = 0 this will have no effects. All remaining bonds in the two trajectories share the same Poisson processes. Now, if τ b = τ a , then there is a mismatch at 0 and η T +τ b + ≻η T +τ b + and we restart the same construction-with 0 and 0' exchanging roles. On the other hand, if τ b < τ a , then the mismatch at 0 and 0' vanishes, η T +τ b + ≻η T +τ b + , and we proceed with the same Poisson processes on all bonds.
Proof of Proposition 1.6
We rely here on Lemmas 2.2 and 3.2, with L = L n,ρ ab . We define
where Z n is a constant such that ψ n dν ρ = 1, and
where H 0 , H n are defined in equation (3.12) , and C a,b is a constant that will be fixed later. We remark that (L n,ρ
whereL is the Markov generator
Thus, as observed in [6] , if
* is a Markov generator, and ν ρ is an invariant measure (reversible if a = b).
Since ψ is a product function, L ψ is a monotone generator. Indeed, the intensity rate of (i, j) depends only on η(i) and η(j), whereas the rate of spin flip at site k depends only on η(k). Thus, in order to prove the lower bound in (1.7), we are left to show the following.
Proof that V := (L n,ρ ab ) * ψ n /ψ n is increasing.
We take k ∈ Λ n \{0} with η(k) = 0, and we show that V (σ k η) − V (η) ≥ 0. The case where k is not a neighbor of 0 is similar to Cases 1 or 2 in the proof of Proposition 1.3. Assume k ∼ 0, rewriting V , we need
By defining γ 0 = 1/(1 + C a,b ), we obtain that k → 1/γ k is harmonic outside 0, and we obtain the sufficient condition
For the upper bound in (1.7), we replace ψ n by
where Z ′ n is a constant such that ψ ′ n dν ρ = 1. It is easy to check that the corresponding α i = (ργ
produces the relation in (1.7). In this case the corresponding potential V ′ should be decreasing. By the same argument as used above, we obtain the sufficient condition
Now, if we set δ = b(1 − ρ)/(aρ), (3.43) and (3.45) read
and, 1
Thus, for any a and b positive, we can take C a,b large enough so that (3.46) and (3.47) hold.
4 Proof of Proposition 1.8.
. Let us first note that (ii) is a simple consequence of (i). Indeed, let g = dπ/dν and let f be in L 2 (ν).
Now, to prove (i), we first set
, and H = u gdµ,
and we need to show that H t converges to H in weak-L 2 (ν) topology. We actually show that this convergence holds in L 2 (ν), which is equivalent to the following two facts:
and,
We begin by proving (4.1). Since u is a simple eigenfunction in L 2 (ν),S t (u) = e −λt u ν-a.s., and by symmetry
In the last step, we used (1.4). Thus, (4.1) is established.
In order now to prove (4.2), we rewrite
we are left to show that
Denote by (Π x ) x∈IR the spectral projections ofL in L 2 A . We know that Π x = I for x ≥ −λ. Thus, by the Spectral Theorem,
where ·, · in the scalar product in L 2 (ν). Now, we have the orthogonal decomposition
By assumption (H), λ is a simple eigenvalue for L. This implies that range(Π −λ − Π −λ − ) = span(u). Indeed, since the spectrum ofL is bounded from above, we have that range(
so that Theorem 5 (p.265) of [7] applies, and ϕ = Π −λ − (ϕ). In particular, ϕ n := Π −λ−1/n ϕ, converges to ϕ in L 2 (ν). Define
Since g n , Π x g n = ϕ n , Π x ϕ n for x < −λ, and
we have
Similarly,
(4.6) By (4.4), (4.5) and (4.6), we have that (4.3) holds if we replace g with g n , and therefore (1.9) holds for g n . To complete the proof, we are left to show that
But,
The proof is concluded after recalling that g n − g 2 → 0, and sup t e −λt P ν (τ > t) < ∞ (by Fact 1.2).
5 The process P u .
In this section, we study the law of the whole path η [0,t] ≡ (η s ) s∈[0,t] under the conditional distribution P ν (·|τ > t), in the limit as t tends to infinity. Consider the stochastic process
Let F t be the σ-field σ{η s : s ∈ [0, t]}. Note that, for 0 ≤ s < t,
so that (Z t ) t≥0 is a positive martingale under P ν , with E ν [Z t ] = 1 for any t ≥ 0. Thus, for any t ≥ 0, a probability measure P u can be defined on F t by
(μ) and t ≥ s ≥ 0, we have, using reversibility,
1) where equalities are intended P u -a.s. Therefore, under P u , the canonical process η t is stationary with marginal lawμ, and the transition probabilities are given by
By the same argument in (5.1), the associated Markov family {P
where Γ is a measurable set of paths depending only on times in [0, t]. Observe, finally, that P u is reversible, i.e. it is invariant by time reversal.
Proof of Proposition 1.9
Let ϕ = ϕ(η [0,r] ) be a bounded measurable function. By reversibility and the the Markov property
Now, recalling (1.4)
Also, by Cauchy-Schwarz' inequality, if we set f (t, η) = (dT t (ν)/dν)(η), then
This last expression goes to 0 as t tends to infinity. Thus, gathering (5.4) and (5.5), we obtain
Remark 5.1 By using arguments as those in Section 4, one can show that, for 0 < a t < b t < t with lim 
Appendix
We show in this appendix that, with the notation of Section 3.4, if k is a neighbor of 0, k = 0 ′ , then in dimensions d ≥ 4, P k (H {0,0 ′ } < ∞) < 1/2, where H Λ = inf{n > 0 : S n ∈ Λ}, where Λ ⊂ Z d and {S n , n ∈ N} is a random walk. First, note that
We will show that (i) P k (H 0 ′ < ∞) ≤ P k (H 0 < ∞) and that (ii) P k (H 0 < ∞) ≤ P 0 (H 0 < ∞). Assume (i) and (ii) hold, if R is the number of return to the origin, we have the classical equality
, (where we recall that E 0 [R] = ∞ n=2 P 0 (S n = 0)).
Finally, we conclude using the computation in [8] E 0 [R] < 0, 25 for d ≥ 4. Now, we show (i). To each path starting from k and touching 0 ′ , we associate a path starting from k and touching 0. Let {S n , n ∈ N} be a path with S 0 = k, let ν = inf{n > 0 : S n − S n−1 = 00 ′ }, and {S ′ n , n ∈ N} be as follow: if ν = ∞, then S ′ n = S n for all n; otherwise, let S ′ n = S n for n < ν and S ′ n = S n+1 − 00 ′ for n ≥ ν. Let H Now, point (ii). We couple S n with a pathS n starting at 0 and such that if S n = 0, theñ S n+1 = 0. For i, j two sites neighbors of 0, let R i,j be the rotation with center 0 which sends 0i onto 0j. Let X 0 be a uniform choice of a site in N 0 , and definẽ S 1 = X 0 , and for n ≥ 1,S n+1 = X 0 + R k,X 0 (S n ).
This definition ensures that {S n , n ∈ N} has independent increments uniformly in N 0 and such that if S n = 0, thenS n+1 = 0. Thus, (ii) follows easily.
