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Summary
Rotation has a number of important eﬀects on the evolution of stars. Apart from struc-
tural changes because of the centrifugal force, turbulent mixing and meridional circulation
can dramatically aﬀect a star’s chemical evolution. This leads to changes in the surface
temperature and luminosity as well as modifying its lifetime. Rotation decreases the
surface gravity, causes enhanced mass loss and leads to surface abundance anomalies
of various chemical isotopes all of which have been observed. The replication of these
physical eﬀects with simple stellar evolution models is very diﬃcult and has resulted in
the use of numerous diﬀerent formulations to describe the physics. We have adapted the
Cambridge stellar evolution code to incorporate a number of diﬀerent physical models
for rotation, including several treatments of angular momentum transport in convection
zones. We compare detailed grids of stellar evolution models along with simulated stellar
populations to identify the key diﬀerences between them. We then consider how these
models relate to observed data.
Models of rotationally-driven dynamos in stellar radiative zones have suggested that
magnetohydrodynamic transport of angular momentum and chemical composition can
dominate over the otherwise purely hydrodynamic processes. If this is the case then a
proper consideration of the interaction between rotation and magnetic ﬁelds is essen-
tial. We have adapted our purely hydrodynamic model to include the evolution of the
magnetic ﬁeld with a pair of time-dependent advection–diﬀusion equations coupled with
the equations for the evolution of the angular momentum distribution and stellar struc-
ture. This produces a much more complete, though still reasonably simple, model for the
magnetic ﬁeld evolution. We consider how the surface ﬁeld strength varies during the
main-sequence evolution and compare the surface enrichment of nitrogen for a simulated
stellar population with observations.
Strong magnetic ﬁelds are also observed at the end of the stellar lifetime. The surface
magnetic ﬁeld strength of white dwarfs is observed to vary from very little up to 109G.
As well as considering the main-sequence evolution of magnetic ﬁelds we also look at how
the strongest magnetic ﬁelds in white dwarfs may be generated by dynamo action during
the common envelope phase of strongly interacting binary stars. The resulting magnetic
ﬁeld depends strongly on the electrical conductivity of the white dwarf, the lifetime of the
convective envelope and the variability of the magnetic dynamo. We assess the various
energy sources available and estimate necessary lifetimes of the common envelope.
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1Focus on the journey, not the destination. Joy
is found not in finishing an activity but in do-
ing it. (Greg Anderson)
1
Introduction
The study of the eﬀects of rotation on stars is notoriously diﬃcult because of the challenge
to introduce them in a consistent yet suﬃciently simple way. Rotation’s strong connection
with the evolution of magnetic ﬁelds through dynamo mechanisms means that a great
deal of interesting behaviour arises from their introduction into stellar models. Rotation
and magnetic ﬁelds are present in almost all areas of astrophysics at all scales and are
so very deserving of attention. Massive stars are of particular interest because they are
largely responsible for driving the heavy element chemical evolution of the Universe. They
are far hotter and more luminous than our own Sun and burn through their nuclear fuel
much faster. During the late stages of their evolution, many of the heavier elements that
are so important to us on Earth, are formed and at the end of their lives they explode
in huge supernovae, scattering their ashes over huge distances. The remnants of these
explosions eventually begin to collapse again to form new stars and planets. Rotation
and magnetic ﬁelds not only aﬀect the structure of stars but also the way in which they
evolve. Understanding how rotation and magnetic ﬁelds aﬀect stars is therefore of great
importance for understanding how the Universe evolves as a whole.
1.1 Stellar evolution
At its simplest level, stellar evolution is the study of why stars exist and how they change
over time. The subject has a long history and beyond the fairly straightforward basic
principles, a huge number of subtle and interesting eﬀects have been identiﬁed that cause
a plethora of fascinating behaviours. In this work we focus on two of these, rotation and
magnetism.
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Figure 1.1: Schematic diagram showing the forces of gravity and pressure acting in a star in hydrostatic
equilibrium.
1.1.1 The mechanical equilibrium of stars
Stars are incredible objects. They power the Universe through nuclear fusion and make
life possible through the formation of heavy elements. Yet basic models of stars can be
constructed from extremely simple principles. At each point in a star, the stellar material
is being acted on by two major forces.
• Gravity: Stars are extremely massive objects. The mass of the Sun is 2 × 1030 kg.
By comparison, the mass of the Earth is 6×1024 kg, roughly a million times smaller.
Because the gravitational pull of an object is proportional to its mass, the surface
gravity of the Sun is roughly 28 times stronger than on Earth1. In a more extreme
case, white dwarfs, which are stars that have expended their nuclear fuel, have
a diameter comparable to the Earth and mass comparable to the Sun. In these
stars, the surface gravity can be millions of times greater than on Earth. Gravity
is extremely important in stars and is constantly pulling all material towards the
centre.
• Pressure: This is the combination of the outward force due to the gas and radiation
within a star. Pressure is a measure of the overall outward force exerted by ions,
electrons and even photons in a material. A gas (or alternatively a liquid or plasma)
is made up of atoms undergoing rapid, random motions. For any enclosed gas, the
1The surface gravity of the Sun is not a million times larger than on Earth because the Sun has a much larger radius.
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surface of the enclosure must exert a force on any atoms that collide with it to
prevent them from passing through. The sum of the force from all of the collisions
is called pressure. In a star material isn’t enclosed in a container but atoms in the
gas do collide with each other. Imagine a completely permeable boundary in a star.
Atoms cross in both directions. If more atomic collisions occur below the boundary
(i.e. the pressure is higher) than above it then more atoms will be ejected in the
upwards direction than are deﬂected downwards. There is therefore a tendency
for a net upward transfer of momentum, or in other words the material below the
boundary exerts an upwards force on the material above the boundary. Hence we are
not so much interested in the total pressure in a star but how the pressure changes
at diﬀerent levels.
Because gravity and pressure both act isotropically (i.e. equally in all directions) stars
tend towards spherical symmetry2.
The balance of these two forces, pressure acting outwards and gravity acting towards
the centre, keeps stars in perfect equilibrium. We call this situation hydrostatic equilib-
rium, illustrated in Fig. 1.1. In stars this equilibrium is, thankfully, extremely stable.
The change caused by the introduction of the centrifugal force3, which arises because of
rotation, is one of the main focuses of this work.
1.1.2 The main sequence
Stars proceed through a number of important stages of evolution during their lifetimes.
Stars are formed from protostellar clouds which collapse under their own gravity, this
stage of evolution is commonly referred to as the pre–main sequence. Eventually the
internal pressure and temperature become large enough to ignite the fusion of hydrogen
to helium. This is the start of the main sequence. Beyond this point, nuclear fusion
becomes the primary energy source for the star. The fusion of hydrogen into helium halts
the collapse of the star which then remains in a stable, quiescent state over a time period
varying between a few million and many billions of years depending on the mass of the
star. Eventually a star burns through all of the hydrogen in the core. When the central
hydrogen abundance reaches zero, the star starts to rapidly expand. This marks the end
of the main sequence and the star transitions into the various phases of giant evolution.
Hydrogen is converted into helium through two primary mechanisms, the pp chain
and the CNO cycle. Stars begin their lives composed of around one quarter helium and
three quarters hydrogen by mass. There are also small quantities of heavier elements
often present (in particular carbon, nitrogen and oxygen, which are produced in the late
stages of the evolution of massive stars). The rate of the CNO cycle depends strongly on
how abundant these elements are.
2I recall one departmental meeting where we spent over an hour discussing the fundamental reason why stars are
spherical.
3A force which does exist! We refer the reader to http://xkcd.com/123/.
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The pp chain dominates the nuclear reactions at temperatures lower than around
2× 107 K and is split into three diﬀerent branches. The ﬁrst few reactions of each chain
are the same. They start with the formation of a deuterium nucleus, 2H, from two
hydrogen nuclei
1H +1 H→2 H + e+ + ν (1.1)
and release a positron, e+, which annihilates quickly with an electron, e, and a neutrino,
ν. Another proton then fuses with the deuterium nucleus so that
1H +2 H→3 He + γ, (1.2)
releasing an energetic photon, γ. From this point on the reaction chains are diﬀerent.
• ppI: This reaction dominates between around 107 K and 1.4× 107 K. In this process,
two 3He nuclei fuse to produce 4He,
3He +3 He→4 He + 21H + γ. (1.3)
The ppI chain produces 26.2 MeV per 4He nucleus produced.
• ppII: This reaction dominates between around 1.4 × 107 K and 2.3 × 107 K. The
reactions of the ppII chain are
3He +4 He→7 Be + γ, (1.4)
7Be + e− →7 Li + ν, (1.5)
and
7Li +1 H→ 24He. (1.6)
The ppII chain produces 25.7 MeV of energy per 4He nucleus.
• ppIII: In this branch of the chain, 7Be is produced as in the ppII chain but the
reaction progresses as
7Be +1 H→8 Be∗ + γ, (1.7)
8Be∗ →8 Be + e+ + ν + γ, (1.8)
and
8Be→ 24He, (1.9)
where 8Be∗ is an unstable isotope of beryllium. This branch of the reaction is
important only when the temperature is greater than 2.3×107 K and generates 19.3
MeV of energy.
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If the temperature exceeds 2×107 K then nuclear reactions are dominated by the CNO
cycle which generates 23.8 MeV of energy per 4He nucleus. The reactions of these cycles
are
12C +1 H→13 N + γ, (1.10)
13N→13 C + e+ + ν, (1.11)
13C +1 H→14 N + γ, (1.12)
14N +1 H→15 O + γ, (1.13)
15O→15 N + e+ + ν, (1.14)
and
15N +1 H→12 C +4 He + γ. (1.15)
Evidently the nuclear processes that cause the evolution of a star across the main
sequence are very dependent on the temperature of the stellar material, this is mainly
inﬂuenced by the mass of the star. Stars of diﬀerent masses evolve quite diﬀerently. In
this piece of work we focus solely on massive stars. The exact deﬁnition of what massive
means varies between authors but we consider such stars to have convective cores and
radiative outer envelopes. This applies to all stars more massive than approximately
1.2M. Typically we refer to intermediate–mass stars as stars with masses between
1.2M and 10M. High–mass stars are those stars more massive than 10M. We show
the main–sequence evolution in the Hertzsprung–Russell diagram for stars with a range
of masses in Fig. 1.2. The Hertzsprung–Russell diagram relates the temperature and
luminosity evolution of stars.
Of particular importance to us in this work is the main–sequence lifetime of a star.
A star that lives for longer has more time for rotational mixing to transport material
between the core and the surface. In addition, stars that live for longer, have more time
to be spun down by magnetic braking and there is more time for the magnetic ﬁeld to
decay. Any diﬀerence in the stellar lifetime therefore has serious consequences for the
evolution of the angular momentum distribution and the magnetic ﬁeld. As shown in
Fig. 1.2, the luminosity of a main–sequence star increases rapidly with mass. This is
because of the higher temperature and pressure in the cores of massive stars and the
lower opacity of their outer envelopes. In fact, the stellar luminosity increases roughly
as a power law such that L ∝ M3.5 where L is the stellar luminosity and M is the
stellar mass. This power law breaks down above around M ≈ 50M because the opacity
in this range is dominated by electron scattering which is not strongly dependent on
temperature. The lifetime of a star depends on how rapidly it burns through its fuel (i.e.
the luminosity) and how much fuel there is to burn. The latter increases in proportion to
the stellar mass. The main–sequence lifetime therefore varies as τms ∝M−2.5. Therefore,
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Figure 1.2: The Hertzsprung–Russell diagram for the main–sequence evolution of non–rotating solar–
metallicity stars for a range of initial masses between 3Mand 100M. The horizontal axis is for the
eﬀective surface temperature, Teﬀ , and the vertical axis is for the stellar luminosity, L.
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the main–sequence lifetime of a star is far shorter for more massive stars.
In this work we focus on the main–sequence evolution of stars. Whilst models of
rotation and magnetic ﬁelds have often been extended on to the giant branch, it is much
more diﬃcult to get a convergent model owing to the emergence of convective shells. The
dramatic change in the mechanism for angular momentum transport across these shells
means that models tend to be far less stable than their main–sequence counterparts.
A consequence is that, whilst models might progress to further stages of evolution, the
progress of a model is likely to be very dependent on the stellar mass and the particular
stages of evolution the model has to traverse.
1.2 Rotation in massive stars
Stars rotate because it is actually quite hard for them not to. Every object in our own
Solar System is rotating; the Earth, the Sun, the planets, the asteroids and the moons.
So it is reasonable to expect that objects beyond the Solar System also rotate which is
indeed what we observe. Stellar rotation arises from two simple ideas, turbulence in the
interstellar medium and conservation of angular momentum. Stars form from giant clouds
of gas that collapse under their own gravity. This material has large–scale turbulence and
so diﬀerent ﬂuid parcels are moving in diﬀerent directions. When a section of the cloud
starts to collapse, it is therefore highly probable that the material has non–zero total
angular momentum, an average rotation in one particular direction around the centre.
The amount of angular momentum the cloud has varies greatly because of the random
nature of turbulence. As the cloud collapses, it retains its total angular momentum
and, much as an ice skater does when she4 draws in her arms, rotates at an increasingly
rapid rate the further it contracts. The gas almost certainly sheds some of its angular
momentum through mass loss from the system during the various stages of star formation
but almost all of the angular momentum would have to be lost from the system for the
star to have minimal rotation. For a review of the star formation process we direct the
reader to McKee and Ostriker (2007). Rotation in stars is therefore a rather normal
feature of their structure. One of the key questions in this work is how fast does a star
need to be rotating before it has a signiﬁcant eﬀect on the structure and evolution and,
when it does, what exactly are those eﬀects.
1.2.1 Changes in stellar structure
Owing to the Earth’s rotation, it is over 20 km wider at the equator than it is from pole to
pole. The same eﬀect happens in stars except, in a high proportion of cases, the rotation
is suﬃciently rapid that the eﬀect is far more pronounced. In fact the equatorial radius
can approach 1.5 times the polar radius. This ﬁgure not only comes from theoretical
models but also from long–baseline interferometric observations of the rapidly rotating
4This choice of pronoun is because it speciﬁcally refers to Christine Yallup.
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stars Achernar (Carcioﬁ et al., 2008) and Altair (Peterson et al., 2006). A map of the
visible surface of Altair by Peterson et al. (2006) is shown in Fig. 1.3. In this ﬁgure, the
distortion to the shape of the star is clearly visible. It is also notable that the star is
hotter at the poles than at the equator. We discuss this further in section 1.2.2.
We can approximate the distortion of stars owing to rotation with a number of simple
models. One of the most common models is that of McLaurin Spheroids which assumes
that the star is a body of constant density with uniform rotation velocity. The other
is the Roche model which assumes the gravitational potential is that of the mass of
the star concentrated at the centre. Typically the second approximation is a better ﬁt
to simulations and observations owing to the strong density gradient in stars. For an
introduction to McLaurin Spheroids we direct the reader to section 41.1 of Kippenhahn
and Weigert (1994).
In the Roche model we assume a spherically symmetric gravitational potential
Φgrav = −GM
r
(1.16)
where G is the gravitational constant, M is the mass of the star and r is the distance
from the centre. This is the gravitational potential of mass M concentrated at the origin.
If the star rotates as a solid body then we can represent the potential of the centrifugal
force by
Φrot = −1
2
s2Ω2 (1.17)
where s is the perpendicular distance from the rotation axis and Ω is the angular velocity.
Let z be the perpendicular distance from the equatorial plane so that r2 = s2 + z2. The
total potential is then
Φ = Φgrav + Φrot = − GM√
s2 + z2
− s
2Ω2
2
. (1.18)
As in section 1.4 the stellar surface is expected to lie along lines of constant potential,
Φ = constant. For Roche models, the critical rotation rate, above which the star becomes
unbound, is given by
Ωcrit =
√
8GM
27R3p
(1.19)
where Rp is the polar radius. Fig. 1.4 shows how the shape of stars in the Roche Model
changes with rotation rate. We note that stars rotating at 80% of their critical rotation
rate still only have an equatorial radius which is approximately 14% larger than their
polar radius.
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Figure 1.3: A false–colour rendering of the visible surface of the rapidly rotating star, Altair, from
Peterson et al. (2006). Red indicates lower luminosity and blue indicates higher luminosity. It is also
indicative of the temperature which ranges from 8,740K at the poles to 6,890K at the equator.
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Figure 1.4: The distortion of stars rotating at diﬀerent rates calculated with the Roche Model. The
contours are for diﬀerent values of ζ = ΩΩcrit ; ζ = 0 (black), ζ = 0.2 (green), ζ = 0.4 (red), ζ = 0.6 (cyan),
ζ = 0.8 (orange), ζ = 1.0 (blue). The degree of distortion is reasonably small even for rotation rates up
to 80% of critical rotation. For very high rotation rates the ratio of the equatorial radius to the polar
radius tends to 1.5.
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1.2.2 The Von Zeipel paradox
The condition for radiative equilibrium outside burning regions in a hydrostatic star is
such that the divergence of the radiative ﬂux, F , is 0 (i.e. ∇ · F = 0). This condition
ensures that the amount of heat ﬂux is conserved as it passes through an arbitrary ﬂuid
parcel, or rather that no energy is either created or destroyed as it is transported through
the star. Von Zeipel (1924) considered how radiative equilibrium would be aﬀected by
rotation and concluded that a rotating, hydrostatic star could not simultaneously be in
radiative equilibrium. This is commonly known as the Von Zeipel paradox. For a complete
description we direct the reader to Tassoul (1978). We go through a basic derivation here.
The thermal ﬂux at some point in a star is given by
F = −4acT
3
3κρ
∇T, (1.20)
where a = 7.5646×10−15erg cm−3 K−4 is the radiation–density constant, c is the speed of
light, T is the temperature, κ is the opacity and ρ is the density. All of these quantities
can be written in terms of the total potential, Φ, which includes the force of gravity and
rotation such that
F =
(
−4a3T
3
3κρ
dT
dΦ
)
∇Φ = f(Φ)∇Φ, (1.21)
where f(Φ) is some unknown function of the potential. The radiative ﬂux is therefore
perpendicular to contours of constant Φ. If we calculate the divergence of F from equation
(1.21) we ﬁnd
∇ · F = f ′(Φ)(∇Φ)2 + f(Φ)∇2Φ. (1.22)
From Poisson’s equation we know that ∇2Φ = 4πGρ− 2Ω2 where G is the gravitational
constant and Ω is the angular velocity which is also constant along lines of constant
Φ. However, ∇Φ is not constant at diﬀerent co–latitudes, the contours of constant Φ
in a rotating star are closer together at the poles than they are at the equator. This is
illustrated in Fig. 1.5. Therefore the right–hand side of equation (1.22) is non–zero and
radiative equilibrium cannot be established.
Von Zeipel (1924) took this further and established a relation between the eﬀective
gravity and eﬀective temperatures; Teﬀ(Ω, θ) ∝ geﬀ(Ω, θ) 14 . This is Von Zeipel’s theorem,
derivations of which can be found in Tassoul (1978) and Maeder (2009). A brief derivation
is given in appendix A.3. On the stellar surface the eﬀective gravity is stronger at the
poles than at the equator owing to the action of the centrifugal force so we similarly
expect the eﬀective surface temperature to be higher at the poles than at the equator.
This is exactly the observation of rapidly rotating star Altair as shown in Fig. 1.3.
As rotation breaks the radiative equilibrium within the star, additional processes must
occur in order to bring the star back into equilibrium. As a result of the Von Zeipel
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Figure 1.5: The shape of contours of constant potential in a star rotating at 99% of its critical rotation
rate calculated using the Roche Model. The contours are for diﬀerent values of the potentail, Φ. Given
that the potential at the surface of the star is Φsurf the contours as for, Φ = Φsurf (black), Φ = 1.2Φsurf
(green), Φ = 1.4Φsurf (red), Φ = 1.6Φsurf (cyan), Φ = 1.8Φsurf (orange), Φ = 2Φsurf (blue). Note that
the contours are closer together at the pole than at the equator.
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paradox, we know that in the absence of these other processes, there will be diﬀerent
degrees of heating and cooling of material across surfaces with constant potential. This
gives rise to buoyant forces and results in a bulk motion of material which manifests as
a circulation current within the star. Transport of thermal energy by these currents re–
establishes radiative equilibrium. Strictly speaking we can no longer claim that rotating
stars are in hydrostatic equilibrium but these circulation currents are suﬃciently weak
that they do not greatly aﬀect the hydrostatic balance between pressure, gravity and
rotation. Various forms of the meridional circulation have been used over the years. The
most common is that of Sweet (1950) but other theories have been used more recently
by Zahn (1992) and Maeder and Meynet (2000).
1.2.3 The Kelvin–Helmholtz instability
Certain types of ﬂuid ﬂow are susceptible to a range of instabilities. When an instability
occurs, an otherwise simple ﬂow develops complicated secondary motions and eventually
may descend into turbulence. The particular instability which is of most interest to us is
the Kelvin–Helmholtz instability and occurs at the interface between two ﬂuids moving
at diﬀerent velocities. This is an extremely common instability and occasionally can be
observed in certain cloud formations. In fact, it is widely considered (e.g Fo¨rste, 1996)
that Van Gogh’s “La Nuit E´toile´e” (Fig. 1.6) depicts this phenomenon. A numerical
simulation of the phenomenon is shown in Fig. 1.75.
It is quite easy to demonstrate the existence of this instability from linear analysis of
the equations of ﬂuid dynamics. We restrict ourselves to the simple case of two ﬂuids
separated by a discrete, horizontal interface. In stellar environments the change in density
is continuous and so the analysis is somewhat more complicated and the result is known
as the Taylor–Goldstein equation. Below the interface the ﬂuid velocity is u1 = u1ex,
the density is ρ1 and the pressure is p1 = p0 − ρ1gz where z is the vertical coordinate.
Similarly, above the interface the ﬂuid velocity is u2 = u2ex, the density is ρ2 and the
pressure is p2 = p0−ρ2gz. We assume the background ﬂow above and below the boundary
are both moving in the x–direction. We could generalize this for arbitrary ﬂow directions
above and below the interface but for simplicity we look at the example where the ﬂows
above and below the interface are in the same direction. The equilibrium position of the
interface is at z = 0 but we perturb it so that the interface is at
z = ξ = ξ0 exp (i (kx + ly) + st) . (1.23)
We assume that the background ﬂow is irrotational (∇ × u = 0) and incompressible
(∇·u = 0) so that we can represent the ﬂuid velocity by the gradient of a potential ﬁeld,
u = ∇φ where
5The slides in this ﬁgure were taken from an open–source movie of a numerical simulation of the instability at
http://en.wikipedia.org/wiki/File:Kelvin-Helmholtz Instability.ogv. It’s my personal favourite animation of the
instability and I’ve yet to ﬁnd a more illustrative simulation in the literature. Unfortunately many details of the model
such as the initial conditions and code used are unavailable.
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Figure 1.6: Van Gogh’s “La Nuit E´toile´e”. The white clouds in the centre are widely regarded as
undergoing Kelvin–Helmholtz instabilities.
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Figure 1.7: Numerical simulation of the Kelvin–Helmholtz instability. The white ﬂuid is moving to the
right and the black ﬂuid is moving to the left. Eddies form at the interface between the two regions and
the subsequent turbulence leads to mixing of the two ﬂuids. The simulation is shown at t = 0 s (top
left), t = 1 s (top right), t = 3 s (middle left), t = 5 s (middle right), t = 6 s (bottom left) and t = 7 s
(bottom right).
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φ =
⎧⎨
⎩φ1, z > ξ,φ2, z < ξ (1.24)
and
∇2φi = 0. (1.25)
In the limit of very large z
∇φ1 → u1 as z → −∞ (1.26)
and
∇φ2 → u2 as z → +∞. (1.27)
The kinematic boundary condition states that ﬂuid on the surface, ξ, must remain on
the surface. This implies
∂φi
∂z
=
Dξ
Dt
=
∂ξ
∂t
+
∂φi
∂x
∂ξ
∂x
+
∂φi
∂y
∂ξ
∂y
on z = ξ for i = 1, 2. (1.28)
The dynamic boundary condition is derived from the Bernoulli principle and ensures that
pressure is balanced across the boundary
ρ1
(
1
2
(∇φ1)2 − 1
2
u21 +
∂φ1
∂t
− gz
)
= ρ2
(
1
2
(∇φ2)2 − 1
2
u22 +
∂φ2
∂t
− gz
)
on z = ξ.
(1.29)
To investigate linear stability we set
φ2 = u2x + φ˜2 for z > ξ (1.30)
and
φ1 = u1x + φ˜1 for z < ξ. (1.31)
We substitute this solution into the boundary conditions and neglect second order terms.
This gives
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∇2φ˜1 = 0 z < 0, (1.32)
∇2φ˜2 = 0 z > 0, (1.33)
∇φ˜1 → 0 z → −∞, (1.34)
∇φ˜2 → 0 z → +∞, (1.35)
∂φ˜i
∂z
=
∂ξ
∂t
+ ui
∂ξ
∂x
z = 0, i = 1, 2 (1.36)
(1.37)
and
ρ1
(
u1
∂φ˜1
∂x
+
∂φ˜1
∂t
+ gξ
)
= ρ2
(
u2
∂φ˜2
∂x
+
∂φ˜2
∂t
+ gξ
)
z = 0. (1.38)
(1.39)
The solution of equations (1.32) to (1.35) is
φ˜1 = A1e
qzei(kx+ly)+st (1.40)
and
φ˜2 = A2e
−qzei(kx+ly)+st, (1.41)
where q2 = k2 + l2 and Ai are constants to be determined. Substituting these solutions
into equation (1.36) gives
A1 = −s + iku1
q
ξ0 (1.42)
and
A2 =
s + iku2
q
ξ0. (1.43)
Further substituting these solutions into equation (1.38) gives
ρ1
(
qg + (s + iku1)
2
)
= ρ2
(
qg − (s + iku2)2
)
(1.44)
which simpliﬁes to
s = −ik
(
ρ1u1 + ρ2u2
ρ1 + ρ2
)
±
(
k2ρ1ρ2(u1 − u2)2
(ρ1 + ρ2)2
− qg(ρ1 − ρ2)
ρ1 + ρ2
) 1
2
. (1.45)
We get instability in the system if the real part of s is positive. This can only occur when
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√
k2 + l2
k2
g <
ρ1ρ2(u1 − u2)2
(ρ1 − ρ2)2 . (1.46)
This criterion is met whenever there is shear (i.e. u1 − u2 	= 0) for suﬃciently large k.
However, for very large frequencies, surface tension eﬀects can stabilise the boundary. The
main conclusion we draw from this criterion is that the system becomes more unstable
for higher shear and more stable if the density diﬀerence between the two layers is large.
1.2.4 Observations of rotational velocities
The observations of rotation rates of massive stars are nothing new. Much of the analysis
over the past three decades has come from the data of the Bright Stars Catalogue (Hoﬄeit
and Jaschek, 1982) but there have been a number of signiﬁcant updates (e.g. Abt et al.,
2002; Huang and Gies, 2006; Strom et al., 2005).
There are a number of ways in which the surface rotation rate can be measured. One of
these is to measure the diﬀerence in the redshift between the light emitted from diﬀerent
sides. If the star is rotating then one side moves towards the observer and so the light is
shifted towards higher frequencies (blue–shift). On the other side of the star, the emission
surface recedes from the observer and so the light is shifted towards lower frequencies
(red–shift). This is a good technique but largely impractical for all but the closest stars
because extremely high resolution is needed to distinguish between light emitted from
two diﬀerent sides of the star. The more common way to measure the surface rotation is
to use the broadening of absorption lines in stellar spectra. Stars emit light across a wide
range of frequencies. Diﬀerent isotopes in stellar atmospheres absorb light very strongly
at very speciﬁc frequencies. The change in the amount of light being emitted at a speciﬁc
frequency indicates the abundance of a particular isotope and the shape of the absorption
feature can be modelled with simulations of stellar atmospheres. One particular observed
eﬀect is that, in rotating stars, the overall amount of light absorbed is the same but the
width of the line is signiﬁcantly broader. The line width is typically measured by looking
at the FHWM (full width half maximum) which is the width of the absorption feature
at half its depth. The larger the FHWM is, the faster the star is rotating. Fig. 1.8 shows
an example absorption feature from Dufton et al. (2006). This shows the same feature
in two stars with diﬀerent rotation rates. Note that the feature is signiﬁcantly broader
in the more rapidly rotating star.
Stellar populations of massive stars have been observed to exhibit a range of diﬀerent
rotation rates. Fig. 1.9 shows the distribution of surface rotation rates for a sample of
Galactic B stars from Huang and Gies (2006) who used the data of Abt et al. (2002).
The ﬁeld stars have mean surface rotation velocity of 113 km s−1 and for cluster stars the
mean velocity is 148 km s−1. Strom et al. (2005) similarly concluded that populations
of massive stars in dense clusters had average rotation velocities that were signiﬁcantly
higher than ﬁeld stars. It is not known exactly why this happens. Strom et al. (2005)
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Figure 1.8: The rotational broadening of absorption lines in stellar spectra. The top panel is for a star
with estimated rotation velocity of 75 km s−1 and the bottom panel is for a star with estimated rotation
velocity of 330 km s−1. The ﬁgure is from Dufton et al. (2006).
20 CHAPTER 1. INTRODUCTION
Figure 1.9: Histograms of the projected surface rotational velocity, V sin i, for ﬁeld and cluster B stars.
The ﬁgure is from Huang and Gies (2006) who used the data of Abt et al. (2002).
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suggest it could either be that in dense clusters it is harder to form wide binaries. Wide
binaries would reduce the average angular momentum of the stars because much of the
angular momentum of the stellar material would instead be absorbed as orbital angular
momentum of the binary systems. An alternative explanation is that dense star clusters
aﬀect the way material is accreted on to stars during the formation phase. This aﬀects the
angular momentum of the population when it reaches the main sequence. It has also been
suggested by Dufton et al. (2011) and de Mink et al. (2011) that the most rapidly rotating
stars arise because of angular momentum transfer between stars in binary systems. We do
not examine these eﬀects in this work but simply stress that rotation is a common feature
of massive stars and hence it is important to continue developing our understanding of
how it aﬀects physical processes in stars.
Much of the current work regarding stellar rotation uses the data of Dufton et al.
(2006) and Hunter et al. (2009) from the VLT–FLAMES survey of massive stars (Evans
et al., 2005). Using the rotational velocities derived from the survey, Hunter et al. (2009)
estimated the chemical compositions at the surface of many of the massive stars in the
survey. As described in section 1.2.5, we expect rotation to cause abundance anomalies in
rotating stars by transporting material from the core to the surface. The data of Hunter
et al. (2009) allows us to see exactly how rotation and chemical abundance anomalies are
related. A sample of this data is shown in Fig. 5.11. It is primarily this data that we use
to examine how closely our models for stellar rotation ﬁt with real stars.
1.2.5 Chemical mixing in massive stars
Chemical anomalies in O and B stars have been studied for over 40 years. Walborn (1970)
identiﬁed a number of stars in this luminosity range whose measured nitrogen abundances
were signiﬁcantly diﬀerent to other similar stars in the same population and which could
not be classiﬁed into any other existing stellar types. These observations were expanded
by Dufton (1972) who looked in detail at two B–type stars and found abundance anomalies
in the nitrogen, neon, silicon and magnesium. However, these were attributed to chemical
inhomogeneities in the interstellar medium rather than to rotation. This phenomenon
was later also observed in the Magellanic Clouds (Trundle et al., 2004). The chemical
abundances for a large number of stars from the Milky Way, Small Magellanic Cloud and
Large Magellanic Cloud have recently been analysed by Hunter et al. (2009) who found
many stars with peculiar chemical abundances, particularly nitrogen. For most stars,
there is a strong correlation between nitrogen enrichment and rotation. However, there
are two notable classes of stars which do not obey this rule.
1. Chemically peculiar stars are observed that have slow surface rotation but an un-
usually high nitrogen abundance compared to the rest of the population. Hunter
et al. (2009) suggest that these stars might be the result of magnetic ﬁelds but as-
serts that the magnetic ﬁelds in these stars are of fossil origin (c.f. section 1.3.3)
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because dynamo–driven magnetic ﬁelds based on current models (e.g. Spruit, 2002)
would be present in all the observed stars. This is not necessarily true as discussed
in chapter 5.
2. A number of stars were observed with rapid surface rotation but low surface nitrogen
enrichment. Whilst this would be the case for very young stars, such stars would
fall outside of the observational limits of the VLT–FLAMES survey (Brott et al.,
2011a). The stars in this category also have relatively low surface gravity and so are
almost certainly not young enough to ﬁt this explanation. It has been speculated
that these stars could be the result of binary evolution but this has thus far remained
untested.
1.3 Stellar magnetism
Along with rotation, stellar magnetism is a property of main–sequence stars that is of-
ten regarded as of secondary importance. In many stars this may be the case but it
is increasingly becoming recognised that magnetic ﬁelds may play a major role in the
evolution of some stars, particularly in populations of massive stars. As with rotation,
magnetic ﬁelds are not an alien phenomenon. The Earth has a magnetic ﬁeld strength
of approximately 0.1G and the Sun has a surface ﬁeld strength of, on average, around
1G. However, the complex behaviour of magnetic ﬁelds means that their generation and
evolution is diﬃcult to model and our knowledge of how this occurs within our own Solar
System, where our observations are somewhat more detailed than other systems, is still a
very active area of research. However, we do know that extremely strong ﬁelds are not an
uncommon feature of other stellar systems. The most striking example of this is the case
of magnetars, neutron stars with extremely strong ﬁelds, which can have ﬁeld strengths
of order 1015 G.
1.3.1 Observations of magnetism in massive stars
The ﬁrst stellar magnetic ﬁeld reported outside of our Solar System was by Babcock
(1947) for a chemically peculiar A star, 78 Vir. Chemically peculiar stars have distinctly
diﬀerent surface compositions across a number of elements when compared to their sur-
rounding populations and are commonly referred to as Ap and Bp stars for chemically
peculiar A and B stars respectively. Around 10% of A stars are estimated to belong in
the Ap classiﬁcation (Moss, 2001). It has been suggested that all chemically peculiar Ap
stars result from the action of magnetic ﬁelds (Aurie`re et al., 2007). In fact, Aurie`re et al.
(2007) suggested further that there may exist a minimal magnetic ﬁeld strength, below
which no stable ﬁeld can be sustained given that so few Ap stars are observed with ﬁeld
strengths less than around 300G.
Studies have shown that these chemically peculiar stars contain extremely slow rotators
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and in general have slower rotation than normal stars of similar temperature (Mathys,
2004). This suggests that a mechanism for magnetic braking is likely to be operating
in these stars (c.f. section 2.4.5). It has been suggested that chemical peculiarity arises
because of slow rotation (Abt, 2000) but an alternative scenario, and the one we consider
in chapter 5, is that slow rotation and chemical peculiarity are both results of the magnetic
ﬁeld evolution and are otherwise not causally related.
Observations of the structure of magnetic ﬁelds in magnetic stars typically ﬁnd that
they have signiﬁcant large–scale structure and in most cases are well approximated by a
simple dipolar ﬁeld (Mathys, 2009). This contrasts with the more complex ﬁeld geome-
tries found in less massive stars (Wade, 2003). Measured ﬁeld strengths for these stars
can exceed 20 kG (Borra and Landstreet, 1978) and though this is rare, ﬁeld strengths of
around 7.5 kG are not uncommon (e.g. Bagnulo et al., 2004; Hubrig et al., 2005; Kudryavt-
sev et al., 2006). The determination of the magnetic ﬁelds in more massive stars (i.e. O
stars) is far more diﬃcult because they have few spectral lines and these are often too
broad for use with standard techniques. That said, a number of magnetic O stars have
been identiﬁed. The star θ1 OriC has an observed ﬁeld of 550G (Donati et al., 2002) and
HD 191612 has observed ﬁeld strength of 220G (Donati et al., 2006a).
Observations of the magnetic ﬁelds of massive stars come from a number of diﬀerent
methods. The most common is high–resolution spectropolarimetry. Magnetic ﬁelds cause
a shift in the spectra in circularly polarised light. Therefore, by looking at the diﬀerence
in the spectra produced from both right and left polarisations we can obtain an estimate
for the magnetic ﬁeld strength. If the ﬁeld is suﬃciently strong and there are sharp
absorption features in the spectra it is sometimes possible to see the splitting of absorption
lines in normal spectra without having to look at diﬀerent polarisations. These methods
are less useful at higher rotation rates because of the rotational broadening discussed in
section 1.2.4. In these situations, the largest absorption features become too broad to
get accurate measurements. For fast rotators, hydrogen Balmer lines are often used to
determine the magnetic ﬁeld strength because rotational broadening has a much smaller
eﬀect on them owing to their larger intrinsic line width. This method has notably been
used by the fors–1 instrument at the Very Large Telescope (e.g. Bagnulo et al., 2002;
Hubrig et al., 2008). For a more detailed review of the observational techniques used
to determine the magnetic ﬁeld conﬁguration in massive stars we direct the reader to
Mathys (2009).
More recently, a great deal of work to expand our knowledge about massive magnetic
stars has been conducted by the MiMeS (Magnetism in Massive Stars) collaboration6
(Wade et al., 2009). The survey involves over 1,000 hours using the high–resolution
spectropolarimeters ESPaDOnS and Narval. The results of this survey are only now
beginning to reach maturity and so we expect a great deal of future work will examine
how this new data relates to our current theoretical understanding of the magnetic ﬁeld
6http://www.physics.queensu.ca/∼wade/mimes
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evolution of massive stars. Interestingly, in their preliminary observations they identiﬁed
a star with ﬁeld strength around 2 kG rotating at around 290 km s−1 (Grunhut et al.,
2012). This is unusually quick for a very magnetic star but its low mass (M = 5.5M)
is consistent with the model we shall present in chapter 5. Grunhut et al. (2011) also
report the discovery of a number of new magnetic O and B stars. Notably the incidence
of magnetic ﬁelds is around 8% although it is signiﬁcantly higher in B stars than O stars.
However, whether this is a genuine reﬂection of actual stellar populations or a result of
small number statistics will only be resolved as more data becomes available.
1.3.2 Stellar dynamos
A dynamo is any process that converts mechanical or kinetic energy into magnetic or
electrical energy. Mechanical dynamos are very common and are used for generating
all of our household electricity. However, these dynamos use solid magnets where as
stars are made up of plasma which has a lot more freedom of motion. This makes the
problem of sustaining a dynamo in stars signiﬁcantly more challenging. In a stellar
dynamo, energy is transferred between the kinetic motion of the gas and its associated
magnetic ﬁeld. As the ﬂuid moves, the magnetic ﬁeld lines are deformed, broken and
reconnected. This complex interplay drives the generation of new ﬁeld but also results in
signiﬁcant Ohmic decay. A dynamo–driven ﬁeld is only possible if the rate of magnetic
energy generation exceeds its overall dissipation. The proposition that dynamos might
be responsible for sustaining stellar magnetic ﬁelds dates back as far as Larmor (1920)
although the existence of self–sustaining dynamo action was not proved until several
decades later (Backus, 1958; Herzenberg, 1958).
The study of stellar dynamos is important because simple magnetic ﬁelds are subject
to a number of instabilities. These instabilities cause the rapid dissipation of any large–
scale ﬁeld and so unless a stable conﬁguration exists (section 1.3.3) then a dynamo is
required to regenerate the large–scale ﬁeld. We stress that it is the large–scale ﬁeld we
are interested in. Small–scale ﬁelds are relatively straightforward to generate but the
transformation of those ﬁelds into a cohesive large–scale ﬁeld is somewhat more diﬃcult.
It was Cowling (1933) who showed that axisymmetric magnetic ﬁelds were intrinsically
unstable. Further instabilities have also been demonstrated to aﬀect simple ﬁelds (e.g.
Parker, 1958; Tayler, 1973). For a history of stellar dynamos we direct the reader to
Weiss (2005).
Stellar magnetic ﬁelds are most often considered to derive from a speciﬁc dynamo,
known as the α–Ω dynamo7. We shall discuss other possible dynamos later in this section.
In the α–Ω dynamo, toroidal ﬂux8 is generated from the poloidal ﬂux by the action of
shear (i.e. diﬀerential rotation). This is the Ω–eﬀect (Cowling, 1945). The regeneration
7Sometimes ω is used instead of Ω depending on the author.
8Poloidal and toroidal refer to the two diﬀerent components of the magnetic ﬁeld. Toroidal refers to the component
that encircles the rotation axis, poloidal refers to the component that points along the rotation axis and radially outwards.
The divergence–free nature of magnetic ﬁelds means that only two components are necessary to describe them.
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of the poloidal ﬁeld comes from correlations of the small–scale turbulent motions and is
known as the α–eﬀect (Parker, 1955). We shall see where this comes from later in this
section.
The study of dynamo mechanisms often comes from the use of mean ﬁeld magnetohy-
drodynamics (MHD), developed by Steenbeck et al. (1966) and later by Moﬀatt (1970).
Here we present a derivation for a simple α–Ω dynamo following the method of Roberts
(1972). We assume a background ﬂuid ﬂow U and magnetic ﬁeld B contained within the
volume V . By Maxwell’s equations, the magnetic ﬁeld must be divergence free, ∇·B = 0,
and evolves according to the induction equation,
∂B
∂t
= ∇ (U ×B) +∇× (η0∇×B) , (1.47)
where η0 is the magnetic diﬀusivity. The principle of mean–ﬁeld MHD is that the ﬂuid
velocity and magnetic ﬁeld may be split into two components; one that varies on large
scales and one that varies on small scales. This is not necessarily valid in stars, par-
ticularly because turbulent energy cascades operate over a continuous range of scales.
However, it does provide a reasonable starting point. We write
U = U +U ′, B = B +B ′, (1.48)
where an over bar denotes some suitable average across small scales and a primed quantity
only varies over small scales (i.e. B ′ = 0). If we substitute these quantities into equation
equation (1.47) we get
∂B +B ′
∂t
= ∇ (U ×B +U ×B ′ +U ′ ×B +U ′ ×B ′)+∇× (η0∇× (B +B’)) .
(1.49)
By taking our small–scale average of this equation we get
∂B
∂t
= ∇ (U ×B + E)+∇× (η0∇×B) (1.50)
where E = U ′ ×B ′. Finally, by subtracting equation (1.50) from equation (1.49) we get
∂B ′
∂t
= ∇ (U ×B ′ +U ′ ×B + E ′)+∇× (η0∇×B ′) (1.51)
where E ′ = U ′ × B ′ − U ′ ×B ′. More complicated parameterizations exist (see the
reviews of Brandenburg, 2009; Brandenburg and Subramanian, 2005) but for a simple
dynamo model we take the second order correlation approximation (SOCA; Steenbeck
et al., 1966) which simpliﬁes to E = αB − β∇ ×B9. Substituting into equation (1.50)
and dropping the over bars we get
9SOCA actually gives Ei = αijBj +βijk ∂Bj∂xk but we take constant, isotropic values for the α and β tensors for simplicity.
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∂B
∂t
= ∇× (αB) +∇ (U ×B) +∇× (η∇×B) (1.52)
where η = η0 + β. This is the origin of the α–eﬀect. We expect the microscopic diﬀusion
coeﬃcient η0 
 β because it acts across a much smaller length scale. We therefore
take η = β for the remainder of this dissertation. If we now look at the simple case in
spherical polar coordinates, U = Ω(r)eφ and B = (Br, Bθ, Bφ) = Bφeφ +∇× (A(r)eφ)
then equation 1.52 becomes
∂Bφ
∂t
= rBr sin θ
∂Ω
∂r
− (∇× (η∇×B))φ (1.53)
and
∂A
∂t
= αBφ −∇× (η∇× Aeφ). (1.54)
Strictly speaking, an α term should appear in equation (1.53) but we assume that it is
dominated by the shear term. If there were no shear and we included just the α terms we
would get an α2–dynamo. Similarly, an α2–Ω dynamo is one where an α–term is included
in both equations as well as the shear term in the poloidal equation. The various types
of dynamo model relate to the complexity of the terms included from the mean ﬁeld
parameter E and how the small–scale motions are translated into a large scale eﬀect. For
our purposes, the α–Ω dynamo model is currently the most suitable theoretical set up.
From equations (1.53) and (1.54) we see the action of the shear in generating toroidal
ﬂux from the radial magnetic ﬁeld and the α–eﬀect generating poloidal ﬁeld from the
toroidal component. We explore more details of this model in section 2.4 and look at the
subsequent results in chapter 5.
1.3.3 Fossil ﬁelds
In chapter 5 we examine a model for a radiative dynamo operating in the envelope of
rotating massive stars. However, another popular theory for the existence of massive
magnetic stars is that the ﬁelds are primordial in origin, this is the fossil ﬁelds argu-
ment. The theory, proposed by Cowling (1945)10, is that as a star is formed from the
inter–stellar medium, weak ﬁelds within that material can become enhanced through ﬂux
conservation as the material collapses. If enough of the magnetic ﬁeld can survive the
pre–mainsequence evolution, particularly when the star is largely convective, then a star
arrives on the main sequence with a substantial magnetic ﬁeld.
One of the main issues with this theory in the past has been that simple magnetic
ﬁeld conﬁgurations are prone to instability (e.g. Cowling, 1933; Parker, 1958; Tayler,
1973). If this is the case then we should only see strong magnetic ﬁelds at the start
of the main sequence if magnetic ﬁelds could survive long enough to reach the main
sequence at all. However, recent work by Braithwaite and Nordlund (2006) has uncovered
10Cowling’s paper actually suggests how the Sun’s magnetic ﬁeld formed. We now know that the Sun’s magnetic ﬁeld
actually has a dynamo origin.
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certain magnetic ﬁeld conﬁgurations that are stable for time scales similar to the main
sequence lifetimes and so it seems possible that fossil ﬁelds might survive through the
main sequence. Furthermore it seems that arbitrary ﬁeld conﬁgurations may relax to
these stable states (Mathis et al., 2011). Even if dynamos do operate in stellar interiors
this is an extremely important discovery. However, at the moment it is somewhat unclear
how these ﬁeld geometries are aﬀected by turbulence driven by rotation and magnetic
ﬁelds.
Another issue is that stars are expected to go through a stage of being almost entirely
convective during the pre–main sequence. This is expected to cause severe disruption
of any existing fossil ﬁeld. Moss (2003) examined the eﬀect of pre–mainsequence evolu-
tion on fossil ﬁelds and found that signiﬁcant ﬁelds might survive through to the main
sequence. The proportion of ﬂux which survives is strongly dependent on the magnetic
diﬀusion coeﬃcient. If it is too high then almost no ﬂux is expected to survive.
Finally, the fossil ﬁeld argument cannot yet explain the proportion of massive stars that
support magnetic ﬁelds and why some stars reach the main sequence with strong ﬁelds
whilst others do not. This is particularly puzzling when magnetic ﬁelds are considered to
be an essential part of the star formation process. The proposition that the variation in
magnetic ﬁelds arises because of variations in the interstellar medium is quite reasonable
but it does shift the problem to an earlier stage of evolution rather than solving it.
In their study, Alecian et al. (2008) found that from a study of 55 A and B stars on
the pre–main sequence. Around 7% were found to support signiﬁcant magnetic ﬁelds. A
number of these were determined to be almost entirely radiative and so the possibility that
magnetic ﬁelds originate through a convective dynamo was considered unlikely. However,
Alecian et al. (2008) did not consider the alternative action of a radiative dynamo.
1.4 Common envelope evolution
Binary star systems, where two stars orbit each other, play a crucial role in astronomy.
In most situations, the evolution of the two stars in a binary system can be modelled
independently. However this simpliﬁcation breaks down if the two components get close
enough for strong interactions to occur. If there is suﬃcient mass in the system and the
separation is small enough then tidal and gravitational eﬀects become important. By
assuming zero eccentricity and that the two stars behave as point masses we can model
binary systems by transforming to a frame co–rotating with the system. The subsequent
force potential, Φ, called the Roche potential, is
Φ(x, y, z) = −ω
2
2
Φ˜
(x
a
,
y
a
,
z
a
)
, (1.55)
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where the mass of the two stars are m1 at the origin and m2 at (a, 0, 0), a is the orbital
separation,
r21 = x
2 + y2 + z2,
r22 = (x− a)2 + y2 + z2,
q =
m1
m2
and
ω2 =
G(m1 + m2)
a3
.
An example of the equipotentials of this conﬁguration is shown in Fig. 1.10. In hydro-
static equilibrium the surfaces of the stars lie along these equipotentials. This is evident
from the static Navier–Stokes equation
∇P = ∇Φ, (1.57)
where P is the pressure of the material. The stars are therefore left as almost undisturbed
spheres if they are suﬃciently far within the critical potential which crosses at the point
where the gravitational forces of each star and the centrifugal force balance. The closer
they get to this critical potential, the more distorted they become. If one of the stars
becomes suﬃciently large so that it ﬁlls over the critical potential surface, referred to as
its Roche Lobe, then mass overﬂows on to the companion star. The Roche Lobe radius
is the radius of a sphere with the same volume and is usually estimated by Eggleton’s
(1983) formula which is accurate to within 1% for all q,
RL
a
=
0.49q2/3
0.69q2/3 + ln(1 + q1/3)
. (1.58)
If mass transfer is stable and the material has suﬃcient angular momentum the transferred
mass forms an accretion disc around the companion. However in some circumstances the
transfer of mass is rapid and the mass cannot be accreted fast enough. In these cases
the transferred material forms a thick layer around the companion. This matter is not
co–rotating nor does it reach hydrostatic equilibrium and if mass transfer continues it
overﬂows the Roche Lobe of the companion and engulfs the whole system. This is what
we refer to as a common envelope (hereinafter CE). The basic principle of CE evolution
was proposed by Paczynski (1976)
During a CE phase the envelope does not co–rotate with the orbit of the remnant
stars and so they feel a drag force. This leads to energy and angular momentum transfer
between the orbit and the CE, potentially expelling the CE, at least in part, and a
reduction of the orbital separation of the stars. CE evolution is essential to explain
the existence of short period binary stars which contain at least one compact object (a
white dwarf, neutron star or black hole). The reduction in orbit is important because
the compact object must have been formed from an asymptotic giant branch (AGB) or
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Figure 1.10: An example of the Roche potential, Φ˜, for two orbiting point masses with dimensionless
parameters q = 0.2 and a = 1. The ﬁgure shows several equipotentials including the critical Roche Lobe.
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red giant (RG) star which originally had an envelope much larger than the ﬁnal binary
separation. There must therefore exist a mechanism to remove a large part of the energy
and angular momentum from the progenitor system. For typical systems, up to 90% of
the orbital energy must be removed. Examples of systems that have undergone a CE
phase are cataclysmic variables, binary puslsars, low–mass X–ray binaries and planetary
nebulae with close binary nuclei.
There are a number of possible mechanisms that can lead to Roche Lobe overﬂow and
a subsequent CE phase. The most common is the expansion of the outer stellar envelope
once a star exhausts the hydrogen at its centre. Once this happens, the star expands
and may ﬁll its Roche Lobe, depending on the mass ratio and orbital separation. For
a common envelope phase to ensue, mass transfer must be unstable. This requires the
mass–losing (donor) star to have developed a deep enough convective envelope and a
large enough mass ratio. Provided these conditions are met, mass is transferred on the
time scale τdyn ≈ GM2/RL where M,R andL are the mass, radius and luminosity of the
donor star respectively (Paczyn´ski, 1971).
In order for unstable mass transfer to proceed, the mass ratio must be suﬃciently
high, typically q > 0.8. This can be simply demonstrated. The Roche Lobe radius, RL,
may be approximated by (Iben and Tutukov, 1984)
RL
a
= 0.52
(
M1
M1 + M2
)0.44
. (1.59)
We refer to the primary as the mass transferring star that initiated the common envelope
phase and the secondary as its companion. The masses of the primary and secondary are
represented by M1 and M2 respectively. Where appropriate, the additional subscripts ‘c’
and ‘e’ are used to describe the core and envelope of each star respectively (i.e. M1 =
M1c + M1e). Other variables are labelled with the same convention. The mass ratio is
deﬁned as q = M1/M2 unless otherwise stated. We take dM2 = −f dM1 where f ≤ 1
and dMi is the change in mass of star i. This may be rewritten as
d lnRL = 2d ln Jorb − 2d lnM1
(
0.78− fq − 0.28
(
1− f
1 + q
))
, (1.60)
where Jorb = a
2ω q
1+q
M2 is the orbital angular momentum which we assume is conserved,
ω2 = G(M1+M2)
a3
is the orbital frequency and a is the orbital separation. Thus, for f = 1,
the Roche Lobe shrinks as a result of mass transfer when q > 0.78. Even if the primary
doesn’t have a deep convective envelope then, provided the mass ratio is high, unstable
mass transfer still occurs.
The CE phase continues as long as the luminosity is high enough to keep driving
material outwards. Eventually this is no longer the case and any material that has not
been ejected can no longer be supported. If the giant star contains nuclear burning shells
then once the thickness of the layer outside the shell drops below a critical value the
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shell is extinguished and the remains of the giant envelope contract. Eventually the giant
shrinks within its Roche Lobe and the CE phase ends.
The original formulation of CE evolution assumed transfer of orbital energy of the
binary to gravitational binding energy of the envelope with some constant transfer eﬃ-
ciency, αCE (Livio and Soker, 1988; Webbink, 1976), where
αCE =
ΔEbind
ΔEorb
, (1.61)
ΔEbind is the change in the binding energy and ΔEorb is the change in orbital energy.
This equation may be written explicitly (Nelemans et al., 2000; Webbink, 1984) as
M1eM1
λR1
= αCE
[
M2M1c
2af
− M1M2
2ai
]
, (1.62)
where ai and af are the initial and ﬁnal orbital separations respectively. The exact form
of equation (1.61) diﬀers in some work (e.g. de Kool, 1990). We also note that the use
of α here diﬀers from Tutukov and Yungelson (1979) who take α simply as the ratio
of the initial and ﬁnal orbital energies. The parameter λ depends on the structure of
the envelope and for giant stars may be approximated by the relation (Hjellming and
Webbink, 1987)
λ−1 ≈ 3.000− 3.816me + 1.041m2e + 0.067m3e + 0.136m4e , (1.63)
where me = M1e/M1. Several authors (e.g. Dewi and Tauris, 2000; Podsiadlowski et al.,
2003) take λ = 0.5 but, owing to the phenomenological nature of the theory there is a
great deal of uncertainty regarding the values taken by real systems. Alternatively it may
be absorbed into the uncertainty factor αCE (e.g. Nelemans and Tout, 2005). Given this
process of energy transfer, the ratio of initial to ﬁnal orbital separations is
af
ai
=
M1c
M1
[
1 +
(
2ai
αCEλR1
)(
M1e
M2
)]−1
, (1.64)
where ai/R1 may be approximated at Roche Lobe overﬂow using equation (1.58).
By observing post–common envelope systems we can use this model to reconstruct
the possible values of αCE that may have produced the observed systems. An example
of this, taken from Zorotovic et al. (2010), is shown in Fig. 1.11. We see that for most
systems there is a wide range of possible values for the eﬃciency but most systems share
a common value of αCE = 0.2.
The α–model helps us to build up an idea for how common envelopes evolve but it is
a very simple model. Over the past four decades, many attempts have been made to run
numerical simulations of common envelopes at a range of complexities (e.g. Bodenheimer
and Taam, 1984; Livio and Soker, 1988; Meyer and Meyer-Hofmeister, 1979; Ricker and
Taam, 2008; Taam et al., 1978; Terman et al., 1994). This has provided signiﬁcant insight
into how common envelopes evolve. However, these simulations often include very limiting
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Figure 1.11: Reconstructed values of αCE taken from Zorotovic et al. (2010). The ﬁgures shows the
reconstructed values for several values of λ. The term λBSE refers to the case when the value is recon-
structed using the bse code of Hurley et al. (2002). The rightmost panel shows the eﬀect of including
the internal energy of the star in the calculation of αCE.
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simpliﬁcations or are only able to run over a fraction of the lifetime of the envelope. This
is because of the huge range of length and time scales involved in the problem. For the
moment, a fully detailed simulation of the entire common envelope phase of evolution is
still highly impractical.
1.5 Dissertation outline
In chapter 2 we give the details of the physical models we use for simulating rotating
stars with and without magnetic ﬁelds and how we implement those models numerically
in the Cambridge stellar evolution code. We also discuss the generation of synthetic
stellar populations from our stellar evolution models. In chapter 3 we look at the results
of a number of common models of non–magnetic, rotating stars and examine where the
greatest diﬀerences are in the predictions of each model. In chapter 4 we extend that
analysis to synthetic stellar populations generated with the models of chapter 3. We
consider how the diﬀerences discussed in chapter 3 would appear in stellar populations
and how this relates to the observations from the VLT–FLAMES survey of massive stars
(Dufton et al., 2006; Hunter et al., 2009). In chapter 5 we look at how the introduction
of magnetic ﬁelds into the physical model aﬀects stellar evolution and its aﬀect on our
simulated populations. In chapter 6 we consider how white dwarfs with very strong
surface ﬁelds might result from common envelope evolution in strongly interacting binary
star systems. Finally, in chapter 7, we summarize our conclusions from each of the
chapters and present some suggestions for future work.
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A theory has only the alternative of being right
or wrong. A model has a third possibility: it
may be right, but irrelevant. (Manfred Eigen)
2
Modelling rotation and magnetic ﬁelds in stars
Given the complicated and highly non–linear nature of the physics involved in rotation
and magnetic ﬁelds, all but the simplest models must be solved numerically. The challenge
for any model is choosing those elements of the physics which could have a strong eﬀect
on the results without creating a model whose complexity hinders simulation speeds
and prevents progress in our understanding of the physical processes involved. In this
chapter we discuss the physical models and numerical algorithms used throughout this
dissertation.
2.1 Stellar structure and evolution
When we ignore secondary eﬀects, such as rotation and magnetism, stars may be con-
sidered as one–dimensional objects. All of the fundamental properties such as pressure,
density and temperature are determined according to the distance from the centre and
are independent of latitude and longitude. In this case we refer to the star as being
spherically symmetric. This approximation is extremely useful for numerical modelling.
There have been attempts to create models of stars taking into account all three spatial
dimensions (e.g. Baza´n et al., 2003). However, these require huge amounts of comput-
ing power and are still only able to simulate stars on dynamical time scales which is
impractical for studying the long–term behaviour of stars.
In one dimension we can formulate the equations for stellar evolution by deﬁning
variables according to r, the absolute distance from the centre of the star. In reality it
is more convenient to work with the independent variable m, the mass enclosed within
radius r. We can transform between the two coordinates with the mass conservation
36 CHAPTER 2. MODELLING ROTATION AND MAGNETIC FIELDS IN STARS
equation
dm
dr
= 4πr2ρ, (2.1)
where ρ is the local density.
There are some stages of stellar evolution that proceed on very short timescales. How-
ever, for the majority of a star’s life we assume it exists in a state of hydrostatic equilib-
rium. In this state, the outward pressure is balanced by the inward pull of gravity and
there are no bulk motions. This assumption breaks down in the presence of rotation as
discussed in section 1.2.2. The equation for hydrostatic equilibrium is
dP
dm
= − Gm
4πr4
, (2.2)
where P is the local pressure and G is the gravitational constant.
The equation for energy generation is
dL
dm
= , (2.3)
where L is the local luminosity and  is the energy generation rate. This term includes
energy generation as a result of nuclear reactions, changes in gravitational energy and
neutrino emission.
Energy is transported through the star according to the equation
d log T
dm
= −∇d logP
dm
= − Gm
4πr4P
∇, (2.4)
where T is the local temperature. The behaviour of ∇ depends on whether energy is
transported radiatively or convectively. Radiative transport is when energy is transported
by repeated emission and absorption of photons. If the temperature gradient is suﬃciently
high or the opacity is suﬃciently low then it is more eﬃcient for energy to be transported
by convection. In this case, material becomes unstable to vertical motion and circulation
patterns of rising and falling ﬂuid parcels develop. Strictly speaking our assumption of
hydrostatic equilibrium breaks down in this case but we can still model the process within
our hydrostatic framework because the perturbation to the underlying structure is small.
Where the star is radiative we take
∇ = ∇r = 3κPL
16πacgr2T 4
, (2.5)
where κ is the opacity, a is the radiation constant, c is the speed of light and g = Gm/r2
is the gravitational ﬁeld strength.
The adiabatic gradient ∇ad =
(
d log T
d logP
)
S
, where S is the entropy of the stellar ma-
terial. If ∇ad − ∇r < 0, known as the Schwarzschild criterion, then the material is
unstable to convective motions and we take ∇ = ∇ad + Δ, where Δ is the superadia-
batic gradient. The adiabatic and superadiabatic temperature gradients can be calcu-
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lated from the equation of state and mixing–length theory (Bo¨hm-Vitense, 1958). This
also gives us the convective diﬀusion coeﬃcient for use in equation (2.6). The coeﬃ-
cient Dcon =
(
Ccon (∇r −∇ad)2 m2
)
/τnuc where Ccon is a large constant calculated from
mixing–length theory and τnuc is the nuclear timescale. The coeﬃcient Dcon is non–zero
only if the Schwarzschild criterion for convective instability is satisﬁed.
The evolution of the chemical composition of a star drives changes in the stellar struc-
ture and is responsible for the transition between the various phases of evolution. It is
therefore of critical importance that we accurately track the changes that occur owing to
nuclear fusion and chemical mixing. If Xi is the mass fraction of element i then it evolves
according to the diﬀusion equation
dXi
dt
=
d
dm
(
D
dXi
dm
)
−
∑
j
Ri,j (2.6)
where D is a diﬀusion coeﬃcient which describes the transport of chemical composition.
Typically for a non–rotating star this is only non–zero in convective zones although
secondary eﬀects such as overshooting, semi–convection, rotation and magnetism can all
lead to mixing in radiative zones. The term Ri,j is the rate of conversion of element i to
element j. This value can be either positive or negative depending on whether element i
is being created or destroyed.
In order to close these equations we need an equation of state which relates the tem-
perature, pressure, entropy and density of the material and is a complex function of the
physical variables. We also need to describe the opacity of the material and the reaction
rates. We describe the methods used to determine these in section 2.2.
2.2 The Cambridge stellar evolution code
This code was ﬁrst developed by Eggleton (1971) and has undergone a number of sig-
niﬁcant revisions over the past 40 years (e.g. Pols et al., 1995; Stancliﬀe and Eldridge,
2009). The code is written in fortran 77 and, without the inclusion of rotation and
magnetic ﬁelds, is approximately 7, 000 lines long. This is unusually short for a typical
stellar evolution code. Its simplicity is one of the key reasons for the code’s endurance
and allows the modiﬁcation of the internal physics with relative ease.
The code splits the star into a sequence of mesh–points. These mesh–points are non–
Lagrangian and are distributed according to a mesh–spacing function, Q. This is a
complicated function of the pressure, temperature, mass, radius and density and can be
easily modiﬁed depending on the needs of the user. The mesh points are distributed such
that ∂Q
∂k
is constant throughout the star, where k is the number of the mesh point. The
function Q is selected so that more mesh points are allocated to regions where higher
resolution is needed such as the boundary of burning zones.
Prior to the inclusion of rotation and magnetic ﬁelds, the code solves 14 ﬁnite–
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diﬀerence equations for the variables r,m, T, L, dQ
dm
, X1H, X4He, X12C, X14N, X16O, X20Ne, X24Mg
and X28Si. The equations are solved by a Henyey technique (Henyey et al., 1959) which
applies an iterative Newton–Raphson method. The solver uses an estimate for the solu-
tion of the equations based on the previous time step. This solution is then perturbed
and the solver determines the relative ﬁt between this solution and the previous solution.
Based on this diﬀerence the code then produces a new trial solution. If this solution
matches the equations suﬃciently accurately then the code moves on to the next time
step. If not then another iteration of this process is performed. If a solution with suf-
ﬁcient accuracy cannot be found or a maximal number of iterations is reached then the
code terminates.
The diﬀerence equations are set up according to the structure equations described in
section 2.1. The distribution of mass is determined by
mk+1 −mk = Δmk+1/2 (2.7)
where Δmk =
(
∂m
∂k
)
k
. The value of the derivative is determined by the mesh–spacing
function. The mass conservation equation is
r2k+1 − r2k =
(
1
2πrρ
Δm
)
k+1/2
, (2.8)
where the right–hand side is the arithmetic mean of the function in brackets evaluated
at mesh points k and k + 1. Similarly the equation for hydrostatic equilibrium is
(logP )k+1 − (logP )k = −
(
Gm
4πr4P
Δm
)
k+1/2
. (2.9)
The diﬀerence equation for energy transport is
(log T )k+1 − (log T )k = −
(
∇ Gm
4πr4P
Δm
)
k+1/2
, (2.10)
where ∇ = d log T
d logP
as described in section 2.1. The diﬀerence equation for energy produc-
tion is
Lk+1 − Lk = (Δm)k+1/2 . (2.11)
The rate  contains terms for nuclear energy generation, energy changes owing to neutrino
emission and changes in gravitational energy distribution. Finally, the evolution of the
distribution of element i is governed by
(DΔm)k+1/2 (Xi,k+1 −Xi,k)− (DΔm)k−1/2 (Xi,k −Xi,k−1) =((
∂Xi
∂t
+
∑
j
Ri,j
)
Δm
)
k
+ (Xi,k+1 −Xi,k) m˙k+1/2
2
+ (Xi,k −Xi,k−1) m˙k−1/2
2
(2.12)
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where m˙k =
(
∂m
∂t
)
k
.
The nuclear reaction rates were updated by Pols et al. (1995) and Stancliﬀe et al.
(2005) and are based on the reaction rates of Caughlan and Fowler (1988) and Go¨rres
et al. (2000). The opacities were last updated by Eldridge and Tout (2004) and are
based on the opal opacities (Iglesias and Rogers, 1996) at high temperatures and those
of Ferguson et al. (2005) at low temperatures. Also included are further corrections for
major molecular opacities (Stancliﬀe and Glebbeek, 2008). The equation of state was
last overhauled by Pols et al. (1995) and includes the eﬀects of Coulomb interactions and
pressure ionization.
2.3 Modelling stellar rotation
The centrifugal force caused by rotation aﬀects the hydrostatic balance of the star, ef-
fectively reducing the local gravity. On a surface of constant radius the centrifugal force
acts more strongly at the equator than the poles so the distortion of the star depends on
co–latitude and our assumption of spherical symmetry is no longer valid. Tassoul (1978)
showed that, except for stars that are close to critical rotation, the eﬀect of rotational
deformation remains axially symmetric. Enhanced mass loss from the surface because
of rotation generally keeps stars rotating suﬃciently below critical. Even when this is
not the case it is only the outer–most layers that are aﬀected. In models where the
angular momentum distribution in convective regions is uniform the rotation rate may
approach critical there but, because convective turbulence is already considered to be
fully asymmetric, we do not need to consider further non–axial instabilities owing to the
rotation.
2.3.1 Structure equations for rotating stars
We adopt similar adjustments to the stellar structure equations to those described by
Endal and Soﬁa (1978) and Meynet and Maeder (1997). First we deﬁne SP to be a
surface of constant pressure, P . The volume contained within SP is VP and rP is the
radius of a sphere with volume VP = 4πr
3
P/3. The mass conservation equation is then
preserved in its non–rotating form,
dmP
drP
= 4πr2Pρ, (2.13)
where mP is the mass enclosed within SP and ρ is the density on the isobar which is
assumed to be uniform. Owing to the strong stratiﬁcation of stars, we expect hydro-
dynamic turbulence to be much stronger in the horizontal direction than in the vertical
direction. This means that we expect variations in physical properties to be much smaller
horizontally than vertically (Zahn, 1992). This is known as the shellular hypothesis and
is described further in section 2.3.5. This applies to state variables such as pressure and
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temperature as well as composition variables. For a rotating star, the local gravity vector
is
g eﬀ =
(
−Gm
r2
+ Ω2r sin2 θ
)
er +
(
Ω2r sin θ cos θ
)
eθ, (2.14)
where Ω is the local angular velocity. To proceed further we deﬁne the average of a
quantity over SP as
< q >≡ 1
SP
∮
SP
q dσ, (2.15)
where dσ is a surface element of SP . Using this notation the equation of hydrostatic
equilibrium becomes
dP
dmP
= −GmP
4πr4P
fP , (2.16)
where
fP =
4πr4P
GmPSP
< g−1eﬀ >
−1 (2.17)
and geﬀ ≡ |g eﬀ |. The derivation of fP is given in appendix A.1. Hence with the new
deﬁnition of variables we can retain the same 1D hydrostatic equilibrium equation as in
non–rotating stars (c.f. equation 2.2) modiﬁed by a factor of fP which tends to unity for
no rotation.
The equation for radiative equilibrium is similarly modiﬁed to
d log T
d logP
=
3κPLP
16πacGmPT 4
fT
fP
, (2.18)
where LP is the total energy ﬂux through SP , P is the pressure, T is the temperature, κ
is the opacity, a is the radiation constant, c is the speed of light, G is the gravitational
constant and
fT ≡
(
4πr2P
SP
)(
< geﬀ >< g
−1
eﬀ >
)−1
. (2.19)
Again, the non–rotating equation for stellar evolution has been preserved (c.f. equa-
tion (2.4)) except for the multiplication by fT/fP (c.f. appendix A.2). Of the two factors,
fP deviates further from unity for a given rotation rate than fT . Additional secondary
eﬀects of the reduced gravity must be taken into account when calculating quantities
such as the pressure scale height and Brunt–Va¨isa¨la¨ frequency. Hereinafter we drop the
subscript P .
2.3.2 Meridional circulation
The amount of thermal ﬂux F through a point in a star behaves as F ∝ geﬀ(θ) (c.f.
appendix A.3). As seen in equation (2.14), geﬀ is strongly dependent on co–latitude
and so the radiative ﬂux is greater at the poles than at the equator. This leads to a
global thermal imbalance that drives a meridional circulation. The presence of meridional
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circulation has been considered for nearly a century since Von Zeipel (1924). In the past it
has commonly been approximated by Eddington–Sweet circulation (Sweet, 1950). Zahn
(1992) proposed an alternative but similar treatment of the meridional circulation based
on energy conservation along isobars and this is the formulation we are currently using.
In spherical polar coordinates the circulation takes the form
U = U(r)P2(cos θ)er + V (r)
dP2(cos θ)
dθ
eθ, (2.20)
where U and V are linked by the continuity equation
V =
1
6ρr
d
dr
(ρr2U) (2.21)
and P2 is the second Legendre polynomial P2(x) =
1
2
(3x2 − 1). We currently use an
approximate form for the meridional circulation by Maeder and Zahn (1998)
U = C0
L
meﬀgeﬀ
P
CPρT
1
∇ad −∇r +∇μ
(
1− 
m
− Ω
2
2πGρ
)(
4Ω2r3
3Gm
)
, (2.22)
where meﬀ = m
(
1− Ω2
2πGρ
)
,  = Enuc + Egrav, the total local energy emission, m =
L/m, CP is the speciﬁc heat capacity at constant pressure, ∇r and ∇ad are the radiative
and adiabatic temperature gradients respectively as described in section 2.1 and ∇μ =
∂ log μ
∂ logP
is the mean molecular weight gradient. For simplicity, the ratio of thermodynamic
derivatives γ
δ
used by Maeder and Zahn (1998) is set to unity. As γ =
(
∂ log ρ
∂ log μ
)
P,T
and
δ = −
(
∂ log ρ
∂ log T
)
P,μ
this is correct for a perfect gas. We have also approximated the factor
g˜/g of Zahn (1992) by 4Ω
2r3
3Gm
. This is a suitable approximation throughout most of the star.
The constant C0 is included for aid of calibration and is discussed further in section 3.3.1.
Meridional circulation receives very diﬀerent treatments by diﬀerent authors. More
important than the precise formulation is the physical implementation. As discussed in
section 2.3.5, angular momentum is transported in stars by two main processes, advection
and diﬀusion. Models such as those of Zahn (1992) and Maeder (2003) treat meridional
circulation as an advective process where as Heger et al. (2000) treat it as diﬀusive.
This is an important distinction because an advective process can transport a variable
in either direction with respect to the gradient of that variable. Therefore, advective
transport of angular momentum can drive the generation of additional shear. Diﬀusion
on the other hand can only transport a variable down the gradient of that variable and
therefore can only act to reduce shear. Much emphasis is often placed on these two
diﬀerent treatments but shear can also be generated by structural changes from standard
nuclear stellar evolution and mass–loss from the surface. However, the degree of shear
is almost always signiﬁcantly greater in models where meridional circulation is treated
advectively.
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2.3.3 Mass loss with rotation
Observational evidence for enhanced mass loss is mixed (see Nieuwenhuijzen and de
Jager, 1988; Vardya, 1985) but, theoretically, near–critical rotation must drive additional
mass loss to remove angular momentum and prevent the surface of the star from rotating
super–critically (Friend and Abbott, 1986). We use the enhanced mass–loss rate of Langer
(1998)
M˙ = M˙Ω=0
(
1
1− Ω
Ωcrit
)ξ
, (2.23)
where we take Ωcrit =
√
2GM
3R3
and ξ = 0.45. A more complete discussion of the critical
rotation rates of stars is given by Maeder and Meynet (2000) and Georgy et al. (2011).
We use the non-rotating mass loss rates of Vink et al. (2001).
2.3.4 Rotation in convective zones
Current 1D models of stellar evolution generally assume that convective zones are kept
in solid body rotation. This may be caused by strong magnetic ﬁelds induced by dynamo
action (Spruit, 1999) but there is no conclusive evidence that real ﬁelds generated by this
mechanism are strong enough to enforce solid body rotation. Certainly in the Sun we
see latitudinal variations in the angular velocity throughout the outer convective layer
(Schou et al., 1998). Standard mixing length theory suggests that a rising ﬂuid parcel
should conserve its angular momentum before mixing it with the surrounding material
after rising a certain distance. This would lead to uniform speciﬁc angular momentum
rather than solid body rotation. This is supported by a recent MLT–based closure model
for rotating stars (Lesaﬀre et al., in prep.) and by 3D hydrodynamic simulations (Arnett
and Meakin, 2010). In reality magnetic ﬁelds are likely to play some part in the transport
of angular momentum but it is uncertain whether these are strong enough to aﬀect the
hydrodynamics. The asymptotic behaviour of the rotation proﬁle in convective zones
could have a profound eﬀect on the evolution of the star, ﬁrst because the total angular
momentum content of a star for a given surface rotation increases dramatically for uniform
speciﬁc angular momentum and secondly because uniform angular momentum in the
convective zone produces a layer of strong shear at the boundary with the radiative zone
and this drives additional chemical mixing. To explore the diﬀerent possible behaviours
we have introduced, in rose (section 2.3.6), the capacity to vary the distribution of
angular momentum in convective zones as discussed in section 2.3.5.
2.3.5 Angular momentum transport
Diﬀerential rotation is expected to arise in stars because of hydrostatic structural evolu-
tion, mass loss and meridional circulation. Because of this stars are subject to a number
of local hydrodynamic instabilities. These are expected to cause diﬀusion of radial and
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latitudinal variations in the angular velocity in order to bring the star back to solid body
rotation, its lowest energy state. This occurs with characteristic diﬀusion coeﬃcients
DKH and Dh respectively. Zahn (1992) proposed that, because of the strong stratiﬁca-
tion present in massive stars, the turbulent mixing caused by these instabilities is much
stronger horizontally than vertically (Dh  DKH). This leads to a situation where the
angular velocity variations along isobars are negligible compared to vertical variations.
Furthermore, all other state variables are assumed to be roughly constant over isobars
and the mixing produces horizontal chemical homogeneity. This is referred to as shellular
rotation, for which we describe the angular velocity by Ω = Ω(r).
Taking into account all of the processes described in section 2.3 we use the evolution
equation for the angular velocity (Zahn, 1992)
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
∂r
+
1
ρr2
∂
∂r
(
ρDKHr
4∂Ω
∂r
)
+
1
ρr2
∂
∂r
(
ρDconr
(2+n)∂r
(2−n)Ω
∂r
)
(2.24)
and for the chemical evolution
∂Xi
∂t
=
1
r2
∂
∂r
(
(DKH + Deﬀ + DΩ=0) r
2∂Xi
∂r
)
, (2.25)
where Xi is the abundance of species i. The diﬀusion coeﬃcient Dcon is non–zero only in
convective zones and the DKH and Deﬀ are non–zero only in radiative zones. The param-
eter n sets the steady state speciﬁc angular momentum distribution in convective zones,
n = 2 corresponds to solid body rotation and n = 0 corresponds to uniform speciﬁc angu-
lar momentum. The coeﬃcient Deﬀ describes the eﬀective diﬀusion of chemical elements
because of the interaction between horizontal diﬀusion and meridional circulation so
Deﬀ =
|rU |2
30Dh
. (2.26)
The main diﬀerences between models (Heger et al., 2000; Maeder, 2003; Meynet and
Maeder, 2000; Talon et al., 1997, e.g.) are the treatment of the meridional circulation,
U , the diﬀusion coeﬃcients, DKH, Deﬀ and Dcon, and the steady power–law distribution
of angular momentum in convective zones determined by n. We describe many of these
models which we have implemented with rose in section 3.3.1.
2.3.6 Numerical implementation of rotation
Rotation has been implemented in the stars code described in section 2.2. The new
version of the code has been named rose (rotating stellar evolution). The code funda-
mentally remains the same but now solves an additional second–order diﬀerence equation
based on equation (2.24) described in section 2.3.5. Also included are modiﬁcations to
the gravity and structure equations as described in section 2.3.1.
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Angular momentum transport
Throughout the code we make the equivalence J ≡ r2Ω where J is the new independent
variable solved for by the code. In this sense J is similar to speciﬁc angular momentum
except that the speciﬁc angular momentum of a spherical shell rotating with angular
velocity Ω is 2
3
r2Ω. We work with J because it is more straightforward than including
factors of 2
3
in every instance. It also makes it easier to ensure angular momentum
conservation. However, many processes are dependent on the amount of shear, ∂Ω
∂r
and
so we switch between the variables Ω and J frequently.
The angular momentum evolves according to the diﬀerence equation
Δmk
∂Jk
∂t
+ (Jk+1 − Jk) m˙k+1/2
2
+ (Jk − Jk−1) m˙k−1/2
2
=
4π
5
((
ρr2JU
)
k+1/2
− (ρr2JU)
k−1/2
)
+
16π2
(
(DKHr
6ρ2Δm−1)k+1/2(Ωk+1 − Ωk)− (DKHr6ρ2Δm−1)k−1/2(Ωk − Ωk−1)
)
+
16π2
(
Dconr
4+nρ2Δm−1
)
k+1/2
((
r2−nΩ
)
k+1
− (r2−nΩ)
k
)
−
16π2
(
Dconr
4+nρ2Δm−1
)
k−1/2
((
r2−nΩ
)
k
− (r2−nΩ)
k−1
)
. (2.27)
If we integrate equation (2.24) over the star and assume radiative behaviour exterior and
interior the rate of change of total angular momentum Htot
1
dHtot
dt
= 4πr4DKHρ
∂Ω
∂r
∣∣∣∣
R
0
, (2.28)
where R is the radius of the star. In other words, angular momentum conservation
requires that we choose ∂Ω
∂r
= 0 at the surface and the centre. We modify this condition
in the presence of magnetic braking as discussed in section 2.4. When mass is lost from
the star through the action of stellar winds, it is eﬀectively removed from the outer mesh
point and so the total angular momentum of the star is reduced by the speciﬁc angular
momentum of the outer mesh point multiplied by the total mass loss. Hence the total
angular momentum of the star is reduced by the angular momentum lost in the stellar
wind.
The diﬀerence equation for the evolution of the chemical composition is still given by
equation (2.12) except that the diﬀusion coeﬃcient is modiﬁed to include the eﬀects of
rotation as described in equation (2.25). The implementation of the diﬀerence equation
for angular momentum transport and its boundary condition into rose is fairly straight-
forward. The deﬁnition of suitable expressions for the diﬀusion coeﬃcients is somewhat
more complicated. The diﬀusion coeﬃcients for purely rotating, non–magnetic stars are
described in section 3.3.1.
1Note that the variable Htot is the total angular momentum as opposed to J which is used to describe speciﬁc angular
momentum, the angular momentum per unit mass.
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Diﬀusion coeﬃcient smoothing
Numerical convergence becomes diﬃcult at the surface and the centre of the star. Certain
models, in which there is sudden change in behaviour at convective boundaries, also need
special treatment. Much of this comes down to extreme changes of behaviour in angular
momentum transport between radiative and convective zones. At these points, pertur-
bations in one variable lead to large changes in another and this makes convergence very
diﬃcult. In order to avoid numerical instabilities, the diﬀusion coeﬃcients are smoothed
at the surface and the centre. The degree of smoothing is chosen so that a single choice of
parameters allows all models with 3 < M/M < 100 with sub–critical initial rotation rate
to reach the end of the main sequence. Many models are able to run with less aggressive
smoothing but for consistency we choose parameters that do not require modiﬁcation.
At the centre of the star the situation is a little more complicated. During the main
sequence, all of the stars considered in this dissertation have a convective core. When
these stars reach the end of the main sequence their cores become radiative. From a
numerical point of view, the value of ∇ad−∇r oscillates close to the centre and this again
means that it is diﬃcult to get convergent behaviour. To avoid this problem, a constant,
uniform radiative diﬀusion coeﬃcient is applied close to the centre and the convective
diﬀusion coeﬃcient goes to zero. This is also important where a uniform speciﬁc angular
momentum distribution is assumed in convective zones because the rotation rate behaves
as Ω ∝ r−2 close to the centre. By assuming a small radiative region we prevent the
singularity. In reality, viscous forces would eventually dominate here at length scales
smaller than the convective length scale.
In the case of a constant, uniform convective diﬀusion coeﬃcient, the behaviour
changes suddenly at convective boundaries. Therefore, even small perturbations to the
trial solution lead to large changes in the subsequent iteration. Convergence can be
achieved by applying suitable smoothing to the convective diﬀusion coeﬃcient at the
convective boundary. This smoothing does not need to be applied in the case of a
mixing–length theory based diﬀusion coeﬃcient because the diﬀusion coeﬃcient tapers
oﬀ far more smoothly.
In order to apply smoothing to the diﬀusion coeﬃcients we multiply them by variants
of the function
f(x, x0, σ) =
1
1 + exp(2(x− x0)/σ) =
1
2
(
1− tanh
(
x− x0
σ
))
. (2.29)
Typically the arguments are taken to be some function of m, k or ∇ad−∇r. This function
allows us to smoothly transition between diﬀerent types of behaviour. At the surface the
values are taken to be x = k, x0 = 0.2kmax and σ = 10
−2, where kmax is the number of
mesh points used by the model, typically 399. We note that the mesh points start at
1 at the surface and increases to kmax at the centre. The radiative angular momentum
transport diﬀusion coeﬃcient tends to 1016 cm2 s−1 which is a typical value calculated
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for the outer regions of massive stars. At the centre we take x = k, x0 = 0.99kmax and
σ = 10−3. At the centre of the star the diﬀusion coeﬃcient again tends to 1016 cm2 s−1.
Even though the smoothing in the outer region covers around 20% of the star by mesh
point, this corresponds to a tiny fraction, typically around 10−3 of the star by mass.
The eﬀective gravity and structure equations
In the presence of rotation, the eﬀective gravity is a complex function of the co–latitude,
θ. In order to simulate stars in one–dimension we have to perform suitable averages to
remove this dependence. We use the framework set out in section 2.3.1. To calculate the
value of < geﬀ >. We perform the average over spherical shells
< geﬀ >=
1
nθ + 1
nθ∑
j=0
geﬀ
(
r,
2πj
nθ
)
(2.30)
and a similar average for < g−1eﬀ >. This allows us to calculate fP and fT . We currently
use nθ = 20.
2.4 Modelling stellar magnetism
In order to simulate the magnetic ﬁeld in stellar interiors we build on the code rose
described in section 2.3. In this section we describe a new physical model for magnetic
ﬁeld evolution in massive stars. It is based upon Spruit (1999) but encompasses many
new elements. Most importantly, the magnetic ﬁeld is evolved as an independent variable
within the system, or rather two variables, one for the poloidal ﬁeld and one for the
toroidal ﬁeld. The rotation is coupled to the magnetic ﬁeld through the MRI instability
and a simple α–Ω dynamo
2.4.1 Magnetic ﬁeld evolution
We approach the evolution of the magnetic ﬁelds in a similar way to the evolution of the
angular momentum distribution. In the radiative zones of stars, turbulence from purely
rotational or magnetorotational instabilities leads to the generation of magnetic ﬁeld by
an α–Ω dynamo mechanism. We assume a background velocity ﬁeld of the form
U =
{
U(r)P2(cos θ), V (r)
dP2(cos θ)
dθ
,Ω(r)r sin θ
}
, (2.31)
where P2(x) is the second Legendre polynomial and U(r) and V (r) are the components
of the meridional circulation and are related by the continuity equation
V =
1
6ρr
d
dr
(ρr2U). (2.32)
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The radial component, U(r), is taken to be the same as equation (2.22) based on Maeder
and Meynet (2000). It has been suggested that meridional circulation can be neglected in
the presence of strong magnetic ﬁelds (Maeder and Meynet, 2003). We discuss whether
this is indicated by our model in section 5.3.2. For now we leave it in our equations for
completeness.
The evolution of the large–scale magnetic ﬁeld is described by the induction equation
∂B
∂t
= ∇× (U ×B)−∇× (η∇×B). (2.33)
Assuming an azimuthal form for the mean ﬁeld we may write B as
B = Bφ(r, θ)eφ +∇× (A(r, θ)eφ). (2.34)
Substituting equations (2.31) and (2.34) into (2.33) gives
∂Bφ
∂t
= rBr sin θ
∂Ω
∂r
+ Bθ sin θ
∂Ω
∂θ
−
1
r
∂
∂θ
(
V (r)
dP2(cos θ)
dθ
Bφ
)
− 1
r
∂
∂r
(rU(r)P2(cos θ)Bφ)−
(∇× (η∇×B))φ (2.35)
and
∂A
∂t
= −2V (r)
r
dP2(cos θ)
dθ
A cot θ − U(r)P2(cos θ)
r
∂Ar
∂r
sin θ + αBφ −∇× (η∇× Aeφ),
(2.36)
where we have introduced the α–term in equation (2.36) to describe the regeneration of
the poloidal ﬁeld by the dynamo (Schmalz and Stix, 1991). The radial and latitudinal
components of the magnetic ﬁeld are Br and Bθ respectively. Under the assumption of
shellular rotation, the term Bθ sin θ
∂Ω
∂θ
= 0.
In order to reduce the equations to one dimension we need to choose the θ–dependence
of the magnetic ﬁeld and perform a suitable latitudinal average of equations (2.35) and
(2.36). First we choose A(r, θ) = A˜(r) sin θ so that in the limit of no meridional circulation
or magnetic stresses, the poloidal ﬁeld tends towards a dipolar geometry. Under this
assumption Br =
2A˜ cos θ
r
and Bθ = −d(rA˜)dr sin θ. We could equally choose a quadrupolar
or higher order geometry but we start with this as the simplest case. The radial ﬁeld
has negative parity about the equator so this must also be true of the toroidal ﬁeld. The
toroidal ﬁeld must also vanish at the poles to avoid singularities. We therefore choose
Bφ = B˜φ(r) sin(2θ). Again, this is not a unique choice but is the lowest order Fourier
mode that meets our requirements. Finally we take α = α˜(r) and η = η˜(r).
We take the average2 of a quantity q to be
2This is a diﬀerent averaging process from that described in equation (2.15).
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〈q〉mag =
∫ π/2
0
q sin θdθ = −
∫ π
π/2
q sin θdθ. (2.37)
The second identity holds because of our choice of parity for the various terms in equa-
tions (2.35) and (2.36). Hereinafter we drop the use of angled brackets and write q = q˜ for
the radially–dependent components of the magnetic ﬁeld and related quantities. Taking
averages of equations (2.35) and (2.36) we get
∂Bφ
∂t
= A
∂Ω
∂r
− 6
5r
V Bφ − 1
10r
UBφ + r
∂
∂r
(
η
r4
∂
∂r
(r3Bφ)
)
(2.38)
and
∂A
∂t
=
3V
2r
A− U
8r
∂
∂r
(Ar) +
8α
3π
Bφ +
∂
∂r
(
η
r2
∂
∂r
(r2A)
)
. (2.39)
In the case where diﬀusion dominates, A→ 1/r2 and Bφ → 1/r3. This is what we expect
for a dipolar ﬁeld. Our boundary conditions are Bφ = 0 and Bθ ∝ π2 ∂(rA)∂r = 0 at r = 0
and R.
2.4.2 Angular momentum evolution with a magnetic ﬁeld
In the Taylor–Spruit dynamo Spruit (2002) angular momentum transport is driven by
the Maxwell stress produced by the magnetic ﬁeld. This process is assumed diﬀusive and
an eﬀective diﬀusion coeﬃcient is derived. We treat the angular momentum evolution in
radiative zones by extending equation (2.24) to
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
∂r
+
3r
8πρ
〈(∇×B)×B〉φ + 1
ρr2
∂
∂r
(
ρDtotr
4∂Ω
∂r
)
, (2.40)
where the pre–factor in the magnetic stress term comes from the combination of a factor of
1
4π
for the permeability of free space and 3
2
from the spherical average, < r2 sin2 θ >mag, on
the left–hand side. The term Dtot is the total diﬀusion of angular momentum that arises
from a combination of purely rotationally–driven turbulence, magneto–rotational turbu-
lence and convection. Purely hydrodynamic turbulence comes from Kelvin–Helmholtz
instabilities that are driven by shear. As in section 2.3, we refer to this diﬀusion co-
eﬃcient as DKH. There are other sources of hydrodynamic turbulence, including an
eﬀective diﬀusion owing to the meridional circulation, but we group these all in DKH. We
use the formulation of Potter et al. (2012), based on that of Maeder (2003), but other
formulations may be used instead as described in chapters 3 and 4. The diﬀusion by
convective transport is Dcon and is based on the eﬀective diﬀusion from mixing–length
theory (Bo¨hm-Vitense, 1958). Finally the magnetic diﬀusion is Dmag. With this notation
Dtot = DKH + Dcon + Dmag. After averaging the magnetic stress term in equation (2.40)
over co–latitude we ﬁnd
2.4. MODELLING STELLAR MAGNETISM 49
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
∂r
+
3
64ρr3Bφ
∂
∂r
(
r3B2φA
)
+
1
ρr2
∂
∂r
(
ρDtotr
4∂Ω
∂r
)
, (2.41)
where a factor of 8
π
appears in the Maxwell stress term from the spherical average.
We see that the Maxwell stress does not act diﬀusively as is often suggested. Spruit
(2002) equates the Maxwell stress, Smag, to rρ
∂Ω
∂r
νe, where νe is some eﬀective diﬀusivity.
This automatically assumes that the large scale stresses lead to solid body rotation and
is unjustiﬁed. It leads to a diﬀusion coeﬃcient of the form νe ∝ (∂Ω∂r )−1 and so high
diﬀusion rates for small shear. We could have equally assumed any similar relation such
as Smag =
ρ
r
∂(r2Ω)
∂r
νˆe, where νˆe is now an eﬀective diﬀusivity which drives the system
towards uniform speciﬁc angular momentum. For Spruit (2002) this never becomes a
problem because he assumes a steady–state saturated magnetic ﬁeld but it does present
a problem for systems where the magnetic ﬁeld strength is independently derived. The
magnetic stress term in fact acts advectively and so can increase the amount of shear in
the system.
2.4.3 Magnetic diﬀusion
Instead of relying on the large scale Maxwell stress to redistribute angular momentum
in radiative zones, we use the magnetic turbulence from the Tayler–instability (Tayler,
1973). Turbulent diﬀusion coeﬃcients for this instability were proposed by Spruit (2002)
and Maeder and Meynet (2004). We follow a similar method to derive the associated
diﬀusion coeﬃcients here. The main diﬀerence is that we solve for the magnetic ﬁeld
and hence the Alfve´n velocity independently instead of treating it as a function of the
rotation rate.
First, the energy of the instability must be enough to overcome the restoring buoyancy
force. This puts a limit on the vertical extent of the magnetic instability
lr <
rωA
N
, (2.42)
where ω2A ≈
B2φ
4πr2ρ
is the Alfve´n frequency and N is the relevant buoyancy frequency. If
this length scale is too small then the magnetic diﬀusivity damps the instability. Spruit
(2002) takes this limit to be
l2r >
ηΩ
ω2A
. (2.43)
When account is taken of the thermal diﬀusivity, the buoyancy frequency given by Maeder
and Meynet (2004) is
N2 =
η/K
η/K + 2
N2T + N
2
μ, (2.44)
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where K is the thermal diﬀusivity, N2T is the Brunt–Va¨isa¨la¨ frequency and N
2
μ is the fre-
quency associated with the mean molecular weight gradient. Substituting equation (2.44)
into equations (2.42) and (2.43) gives a quadratic equation for η,
(N2T + N
2
μ)η
2 +
(
2KN2μ −
r2ω4A
Ω
)
η − 2Kr2ω4A = 0. (2.45)
In the limit N2μ  N2T and K 
 η we recover equation (1) of Maeder and Meynet
(2004) and in the limit N2μ 
 N2T and K  η we recover their equation (2). In most
cases we ﬁnd that K  η and N2T  N2μ in which case we get
η ≈ r2Ω
(ωA
Ω
)2(Ω
N
)1/2(
K
r2NT
)1/2
. (2.46)
In equation (2.45) we make the substitution η = Cmη
′ where Cm is a calibration constant
which we expect to be of order unity. The chemical composition of the star evolves in
radiative zones according to the equation
∂Xi
∂t
=
1
r2
∂
∂r
(
PrcDtotr
2∂Xi
∂r
)
, (2.47)
where Prc is the chemical Prandtl number and Xi is the mass fraction of element i.
Similarly we take the magnetic diﬀusivity to be η = Prm Dmag where Prm is the magnetic
Prandtl number. We look at the eﬀect of varying these two parameters in section 5.3.7
but we expect the magnetic Prandtl number to be of order unity (Yousef et al., 2003).
2.4.4 Dynamo model
We describe the dynamo generation parameter by taking α = γr/τa where γ is an eﬃ-
ciency parameter and τa is the ampliﬁcation time scale of the ﬁeld. Following Maeder
and Meynet (2004) we take τa =
N
ωAΩq
where q = ∂ log Ω
∂ log r
. Combining these our dynamo
eﬃciency is given by
α = γ
rωAΩq
N
. (2.48)
2.4.5 Magnetic braking
Strongly magnetic intermediate–mass stars typically have rotation rates much slower than
other stars in their parent population (Mathys, 2004). If the Alfve´n radius, the radius at
which the magnetic energy density is the same as the kinetic energy density in the stellar
wind, is larger than the stellar radius then magnetic braking allows additional angular
momentum to be carried away by the stellar wind. Consider equation (2.40). Writing∫ m
0
dm =
∫ R
0
4πr2ρdr we obtain the boundary condition for angular momentum loss from
the surface
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dHtot
dt
= 4πR4ρDtot
(
∂Ω
∂r
)
R
(2.49)
where dHtot
dt
is the total rate of angular momentum loss from the star and is given by
dHtot
dt
= R2AΩM˙ = σ
2Jsurf . (2.50)
The Alfve´n radius is RA, σ =
RA
R
and Jsurf is the speciﬁc angular momentum at the surface
of the star. Following the analysis of ud-Doula and Owocki (2002) we can calculate the
magnetic eﬃciency
φ(r) =
B2∗R
2
M˙v∞
( r
R
)−4
1− R
r
, (2.51)
where v∞ = vesc =
√
2geﬀR and vesc is the escape velocity at the stellar surface. We have
assumed that the external ﬁeld is dipolar (q = 3). The Alfve´n radius is typically taken
where the dynamo eﬃciency equals unity. Rearranging equation (2.51), and setting φ = 1
and σ = r
R
= RA
R
at r = RA we ﬁnd
σ4 − σ3 = B
2
∗R
2
M˙vesc
. (2.52)
We assume σ  1 so that
σ2 =
√
B2∗R2
M˙vesc
(2.53)
for the remainder of this dissertation. If RA < R then we take σ = 1 so that, as a star
loses mass, material carries away the speciﬁc angular momentum at the surface. When
we approach this limit we should calculate σ exactly from equation (2.52) but for now
we assume that equation (2.53) remains valid. In section 5.3.3 we typically ﬁnd either
strong ﬁelds where σ  1 or very weak ﬁelds where we can safely take σ = 1. So far we
have been unable to produce a stable model for the mass–loss rates of Vink et al. (2001)
and so use the rate of Reimers (1975) in equation (2.53). For intermediate–mass stars on
the main sequence this approximation is reasonably accurate.
2.4.6 Free parameters
Like most theories for stellar rotation and magnetic ﬁeld evolution we have produced a
closed model which depends on a number of free parameters. We look at typical physically
motivated values for these parameters in section 5.3.7 and also the eﬀect of varying them.
In total we have four free parameters. The parameter Cm aﬀects the overall strength of
the turbulent diﬀusivity. The magnetic and chemical Prandtl numbers, Prm and Prc,
describe how eﬃciently the turbulent diﬀusivity transports magnetic ﬂux and chemical
composition compared to angular momentum. And γ aﬀects the strength of the dynamo
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generation. Whilst Prm and Cm are both expected to be of order unity we have left them
as free parameters for the moment to maintain generality.
2.4.7 Numerical implementation
The implementation of magnetic ﬁelds in the code is very similar to the implementation
of angular momentum as described in section 2.3.6. Before we proceed we consider the
modiﬁcation the angular momentum diﬀerence equation. With the inclusion of magnetic
stress the equation is now
Δmk
∂Jk
∂t
+ (Jk+1 − Jk) m˙k+1/2
2
+ (Jk − Jk−1) m˙k−1/2
2
=
4π
5
((
ρr2JU
)
k+1/2
− (ρr2JU)
k−1/2
)
+16π2
((
DKHr
6ρ2Δm−1
)
k+1/2
(Ωk+1 − Ωk)−
(
DKHr
6ρ2Δm−1
)
k−1/2 (Ωk − Ωk−1)
)
+16π2
(
Dconr
4+nρ2Δm−1
)
k+1/2
((
r2−nΩ
)
k+1
− (r2−nΩ)
k
)
−16π2 (Dconr4+nρ2Δm−1)k−1/2 ((r2−nΩ)k − (r2−nΩ)k−1)
+
3π
16(rBφ)k
((
r3B2φA
)
k+1/2
− (r3B2φA)k−1/2
)
. (2.54)
With the inclusion of magnetic ﬁelds the code now solves for two additional second–
order equations, making 16 in total. The diﬀerence equations for the evolution of the
poloidal and toroidal ﬁeld components are
Δmk
∂Bφ
∂t
=(2πr2ρAk+1/2) (Ωk+1 − Ωk) + (2πr2ρAk−1/2) (Ωk − Ωk−1)+
16π2rk
(
ηρ2Δm−1
)
k+1/2
((
r3Bφ
)
k+1
− (r3Bφ)k)−
16π2rk
(
ηρ2Δm−1
)
k−1/2
((
r3Bφ
)
k
− (r3Bφ)k−1)
(2.55)
and
Δmk
∂Aφ
∂t
=
8αk
3π
ΔmkBφ,k+
16π2
(
ηρ2r2Δm−1
)
k+1/2
((
r2A
)
k+1
− (r2A)
k
)
−
16π2
(
ηρ2r2Δm−1
)
k−1/2
((
r2A
)
k
− (r2A)
k−1
)
.
(2.56)
2.5 Simulating stellar populations
Whilst creating models is extremely important for understanding how rotation and mag-
netic ﬁelds eﬀect the evolution of stars, it is essential that we compare our results with
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observations. In order to do that we need to predict how a stellar population would
look if stars obeyed our model. To create synthetic stellar populations we use the code
starmaker, described by Brott et al. (2011b). It was originally designed to work with
the evolutionary models of Brott et al. (2011a). We have adapted it for use with rose
stellar evolution models.
Based on a grid of evolutionary models, starmaker generates a population of millions
of individual stars. The properties of each star are determined by generating random
values for the initial mass, initial surface velocity and age. The initial mass is chosen
so that the initial mass function, IMF, is ξ(m)dm ∝ m−2.35dm, where ξ(m)dm is the
number of stars with mass between m and m+ dm. The initial surface rotation velocity
distribution is that of Dufton et al. (2006) for Galactic B–type stars, a Gaussian function
truncated at zero with mean μ = 175 km s−1 and standard deviation σ = 94 km s−1. The
age is chosen from a uniform distribution that lies between pre–deﬁned upper and lower
bounds. The values of physical variables are then estimated from the stellar evolution
models by interpolating between the four neighbouring models in initial mass and initial
surface velocity space.
Models may be ﬁltered depending on whether we would expect them to appear in an
observed sample of stars. Stars must be suﬃciently massive to produce enough light to
pass the detection threshold of the telescope. As such, stars are excluded if their visual
magnitude falls below a certain, cluster dependent, value. Stars that are too massive have
luminosities so high that the surface chemical abundance cannot be resolved from stellar
spectra. As such, stars hotter than 35,000K are excluded from the sample. Finally,
stars with surface gravity geﬀ < 10
3.2 cm s−2 are classed as giants and are also excluded.
We can also apply randomised errors to the predictions to better reﬂect observational
errors in the data. For example, the error in the nitrogen enrichment is approximately
log10[N/H] ≈ 0.2. These errors are chosen from a Gaussian distribution and applied to
each star.
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Remember that all models are wrong; the
practical question is how wrong do they have
to be to not be useful. (George Edward Pel-
ham Box)
3
Comparison of stellar rotation models
3.1 Introduction
It has been known for many years that rapid rotation can cause signiﬁcant changes in the
evolution of stars (e.g. Kippenhahn et al., 1970). Not only does it cause a broadening of
the main sequence in the Hertzsprung Russell diagram but it also produces enrichment of
a number of diﬀerent elements at the stellar surface (e.g. Frischknecht et al., 2010; Hunter
et al., 2009). With new large scale surveys, such as the VLT–FLAMES survey of massive
stars, now reaching maturity, the data available for rotating stars are growing rapidly (e.g.
Evans et al., 2005, 2006). Any viable model of stellar rotation must be able to match the
observed changes in surface chemical enrichment, temperature and luminosity of rotating
stars. Whilst some useful conclusions about the internal structure of individual rotating
stars can be derived from asteroseismology (e.g. Aerts et al., 2003) it is still impractical
to do this for large populations. The treatment of rotation and its induced chemical
mixing in stars has changed dramatically over the past two decades. The model of Zahn
(1992) has formed the basis for much of this work and many variations from the original
have been used during this time to generate diﬀerent predictions of stellar evolution with
rotation (e.g. Maeder, 2003; Meynet and Maeder, 2000; Talon et al., 1997). Alternative
formalisms, such as that of Heger et al. (2000), treat the physical processes very diﬀerently.
Particular emphasis is often placed on the treatment of meridional circulation. While
those models based on that of Zahn (1992) treat meridional circulation as an advective
process, Heger et al. (2000) treat it as a diﬀusive process. This leads to a fundamentally
diﬀerent behaviour. This is just one feature of the model which may lead to signiﬁcantly
diﬀerent results. Even so, both treatments are used and frequently quoted in the literature
56 CHAPTER 3. COMPARISON OF STELLAR ROTATION MODELS
for their predictions of the eﬀect of rotation on stellar evolution.
One of the most poorly explored features of stellar rotation is the treatment of angular
momentum transport within convective zones. Current 1D models treat convective zones
as rotating solid bodies. This is not necessarily correct and there are strong reasons to
explore alternatives such as uniform speciﬁc angular momentum (e.g. Arnett and Meakin,
2010, Lesaﬀre et al., in prep.). This potentially has dramatic consequences for stellar
evolution because a star with uniform speciﬁc angular momentum through its convective
core has much more angular momentum for a given surface rotation velocity. It also has
a strong shear layer at the convective boundary that can drive additional transport of
chemical elements.
Diﬀerent models for stellar rotation have not been compared directly on a common
numerical platform alongside otherwise identical input physics before. From the Cam-
bridge stellar evolution code (Eggleton, 1971; Pols et al., 1995) we have produced a code
capable of modelling rotating stars in 1D under the shellular rotation hypothesis of Zahn
(1992). The code, rose (Rotating Stellar Evolution), can easily be programmed to run
with diﬀerent physical models of stellar rotation and can model both radiative and con-
vective zones under a range of diﬀerent assumptions. This allows us to compare a variety
of models for stellar rotation and determine what, if any, observable traits could be used
to distinguish between them. We foresee two possibilities, either we can identify clear
observational tests to eliminate certain models or the models show no testable diﬀerence
in which case a simpliﬁed model could be formulated to provide the same results.
In section 3.2 we outline the physical models implemented in rose, in section 3.4 we
present a comparison of the evolutionary predictions for each model and in section 3.5
we present our conclusions.
3.2 Models of stellar rotation
In section 2.3 we introduced the basic physical ingredients for simulating the evolution
of rotating stars using the code rose. The structure equations are modiﬁed owing to
the centrifugal force acting within rotating stars. Shear arises from processes such as
circulation, mass loss and hydrostatic structural evolution. This causes Kelvin–Helmholtz
instabilities that drive hydrodynamic turbulence. Because of the strong stratiﬁcation of
material in stars, horizontal turbulence along isobars is expected to be much stronger than
vertical turbulence. As a result, horizontal variations in physical quantities are expected
to be much smaller than vertical variations and we therefore approximate the star as
retaining spherical symmetry according to the modiﬁcations to the structure equations
described in section 2.3.1. This is the shellular hypothesis of Zahn (1992).
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3.3 Angular momentum transport
As in section 2.3.5, we model the evolution of the angular momentum distribution ac-
cording to the equation
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
∂r
+
1
ρr2
∂
∂r
(
ρDKHr
4∂Ω
∂r
)
+
1
ρr2
∂
∂r
(
ρDconr
(2+n)∂r
(2−n)Ω
∂r
)
,
(3.1)
where Ω(r) is the angular velocity, r is the radius from the centre of the star, ρ is the
density, n determines the local power–law distribution of speciﬁc angular momentum
in convective zones, Dcon is the diﬀusion coeﬃcient in convective zones and DKH is the
diﬀusion coeﬃcient in radiative zones. The meridional circulation, U , is given by
U = C0
L
meﬀgeﬀ
P
CPρT
1
∇ad −∇+∇μ
(
1− 
m
− Ω
2
2πGρ
)(
4Ω2r3
3Gm
)
, (3.2)
where L is the stellar luminosity, meﬀ = m
(
1− Ω2
2πGρ
)
, geﬀ is the eﬀective gravity (c.f.
equation 2.14), P is the pressure, CP is the speciﬁc heat capacity at constant pressure,
T is the temperature, G is the gravitational constant,  = Enuc + Egrav, the total local
energy emission m = L/m, ∇ is the radiative temperature gradient, ∇ad is the adiabatic
temperature gradient and ∇μ is the mean molecular weight gradient. It is similar to the
formulation of Maeder and Zahn (1998). The variable C0 is a calibration constant which
is discussed further in section 3.3.1. Meridional circulation is discussed in more detail in
section 2.3.2.
3.3.1 Test cases
Since the shellular hypothesis of Zahn (1992) there have been many alternate prescriptions
for stellar rotation (e.g. Heger et al., 2000; Maeder, 2003; Meynet and Maeder, 1997; Talon
et al., 1997; Zahn, 1992). Most of these are based on similar assumptions but vary in their
implementation of the various diﬀusion coeﬃcients for angular momentum and chemical
transport because of rotation.
rose is able to simulate stars with a number of common models. The details of these
models are summarized in Table 3.3.1. We examine the diﬀerence between these models
in section 3.4. Unless otherwise stated, the metallicity is taken to be solar (Z = 0.02).
For each model we compute the stellar evolution for a range of masses between 3M and
100M and initial equatorial surface rotation velocities between 0 and 600 km s−1, except
where the initial surface rotation rate would be super–critical.
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Table 3.1: The diﬀusion coeﬃcients used by each of the diﬀerent cases examined in this chapter. For
each case we give the value of n, the power–law proﬁle for the distribution of speciﬁc angular momentum
distribution in convective zones. In addition the table gives the source of the various diﬀusion coeﬃcients.
Case n DKH Dh Dcon
1 2 Talon et al. (1997) Maeder (2003) Dmlt
2 2 Heger et al. (2000) N/A Dmlt
3 2 Zahn (1992) Zahn (1992) Dmlt
4 0 Talon et al. (1997) Maeder (2003) Dmlt
5 0 Talon et al. (1997) Maeder (2003) 1010cm2 s−1
6 0 Talon et al. (1997) Maeder (2003) 1014cm2 s−1
Case 1:
Here we use the formulation for DKH of Talon et al. (1997),
DKH =
2Ric
(
r dΩ
dr
)2
N2T/(K + Dh) + N
2
μ/Dh
, (3.3)
where Ric = (0.8836)
2/2 is the critical Richardson number which we have taken to be the
same as did Maeder (2003).
N2T = −
geﬀ
HP
(
∂ ln ρ
∂ lnT
)
P,μ
(∇ad −∇) (3.4)
and
N2μ =
geﬀ
HP
(
∂ ln ρ
∂ lnμ
)
P,T
d lnμ
d lnP
. (3.5)
Following Maeder (2003) we take
Dh = 0.134r (rΩV (2V − αU))
1
3 , (3.6)
where
α =
1
2
∂(r2Ω)
∂r
. (3.7)
The diﬀerential equations derived by Zahn (1992) are fourth order in space. Our model
diﬀers in that third order derivatives and above cannot be reliably computed and must
be ignored. The constant C0 is included as a means of calibrating the model in light of
this diﬀerence. Because our ultimate intention is to compare these models to data from
the VLT–FLAMES survey of massive stars, we have chosen C0 so that we reproduce
the terminal–age main–sequence (TAMS) nitrogen enrichment of a 40M star initially
rotating at 270 km s−1 and with Galactic composition given by Brott et al. (2011b). This
gives C0 = 0.003. Whilst this is admittedly quite small, it is important to note that the
non–linearity of the angular momentum transport equation means that a small change
in the amount of diﬀusion corresponds to quite a large change in C0. We could have
similarly adjusted the magnitude of DKH in case 1 to give the desired degree of nitrogen
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enrichment. However, attempting to reduce the diﬀusion coeﬃcient results in more shear
which drives the diﬀusion back up so DKH would need to be reduced by a large factor
to give the desired eﬀect. This would have the further consequence that the meridional
circulation would have a much stronger eﬀect on the system and produce stars with a
very high degree of diﬀerential rotation between the core and the envelope. Hence we
have chosen to adopt this method of calibration as the most physically reasonable. The
diﬀusion of angular momentum in convective zones is determined by the characteristic
eddy viscosity from mixing length theory such that Dcon = Dmlt =
1
3
vmltlmlt. This model
takes n = 2.
Case 2:
This is the model of Heger et al. (2000). In this case we set U = 0 because circulation is
treated as a diﬀusive process. The details of the various diﬀusion coeﬃcients are extensive
so we refer the reader to their original paper. With their notation the diﬀusion coeﬃcients
are
DKH = Dsem + DDSI + DSHI + DSSI + DES + DGSF (3.8)
and
Deﬀ = (fc − 1)(DDSI + DSHI + DSSI + DES + DGSF), (3.9)
where each of the Di corresponds to a diﬀerent hydrodynamic instability. We note that
our notation diﬀers slightly from the original paper. The diﬀusion coeﬃcients ν and D
used by Heger et al. (2000) are equivalent to DKH and DKH + Deﬀ respectively. Heger
et al. (2000) take fc = 1/30 which is what we use here. The parameter fμ used by Heger
et al. (2000) is taken to be zero. Mean molecular weight gradients play an important part
in chemical mixing near the core however we have performed a number of test runs with
fμ = 0.05. Although there were some diﬀerences, they were not signiﬁcant and could be
largely masked by modifying the other free parameters associated with this case. The
model diﬀers from the original formulation of Heger et al. (2000) in that we are unable
to use stars to consistently compute non–local quantities such as the spatial extent of
instability regions used in some of the expressions for the various diﬀusion coeﬃcients.
We do not expect this to have a signiﬁcant eﬀect on the results because DES dominates
the total diﬀusion coeﬃcient and its limiting length scale is the pressure scale height
rather than the extent of the unstable region.
This model is calibrated by modifying the dominant diﬀusion coeﬃcient for transport
owing to meridional circulation, DES, by a constant of order unity to give the same TAMS
nitrogen enrichment as case 1 for a 20M star with initial surface angular velocity of
300 km s−1. This model has n = 2 and Dcon = Dmlt.
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Case 3:
This is a reproduction of the original model of Zahn (1992) and is included as a baseline
to highlight the diﬀerences in predictions of stellar rotation from the original model. In
this model
DKH = νv,h + νv,v, (3.10)
where
νv,v =
8C1Ric
45
K
(
r
N2T
dΩ
dr
)2
, (3.11)
νv,h =
1
10
(
Ω
N2T
)(
K
Dh
) 1
2
r|2V − αU |, (3.12)
K is the thermal diﬀusivity and α is the same as in case 1. In this model
Dh = C2r|2V − αU | (3.13)
and C1 and C2 are constants used for calibration. We constrain C1 and C2 by matching as
closely as possible the TAMS nitrogen enrichment and luminosity of a 20M case–1 star
with initial surface rotation of 300 km s−1. We ﬁnd that C1 = 0.019 which is surprisingly
small. This is because this model does not take into account mean molecular weight
gradients and this leads to far more mixing between the convective core and the radiative
envelope than in case 1. The TAMS luminosity is always greater than case 1 and so we
minimize it with respect to C2 so C2 →∞. This is realised by setting Deﬀ = 0 and is the
case when the horizontal diﬀusion completely dominates over the meridional circulation
and so is consistent with our assumption of shellular rotation. The constant C0 is the
same as in section 3.3.1.
The main objection to this model, apart from the exclusion of mean molecular weight
gradients, is that in the formulation of Dh we assume that, if the horizontal variation in
the angular velocity along isobars takes the form Ω˜ = Ω2(r)P2(cos θ), then Ω2(r)/Ω(r) is
constant and this is not physically justiﬁed. Again we set n = 2 and Dcon = Dmlt.
Cases 4, 5 and 6:
For these cases we use the same DKH and Dh as in case 1 but we set n = 0 to produce
uniform speciﬁc angular momentum through the convective zones and test the eﬀect of
varying the convective diﬀusion coeﬃcient Dcon,
Dcon =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Dmlt case 4,
1010 cm2 s−1 case 5,
1014 cm2 s−1 case 6.
(3.14)
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Figure 3.1: Terminal–age main sequence composition of 20M case–1 stars. The solid lines are for a
star initially rotating at 300 km s−1 and the dashed lines are for a non–rotating star. Both stars have
central hydrogen abundance XH = 10−3. Note that rotational mixing results in a larger core and mixing
of helium and nitrogen throughout the radiative envelope.
Metallicity variation
We have also calculated the evolution in cases 1, 2 and 3 for the same masses and velocities
but with Z = 0.001. We shall represent these cases with a superscript Z (case 1Z is the
low metallicity analogue of case 1 etc.).
3.4 Results
Whilst there are many potential observables which may be used to distinguish between
diﬀerent models, it is important to choose the ones that are most easily compared with
observational data. From our stellar evolution calculations we ﬁnd a number of important
diﬀerences between the test cases.
3.4.1 Evolution of a 20M star in cases 1, 2 and 3
First it is helpful to brieﬂy examine the internal evolution that occurs. We consider here
the main–sequence evolution of a 20M star with initial surface rotation of 300 km s−1
for cases 1, 2 and 3. Although the centrifugal force causes some change in a star’s
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structure, its evolution is most strongly aﬀected by changes in the chemical composition.
Fig. 3.1 shows how the composition of a rotating 20M case–1 star diﬀers from a non–
rotating 20M star at the end of the main sequence. The diﬀerence in the rotation–
induced mixing produces the variation in results between the various cases. Fig. 3.2 shows
the angular velocity proﬁle and the diﬀusion coeﬃcient for vertical angular momentum
transport in radiative zones predicted by each of cases 1, 2 and 3 at the zero–age main
sequence (ZAMS). Note that, even though the stars have the same surface rotation, their
core rotation and hence total angular momentum content can vary signiﬁcantly between
models
Despite their similar treatments, cases 1 and 3 have quite diﬀerent initial rotation
proﬁles. This is largely because of our choice of calibration. Because in case 3 we ignore
mean molecular weight gradients, the overall eﬃciency of mixing must be reduced to
match our calibration criterion (section 3.3.1). This means that shear diﬀusion is much
weaker relative to advection and so a proﬁle with more diﬀerential rotation results. Had
we chosen to calibrate the mixing by reducing C0 instead of C1 we would have found the
opposite eﬀect. This highlights one possible pitfall of including multiple free parameters
within a given system.
Case 2 is dominated by diﬀusion because of the diﬀusive treatment of meridional
circulation. Recall that meridional circulation is treated advectively in cases 1 and 3 so
is not included in the diﬀusion coeﬃcient. In fact it is responsible for production of the
shear at the ZAMS despite turbulence trying to restore solid body rotation. Because
there is no perturbation to the rotation at the start of the main sequence, the star in
case 2 rotates as a solid body. As the star evolves and mass is lost from its surface the
solid body rotation is disturbed. Even so, because of the strong diﬀusion, case 2 stars
never deviate far from solid body rotation as can be seen in Fig. 3.3. We note that case–1
stars reach the end of the main sequence with a higher mass than those in case 2 or
case 3. This is because case–2 and case–3 stars have a longer main–sequence life owing to
more eﬃcient mixing at the core–envelope boundary. This allows hydrogen to be mixed
into the core more rapidly than in case 1. This also leads to larger core masses in cases 2
and 3 compared to case 1.
We see in Fig. 3.2 that the predicted diﬀusion coeﬃcients for cases 1 and 2 are similar
throughout most of the envelope. By the TAMS, the diﬀusion predicted by case 2 is
signiﬁcantly lower than the other two cases. This is possibly because rising shear, owing
to rapid hydrostatic evolution at the TAMS, causes the diﬀusion in cases 1 and 3 to
increase while in case 2 diﬀusion is dominated instead by the circulation. Unsurprisingly,
the diﬀusion coeﬃcient in case 3 is similar in form to case 1 but signiﬁcantly smaller,
a result of our choice of C1. However, we note that the diﬀusion coeﬃcient predicted
by the two cases is very similar by the end of the main sequence. Also, the diﬀusion
coeﬃcient at the core–envelope boundary at the end of the main sequence in case 1 is
around an order of magnitude lower than in case 3. This is partially because of the core
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Figure 3.2: Zero–age main sequence properties of a 20M star initially rotating at 300 km s−1. The top
panel shows the angular velocity through the star and the bottom panel shows the diﬀusion coeﬃcient
for chemical transport through the radiative envelope
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Figure 3.3: Terminal–age main sequence properties of a 20M star initially rotating at 300 km s−1. The
top panel shows the angular velocity through the star and the bottom panel shows the diﬀusion coeﬃcient
for chemical transport through the radiative envelope. The vertical line of the top panel separates the
convective and radiative zones of the case–1 star.
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Figure 3.4: Stellar evolution tracks for stars between 5M and 100M calculated with rose for case 1
with surface velocities of 0 to 400 km s−1. The tracks for cases 4, 5 and 6, where the angular momentum
transport in convective zones is varied, are almost indistinguishable from each other but produce more
luminous stars than in case 1. There is signiﬁcant diﬀerence between the predictions made for cases 2
and 3, where the angular momentum transport in radiative zones is varied.
of the case–3 star rotating faster than in case 1 but is mostly because of the inclusion
of the mean molecular weight gradient in the formulation for case 1. Frischknecht et al.
(2010), who use a model very similar to our case 1, predict a much greater decline in
the mixing near the core but we have been unable to reproduce this. It is likely that the
diﬀerence is a result of the inhibiting eﬀect of the mean molecular weight gradient on the
rotational mixing. Whilst it is included in our models, the results of Frischknecht et al.
(2010) suggest that, towards the end of the main–sequence, its eﬀect covers a much larger
proportion of the radiative envelope than in our models.
3.4.2 Eﬀect on Hertzsprung–Russell diagram
As expected, the eﬀects of rotation on the structure and chemical evolution of each star
are signiﬁcant across the HR diagram. We have plotted the case–1 models in Fig 3.4.
Centrifugal forces cause the star to expand making it dimmer and redder. However,
because of the additional chemical mixing, more hydrogen is made available during the
main sequence so, by the TAMS, rotating stars are generally more luminous than similar
mass non–rotating stars. This eﬀect becomes more pronounced at higher rotation rates
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Figure 3.5: Stellar evolution tracks for stars between 5M and 100M with initial surface rotation
of 300 km s−1 for cases 1, 2 and 3. The model of Heger et al. (2000) predicts a greater enhancement
and higher surface temperatures compared to that based on Maeder (2003) for stars more massive than
10M.
and is most apparent for stars with masses up to 20M.
There are clear diﬀerences between the predicted evolution of rotating stars in each
of the three cases. Fig. 3.5 shows the evolution of ﬁve diﬀerent stellar masses in the HR
diagram for cases 1, 2 and 3 with an initial surface rotation of 300 km s−1. These cases
are the three diﬀerent models of rotational mixing in radiative zones at solar metallicity.
Rotating case–1 stars appear to be the most luminous at low masses but least luminous
at high masses. Case–2 stars are also consistently cooler than their case–1 and case–3
equivalents except below 10M. This is because the strength of rotation–induced mixing
increases rapidly with mass in case–2 stars unlike in cases 1 and 3, where the diﬀerence
is more modest.
Although there is apparently a large diﬀerence between the three models in the HR
diagram, to distinguish between them from stellar populations requires either a very large
sample or accurate independent measurements of stellar masses and rotation velocities.
Both of these are very challenging but, with the advent of large scale surveys, the former
is quickly becoming a possibility.
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3.4.3 Nitrogen enrichment
Currently the key test for any model of stellar rotation is how well it reproduces the spread
of data in a Hunter diagram (Hunter et al., 2009). Hunter plotted nitrogen enrichment
against surface rotation. Large scale surveys, such as the VLT–FLAMES Tarantula sur-
vey (Evans, 2011), will greatly increase the data available for surface rotation velocities
and surface abundances over the coming decade. Thus, if diﬀerent models can be distin-
guished in a Hunter diagram, this would form a key test for stellar rotation models.
In Fig. 3.6 we plot our theoretical Hunter diagram for 10M and 60M stars at
diﬀerent initial surface rotation velocities with the diﬀerent radiative–zone models at
solar metallicity. Each star begins at the bottom of the plot with the same nitrogen
abundance but diﬀerent initial surface velocities. There is an initial period where the
star spins down before any enrichment has occurred. During this time the star moves
straight to the left of the plot. Eventually the surface nitrogen abundance begins to
increase because of rotation induced mixing from the burning region. At the same time
the star continues to spin down because of mass loss and structural evolution. The net
eﬀect is that the star moves towards the upper left–hand region of the plot. At the end
of the main sequence the star expands and rapidly spins down. This appears as a near–
horizontal line as the star moves rapidly towards the left–hand edge of the plot. Some
further enrichment may occur during the giant phase.
The evolution of the surface abundances is very model dependent. Case 3, which is
based on the early model of Zahn (1992), gives more nitrogen enrichment than case 1
at high masses (M ≥ 60M) but signiﬁcantly less at low masses (M ≤ 10M). Most
notably though, the case–3 stars spin down to a far greater degree before enrichment
occurs. We attribute this to the neglect of mean molecular weight gradients. Mixing
near the core is more eﬃcient in case 3 but, owing to the overall calibration, is weaker
near the surface.
For case 2 the amount of mixing in lower–mass stars is much less than for both cases
1 and 3. By comparison the enrichment of case–2 60M stars is greater than in the
other two cases, particularly for slower rotators. This mass dependent behaviour of the
rotating models could provide important clues to distinguish between the models.
At solar metallicity, owing to the enhanced mass loss, massive stars spin down before
the end of the main sequence so, in this case, we would not observe the absence of the
moderately rotating, highly enriched stars seen at low metallicity (Hunter et al., 2009).
Observations of multiple clusters at diﬀerent ages at this metallicity would be a good test
for rotating stellar models because the evolution across the Hunter diagram is signiﬁcantly
diﬀerent in each case even when they are calibrated to give the same level of enrichment
at the end of the main sequence.
68 CHAPTER 3. COMPARISON OF STELLAR ROTATION MODELS
 8
 8.2
 8.4
 8.6
 8.8
 9
 9.2
 0  50  100  150  200  250  300  350  400  450
12
+l
og
10
[N
/H
]
v/km s-1
10M
Case 1
Case 2
Case 3
 8
 8.2
 8.4
 8.6
 8.8
 9
 9.2
 9.4
 0  50  100  150  200  250  300  350  400
12
+l
og
10
[N
/H
]
v/km s-1
60M
Case 1
Case 2
Case 3
Figure 3.6: Nitrogen enrichment (by number of nuclei) variation with initial surface rotation for cases 1,
2 and 3. Stars start on the ZAMS with low nitrogen abundances and high velocities and evolve to higher
abundances and lower velocities during the main sequence. The top panel is for 10M stars and the
bottom panel is for 60M stars. Note the diﬀerent scales for each panel. As expected the enrichment is
much greater for more massive stars. Case–3 stars spin down more before any enrichment occurs. They
give greater enrichment than either of the other two models at high masses but signiﬁcantly less than
case 1 for low masses. Cases 1 and 2 enrich to a similar degree for the high–mass stars but case 2 exhibits
signiﬁcantly less enrichment for low–mass stars than case 1.
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3.4.4 Helium–3 enrichment
Apart from the enrichment of nitrogen, rotation can have a large eﬀect on the evolution of
other elements. Changes in the carbon and oxygen abundances in rotating stars predicted
from models have been considered but the accuracy of the data prohibits any strong
conclusions from being made. Frischknecht et al. (2010) discuss the eﬀect rotation may
have on the surface abundances of light elements. We consider here the evolution of the
surface abundance of 3He. A similar analysis could be performed for other elements such
as lithium and boron. The changes in the overall abundance of 3He because of rotation
could partially explain the discrepancy between the predicted abundances produced by
stars and the lack of enrichment of the inter–stellar medium compared to levels predicted
by primordial nucleosynthesis (Dearborn et al., 1986, 1996; Hata et al., 1995). This has
been explained in the past by thermohaline mixing (Stancliﬀe, 2010) but, as our results
show, the surface 3He abundance is strongly aﬀected by rotation and so it is likely to
make at least some contribution to this eﬀect. We leave the issue of whether the total
production increases or decreases over the stellar lifetime to future work. In either case,
the evolution of helium–3 with respect to the surface rotation is very diﬀerent between
alternative models and so, as for nitrogen enrichment, this would form a useful comparison
of stellar rotation models. Unlike nitrogen, helium–3 enrichment is stronger at low masses
and so provides a greater number of candidate stars for observations.
Fig. 3.7 shows the helium–3 enrichment for 10M and 60M stars of varying initial
surface velocities for each of the diﬀerent radiative zone models at solar metallicity. As
for nitrogen, all three cases show comparable amounts of enrichment in high–mass stars.
The amount of enrichment at the end of the main sequence is the same in each case but
case–3 stars are slightly more enriched at all rotation rates. Case–3 stars spin down much
more before enrichment occurs so the paths for these stars lie to the left of case–1 and
case–2 stars but the amount of enrichment at the end of the main sequence is comparable
to, though slightly higher than, the other two cases.
The diﬀerence between the test cases is far greater at lower masses. Both case–2 and
case–3 stars show substantially less enrichment during the main sequence especially for
slow rotators and case–3 stars have much slower surface rotation at the end of the main
sequence than in the other two cases. Both of these contribute to very diﬀerent evolution
which should be distinguishable observationally. Indeed, whilst the models may produce
similar results for full population synthesis calculations, it has been found that there
is often far less agreement when diﬀerent mass ranges are considered separately (Brott
et al., 2011a).
3.4.5 Metallicity dependence
In order to compare stellar rotation models with data it is important to distinguish which
eﬀects are observable at diﬀerent metallicities. Low–metallicity stars are particularly
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Figure 3.7: Helium–3 enrichment variation with initial surface rotation for cases 1, 2 and 3. The top
panel is for 10M stars and the bottom panel is for 60M stars. At high masses all three cases show
a similar degree of TAMS enrichment though there is some variation in the evolutionary paths in each
case. Case–3 stars spin down more before enrichment occurs and so lie to the left of the other two cases.
At low masses, both case–2 and case–3 stars are less enriched at the TAMS than case–1 stars. This is
especially true for slow rotators.
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useful because they have signiﬁcantly lower mass–loss rates (Vink et al., 2001). For stars
of metallicity Z = 0.001 the mass–loss rate is roughly ten times lower than at solar
metallicity. This allows us to rule out eﬀects on the models produced by our prescription
for mass loss.
The low–metallicity cases show similar distinctions in the HR diagram to those at
solar metallicity, although high–mass, rapidly rotating, case–2 stars are suﬃciently well
mixed to undergo quasi–homogeneous evolution. There are also signiﬁcant diﬀerences
in the nitrogen enrichment between the diﬀerent models. Because the mass–loss rate
is lower in low–metallicity stars they retain their surface rotation for much longer so
the main sequence appears much more vertical in a Hunter diagram. Unlike the solar
metallicity cases, case 2Z exhibits signiﬁcantly more mixing than case 1Z particularly for
slow and moderately rotating stars (Fig. 3.8). This is the complete opposite of the results
at solar metallicity and highlights the importance of testing diﬀerent stellar environments
to discover clues to distinguish between diﬀerent models. In contrast, the enrichment of
helium–3 in case 2Z stars is less than in case 1Z .
3.4.6 Surface gravity cut–oﬀ
As a consequence of increasing stellar radius and angular momentum conservation all
models for stellar rotation predict a rapid decay in the surface rotation velocity after
the end of the main sequence. Observations suggest that, even for rotating stars, there
is a sharp cut–oﬀ in the eﬀective gravity at log10(g/cm
2s−1) ≈ 3.2 when a star leaves
the main sequence and moves over to the giant branch (Brott et al., 2011b). This eﬀect
depends on stars reaching the TAMS without spinning down too much during the main
sequence. Therefore it is more easily seen at lower metallicities where the mass–loss rate
is lower. The observed value for the TAMS gravity can be enforced in rotating models
by including a degree of overshooting. However this simply introduces an additional free
parameter into the models. In Fig. 3.9 we show the diﬀerent cut–oﬀs in the eﬀective
gravity predicted by cases 1Z , 2Z and 3Z . The end of the main sequence is indicated by
a distinct cusp in the path of the star in the range 3 < log10(g/cm
2s−1) < 4. Note that
the expected number of stars with signiﬁcant rotation after the main–sequence cut–oﬀ is
low because the evolution to a very slowly rotating giant is extremely rapid compared to
the rest of the main sequence.
For higher–mass stars there is a sharp cut–oﬀ in the surface gravity at the end of
the main sequence that is the same regardless of the model used although the TAMS
surface rotation is somewhat higher in case 2. The mixing in low–metallicity, high–mass,
rapidly rotating, case–2 stars is very eﬃcient and so they evolve almost homogeneously
and thus they appear diﬀerently in the plot. For lower–mass stars the change in surface
gravity at the end of the main sequence is still clear but varies by around an order of
magnitude across all rotation rates and test cases. Case–2 and case–3 stars have lower
terminal–age main–sequence surface gravities than case–1 stars and show a tendency
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Figure 3.8: Chemical enrichment variation at low metallicity. The top panel shows the enrichment of
helium–3 and the bottom panel shows the enrichment of nitrogen. The upper plot is for 10M stars and
the lower plot is for 60M stars. Case 2Z now shows much higher nitrogen enrichment than case 1Z , the
opposite to what we found in the solar metallicity cases. The enrichment of helium–3 in case 2Z stars is
still considerably less than in case 1Z .
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Figure 3.9: The eﬀective gravity variation with surface velocity for 10M stars (top panel) and 60M
stars (bottom panel) for cases 1Z , 2Z and 3Z . The end of the main sequence occurs at the right–most
cusp of each path. Although the surface gravity is similar for all the models and all initial rotation rates,
the TAMS surface velocities are very diﬀerent between the diﬀerent cases. Exceptions to this are the
rapidly–rotating, high–mass, case–2Z stars which undergo almost homogeneous evolution.
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towards lower TAMS surface gravities for more rapid rotators. Case–3 stars generally have
lower rotation rates at the end of the main sequence for low–mass stars. This distinguishes
them from case 2. Once again we see that the diﬀerence in stellar properties predicted
by each model is strongly dependent on rotation rate, mass and metallicity suggesting
that it is essential to explore populations covering as wide a range as possible in order to
test rotating models.
3.4.7 Alternative models for convection
In order to compare the diﬀerence in the evolution of a star owing to the details of the
model for convective angular momentum transport we now focus on cases 1, 4, 5 and
6. Uniform speciﬁc angular momentum in the core causes more shear mixing near the
core–envelope boundary than when the core is solid body rotating as shown in Fig. 3.10.
This results in higher luminosity stars with similar temperatures. There is almost no
diﬀerence between cases 4, 5 and 6 in the HR diagram.
When we compare the diﬀerent models for convection in a Hunter diagram we see
that cases 4, 5 and 6, which have uniform speciﬁc angular momentum throughout their
convective zones, have signiﬁcantly more enrichment for all masses and rotation rates
than case 1. The diﬀerence is more pronounced for higher–mass rapid rotators (Fig. 3.11).
However, we note that it is more diﬃcult to distinguish between cases 4, 5 and 6. For the
highest mass stars we do ﬁnd some diﬀerence in the enrichment of nitrogen and helium–3
between the models but recall that there is a diﬀerence in Dcon of four orders of magnitude
between cases 5 and 6.
Given the small magnitude of the change in enrichment and structure over such a
range of diﬀusion coeﬃcients it seems unlikely that these tests can adequately distinguish
between convective models. In addition, adjusting the calibration of case 1 could produce
a very similar eﬀect making it diﬃcult even to distinguish between n = 0 and n = 2 models
from observations. At the same time though, it is interesting to note the signiﬁcant change
that modifying the core angular momentum distribution has had on the evolution of the
surface composition.
3.5 Conclusions
Rotation in stars has a number of profound eﬀects on their evolution. Not only are there
signiﬁcant changes in the hydrostatic structure (Endal and Soﬁa, 1978) but this causes a
thermal imbalance that can lead to a strong meridional circulation current (Sweet, 1950).
Meridional circulation leads to additional shear which induces a number of instabilities.
The resulting turbulence leads to strong mixing of both angular momentum and chemical
composition.
Although most modellers include all of these eﬀects, the exact implementation of
stellar rotation can vary dramatically. For example Heger et al. (2000) use a model
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Figure 3.10: Angular velocity distributions for 60M stars initially rotating at 300 km s−1 for diﬀerent
convective models. The top panel shows the ZAMS distributions and the bottom panel shows the TAMS
distributions. Despite there being four orders of magnitude diﬀerence between the convective diﬀusion
coeﬃcients in cases 4, 5 and 6, there is very little diﬀerence between the angular velocity distributions
they predict. In each case, the models with uniform speciﬁc angular momentum in convective zones
predict more shear at the convective boundary than the models with solid body rotation in convective
zones.
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Figure 3.11: Nitrogen enrichment variation with initial surface rotation for cases 4, 5 and 6. The top
panel is for 10M stars and the bottom panel is for 60M stars. As expected the enrichment is much
greater for more massive stars. There is much more enrichment for models in which the core has uniform
speciﬁc angular momentum, an eﬀect that becomes progressively more pronounced for higher masses
and rotation rates
.
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where meridional circulation is treated diﬀusively. The diﬀusion owing to shear is the
linear combination of a number of coeﬃcients based on diﬀerent possible instabilities.
On the other hand, modellers such as Zahn (1992), Talon et al. (1997) and Maeder
(2003) treat the circulation as advective and use a single diﬀusion coeﬃcient based on
the magnitude of Kelvin–Helmholtz instabilities induced by shear. In these models it
is also necessary to deﬁne the magnitude of diﬀusion along isobars and this too varies
between diﬀerent models.
We have shown that diﬀerent models generally give rise to similar qualitative con-
clusions but there are signiﬁcant diﬀerences in the results based on mass, rotation rate
and metallicity. There are also open questions about how angular momentum transport
occurs in convective zones.
Comparing the models based on Talon et al. (1997) and Maeder (2003), case 1, and
that based on Heger et al. (2000), case 2, we ﬁnd that case 1 gives higher luminosity stars
for masses less massive than 10M and more luminous, hotter stars at higher masses than
case 2. High–mass stars give similar levels of nitrogen enrichment in each case but case 2
produces far less enrichment for low–mass and intermediate–mass stars than case 1. The
situation is similar for their helium–3 enrichment.
The predicted eﬀects of rotation appear to be highly dependent on the metallicity.
This is one of the clearest tests for diﬀerent stellar rotation models. At metallicity of
Z = 0.001, case 2 actually produces signiﬁcantly more nitrogen enrichment in high–mass
stars although the degree of helium–3 enrichment is still lower in case 2 than case 1.
Additional eﬀects such as the variation of the surface gravity with respect to surface
rotation velocity are seen in lower–metallicity stars where the mass–loss rate is lower.
We see a sharp cut–oﬀ in the eﬀective gravity at the end of the main sequence but the
TAMS rotation rates are very diﬀerent between diﬀerent models. Case–2 stars reach the
end of the main sequence with higher rotation rates than the other two cases for both
low–and high–mass stars. Case–1 stars reach the end of the main sequence with higher
surface gravity than the other two cases but only for lower–mass stars.
All current models treat convective zones as rotating solid bodies. This may be justiﬁed
if convective zones can generate suﬃciently strong magnetic ﬁelds (e.g. Spruit, 1999) but,
if not, hydrodynamic models and calculations suggest that convective zones should tend
towards uniform speciﬁc angular momentum (Lesaﬀre et al., in prep., Arnett and Meakin,
2010). Identifying whether this is the case or not is diﬃcult from surface observations.
There is no signiﬁcant change in the paths of stars across the HR diagram between cases 4,
5 and 6. In fact, there is no test we have found that would adequately diﬀerentiate between
these three cases even though the diﬀusion coeﬃcient in convective zones varies by four
orders of magnitude. There are some minor diﬀerences in the amount of enrichment for
massive stars but these would be hard to test with existing data. The models with uniform
speciﬁc angular momentum generally produce slightly more luminous stars and higher
surface chemical enrichment than those models with solidly rotating cores. However,
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slightly less eﬃcient mixing in the radiative zone could mask this diﬀerence.
We have thus far not included magnetic ﬁelds in the models. It has been suggested
that the strong turbulence generated by rotation could result in a radiative magnetic
dynamo (Spruit, 1999). A suﬃciently strong magnetic ﬁeld can eﬀectively suppress the
meridional circulation and reduce the overall shear (Maeder and Meynet, 2005). It could
also result in additional mass and angular momentum loss (e.g. Lau et al., 2011; ud-Doula
and Owocki, 2002). As with rotation, there is little consensus on the details of magnetic
ﬁeld generation but it is generally accepted that the eﬀects of rotation and magnetic ﬁelds
cannot be considered in isolation. In chapter 5 we include magnetic ﬁelds in rose in a
similar manner in order to better explore this important feature of stellar evolution.
Owing to the range of available models, it is an extremely challenging problem to try to
identify the one which best ﬁts observed stellar populations. Now that large scale surveys
are starting to produce data for many stars in diﬀerent regions it is becoming possible to
make progress and isolate which eﬀects dominate. The key to distinguishing the relevant
physics seems to be taking measurements of groups of stars at diﬀerent masses, ages
and metallicities. In individual clusters, models should be able to match not only the
full distribution of observed stars but also the expected distribution in each mass range.
Whilst most of the models can be calibrated to ﬁt the data for a single cluster, we have
shown that the behaviour of each model is highly dependent on mass and metallicity and
so being able to ﬁt data for a range of stellar environments is the true test of any model.
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A few observation and much reasoning lead to
error; many observations and a little reasoning
to truth. (Alexis Carrel)
4
Model–dependent characteristics of stellar populations
4.1 Introduction
The eﬀect of rotation on the internal physics of stars has been considered for many years
(e.g. Kippenhahn et al., 1970). Rotation causes signiﬁcant changes in the hydrostatic
balance of the star (Endal and Soﬁa, 1978), thermal imbalance causes a meridional cir-
culation current (Sweet, 1950) and diﬀerential rotation leads to shear instabilities (e.g.
Spiegel and Zahn, 1970). These all result in mixing of angular momentum and chemical el-
ements within the star leading to changes its surface properties such as the surface gravity,
temperature, luminosity and chemical composition. Over the course of several decades,
the physical formulations used to describe stellar rotation have proliferated (Heger et al.,
2000; Maeder and Meynet, 2005; Meynet and Maeder, 1997; Talon et al., 1997; Zahn,
1992). Whilst each new model has been suitably justiﬁed physically, there has been lit-
tle observational data to back up claims of improved physical agreement. This leads to
the possibility that any number of physical models can be chosen to produce a range of
desired results which may or may not be accurate. This situation is worsened because
the data required to constrain the models is scarce. However, with the observations of
the VLT–FLAMES survey of massive stars (Evans et al., 2005, 2006) and VLT–FLAMES
Tarantula survey (Evans, 2011) it is now becoming possible to make such comparisons of
diﬀerent physical models and place some constraints on the formulations used.
Comparing stellar models is still problematic because of the diﬃculty of isolating
the eﬀects of rotation from other physical and numerical diﬀerences in the results of
other groups. In chapter 3 we presented rose, a code capable of performing stellar
evolution calculations with a number of diﬀerent models of stellar rotation, eliminating
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any diﬀerences owing to other numerical or physical eﬀects between diﬀerent codes.
In chapter 3 we considered the main diﬀerences between the evolution of individual
stars under the assumptions of several popular models. In this chapter we combine that
analysis with the stellar population code, starmaker (Brott et al., 2011a), to determine
the diﬀerences in stellar populations that arise from two physical models. One is based
upon Heger et al. (2000) and has solely diﬀusive transport of angular momentum. The
other is based on Talon et al. (1997) and Maeder (2003) and has both diﬀusive and
advective transport of angular momentum. The two diﬀerent models have very diﬀerent
diﬀusion coeﬃcients and there are marked diﬀerences in the results for individual stars.
It is possible to get better agreement between the models under diﬀerent criteria by
adjusting the associated unknown constants but this leads to poorer agreement elsewhere.
One particular consequence of diﬀerent input physics that we found in chapter 3 is that
the mass dependence of the mixing is very diﬀerent in each case. The models agree in
that the total enrichment in low–mass stars (M < 20M) is much less than in high–mass
stars (M > 20M). However, the enrichment found with each model is very diﬀerent for
low–mass stars despite reasonable agreement for high–mass stars. In chapter 3 we also
concluded that the diﬀerence between the two models varies for diﬀerent metallicities. For
Z = 0.001, the model based on Heger et al. (2000) actually produces signiﬁcantly more
nitrogen enrichment in high–mass stars, particularly for slow and moderate rotators. We
shall explore all of these features further in this chapter.
In section 4.2 we brieﬂy review the physics of the models. For full descriptions we
refer the reader to chapter 2 and Brott et al. (2011b). We also describe the models under
comparison. In section 4.3 we compare the stellar population predictions and consider
the similarities and diﬀerences between the models and in section 4.4 we present our
summary and conclusions.
4.2 Input physics
Each grid of models is produced with the code rose described in section 2.3.6. The
physical model for the evolution of rotating stars is described in section 2.3. The stellar
populations are then generated with the code starmaker (Brott et al., 2011b), described
in section 2.5. It was originally designed to work with the evolutionary models of Brott
et al. (2011a). We have adapted it for use with rose stellar evolution models. Based
on a grid of evolutionary models, starmaker interpolates for stellar properties given
an initial mass, initial surface velocity and age. These are chosen at random according
to user–deﬁned distribution functions. Each simulated star is assigned a random orien-
tation in space. The newly generated sample can subsequently be ﬁltered according to
observational selection eﬀects to enable comparison with observed samples.
In this chapter we consider two models for comparison, these are case 1 and case 2
from chapter 3. For both models we evolve a grid of stars with masses between 3M and
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100M and initial equatorial surface rotation velocities between 0 and 600 km s−1. The
zero age main sequence is taken to be the point of minimum luminosity at the onset of
hydrogen burning. The masses computed are
m/M ∈{3, 4, 5, 6, 7, 8, 9, 10, 12, 15, 20, 25,
30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80,
85, 90, 95, 100} (4.1)
and for each mass the initial surface velocities used are
vini/km s
−1 ∈{0, 50, 100, 150, 200, 250, 300,
350, 400, 450, 500, 550, 600}, (4.2)
except when the rotation velocity would be too close to critical rotation to achieve nu-
merical convergence. This becomes more diﬃcult for stars less massive than 10M.
Convergence can be achieved for a 10M star rotating faster than 95% of critical rota-
tion, although the assumptions of the model are likely to become invalid this close to
critical. For a 3M star the limit for convergence is close to 70% of critical rotation.
Both the case 1 and case 2 models for each mass and initial surface velocity must reach
the end of the main sequence for either of them to be used in the grid. The end of the
main sequence is taken as the point of maximum temperature before a star moves onto
the Hertzsprung gap. Each model evolved is plotted in Fig. 4.1. For both models, the
diﬀusion of angular momentum in convective zones is determined by the characteristic
eddy viscosity given by mixing length theory such that Dconv = Dmlt =
1
3
vmltlmlt. The
position of the convective boundary is determined by the Schwarzschild criterion and
although the code includes a model for convective overshooting, we do not use it in these
simulations. Unlike for chapter 3, we only consider the case in which the convective core
tends to a state of solid body rotation. In section 4.3.5 we examine the eﬀects of changing
the free parameters associated with the model. Models generated with this calibration
are referred to as case 2b. In this chapter we generate models with two diﬀerent metal-
licities, Galactic and LMC, as deﬁned by Brott et al. (2011a). Other than the initial
composition, the input physics is the same for both metallicities. However, for clarity, we
distinguish models that use LMC metallicity by referring to them with a superscript ‘Z’
(e.g. case 1Z).
The angular momentum evolves according to
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
∂r
+
1
ρr2
∂
∂r
(
ρDKHr
4∂Ω
∂r
)
+
1
ρr2
∂
∂r
(
ρDconr
2∂Ω
∂r
)
. (4.3)
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Figure 4.1: Grid of initial models, in initial mass–initial equatorial velocity space, used for simulating
stellar populations.
This is equation (2.24) with n = 2. The terms are described in more detail in chapter 2.
The primary diﬀerence between the cases is the treatment of meridional circulation U
and the diﬀusion coeﬃcient DKH.
4.2.1 Case 1
Our case 1 model uses the formulation for DKH of Talon et al. (1997),
DKH = C0
2Ric
(
r dΩ
dr
)2
N2T/(K + Dh) + N
2
μ/Dh
, (4.4)
where
N2T = −
geﬀ
HP
(
∂ ln ρ
∂ lnT
)
P,μ
(∇ad −∇) (4.5)
and
N2μ =
geﬀ
HP
(
∂ ln ρ
∂ lnμ
)
P,T
d lnμ
d lnP
. (4.6)
As in chapter 3 we follow Maeder (2003) by taking the critical Richardson number,
Ric = (0.8836)
2/2. We have also chosen C0 so that we reproduce the terminal–age main–
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Age/yr Number of Maximum mass Maximum mass
stars remaining (case 1)/M (case 2)/M
5× 106 9749375 42.2 41.6
107 9168582 21.6 22.3
2× 107 8318064 14.1 13.7
5× 107 6449586 8.2 7.4
Table 4.1: The properties of diﬀerent single–aged stellar populations used in section 4.3. The original
size of the population in each case is 107 stars. Each population is generated by an instantaneous burst
of star formation at t = 0. The ﬁrst column shows the age of the simulated population. The second
column shows the number of stars remaining in the sample after stars that have reached the end of the
main sequence are excluded. The third and fourth columns show the mass of the most massive star
remaining in the sample at the given age for case 1 and case 2 respectively.
sequence (TAMS) nitrogen enrichment of a 40M star initially rotating at 270 km s−1 with
Galactic composition given by Brott et al. (2011b). The eﬀective diﬀusion coeﬃcient Deﬀ
is
Deﬀ =
|rU |2
30Dh
(4.7)
and we take
Dh = 0.134r (rΩV (2V − αU))
1
3 , (4.8)
where
α =
1
2
d(r2Ω)
dr
. (4.9)
4.2.2 Case 2
Our case 2 model is that of Heger et al. (2000). In this case U = 0 because circulation is
treated as a purely diﬀusive process. The details of the various diﬀusion coeﬃcients are
extensive so we refer the reader to the original paper. With their notation the diﬀusion
coeﬃcients are
DKH = Dsem + DDSI + DSHI + DSSI + DES + DGSF (4.10)
and
Deﬀ = (fc − 1)(DDSI + DSHI + DSSI + DES + DGSF), (4.11)
where each Di corresponds to a diﬀerent hydrodynamic instability. Heger et al. (2000)
take fc = 1/30 and we use this too. We also use fμ = 0. The consequences of this
are discussed in chapter 3. Unless otherwise stated, we calibrate this model by scaling
DES, the dominant diﬀusion coeﬃcient, so that the nitrogen enrichment of a 20M, solar
metallicity star with initial surface angular velocity of 300 km s−1 is the same as for case 1
at the TAMS.
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4.2.3 Stellar populations
Throughout this paper we use a variety of populations at diﬀerent ages with diﬀerent
star formation histories. The main reason for this is that, as a population ages, the mass
of the most massive stars remaining in the main–sequence population decreases, whilst
stars much less massive than the maximum mass have not had suﬃcient time to produce
signiﬁcant nitrogen enrichment. The combination of these tendencies allows us to follow
how the amount of enrichment varies with mass. This applies speciﬁcally to clusters in
which we expect the range of ages of the stars to be small compared to the age of the
cluster. It is important to note that rotation can signiﬁcantly aﬀect the upper bound
to the mass of stars in the population. The populations used in this paper are listed in
Table 4.2.3. For the ﬁgures in section 4.3 we compare the data using 2D histograms for
which we have separated the data into a grid of 50 × 50 bins. The number of stars in
each bin divided by the total number of stars. In case 1 this is n1 and similarly n2 for
case 2. In each comparison we reduce the size of the larger population to be the same
size as the other by randomly removing stars.
4.3 Results
We simulated stellar populations at a number of ages and metallicities for each model
and found a number of signiﬁcant diﬀerences.
4.3.1 The Hertzsprung–Russell diagram
When we look at the eﬀect of the two models of rotation on stars in the Hertzsprung–
Russell (HR) diagram we ﬁnd that there is very little diﬀerence between them. Whilst
there is variation in the TAMS temperatures and luminosities of the stars in each case, the
diﬀerence is small and, for a single burst of star formation, only aﬀects a handful of stars
in the population at any given time. For most of a star’s lifetime the predicted position
in the HR diagram is suﬃciently similar between the two cases that the diﬀerence in the
population cannot be distinguished. Fig. 4.2 shows the HR diagrams for cases 1 and 2
for simulated clusters with an age of 2× 107 yr. Apart from slightly diﬀerent degrees of
broadening at the main–sequence turn oﬀ, there is no diﬀerence between the two cases.
This is true at all ages and if we simulate a population of stars with continuous star
formation we still ﬁnd only slight distinctions between the two cases. To distinguish
these diﬀerences in real stellar populations would be made even more diﬃcult because
the broadening of the high–luminosity end of the main sequence in the HR diagram
owing to rotation is similar to the eﬀect of including binary stars (Eldridge et al., 2008).
This doesn’t mean that mass determinations of rotating stars from their surface rotation,
temperatures and luminosities are unaﬀected by the speciﬁc physics of the model. For
individual models, the diﬀerence can be signiﬁcant but the cumulative eﬀect has little
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Figure 4.2: Hertzsprung–Russell diagrams for a population of stars at age 2×107 yr. There is some slight
variation between the two cases at the end of the main sequence (highest luminosity) but the eﬀect is
small. Otherwise there is no obvious diﬀerence between the results produced in cases 1 and 2. When
comparing the two populations, the addition of 10−6 in the denominator is to avoid division by zero in
unpopulated bins.
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impact on the population as a whole. It is also important to note that the maximum
mass of stars remaining in the sample varies between the cases because the main–sequence
lifetimes are diﬀerent. This means that care must be taken when identifying a cluster’s
age with respect to its most massive members if the cluster contains rapid rotators.
4.3.2 Velocity distribution evolution
Because of variations in the amount of mixing and the evolutionary timescale between
the two cases, we might expect diﬀerences between the distribution of rotation rates as
the populations evolve. In Fig. 4.3 we plot the velocity distribution of the remaining stars
in the single–aged populations at 2× 107 yr. This is the typical shape of the distribution
at all ages considered and we see that there is very little diﬀerence between the two cases.
4.3.3 The Hunter diagram
The surface abundance of various isotopes is an extremely important tracer of the eﬀects
of rotation. In section 4.3.2 we showed that, using alternate models of rotation, we ﬁnd
only small eﬀects on the velocity distribution in stellar populations. We now consider the
eﬀect of rotation on the surface abundance of nitrogen. We could make similar conclusions
about other chemical elements but their usefulness depends on the accuracy to which they
can be measured and the availability of data. For example in chapter 3 we discussed the
eﬀect of rotation on the surface abundance of helium–3 but this is diﬃcult to measure
and so is not particularly useful in this discussion. Frischknecht et al. (2010) and Brott
et al. (2011b) also consider how rotation is likely to aﬀect the surface abundances of
light elements. If we look at a plot of the surface abundance against surface rotation
rate, commonly referred to as the Hunter diagram (Hunter et al., 2009), for diﬀerent
ages (Fig. 4.4) we see that there are some very clear diﬀerences between the two cases.
At each age, the most massive stars remaining in the population dominate the enriched
stars. Stars more massive than this have already evolved oﬀ the main sequence. The
less massive stars in the population evolve more slowly and so have not had enough time
to become enriched. At early times the populations are very similar except that case 1
predicts rather more enrichment for stars rotating slower than 200 km s−1 while case 2
predicts more enrichment of the most rapidly rotating stars. As the population ages, the
amount of enrichment in case 1 stays roughly the same but the amount of enrichment
in case 2 drops oﬀ slowly followed by a large drop between 2× 107 yr and 5× 107 yr. It
is here, where only stars less massive than 8.2M remain, that the diﬀerence between
the models is clearest. However, even at 2 × 107 yr, we can see that there are far more
enriched stars in case 1 than case 2 compared with earlier times.
If we consider the case–dependence of the Hunter diagrams for a population of stars
with a continuous star formation history we ﬁnd much the same thing. Fig. 4.5 shows
that, although both cases follow a trend of more frequent enrichment in stars with higher
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Figure 4.3: Velocity distribution of stars in cases 1 and 2 both at an age of 2×107 yr for the populations
described in table 4.2.3. For this and subsequent ﬁgures, v is the projected surface rotation velocity.
There is no marked diﬀerence between the two distributions.
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Figure 4.4: Hunter diagrams for single–aged populations of stars. From top to bottom, the four rows of
ﬁgures correspond to 5×106 yr, 107 yr, 2×107 yr and 5×107 yr. At early times the two cases are similar
with slightly more enrichment of the fastest rotators in case 2 and more enrichment of stars rotating
more slowly than 200 km s−1 in case 1. By 2 × 107 yr we see many more enriched stars in case 1 and
by 5× 107 yr the amount of mixing in case 2 has dropped oﬀ dramatically. The jagged right hand edge
of the populations is a result of the grid geometry and the mass–independence of the initial rotation
velocity distribution. Neither aﬀects the large diﬀerence we see in the populations at late times.
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rotation rates, case 1 produces far more enriched stars than case 2. This is not surprising
because we found far less mixing in case–2 stars at lower masses than in case 1 and it
is these stars that dominate the population. We could have instead chosen to calibrate
case 2 so that there were more mixing in low–mass stars but this would inevitably lead
to a worse match in the populations elsewhere, perhaps in the enrichment of rapidly
rotating very massive stars (M > 40M). We discuss this further in section 4.3.5. Also
important to consider is the eﬀect of metallicity. In chapter 3 we found a reversal in the
trend of less mixing in case–2, low–mass stars (M < 20M). Increasing the mixing here
to bring the two populations in line would make the low–metallicity agreement far worse.
We discuss this in section 4.3.6.
4.3.4 Eﬀective surface gravity and enrichment
As we suggested in chapter 3, the diﬀerence between the two cases can be seen most
clearly by considering diﬀerent masses of stars. In our discussion of the Hunter diagram
we have appealed to the single–aged population of stars to diﬀerentiate between stellar
masses as the population ages. Unfortunately, determining the mass of rotating stars self–
consistently is diﬃcult because of the degeneracy that arises owing to rotation. Fig. 4.6
shows the typical relationship between mass and eﬀective surface gravity in a simulated
population. There is a strong correlation between the two but rotation causes degeneracy
so estimates of the mass from eﬀective gravity alone could be wrong by up to 7M in
this case. The correlation does not persist in the case of continuous star formation. Use
of the eﬀective surface gravity is also advantageous because it can be directly determined
spectroscopically. However, caution is necessary for rapid rotators because the eﬀective
gravity is not uniform across the stellar surface (Von Zeipel, 1924). The Hunter diagram
suﬀers from the problem that, even for simple stellar populations like this one, stars exist
in all regions of the diagram and the population has few clear boundaries. If we look at
the variation of eﬀective surface gravity with nitrogen enrichment the diﬀerence between
the models becomes very clear (Fig. 4.7). There are sharp curves that bound the upper
and lower eﬀective surface gravities of the population. The lower bound occurs because
stars evolve rapidly into giants with much lower surface gravity after this limit. The upper
bound occurs because younger stars with higher surface gravities haven’t evolved to the
point where their surface nitrogen is enriched. There are features which distinguish the
two populations at each age. For young populations (5×106 yr) case 2 has a higher upper
bound for nitrogen enrichment and there is a much broader range of surface gravities than
in case 1. For older populations (107 yr and 2 × 107 yr) case 2 predicts generally lower
values for the surface gravity. Finally for old populations (5 × 107 yr) the diﬀerence
becomes very stark. The amount of mixing in case 2 drops oﬀ dramatically compared to
case 1 while we still predict much lower values for the surface gravity in rapid rotators.
When we consider a population of stars with continuous star formation history, the
diﬀerence in the populations is still clear. Interestingly, unlike the Hunter diagram,
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Figure 4.5: Hunter diagrams for a population of stars with continuous star formation. Despite showing
good agreement at low surface rotation rates, case 1 has many more fast–rotating highly enriched stars.
However, this diﬀerence can often be accounted for by recalibration of the mixing coeﬃcients and is
diﬃcult to observe owing to the rarity of rapidly rotating high–mass stars which occupy this region of
the plot.
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Figure 4.6: Simulated single–aged stellar populations at 107 yr in case 1. The plot shows the strong
correlation between mass and surface gravity. This relation only holds when the population has a single
age. Because of rotation, the relation is degenerate and a measurement of the surface gravity corresponds
to stellar masses with a range of up to 7M.
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Figure 4.7: Distribution of the surface nitrogen enrichment against eﬀective surface gravity in single–
aged stellar populations. From top to bottom, the four rows of ﬁgures correspond to 5× 106 yr, 107 yr,
2 × 107 yr and 5 × 107 yr. At early times case 2 gives a larger spread of eﬀective surface gravities and
higher enrichment of the fastest rotators. At later times the maximum enrichment is similar but case 2
predicts overall lower surface gravities than case 1. Finally at late times when only stars with mass
smaller than 8.2M remain, case 2 predicts far less mixing than case 1 as well as much lower surface
gravity for its fastest rotators.
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this visualisation actually highlights the similarities between the two cases as well the
diﬀerences. Fig. 4.8 shows that stars in both models are conﬁned to a similar band
of eﬀective gravities and their range of surface abundances are very similar. The main
diﬀerence between the two cases, apart from the increased frequency of enriched stars in
case 1 which we saw in section 4.3.3, is the conﬁnement of the enriched case–1 stars to a
distinct band. This contrasts to case 2 for which the stars are spread much more evenly
across their range of enrichment.
4.3.5 Recalibration
We have thus far described the diﬀerences that arise between the two test cases under a
speciﬁc calibration of the mixing. However, within each case is the ﬂexibility to calibrate
to some degree the amount of mixing that arises because of rotation. We chose in our ini-
tial calibration to match the TAMS nitrogen enrichment of 20M stars initially rotating
at v = 300 km s−1. This is a reasonably good ﬁt for stars of M > 15M but for smaller
masses the amount of mixing in case 2 drops oﬀ rapidly. Now suppose instead we had
chosen to match the TAMS nitrogen enrichment of a star with initial mass M = 10M
and v = 200 km s−1. We refer to this model as case 2b. This is more representative of the
stars observed in the VLT–FLAMES survey (Dufton et al., 2006) and so should produce
mixing in line with the bulk of the population. We discuss the VLT–FLAMES survey
data in relation to our simulated populations in section 4.3.7. Fig. 4.9 shows the Hunter
diagram for the new sample. We see that the agreement is better in the Hunter diagram
but case 2b still can’t produce the tightly conﬁned bulk of enriched stars seen in case 1.
Also, the maximum enrichment observed in case 2b is now far greater than in case 1.
Although we can’t directly measure the mass of stars, it is instructive to examine where
the main diﬀerences in our sample arise. Fig. 4.10 shows the distribution of nitrogen
enrichment by mass in case 1, case 2 and case 2b. In the ﬁrst instance, the agreement
between the two models is reasonable for stars more massive than around 15M but the
mixing in case 2 drops oﬀ rapidly for lower masses as we observed in section 4.3.4. For
case 2b the agreement holds to much lower masses except now there are far more highly
enriched stars with mass 5M< M < 20M when compared to case 1.
4.3.6 Eﬀects of metallicity
In chapter 3 we concluded that there was signiﬁcant variation in the diﬀerences between
the two cases at diﬀerent metallicities. We simulated a grid of models at LMC metallicity,
composition and initial velocity distribution, as given by Brott et al. (2011b). This is not
as low as the low–metallicity case described in chapter 3 but it does allow us to compare
our results with the data from the LMC observations in the VLT–FLAMES survey of
massive stars. We simulated a population in case 1Z and case 2Z at this composition with
continuous star formation history. The Hunter diagram for this population is shown in
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Figure 4.8: Surface nitrogen enrichment against eﬀective surface gravity of simulated populations of
stars with continuous star formation. The distributions are both conﬁned to a narrow band and have
similar ranges for enrichment, though slightly higher in case 2. However, case 1 produces many more
enriched stars than case 2 when they are for the large part conﬁned to a narrow band. There are some
edge–of–grid eﬀects that arise because the initial rotation function is mass independent and so produces
many more low–mass stars close to their critical limit.
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Figure 4.9: Hunter diagrams for a population of stars undergoing continuous star formation with case 2
calibrated to give the same TAMS nitrogen enhancement as case 1 for a star of mass 10M initially
spinning with v = 200 km s−1 (case 2b). There are now more moderately enriched stars in case 2b but
still far fewer than in case 1 and the upper limit for enrichment in case 2b is now far greater than case 1.
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Figure 4.10: Distribution of the masses of stars in case 1 and case 2 for a population with continuous
star formation history. The top row shows the models with the calibration of case 2 to give the same
TAMS nitrogen enhancement as case 1 for a star of 20M initially spinning with v = 300 km s−1. The
second row shows the same but with case 2 calibrated to give the same TAMS nitrogen enrichment as as
star with initial mass M = 10M and surface rotation v = 200 km s−1 (case 2b). The two cases agree
for masses greater than 15M for the original calibration. The agreement continues to lower masses
for the second calibration but now there are more highly enriched stars in case 2b in the mass range
5M< M < 20M.
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Figure 4.11: Hunter diagrams for populations of stars undergoing continuous star formation at LMC
metallicity. The two populations are qualitatively similar to the populations at solar metallicity. We
have also plotted the LMC stars observed by Hunter et al. (2009). Case 1Z predicts a very conﬁned
distribution of enriched stars, whereas case 2Z predicts a much wider spread of enrichment. The stars at
the left–hand edge of the diagram can’t be explained by rotational mixing alone.
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Fig. 4.11.
We see that the qualitative distribution of stars in the simulated population is similar
to the solar metallicity populations. Case 1Z produces a much more well–deﬁned band
of enriched stars whereas case 2Z produces fewer enriched stars that have a much greater
spread in abundance. If we consider the mass–dependence of the rotational mixing we
ﬁnd a similar decline in the amount of mixing in case 2Z compared to case 1Z for stars
less massive than 20M. As in chapter 3, we ﬁnd that the amount of mixing in stars
above this mass is higher in case 2Z than in case 1Z. In fact, the mixing in case 1Z
decreases slightly for higher–mass stars. This means that, as in section 4.3.5, an increase
in the mixing in case 2Z is unlikely to produce a better correlation between the two cases.
However, owing to the IMF, there are many more stars less massive than 20M in the
population and so case 1 produces many more enriched stars than case 2Z.
In Fig. 4.11 we have also plotted those LMC stars for which the nitrogen abundances
have been determined by Hunter et al. (2009). As remarked by Hunter et al. (2009), there
are many highly enriched, slowly rotating stars that are not explained by either model of
rotational mixing. These are addressed in chapter 5. For the remainder of observed stars
we see a trend of increasing enrichment for higher rotation rates. On initial inspection,
case 1Z ﬁts the VLT–FLAMES data much more closely than case 2Z. However, selection
eﬀects are important and we consider these in section 4.3.7.
4.3.7 Selection eﬀects in the VLT–FLAMES survey
The most common data set used to test rotational mixing in massive stars is the VLT–
FLAMES survey of massive stars (Dufton et al., 2006; Evans et al., 2005, 2006) owing
to the number of stars sampled and the detailed determination of surface composition.
We repeated our population synthesis as in section 4.3.6 for a continuous population of
LMC–metallicity stars but we have included the selection eﬀects which aﬀect the stars
in the VLT–FLAMES survey so that we may compare the distributions more directly
with those found by Hunter et al. (2009). The selection criteria we used are that of the
cluster N11 in the LMC. For a detailed description see Brott et al. (2011b). Stars are
excluded if their visual magnitude is greater than 15.34, if they are hotter than 35,000K,
if their surface gravity is less than 103.2 cm s−2 or they are rotating faster than 90% of
their critical rotation rate. In addition, a random error is applied to log10[N/H] selected
randomly from a Gaussian with standard deviation σ = 0.2.
The simulated population produced after we apply the selection eﬀects is shown in
Fig. 4.12 along with the LMC stars data of Hunter et al. (2009). We show the population
in cases 1Z, 2Z and 2Zb (the LMC analogue of case 2b with the calibration described in
section 4.3.5). We see that, contrary to our discussion in section 4.3.6, the diﬀerences
between the various models are now far less apparent. Compared with the other two
cases, case 2Z predicts many more less–enriched fast rotators than are observed and the
amount of mixing is insuﬃcient to match the observed band of enriched stars. Compared
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Figure 4.12: Hunter diagrams for populations of stars undergoing continuous star formation at LMC
metallicity for a number of diﬀerent models with selection eﬀects applied as described in section 4.3.7.
Populations have been simulated for cases 1Z, 2Z and 2Zb . The populations are qualitatively similar to the
populations at solar metallicity. We have also plotted the LMC stars observed by Hunter et al. (2009).
The slowly–rotating, highly–enriched stars at the left–hand edge of the diagram cannot be explained by
rotational mixing alone.
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Figure 4.13: Distribution of masses in a simulated population of case–1Z stars at LMC metallicity with
the inclusion of selection eﬀects. The distribution is very similar in each case. We see that the distribution
peaks strongly around 12M.
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with section 4.3.6, cases 1Z and 2Zb now both show a similarly good ﬁt to the data. In both
cases the band of predicted enriched stars is matched well by the observations. However,
we note that we would expect to see a number of stars with 12 + log10[N/H] > 8. The
number of predicted stars in this range is greater for case 2Zb than case 1
Z . If we were
to reduce the amount of mixing we would get too little nitrogen enrichment in stars
with v < 200 km s−1. This eﬀect may be a result of the diﬃculty of measuring nitrogen
abundances in this region but is otherwise diﬃcult to resolve. A further increase in
the mixing would exacerbate the problem that the upper bound to enrichment at rapid
rotation is too high. A decrease in the mixing would mean that the band of enriched
stars in the simulated population is less likely to produce a good ﬁt to the model and
would leave observed slowly–rotating, moderately–enriched stars that cannot be explained
through the theoretical models.
Unfortunately, the mass dependence of the models is not well reﬂected in the VLT–
FLAMES populations. With the selection eﬀects described, the masses of the LMC–
metallicity sample are conﬁned between 10M and 20M as shown in Fig. 4.13. We
ﬁnd a similarly narrow range when we consider Galactic stars under similar selection
eﬀects. Therefore, any simulated population where we include the selection eﬀects of
VLT–FLAMES captures the rotational–dependence of the model but for only a small
fraction of the mass–dependence which is where we have found the biggest diﬀerences
between our two cases.
4.4 Conclusions
Rotation has many eﬀects on stellar evolution. Some of these, such as that on the sur-
face temperature, are because of rotation but only vary signiﬁcantly between diﬀerent
models towards the end of the main sequence. Others, such as that on the surface rota-
tion velocity, may evolve diﬀerently throughout the main sequence according to diﬀerent
models but do not produce signiﬁcant changes in the distribution of stars in a simulated
population. Therefore these properties alone are largely unhelpful to distinguish between
the diﬀerent implementations of rotation in stellar models.
It has been observed that the surface abundances of several chemical elements change
signiﬁcantly because of rotation. The degree to which this happens in the theoretical
models strongly depends on which particular model for stellar rotation is used and which
constraints are used to calibrate them. Recently, the Hunter diagram has been the
favoured diagnostic tool for analysing stellar rotation because it shows a clear connection
between the surface rotation of a star and its surface enrichment. Our model based on
that of Talon et al. (1997), case 1, shows a similar order of magnitude enrichment for all
masses. On the other hand our model based on that of Heger et al. (2000), case 2, shows
a steep decline in the amount of enrichment around 15M. We can account for this to a
degree by adjusting the calibration of the models but we see that increasing the mixing
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in case 2, so that low–mass stars show similar enrichment to those of case 1, then leads to
a much higher maximum enrichment for a case–2 population than a case–1 population.
This suggests that studies should focus on stars either side of this mass limit.
Because the two models are very diﬀerent for diﬀerent mass ranges, the eﬀective gravity
is a sensible tool to investigate the mass–dependence of the mixing strength. It is very
diﬃcult to self–consistently infer the mass of a star from a luminosity–temperature–
rotation relation because any such relation depends on the model used for rotation.
The eﬀective gravity however can be derived directly from spectra and, despite some
degeneracy, there is a strong relation between it and the stellar mass. This can be
usefully applied to the study of rotational mixing. We have shown that there are very
clear diﬀerences between the synthetic populations produced by each model when nitrogen
enrichment is plotted against surface gravity. In the case of a population in which all the
stars have the same age, they are conﬁned to a very speciﬁc region. Stars with surface
gravity below a certain limit evolve into giants and beyond on a short timescale compared
to their main–sequence lifetime. Stars with surface gravity above another limit are less
massive and have not had long enough to become enriched. This eﬀect persists even in
the case of a population of stars with continuous star formation. Case 1 predicts that
nitrogen is enriched over a narrower range of surface gravities than case 2. We see that
case 1 produces many more moderately enriched stars than case 2 but the maximum
enrichment in case 1 is lower than in case 2.
We have also shown that similar trends appear at diﬀerent metallicities. We simulated
populations in both cases with continuous star formation history at LMC metallicity. The
qualitative distribution of stars in each case was similar to that at Galactic metallicity.
Case 1Z still produced a conﬁned band of enriched stars in the Hunter diagram, whereas
case 2Z produced a much greater spread. Case 1Z also produced many more highly–
enriched stars than case 2Z although the maximum enrichment in case 2Z was higher
than in case 1Z. Similarly to solar metallicity, this is because of the mass dependence of
the mixing in each case. The decline in the amount of mixing in case 2Z begins at higher
masses at low metallicity (20M at LMC rather than 15M at solar metallicity) and
the mixing in stars above this mass is relatively constant for stars in case 2Z, whereas
case–1Z stars show slightly less enrichment as the mass of stars increases. This may
not be indicative of the strength of the rotational mixing but more that, because the
main–sequence lifetime of the stars decreases with increasing mass, there is less time to
transport nitrogen from the core to the surface.
When we compare the simulated populations to the LMC–metallicity stars in the VLT–
FLAMES survey we ﬁnd that both cases 1Z and 2Zb , which uses the second calibration
for case 2 described in section 4.3.5, give a reasonable ﬁt to the observed data and it
is diﬃcult to determine which ﬁts the data more closely. Unfortunately the range of
initial masses that remain in the simulated samples after we apply the selection eﬀects
is extremely narrow, between 10M and 20M in the LMC populations. This means
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that it is diﬃcult to observe the large diﬀerence in the mass–dependence of the models.
Hence, a close ﬁt between the Hunter diagrams for a simulated population and the data
of the VLT–FLAMES survey is a useful test of models for rotational mixing but cannot
establish the validity of a model by itself. As we have seen, models for rotational mixing
with very diﬀerent mass–dependencies can reproduce similarly good ﬁts to the current
data. Whilst, in the future, determinations of the nitrogen abundance in a wider mass–
range of stars may help solve this problem, it is likely that examining the enrichment and
depletion of other elements will be necessary. For example, Brott et al. (2011a) look at
the eﬀect of rotation on the surface Boron abundance. Diﬀerent initial rotation velocity
distributions may also have a signiﬁcant eﬀect on the simulated populations.
Despite sharing many similar features, it is unreasonable to expect that two diﬀerent
models for stellar rotation can produce identical qualitative results for an extended range
of masses, rotation rates and metallicities. We have shown that, whilst the two models
agree for stars more massive than 15M, there is much less agreement for less massive
stars. Furthermore, we have only thus far made a comparison of two particular models
for stellar rotation chosen from the many available. In particular we haven’t included
models based around the Taylor–Spruit dynamo (Spruit, 2002) such as that investigated
by Brott et al. (2011b) up to this point. Whilst this is a similar model to that of Heger
et al. (2000) it produces very diﬀerent results owing to the inclusion of magnetic ﬁelds.
We examine the eﬀect of magnetic ﬁelds in chapter 5. Whilst the marginally better ﬁt
of case 1 suggests that models in which meridional circulation is treated advectively and
diﬀusion comes solely from hydrodynamic instabilities are more realistic, the diﬀerence
is still not convincing and the results of Brott et al. (2011b) also produce a reasonable ﬁt
to observed LMC stars. To distinguish between these models, and others, it is necessary
to continue with this analysis and extend it to diﬀerent masses and metallicities as more
data becomes available.
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Magnetism, as you recall from physics class, is
a powerful force that causes certain items to
be attracted to refrigerators. (Dave Barry)
5
Stellar evolution of massive stars with a radiative
alpha–omega dynamo
5.1 Introduction
The study of rotation in the radiative zones of stars is strongly coupled with the evolution
of magnetic ﬁelds. Observation of stellar magnetic ﬁelds is diﬃcult but a number of
magnetic O and B stars have been discovered (Donati et al., 2001, 2002, 2006a,b; Grunhut
et al., 2011; Neiner et al., 2003). Combined with this, a number of chemically peculiar A
and B stars (known as Ap and Bp stars respectively) with surface ﬁeld strengths up to
20 kG have been identiﬁed (e.g. Bagnulo et al., 2004; Borra and Landstreet, 1978; Hubrig
et al., 2005). We direct the reader to Mathys (2009) for a review. These large–scale
ﬁelds tend to have simple geometries and there is debate over whether they arise from
fossil ﬁelds present during a star’s formation (Alecian et al., 2008; Cowling, 1945) or
from a rotationally–driven dynamo operating in the radiative zone of the star (Maeder
and Meynet, 2004; Spruit, 1999). In this chapter we focus on the latter but we give
consideration to whether a fossil ﬁeld can be sustained throughout the stellar lifetime.
In low–mass stars, where the outer region is convective, magnetic ﬁelds are expected to
be formed in a strong shear layer at the base of the convection zone and then transported
to the surface by convection and magnetic buoyancy (Nordhaus, 2010). In radiative
zones there is no strong bulk motion to redistribute magnetic energy. In most dynamo
models, magnetic ﬂux is redistributed by magneto–rotational turbulence (Spruit, 2002).
This turbulence is also responsible for driving the generation of large–scale magnetic ﬂux.
This is the α–eﬀect (e.g. Brandenburg, 2001) which applies to both poloidal and toroidal
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components, although in rotating systems shear is generally more eﬀective at producing
toroidal ﬁeld from the poloidal component and so the α–eﬀect is needed for the poloidal
ﬁeld only. The toroidal ﬁeld is instead maintained by the conversion of poloidal ﬁeld into
toroidal ﬁeld by diﬀerential rotation. This is commonly referred to as an α–Ω dynamo
(Schmalz and Stix, 1991).
Because observed ﬁelds are potentially strong enough to aﬀect chemical mixing and
angular momentum transport, their inclusion in stellar evolution models is essential. Ro-
tation itself is a likely candidate to drive dynamo mechanisms within a star and theoret-
ical models (e.g. Spruit, 1999) have predicted magnetic ﬁelds that can produce turbulent
instabilities which dominate the transport of angular momentum. Whilst the purely hy-
drodynamic evolution of the angular momentum distribution in main–sequence stars has
been considered extensively in the framework of one–dimensional stellar evolution calcu-
lations (e.g. Heger et al., 2000; Meynet and Maeder, 2000), magnetic ﬁelds have received
far less attention (Brott et al., 2011a; Maeder and Meynet, 2004). The evolution of the
angular momentum distribution and magnetic ﬁeld strength have a signiﬁcant eﬀect on
the ﬁnal fate of a star and its ejecta.
Apart from causing chemical mixing, suﬃciently strong magnetic ﬁelds are expected
to cause magnetic braking that results in the rapid spin down of rotating magnetic stars
(Mathys, 2004). It has been suggested that magnetic ﬁelds might explain the existence
of slowly–rotating, chemically peculiar stars in surveys of rotating stars (Hunter et al.,
2009). We include a model for magnetic braking based on that of ud-Doula and Owocki
(2002) and show the eﬀects it has on the models of magnetic stars.
Many studies of magnetic ﬁelds in massive main–sequence stars consider the Tayler–
Spruit dynamo mechanism (Spruit, 2002). This model asserts that pinch–type instabil-
ities (Spruit, 1999; Tayler, 1973) arise in toroidal ﬁelds that drive magnetic turbulence
that enforces solid–body rotation. The growth of instabilities is controlled by magnetic
diﬀusion which ultimately determines the equilibrium strength of the ﬁeld. This idea
was built upon by Maeder and Meynet (2004) who found that the Tayler–Spruit dynamo
did indeed result in far less diﬀerential rotation than in solely hydrodynamic models. It
was also incorporated in the work of Brott et al. (2011a) who compared stellar evolution
calculations based on the Tayler–Spruit dynamo with the data from the VLT–FLAMES
survey of massive stars (e.g. Evans et al., 2005, 2006). They found reasonable agreement
between the observed and simulated samples (Brott et al., 2011b). However, in chapter 4
we found equally good agreement between the data from the VLT–FLAMES survey and
purely hydrodynamic models based on models of Heger et al. (2000) and Meynet and
Maeder (2000).
In the models of of Spruit (2002) and Maeder and Meynet (2004), the magnetic ﬁeld is
purely a function of the stellar structure and rotation. Whilst it feeds back on the system
via turbulent diﬀusivities, the magnetic ﬁeld doesn’t appear as an independent variable
within the system. In this work we have continued along similar lines to Spruit (2002)
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but have developed a magnetic model where the poloidal and toroidal components are
evolved via advection–diﬀusion equations derived from the induction equation. These are
similar in form to the angular momentum evolution equation. The magnetic ﬁeld and
angular momentum evolution are coupled by turbulent diﬀusivities, magnetic stresses
and conversion of poloidal ﬁeld into toroidal ﬁeld by diﬀerential rotation. The dynamo
is completed by regeneration of magnetic ﬂux by a simple α–Ω dynamo. We look at how
the predicted surface magnetic ﬁeld varies with age and rotation rate for a range of initial
masses and how a simulated population of magnetic stars compares to the data from the
VLT–FLAMES survey of massive stars (Dufton et al., 2006). We also consider how our
model behaves with a strong initial fossil ﬁeld but without the action of a dynamo.
In section 5.2 we brieﬂy review the model we use to simulate the magnetic ﬁelds
including the equations for the α–Ω dynamo and magnetic braking. For the full details
we direct the reader to section 2.4. In section 5.3 we look at the predictions of the model
for a range of stellar masses and initial rotation rates and how simulated populations
compare with observations and in section 5.4 we present a discussion of the results and
our conclusions.
5.2 Magnetic rotating model
In order to simulate the magnetic ﬁeld in stellar interiors we build on the code rose
(Potter et al., 2012) described in section 2.3.6. We brieﬂy review our model for magnetic
ﬁelds in rotating stars in this section. For full details we refer the reader to section 2.4.
We assume the magnetic ﬁeld, B takes the form
B = Bφ(r, θ)eφ +∇× (A(r, θ)eφ). (5.1)
By substituting this into the induction equation (c.f. equation (2.33)) and performing a
suitable spherical average we get the equations
∂Bφ
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where the α term represents the regeneration of the poloidal ﬁeld by magnetic turbu-
lence. The turbulent diﬀusion coeﬃcient Dmag represents transport of magnetic ﬂux by
turbulence owing to magnetic instabilities. With the inclusion of magnetic forces, the
angular momentum evolves according to
∂(r2Ω)
∂t
=
1
5ρr2
∂(ρr4ΩU)
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+
1
4πr
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4∂Ω
∂r
)
. (5.4)
The diﬀusion coeﬃcient Dtot includes the diﬀusion of angular momentum by Kelvin–
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Helmholtz instabilities and convection as discussed in chapters 3 and 4 as well as addi-
tional turbulent transport as a result of magnetic instabilities. The magnetic diﬀusivity,
η, is
η = r2Ω
(ωA
Ω
)2(Ω
N
)1/2(
K
r2NT
)1/2
. (5.5)
where ωA is the Alfve´n frequency and N is the Brunt–Va¨isa¨la¨ and K is the thermal
diﬀusivity. The chemical composition of the star evolves in radiative zones according to
the equation
∂Xi
∂t
=
1
r2
∂
∂r
(
PrcDtotr
2∂Xi
∂r
)
, (5.6)
where Prc is the chemical Prandtl number. Similarly we take the magnetic diﬀusivity to
be η = Prm Dmag where Prm is the magnetic Prandtl number.
The dynamo eﬃciency is given by
α = γ
rωAΩq
N
, (5.7)
where q = ∂ lnΩ
∂ ln r
. Owing to magnetic braking, angular momentum is lost from the star at
a rate given by
dHtot
dt
= 4πR4ρDtot
(
∂Ω
∂r
)
R
, (5.8)
where dHtot
dt
is the total rate of angular momentum loss from the star and is given by
dHtot
dt
= R2AΩM˙ = σ
2Jsurf . (5.9)
The Alfve´n radius is RA, σ =
RA
R
and Jsurf is the speciﬁc angular momentum at the
surface of the star. The parameter σ is evaluated by
σ2 =
√
B2∗R2
M˙vesc
. (5.10)
There are four free parameters in this model. The parameter Cm aﬀects the overall
strength of the turbulent diﬀusivity. The magnetic and chemical Prandtl numbers, Prm
and Prc respectively, deﬁne the ratio between the diﬀusion coeﬃcient for angular momen-
tum transport and the diﬀusion coeﬃcients for the magnetic ﬁeld and chemical transport.
Finally, γ aﬀects the eﬃciency of the magnetic dynamo.
5.3 Results
We simulated a grid of models with masses 4 < M/M< 24 and initial rotation rates
0 < vini/km s
−1 < 600, except where the initial rotation rate is greater than the critical
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Figure 5.1: Grid of models considered in section 5.3. The colour of each point indicates the surface ﬁeld
strength at the zero–age main sequence.
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rotation rate of the star. All of the models described are at LMC metallicity as used
by Brott et al. (2011a). We set Cm = 1 and Prm = 1. We also set γ = 10
−15 which
results in a maximum ﬁeld strength across the whole population of B ≈ 20 kG. The
maximum terminal–age main–sequence (TAMS) nitrogen enrichment in the simulated
magnetic population, including observational constraints, is matched with the maximum
enrichment in the slowly rotating population of Hunter et al. (2009). This gives Prc =
0.01. In each model the rotation and magnetic ﬁeld were allowed to relax to equilibrium
at the zero–age main sequence (ZAMS). The grid of initial models is shown in Fig. 5.1
which also shows the ZAMS surface ﬁeld strength in each model. We will look at this in
more detail in section 5.3.3.
5.3.1 Magnetic ﬁeld evolution
Owing to the strong magnetically–induced turbulence, the toroidal ﬁeld behaves roughly
as Bφ ∝ r−3 and the poloidal ﬁeld behaves as A ∝ r−2 so both are much stronger towards
the core than at the surface of the star as shown in Fig. 5.2. The toroidal ﬁeld falls to zero
within a very narrow region near the surface of the star to meet the boundary conditions.
The strength of the toroidal ﬁeld predicted is around nine orders of magnitude larger
than the poloidal ﬁeld. This is because the Ω–eﬀect, the conversion of poloidal ﬁeld into
toroidal ﬁeld by diﬀerential rotation, is much stronger than the α–eﬀect which regenerates
the poloidal ﬁeld. We take the surface value of the ﬁeld to be the strength of the toroidal
ﬁeld just below the boundary layer. If we were instead to take the poloidal ﬁeld, we
would need a larger value of γ to produce a stronger ﬁeld. In this case the toroidal ﬁeld is
around six orders of magnitude larger than the poloidal ﬁeld. So a surface poloidal ﬁeld
of 103 G would correspond to a toroidal ﬁeld of 109 G just below the surface. The ﬁelds
then increase by several orders of magnitude towards the core. Not only do these ﬁeld
strengths seem unreasonably energetic but also the magnetic stresses result in cores that
are spinning near or above break–up velocity. However, spectropolarimetric observations
have concluded that the large–scale structure of the external magnetic ﬁelds of massive
stars are largely dipolar so there must be some mechanism for converting the toroidal
ﬁeld into poloidal ﬁeld at the surface. It is likely that the stellar wind stretches the ﬁeld
lines in the radial direction, changing the toroidal ﬁeld to a radial geometry as material
is ejected from the stellar surface (Parker, 1958).
Owing to the very large value for Dcon predicted from mixing–length theory, the pre-
dicted ﬁeld is extremely weak within the convective core. This is somewhat at odds with
our observations in the Sun where large–scale magnetic ﬂux can be transported through
a convective region without being destroyed. It may be that convection is better treated
by an anisotropic diﬀusivity. It has little eﬀect on the magnetic ﬁeld in the radiative
zone though so does not strongly aﬀect our model for massive stars. We therefore leave
further consideration of this eﬀect for future work.
We ﬁrst consider models in the absence of magnetic braking in order to distinguish
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Figure 5.2: Evolution of the magnetic ﬁeld in a 5M star initially rotating at 300 km s−1 without
magnetic braking. The top plot shows the magnetic potential and the bottom plot shows the toroidal
ﬁeld. The α–eﬀect produces a weak poloidal ﬁeld which is eﬃciently converted into toroidal ﬁeld by
diﬀerential rotation. For each component, the ﬁeld strength is approximately three orders of magnitude
smaller at the surface than the core. The ratio of the toroidal and poloidal ﬁeld strengths is of the
order 109.
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Figure 5.3: Evolution of the surface magnetic ﬁeld strength in a 5M star initially rotating at 300 km s−1
with and without magnetic braking. The surface ﬁeld strength shows only a slight degree of variation
during the main sequence when there is no magnetic braking. When magnetic braking is included the
ﬁeld strength peaks sharply after the ZAMS and then decays away rapidly. However, the ﬁeld strength
at the end of the main sequence is still several hundred Gauss.
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evolutionary eﬀects owing to the dynamo from those caused by braking. In this case,
although the surface ﬁeld only exhibits a small degree of variation (Fig. 5.3), the magnetic
ﬁeld inside the star becomes signiﬁcantly stronger during the course of the main sequence.
The surface magnetic ﬁeld reaches a peak strength and then weakens towards the end of
the main sequence. However, this change is always within a factor of three of the ZAMS
value. This is consistent with the model of Tout and Pringle (1996) in which Ae/Be stars
tap rotational energy early in their lives. The enhancement of the ﬁeld inside the star
is largely because the Brunt–Va¨isa¨la¨ frequency decreases as the star expands during the
main sequence. It is also partly because the amount of diﬀerential rotation increases as
a result of the changing hydrostatic structure of the star.
We might intuitively expect that the spin down of the star owing to magnetic braking
would cause the magnetic ﬁeld to decay rapidly and this is true later in the life of the
star. However, the inclusion of magnetic braking ﬁrst leads to a signiﬁcant enhancement
of the magnetic ﬁeld shortly after the ZAMS. When braking is included, the loss of angular
momentum from the surface is so fast that diﬀusion of angular momentum cannot prevent
a build up of shear within the radiative envelope. This drives additional generation of
magnetic ﬂux through the α–Ω dynamo and actually causes a much stronger peak ﬁeld
than without magnetic braking. The magnetic diﬀusion eventually reduces the amount
of diﬀerential rotation and the magnetic spin down results in a weaker dynamo and faster
rate of ﬁeld decay. However, the ﬁeld remains suﬃciently large throughout the main
sequence that the rate of chemical transport is still large enough to cause a signiﬁcant
amount of nitrogen enrichment. We discuss this further in section 5.3.6. Although the
eventual decay of the surface ﬁeld in the presence of magnetic braking is quite rapid, the
ﬁeld strength at the end of the main sequence is still several hundred Gauss. This is
consistent with the observation that all chemically peculiar Ap stars have strong ﬁelds
(Aurie`re et al., 2007).
5.3.2 Eﬀect on angular momentum distribution
The eﬀect of the magnetic ﬁeld on the angular momentum distribution of a star has
profound implications for its chemical evolution and the properties of its remnant. Shear
arises in stars mostly as a result of changes in the structure from ongoing evolution and
mass loss. Rotation also causes meridional circulation in stars. This contributes to the
shear as we discussed in section 2.3.2. In the magnetic case, where magnetic braking is
included, meridional circulation dominates over the magnetic stresses at the ZAMS for
almost the entire star. For a 5M star initially rotating at 300 km s−1 the meridional
circulation is approximately six orders of magnitude stronger in the outer layers than the
magnetic stresses at the ZAMS. Through most of the envelope the diﬀerence is between
one and three orders of magnitude. However, when the magnetic ﬁeld grows rapidly
shortly after the ZAMS and magnetic braking begins to rapidly spin down the star this
reverses and the magnetic stresses become much more important than the meridional
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Figure 5.4: Evolution of the surface magnetic ﬁeld strengths in 4M, 6M and 10M stars initially
rotating at 300 km s−1 with an α–Ω dynamo and magnetic braking. The maximum ﬁeld strength is much
greater in less massive stars. For all masses of star, the ﬁeld strength increases sharply at the start of
the main sequence owing to the rapid loss of angular momentum at the surface because of magnetic
braking. This causes diﬀerential rotation which drives additional ﬂux generation by the dynamo. This
peak occurs later for more massive stars both in absolute time and as a fraction of their main–sequence
lifetime. Following this, the ﬁeld decays rapidly over the remainder of the main sequence.
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Figure 5.5: Diﬀusivities for the angular momentum resulting from convection, hydrodynamic and mag-
netohydrodynamic eﬀects in a 5M star initially rotating at 300 km s−1. The top plot is for a magnetic
star whereas the bottom plot is for a non–magnetic star. We note that the model predicts more ef-
ﬁcient transport by magnetic eﬀects compared to purely hydrodynamic eﬀects. We also note that in
the magnetic star, the diﬀusion of angular momentum by hydrodynamic turbulence is greatly reduced
because the magnetic ﬁeld reduces shear. There is a small region near the convective core where the
magnetic diﬀusion becomes much smaller owing to mean molecular weight gradients. In this region the
hydrodynamic turbulence dominates. This region only exists at the start of the ZAMS because the ﬁeld
becomes much stronger shortly after and the eﬀects of rotation decrease as magnetic braking spins the
star down.
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Figure 5.6: Evolution of the angular momentum distribution in a 5M star initially rotating at
300 km s−1. The top plot is for a non–magnetic star, the middle plot is for a magnetic star without
braking and the bottom plot is for a magnetic star with braking. In magnetic stars without braking, the
strong magnetic turbulence results in much less shear than the non–magnetic equivalent. Stronger dif-
fusion in the magnetic stars also leads to far less diﬀerential rotation between the core and the envelope.
This causes higher surface rotation in the non–braked magnetic star compared to the non–magnetic star.
When braking is introduced to the magnetic star it spins down rapidly. The angular momentum loss
from the surface leads to a much higher degree of diﬀerential rotation in the magnetic star with braking
compared to the magnetic star without braking.
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circulation for the remainder of the main sequence. As we see in Fig 5.4, this peak
occurs later for more massive stars as a fraction of main–sequence lifetime and so the
meridional circulation can dominate for longer. Therefore, whilst it is true that the
meridional circulation has little eﬀect on the evolution of magnetic stars for most of the
main sequence, it is not necessarily true close to the ZAMS.
Apart from the physical eﬀects that produce shear within the radiative envelope the
other major factor that aﬀects the angular momentum distribution is the strength of the
turbulent diﬀusion. We have plotted the major diﬀusion coeﬃcients at the ZAMS for
a 5M star initially rotating at 300, km s−1 in Fig. 5.5. The overall diﬀusion coeﬃcient
predicted by the magnetic model is signiﬁcantly larger than produced by hydrodynamic
turbulence alone. We note that DKH ∝
(
∂Ω
∂r
)2
predicted in the magnetic model is signiﬁ-
cantly lower than in the non–magnetic model. Whilst magnetic stresses should produce
more shear than in the non–magnetic model, the diﬀusion coeﬃcient is suﬃciently high
to cause an overall reduction in shear. This is illustrated in Fig. 5.6 where we have
plotted the evolution of the angular momentum distribution for the same star without a
magnetic ﬁeld, with a magnetic ﬁeld but without braking and with both a magnetic ﬁeld
and braking. There is a small region near the convective core in the magnetic star where
the magnetic diﬀusion becomes much smaller owing to mean molecular weight gradients.
In this region the hydrodynamic turbulence dominates. This region only exists at the
start of the ZAMS because the ﬁeld becomes much stronger shortly after and the eﬀects
of rotation decrease as magnetic braking spins the star down.
In Fig. 5.6 we see that, in the magnetic star without braking, there is far less diﬀerential
rotation throughout the star than in the non–magnetic star. This also means that the
cores of magnetic stars are likely to be rotating more slowly than non–magnetic stars
even before the eﬀects of braking are included. When braking is included we see much
the same trend except, in the model with magnetic braking, the whole star spins down
rapidly. The typical Alfve´n radius for this star is approximately 50, meaning that the
rate of angular momentum loss is several thousand times faster than without a magnetic
ﬁeld. We note that there is far more diﬀerential rotation in this star compared with the
magnetic star without braking. This is because of the rapid loss of angular momentum
from the surface of the star.
5.3.3 Mass–rotation relation of the main–sequence ﬁeld strength
Historically the presence of strong magnetic ﬁelds in massive stars has been thought to
be mainly conﬁned to A stars and perhaps some of the lower–mass B stars (Mathys,
2009). This may have been because of the diﬃculty in observing magnetic eﬀects in the
broad absorption features of more massive stars (Petit and Wade, 2011). However, as
the amount of available data has grown, thanks to surveys such as MiMeS project (e.g.
Wade et al., 2009), it has become clear that this is not caused simply by selection eﬀects.
By applying our model to the grid shown in Fig. 5.1 we are able to track the evolution of
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Figure 5.7: Main–sequence magnetic ﬁeld strengths for intermediate–mass ZAMS stars at diﬀerent ro-
tation rates. Stars more massive than 15M have almost no magnetic activity except for a weak ﬁeld
in slow rotators. The strongest ﬁelds occur in the most rapidly rotating stars with 4 < M/M< 10.
5.3. RESULTS 119
M/M
B
/
G
 
 
5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 x 10
4
lo
g(
n
1
)
−6
−5
−4
−3
−2
−1
Figure 5.8: Simulated masses and magnetic ﬁeld strengths for a population of stars drawn from the
grid of models shown in Fig. 5.1. The population undergoes continuous star formation, is drawn from a
Salpeter IMF and the velocity distribution is Gaussian with mean μ = 145 km s−1 and standard deviation
σ = 94 km s−1. The number of stars in each bin as a fraction of the total number of stars is n1. We see
that lower–mass stars support much stronger ﬁelds. There is very little magnetic activity in stars more
massive than around 15M.
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the surface ﬁeld strength of stars and, in particular, how it varies with mass and rotation
rate. We show this dependence at the ZAMS in Fig. 5.7. It is immediately apparent that
although stars less massive than around 15M are able to sustain signiﬁcant ﬁelds, no
signiﬁcant ﬁeld is predicted in more massive stars except in very slow rotators. Even for
high–mass, slow rotators the ﬁeld doesn’t exceed 200G. The transition between a strong
ZAMS ﬁeld and no ﬁeld is sharpest in rapid rotators. This transition is caused by the
interaction between hydrodynamic and magnetic turbulence. If DKH exceeds Dmag for a
suﬃciently large region of the radiative envelope, the magnetic ﬁeld decays exponentially
and cannot be sustained by the dynamo. Because α ∝ ωA, the strength of the dynamo
weakens with the magnetic ﬁeld. In the case where Dmag is the dominant turbulent
process, this is matched by a greater reduction in the turbulent diﬀusivity because, for
most of the envelope, Dmag ∝ ω2A. As the diﬀusivity drops, the ﬁeld is less eﬃciently
dissipated and so an equilibrium is reached. When DKH dominates and the ﬁeld decays
the diﬀusivity is largely unaﬀected and so the dynamo continues to weaken causing the
ﬁeld to completely disappear. At higher masses and rotation rates DKH is larger and
so catastrophic quenching occurs for lower dynamo eﬃciencies. Assuming that both
instabilities act in the radiative envelope, this explains why magnetic ﬁelds are more
likely to be observed in A stars and less frequently in O and B stars.
Given that the magnetic ﬁeld strength increases sharply after the main sequence before
decaying away exponentially as discussed in section 5.3.1, we consider the distribution
of magnetic ﬁeld strengths in a population of stars with a continuous distribution of
ages. The population is shown in Fig. 5.8. The population undergoes continuous star
formation, is drawn from a Salpeter IMF and a Gaussian velocity distribution with mean
μ = 145 km s−1 and standard deviation σ = 94 km s−1. We see that magnetic activity is
highest in the least massive stars. As before, stars more massive than around 15M show
no magnetic activity. We note that the stars with the strongest ﬁelds fall outside the
observational limits of the VLT–FLAMES survey of massive stars (Dufton et al., 2006).
We discuss this further in section 5.3.6.
We therefore predict two distinct populations of stars. The ﬁrst is a population of
slowly rotating, magnetic and chemically peculiar stars with masses less than 15M.
The second is a population of more massive stars that are non–magnetic and follow
the trend discussed by Hunter et al. (2009) and chapter 4, where rotation and nitrogen
enrichment have a strong positive correlation. This is precisely what we observe (Hunter
et al., 2009). We may still observe A stars that are rapidly rotating but not highly
enriched. These stars should still support a strong magnetic ﬁeld but are suﬃciently
young that no chemical enrichment has occurred. These rapidly rotating stars would
be very infrequent owing to the eﬃcient spin down by the magnetic braking. A rapidly
rotating, highly magnetic massive star was observed by Grunhut et al. (2012). The star
has a mass of 5.5M and a surface rotation velocity of 290 km s−1 but has a surface ﬁeld
strength in excess of 10 kG.
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Figure 5.9: Hertzsprung–Russell diagram for stars with mass 4M, 6M and 10M. The plot shows the
predicted evolution for non–rotating stars, stars initially rotating at 300 km s−1 but with no magnetic
ﬁeld (c.f. case 1 from chapters 3 and 4) and magnetic stars initially rotating at 300 km s−1. In less
massive stars magnetic braking rapidly spins down the star so the structural eﬀects of rotation are much
less apparent. In more massive stars the eﬀect of braking is much weaker and so the evolution is much
closer to the rotating, non–magnetic model.
5.3.4 Eﬀect on the Hertzsprung–Russel diagram
Because less massive stars have stronger ﬁelds, both magnetically induced mixing and
magnetic braking are much more eﬀective in these stars. Owing to the stronger mag-
netic mixing, chemical transport is more eﬃcient in less massive stars as discussed in
section 5.3.6. As a result, more hydrogen is mixed down into the core of less massive
stars. However, because magnetic braking causes lower–mass stars to spin down very
rapidly, the eﬀects on brightness and temperature that arise from changes in the stellar
structure in rotating stars are far less apparent when magnetic ﬁelds are introduced, as
shown in Fig. 5.9. In the 10M model we see that the diﬀerence between the magnetic
and non–magnetic rotating models is smaller owing to the much weaker ﬁeld and hence
less rapid spin down. However, in the evolution of the 4 and 6M models the magnetic
stars remain barely distinguishable from the evolution of the non–rotating stars.
122 CHAPTER 5. STELLAR EVOLUTION WITH AN ALPHA–OMEGA DYNAMO
102
103
104
105
 0  0.2  0.4  0.6  0.8  1
B
/G
t/tms
Dynamo-driven field
Fossil field
Figure 5.10: Evolution of two 5M stars with diﬀerent magnetic ﬁeld models. The ﬁrst star has no
magnetic dynamo (γ = 0) but starts with a very strong initial ﬁeld (B = 10 kG). The second star uses
the same dynamo model and parameters as described in section 5.2. The star with an active dynamo is
able to sustain the ﬁeld for longer than the star with a fossil ﬁeld but, owing to magnetic braking, both
ﬁelds eventually decay exponentially. The two stars have similar ﬁeld strengths at the end of the main
sequence.
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5.3.5 The lifetime of fossil ﬁelds
An alternative to the radiative–dynamo model is that the magnetic ﬁeld originates in
the material that formed the star. If the protostellar cloud which forms a star is weakly
magnetic, conservation of magnetic energy would result in a very strong main–sequence
ﬁeld. We call these fossil ﬁelds (Braithwaite and Spruit, 2004). In order for the fossil
ﬁeld model to work, the ﬁeld must be able to survive the collapse of the protostellar
cloud during the star formation process. The fossil ﬁeld argument also relies on a stable
ﬁeld conﬁguration being reached that would avoid destruction on main–sequence lifetimes.
Certain stable conﬁgurations have been found in recent years (Braithwaite and Nordlund,
2006) and simulations have suggested that arbitrary ﬁeld conﬁgurations do relax to these
stable states (Mathis et al., 2011). However, simple ﬁeld conﬁgurations are still subject
to the same instabilities as the ﬁelds we have generated by dynamo action, in particular
the Tayler instability (Tayler, 1973). There are a number of other instabilities that could
occur in simple ﬁeld conﬁgurations (Parker, 1966) but for now we consider only the Tayler
instability.
We consider two stars, both initially rotating at 300 km s−1. The ﬁrst star starts on
the ZAMS with a magnetic ﬁeld of 10 kG but γ = 0 so no dynamo operates. The second
star is a rotating magnetic star with dynamo parameters described in section 5.2. The
evolution of the magnetic ﬁelds is shown in Fig. 5.10. In each case, the initial ﬁeld
undergoes some ampliﬁcation at ﬁrst owing to the onset of mass and angular momentum
loss and the subsequent redistribution of angular momentum through the envelope. This
is much more rapid in the case of the fossil ﬁeld and does not appear in Fig. 5.10. The
ﬁeld then decays exponentially during the main sequence. We note that although the
star with an operating dynamo is able to prevent the ﬁeld from decaying for a short time,
once magnetic braking has spun the star down suﬃciently, the dynamo can no longer
maintain the ﬁeld which then decays exponentially. The ﬁnal ﬁeld strength is similar in
each case.
Because the fossil ﬁeld model predicts ﬁeld evolution similar to that of the dynamo
model it is diﬃcult to argue which model is more physically accurate. However, we
note that the fossil ﬁeld strength has to be several orders of magnitude larger than the
initial ﬁeld in the case of a magnetic dynamo in order to reproduce the same ﬁnal ﬁeld.
The question remains whether the fossil ﬁeld argument can produce stars with strong
enough initial ﬁelds so that they remain strong enough to inﬂuence chemical mixing in
the star during the main sequence. Moss (2003) examined how much magnetic ﬂux could
potentially survive to the ZAMS from the pre–main sequence. He found that a signiﬁcant
fraction of ﬂux could survive but only if the magnetic diﬀusivity was suﬃciently low.
Above this limit, no ﬂux was expected to survive. The fossil ﬁeld must also reproduce
the two distinct observed populations in the Hunter diagram, shown in Fig. 5.11, discussed
further in section 5.3.6. One could argue that this depends on the distribution of magnetic
ﬁeld strengths in protostellar clouds but the fossil ﬁeld model must then also explain the
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Figure 5.11: Hunter diagram for the LMC stars observed in the VLT–FLAMES survey of massive stars
(Hunter et al., 2009). Stars with surface gravity smaller than log10(geﬀ/cm2 s−1) = 3.2 are classiﬁed as
giants and have been excluded. The eﬀective temperature of each star is also shown.
mass–dependent distribution of ﬁeld strengths observed in massive stars. Thus far we
have come across no arguments that accurately reproduce these features of observed
populations for fossil ﬁelds.
5.3.6 Eﬀect on surface composition
The Hunter diagram (Hunter et al., 2009) is a plot of the surface nitrogen abundance
in a star against surface velocity. The VLT–FLAMES survey of massive stars (Dufton
et al., 2006; Evans et al., 2005, 2006) resulted in a signiﬁcant amount of data on the
nitrogen abundances in rotating stars in a number of samples from the Milky Way and
Magellanic Clouds (Hunter et al., 2009). In particular it was observed that there exists
a class of stars that are slowly rotating (v < 60 km s−1) but exhibit signiﬁcant nitrogen
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Figure 5.12: Hunter diagram for a population of stars drawn from the grid of models shown in Fig. 5.1.
The population undergoes continuous star formation, is drawn from a Salpeter IMF and the velocity
distribution is Gaussian with mean μ = 145 km s−1 and standard deviation σ = 94 km s−1. The number
of stars in each bin as a fraction of the total number of stars is n1. The magnetic model reproduces well
the two distinct populations of stars observed in the VLT–FLAMES survey. More massive stars which
cannot support a dynamo are enriched by rotational mixing whereas lower–mass stars are spun down
rapidly and are enriched by magnetic mixing.
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Figure 5.13: Distribution of magnetic ﬁeld strengths with respect to mass and rotation rate for a popu-
lation of stars undergoing continuous star formation. The population is drawn from a Salpeter IMF and
the velocity distribution is Gaussian with mean μ = 145 km s−1 and standard deviation σ = 94 km s−1.
The gray region is where stars are not observed in the simulated population. Less massive stars are
eliminated from the sample because they have insuﬃcient magnitude for detection. The black region is
for stars that appear in the simulated population but have no discernible ﬁeld. We see that the magnetic
stars in the sample, responsible for producing the slowly–rotating, enriched stars in Fig. 5.12 come from
a narrow region around M = 10M.
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enrichment. It was suggested that these stars are, or once were, magnetic stars. If we
extend the Hunter diagram to consider the eﬀective temperature of each star as shown
in Fig. 5.11 we do not see a signiﬁcant temperature variation between the two groups
but we note that the mass range of stars in this sample is only 8 < M/M < 20 and so
we cannot draw any strong conclusions about the relative mass distribution of the two
enriched populations.
The observed distribution of surface abundance anomalies are well reproduced by our
model which predicts magnetic ﬁelds only in stars less massive than around 15M. The
rest of the stars in the sample continue to evolve as non–magnetic stars as described in
chapter 4. The two distinct populations that we see in Fig. 5.11 are reﬂected by the
predictions made in section 5.3.3, shown in Fig. 5.12. This shows a simulated population
of stars between 8M and 20M with our radiative–dynamo model and with magnetic
braking. The mass range is smaller than that of the full grid shown in Fig. 5.1 owing
to the removal of the least and most massive stars because of observational eﬀects. The
population was generated with the population synthesis code starmaker (Brott et al.,
2011b). It behaves exactly as we would expect from the VLT–FLAMES data. The
stars initially have a full spread of rotation rates but the magnetic population spins
down rapidly owing to the eﬀects of magnetic braking. The magnetic ﬁeld continues to
aﬀect the mixing and these stars become enriched as they age producing a population
of magnetic, slowly rotating, chemically peculiar stars. More massive stars, where an
equilibrium ﬁeld cannot be supported by the dynamo, evolve as non–magnetic stars with
hydrodynamic turbulence driving the mixing. This produces a second population whose
enrichment increases with rotation rate as modelled in chapter 4. The two populations
are also highlighted in Fig. 5.13 which shows the relationship between ﬁeld strength, mass
and rotation rate in the simulated population. Most of the stars evolve without magnetic
ﬁelds but there is a small region, at the lower mass limit of the sample (M ≈ 10M),
where stars are predicted to be magnetic. We note that, because this region is very
narrow, small changes in the boundary between magnetic and non–magnetic evolution
have a signiﬁcant eﬀect on the number of magnetic stars in the observed sample. It is
possible this eﬀect could be produced by fossil ﬁelds as discussed in section 5.3.5 but thus
far there is no way to explain why we see such distinct populations in the VLT–FLAMES
data or why magnetic ﬁelds have a higher incidence rate amongst less massive stars.
We also note that those stars in Fig. 5.11 with nitrogen enrichment 6.8 < log10[N/H] <
7.1 and 0 < v/km s−1 < 150 cannot easily be categorized into either group of stars. They
may be low–mass, fast rotators that have been partially spun down by magnetic braking,
low–mass stars that are born with slow rotation or high–mass stars that are born with
slow rotation. These stars evolve along a relatively similar path in the Hunter diagram.
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Cm Prm γ max
(
rBφ
A
)
max(q) max(Bsurf/G)
1 1 1.93× 10−16 4.2× 109 1.39 3.06× 103
0.1 1 2.40× 10−18 1.1× 1011 0.96 7.10× 102
10 1 3.53× 10−14 1.2× 108 0.019 1.53× 103
1 0.1 1.52× 10−16 3.74× 109 1.04 7.40× 102(2)
0.1 0.1 3.00× 10−17(3)
10 0.1 1.81× 10−14 4.4× 108 0.25 1.27× 103
1 10 1.04× 10−14 8.13× 108 0.0089 1.55× 103
0.1 10 4.47× 10−16 1.95× 1010 0.14 8.92× 102
10 10 1.58× 10−11 2.1× 107 0.033 N/a(1)
Table 5.1: The variation of magnetic and stellar parameters with diﬀerent values for Cm and Prm for
a 5M star initially rotating at 200 km s−1 with magnetic braking. Each model was taken to have the
same equilibrium ZAMS ﬁeld. The table shows the values of Cm, Prm and γ used for each model as well
as the maximum internal value of the ratio of the poloidal and toroidal ﬁeld, rBφA and q =
∂Ω
∂r , taken at
5 × 107yr. Finally the table shows the maximum value of the surface ﬁeld during the main sequence.
We note three special entries in the table. (1) This star evolved quasi–homogeneously and produced
a monotonically increasing ﬁeld well beyond the normal main–sequence lifetime. Therefore deﬁning a
maximum main–sequence ﬁeld was inappropriate. (2) This star evolved normally but we note that for
a slightly smaller value of γ we were unable to maintain an equilibrium ﬁeld. This eﬀect was discussed
in section 5.3.3. (3) This star is similar to (2) but in this case we were totally unable to maintain an
equilibrium ﬁeld at the desired strength. We note that for stars (2) and (3), a stronger ﬁeld can be
maintained provided the dynamo–eﬃciency is suﬃciently large.
5.3.7 Variation with diﬀerent parameters
The model currently contains four parameters which we may vary independently. If
we include possible recalibration of the Alfve´n radius by constants of order unity then
this increases to ﬁve. We may ﬁx the Alfve´n radius by ensuring that the population of
enriched magnetic stars is conﬁned to the appropriate band of rotation rates as discussed
in section 5.3.6. We can also set Prc by ensuring that the maximal enrichment of magnetic
stars is the same as in the VLT–FLAMES data also discussed in section 5.3.6. The
remaining three parameters may then be varied so that typical ﬁeld strengths are of the
order 10 kG, as observed in magnetic Ap stars (Mathys, 2009). This value is subject to
change though given the scarcity of observations of magnetic stars. This still leaves a
high degree of freedom within the model. Up to this point we have used C = Prm = 1
and γ = 10−15 but we consider the eﬀect of varying Cm and Prm by an order of magnitude
in either direction. We ran our 5M star initially rotating at 300 km s−1 with magnetic
braking. The eﬀect on a number of parameters is shown in Table 5.1.
For low magnetic Prandtl numbers it is much more diﬃcult to sustain the dynamo.
The same surface ﬁeld is reproduced with smaller dynamo eﬃciencies but the minimum
sustainable ﬁeld strength is larger. In the case of small Cm and small Prm, the ﬁeld was
completely quenched by the hydrodynamic turbulence as described in section 5.3.3. A
dynamo could be sustained for stronger surface ﬁelds but only by increasing the dynamo
eﬃciency signiﬁcantly. Even for Cm = 1 we found that for a small reduction in γ the
ZAMS ﬁeld collapsed.
For higher values of Cm, the diﬀusion of the magnetic ﬁeld requires a larger dynamo
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eﬃciency in order to maintain the same strength ﬁeld and vice–versa for smaller values of
Cm. For simultaneously large values of Cm and Prm the ﬁeld keeps growing monotonically
with time during quasi–homogeneous evolution. This is to be expected when the dynamo–
driven mixing becomes very high. Typically we could adjust Prc to compensate.
Regardless of our choice of Cm and Prm, the ratio of the poloidal and toroidal ﬁeld
strength is well correlated with the dynamo eﬃciency. Larger values of the dynamo
eﬃciency lead to a smaller ratio between the two ﬁeld strengths. This is because of
the form of equations (5.2) and (5.3). Because the two ﬁelds have the same diﬀusion
timescales, their equilibria depend on the regeneration terms. In the case of the poloidal
ﬁeld this comes from the α–eﬀect and for the toroidal ﬁeld it comes from the shear. In
all of our models, the α–eﬀect is much weaker than the eﬀect of shear and so the poloidal
ﬁeld strength is much smaller. However if γ is increased, increasing the regeneration of
the poloidal ﬁeld but having little direct eﬀect on the toroidal ﬁeld, the ratio between the
two becomes much smaller.
There are other aspects of the evolution that are much more diﬃcult to explain and
are related to the non–linearities in the model and their coupling to the eﬀects of stellar
evolution on nuclear timescales. We might expect the maximum value of the shear to
always be smaller with higher values of Cm because the angular momentum transport
is more eﬃcient but, while this is true in general, it isn’t a simple relationship. Like-
wise the maximum main–sequence surface ﬁeld doesn’t seem to correlate with either free
parameter.
In particular, the relative abundance of slow and fast rotating chemically peculiar stars
may be explained by a shift in the position by mass of the cut–oﬀ between magnetic stars
and non–magnetic stars discussed in section 5.3.3. The eﬀect of these free parameters on
the position of the cut–oﬀ is something we leave for future work.
5.4 Conclusions
Magnetic ﬁelds are one of the most mysterious and least understood aspects of stellar
evolution. The ﬁrst magnetic massive star was discovered over 65 years ago (Babcock,
1947) and yet debate still rages about whether these ﬁelds have primordial origin or are
generated by a radiative dynamo acting within the stellar envelope. Models of magnetic
stars must reproduce the observed phenomenon of magnetic A stars with unusual surface
compositions that have much slower rotation rates than the rest of their population
(Mathys, 2004). The data from the VLT–FLAMES survey of massive stars (Evans et al.,
2005, 2006) also supports the idea that there exists a population of stars that are slowly
rotating but have a high degree of nitrogen enrichment (Hunter et al., 2009).
We have presented a simple radiative dynamo model that arises because of the Tayler
pinch–type instability (Tayler, 1973) and is based on the model of Spruit (1999) which
was further developed by Spruit (2002) and Maeder and Meynet (2004). Unlike previous
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work, we have evolved both the poloidal and toroidal ﬁelds as independent variables at
each radius in the star coupled to the angular momentum distribution of the star. The
magnetic ﬁelds evolve according to a latitudinally–averaged induction equation with the
inclusion of an αΩ–dynamo mechanism derived from mean–ﬁeld magnetohydrodynamics
(Schmalz and Stix, 1991). We introduce a model for magnetic braking similar to that of
ud-Doula and Owocki (2002). The model depends on a number of parameters, the overall
strength of the magnetic turbulence, the magnetic Prandtl number, the chemical Prandtl
number, the dynamo eﬃciency and the critical ratio of the kinetic energy to the magnetic
energy, which deﬁnes the Alfve´n radius. The choices of Cm, which aﬀects the strength of
the magnetic turbulence, and Prc have a strong eﬀect on the dynamo eﬃciency needed
to sustain the ﬁeld but the relation between these parameters and the internal evolution
of the models is complicated.
In models of the magnetic ﬁeld, when magnetic braking is not included, the ﬁeld varies
only by a factor of a few during the main sequence. When we include magnetic braking,
the Alfve´n radius is typically between 10 and 100 times greater than the stellar radius
and so angular momentum loss is some 103 times greater than from non–magnetic mass
loss alone. The rapid angular momentum loss from the surface drives additional shear
that leads to increased ﬁeld generation. In magnetic stars with magnetic braking, the
ﬁeld increases rapidly at the start of the main sequence before decaying exponentially.
The ﬁeld strengths at the end of the main sequence are predicted to be of order 100G.
We consider a population of stars with this magnetic model and ﬁnd two distinct
types of behaviour. For stars more massive than around 15M the Kelvin–Helmholtz
turbulence dominates over the magnetic turbulence and a stable ﬁeld cannot be sustained
by the dynamo. In these cases we see no appreciable ﬁeld strength during the main
sequence so the stars evolve according to our normal prescription for non–magnetic,
rotating stars. The predicted ﬁeld strength is stronger for rapid rotators but the overall
strength does not depend strongly on the stellar mass except near the limit at which the
dynamo can sustain the ﬁeld. Although the magnetic ﬁeld decays exponentially after
an initial peak, it remains strong enough to have a signiﬁcant eﬀect on the chemical
evolution of the star. Though the actual mass at which this dichotomy sets in depends
on parameters, the fact it exists is an important consequence of our model.
If we look at the evolution of an artiﬁcially strong initial ﬁeld in the absence of any
dynamo action, but subject to the diﬀusion that arises from the Tayler (1973) instability,
we ﬁnd that reproducing the same TAMS ﬁeld requires an initial ﬁeld several orders of
magnitude larger than in the presence of a dynamo because any fossil ﬁeld is predicted to
decay exponentially. The fossil ﬁeld hypothesis suﬀers from the problem that we expect
the ﬁelds in low–mass stars to decay more than in more massive stars, likely because of
their much longer main–sequence lifetimes. This is opposite to observed trends which
suggest that less massive stars are more likely to support strong ﬁelds than more massive
stars Grunhut et al. (2011). This model also oﬀers no explanation as to why we see two
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distinct groups in the Hunter diagram. Both of these issues are well resolved by our
αΩ–dynamo model.
We created an artiﬁcial population of stars with the population synthesis code star-
maker (Brott et al., 2011b), including the eﬀects of the α–Ω dynamo and magnetic
braking. The population reﬂects well the observations of the VLT–FLAMES survey of
massive stars. The survey observed two distinct populations of stars. The ﬁrst shows
increasing nitrogen enrichment with rotation rate, the second is a class of slow–rotating
stars that exhibit unusually high nitrogen abundances compared to the rest of the pop-
ulation. This distribution of stars is well reproduced by the magnetic model. The fact
that the two very diﬀerent evolutionary paths arise naturally from the model is very
encouraging to explain why we observe these two classes of star without having to appeal
to the fossil ﬁelds argument.
There are still a number of open questions and further reﬁnements that need to be
made to the model. We have evolved a magnetic population of stars with the same initial
velocity distribution as the non–magnetic stars. If the radiative dynamo has a strong
eﬀect on the pre–mainsequence evolution then magnetic braking causes magnetic stars
to reach the ZAMS with signiﬁcantly slower rotation rates than stars with no signiﬁcant
ﬁeld. This is indeed observed in stellar populations (Mathys, 2004). Alecian et al. (2008)
also discovered a number of stars on the pre–main sequence which exhibited signiﬁcant
magnetic activity. They attribute these to fossil ﬁelds by eliminating the possibility that
the ﬁelds could be generated by a convective dynamo. However, if a radiative dynamo
operates in these stars it could also be responsible for the generation of the observed
ﬁelds. By comparison, the observations of Grunhut et al. (2012) suggest that magnetic
stars may reach the main sequence with signiﬁcant rotational velocities. If magnetic
stars were born with slower rotation rates than their non–magnetic counterparts then
this would partly explain why the required dynamo eﬃciency is so small and why the
predicted ratio between the poloidal and toroidal ﬁelds is so large. If magnetic stars
were born with lower surface rotation rates then a higher dynamo eﬃciency would be
needed to produce observed magnetic ﬁeld strengths. This would reduce the diﬀerence
between the α–eﬀect and the Ω–eﬀect and so the ratio of the strengths of the poloidal
and toroidal ﬁelds would be closer to unity. Another possible explanation for why the
predicted dynamo eﬃciency is so small is that we chose the radial coordinate as the
length scale for the dynamo action. In reality a more sensible choice may have been the
length scale of the saturated magnetic instabilities, lr (c.f. equations (2.42) and (2.43)). A
shorter length scale would result in a weaker dynamo and therefore the dynamo eﬃciency
would need to be higher to sustain the same ﬁeld strength.
The observed proportion of Ap stars as a fraction of the whole population of A stars
is roughly 10% (Moss, 2001). Our grid of models does not yet extend down to the mass
range for A stars (1.4 < M/M< 2.1) and so we cannot yet say whether our population
matches this statistic. We do expect that, given the predicted initial velocity distribution
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of massive stars, the population of A stars should still be dominated by slow rotators
that do not support a radiative dynamo. In the mass range of our simulated population,
over 90% of stars in the sample have surface ﬁeld strength less than 187G. This is well
below the limit of 300G anticipated for the transition to Ap classiﬁcation (Aurie`re et al.,
2007). Although our population contains some very massive stars where we expect smaller
ﬁeld strengths, the form of the IMF ensures that the population is still dominated by
intermediate–mass stars so the ﬁgure for A stars is likely to be similar. It is also likely
that below a certain amount of shear, a dynamo does not operate. We have not taken this
into account in our simple model. If it is the case, there may also be a sharp transition
between magnetic and non–magnetic behaviour at low rotation rates.
In our models we have assumed a simple magnetic ﬁeld geometry. Even if real ﬁelds are
generated by dynamo action then they may still relax to stable ﬁeld conﬁgurations such as
those suggested by Braithwaite and Nordlund (2006); Mathis et al. (2011). Further work
is needed to determine how the model might behave diﬀerently under these conditions.
Further consideration must also be given to the action of convection on the magnetic
ﬁeld. Does our diﬀusive model apply in convective zones and if so is it anisotropic?
Furthermore, can we better constrain the free parameters in the system, including the
eﬃciency of magnetic braking? Although data on magnetic stars is scarce, a great deal
of progress has been made possible by surveys such as the VLT–FLAMES survey of
massive stars and the MiMeS project. These provide suﬃcient clues to further constrain
our existing models. Additional progress will no doubt be possible thanks to ongoing
developments in stellar observations from the MiMeS project (Grunhut et al., 2011; Wade
et al., 2009) and additional data on stellar surface compositions through projects such as
the VLT–FLAMES tarantula survey (Evans et al., 2011).
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All things change; nothing perishes. (Ovid)
6
White dwarf magnetic ﬁelds in strongly interacting
binaries
6.1 Introduction
Surveys of the galactic white dwarf (WD) population have discovered magnetic ﬁeld
strengths ranging up to about 109 G (Schmidt et al., 2003). Typically WDs fall into two
categories, those with ﬁeld strengths of the order 106 G or higher and those with ﬁelds
weaker than around 105 G. We focus here on highly magnetic WDs (hereinafter MWDs)
with ﬁeld strengths greater than 106 G. Landstreet and Angel (1971) proposed a fossil
ﬁeld mechanism for the origin of these ﬁelds based on the evolution of magnetic Ap/Bp
stars. We discussed the fossil ﬁeld argument in chapter 5 and concluded that there are
many outstanding issues with this argument. In particular it is likely that a large fraction
of the magnetic ﬂux would be dissipated before reaching the terminal–age main sequence
(TAMS). Here we build on the proposal of Tout et al. (2008) that the origin of the strong
ﬁelds of MWDs lies in the interaction between the WD and its companion star in a binary
system.
This assertion is based on observations from the SDSS that approximately 10% of iso-
lated WDs are highly magnetic (Liebert et al., 2005) as are 25% in cataclysmic variables
(Wickramasinghe and Ferrario, 2000) while there are none to be found in wide detached
binary systems. Of the 1,253 binary systems comprising a WD and non–degenerate M–
dwarf star surveyed in the SDSS Data Release Five (Silvestri et al., 2007) none have been
identiﬁed with magnetic ﬁelds greater than the detection limit of about 3MG. The rela-
tively high occurrence of MWDs in strongly interacting binaries compared with elsewhere
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suggests that the generation of their strong ﬁelds is likely the result of the interaction be-
tween the binary components. The MWDs observed in isolated systems may be explained
by either the total disruption of the companion star during unstable mass transfer or the
coalescence of the MWD and the core of its companion following loss of suﬃcient orbital
energy to the common envelope (hereinafter CE) or via gravitational radiation.
When a giant with a degenerate core expands beyond its Roche Lobe (c.f. section 1.4)
mass transfer may proceed on a dynamical time scale. A dense companion, typically a
main–sequence star, cannot accrete the overﬂowing material fast enough and so instead
swells up to form a giant CE. As a result of energy and angular momentum transfer
to the CE during orbital decay of the dense companion and the remnant core, strong
diﬀerential rotation is established within the envelope. Also, owing to its size and thermal
characteristics together with the nuclear energy source at the core, the CE is expected to
be largely convective. In the mechanism proposed by Tout et al. (2008) this is expected
to drive strong dynamo action giving rise to powerful magnetic ﬁelds (Rego˝s and Tout,
1995; Tout and Pringle, 1992). If suﬃciently strong dynamo action occurs in the CE then
comparable magnetic ﬁelds may be induced in the degenerate core (DC) that then evolves
into a WD once the envelope has been removed. We show here that strong surface ﬁelds
can result from CE evolution. The strength of such ﬁelds is highly dependent on the
electrical conductivity of DC, the lifetime of the CE and the variability of the magnetic
dynamo.
In section 6.2 we outline the various sources of energy in the binary/CE system and
their relation to the energy requirements of the magnetic dynamo. In section 6.3 we
discuss the governing equations of the system and derive the form of the magnetic ﬁeld
for a general spatially and temporally varying magnetic diﬀusivity via the static induction
equation. Then in section 6.4 we give an overview of the numerical methods we have used
to solve the various stages of the problem. In section 6.5 we present our results and we
discuss these and conclude in section 6.6.
6.2 CE Evolution and energy constraints
In the absence of detailed hydrodynamic properties, the most favoured models for com-
mon envelope evolution are the so–called α (Livio and Soker, 1988; Webbink, 1976) and γ
(Nelemans et al., 2000; Paczyn´ski and Zio´lkowski, 1967) prescriptions which use a one di-
mensional parametrization of the transfer of energy and angular momentum respectively
between the binary orbit and the envelope. We consider the energy content of a typical
envelope compared to the energy necessary to generate the desired magnetic ﬁelds.
The primary sources of energy in the CE are the orbital energy of the binary system
itself and the gravitational binding energy of the envelope. In the α–prescription, energy
is transferred from the orbit to the envelope and this leads to the expulsion of the envelope
and decay of the orbital separation. This is regarded as the most likely origin of cata-
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clysmic variables (Meyer and Meyer-Hofmeister, 1979; Paczynski, 1976). Other potential
sources are the thermal energy content of the envelope and its rotational energy. However
for a virialised cloud, these energies are small compared to the other energy sources. In
some systems recombination energy can be similar in magnitude to the binding energy
so may become important (Webbink, 2008).
Let W, O and M be the binding, orbital and magnetic energy content of the binary/CE
system respectively.
W = ηw
GMenvMT
Renv
, (6.1)
O =
GMcM2
a
, (6.2)
and (6.3)
M =
B2
2μ0
(2πa)(πr2I ), (6.4)
where Menv is the mass of the CE with radius Renv, Mc is the mass of the degenerate
core, M2 is the mass of the dense companion, ηw is a constant of order unity that can be
calculated from stellar models. The total mass of the system is MT = Menv + Mc + M2
and a is the ﬁnal orbital separation. As we would expect, the total available energy is
less than the energy required to produce a ﬁeld of the desired strength throughout the
cloud. However, given that we anticipate that the ﬁeld is generated by dynamo action,
the strongest ﬁelds occur where the hydrodynamic motions of the CE are most strongly
perturbed. We imagine this region to be a torus of the orbital radius a and cross–sectional
radius rI which is a few times max(R2, Rc) where R2 is the radius of the dense companion
and Rc is the radius of the core of the giant. The energy of the cloud is then approximated
by
W = 4.6× 1038 ηw
(
Menv
M
)(
MT
2.6M
)(
Renv
10 au
)−1
J, (6.5)
O = 1.0× 1041
(
Mc
0.6M
)(
M2
M
)( a
0.01 au
)−1
J, (6.6)
and (6.7)
M = 5.7× 1039
(
B
107 G
)2 ( a
0.01 au
)( rI
R
)2
J. (6.8)
Most of the energy may be derived from the orbital decay of the binary within the CE.
The value of a we have taken is for a typical separation with orbital period of 1 d and thus
represents the ﬁnal separation of the system. As the orbit decays, the increase in orbital
velocity results in stronger local perturbations to the CE and in an increase in dynamo
activity that produces stronger magnetic ﬁelds provided the CE is still suﬃciently dense
around the stellar cores. Therefore it is more appropriate to consider the late stage of
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CE evolution from the point of view of magnetic dynamos.
For the AM Herculis system Mc = 0.78M (Ga¨nsicke et al., 2006), M2 = 0.37M
(Southwell et al., 1995), a = 1.1R (Kafka et al., 2005) and B = 1.4×107 G (Wickramas-
inghe and Martin, 1985). Taking M = O gives rI = 2.1 (B/10
9 G)
−1
R. This represents
the limiting radius in which a ﬁeld of suﬃcient strength could be generated given the
total energy available. This is far larger than the radius of the DC and somewhat larger
than the second star and so energetically there is nothing to prevent the necessary ﬁeld
from being generated.
6.3 Governing equations for magnetic ﬁeld evolution
Consider the system evolving according to the static induction equation for a general
isotropic magnetic diﬀusivity, η(r , t), related to the electrical conductivity, σ by η = c
2
4πσ
.
The DC is embedded in an inﬁnite, uniform, vertical, time dependent magnetic ﬁeld. This
is a sensible approximation provided the length scale for variation of the external ﬁeld
deﬁned by the dynamo action in the CE is suﬃciently large compared to the radius of the
DC. We expect the DC to be spherically symmetric and we further assume the external
ﬁeld to be locally axisymmetric at the surface of the DC. In reality the exact form of the
imposed ﬁeld is uncertain and is likely to support a complex geometry. This is supported
by spectropolarimetric observations of WD magnetic ﬁeld morphologies (Valyavin et al.,
2006). We consider what eﬀect this might have later on.
Except where stated otherwise, we use spherical polar coordinates (r, θ, φ). Outside
of the DC (r > rc) we require
∇×B = 0 (6.9)
and
B → Bz(t)ez as r →∞. (6.10)
Equation (6.9) is satisﬁed locally around the DC because the magnetic ﬁeld is a super-
position of the curl–free imposed ﬁeld and the dipole ﬁeld produced by the DC. In the
global ﬁeld we expect this condition to be broken by the motions of the CE. Inside the
DC the magnetic ﬁeld evolves according to the magneto–hydrodynamic (MHD) induction
equation with stationary ﬂuid,
dB
dt
= ∇× (η∇×B) . (6.11)
We have ignored the term ∇× (U ×B), assuming that this term, that results from ﬂuid
motions within the DC, is dominated by the diﬀusive term. If this term were large then
we would expect WDs to support dynamo action. This is not supported by the statistics
presented in section 6.1. The magnetic ﬁeld must be continuous at r = rc. We proceed
by decomposing the magnetic ﬁeld into poloidal and toroidal parts
6.3. GOVERNING EQUATIONS FOR MAGNETIC FIELD EVOLUTION 137
B = ∇× (Tr) +∇× (∇× (Sr)) , (6.12)
where the ﬁrst term on the right is the toroidal part of the magnetic ﬁeld and the sec-
ond term is the poloidal part. In the case of the magnetic ﬁeld external to the DC,
equation (6.9) simpliﬁes to
L2T = 0 and L2(∇2S) = 0, (6.13)
where
L2 = −
{
1
sin θ
∂
∂θ
[
sin θ
∂
∂θ
]
+
1
sin2 θ
∂2
∂φ2
}
. (6.14)
Taking S =
∑∞
l=1 Sl(r, t)Pl(cos θ) (similarly for T ) and given L2Pl(cos θ) = l(l+1)Pl(cos θ)
this implies
T = 0, ∇2S = 0. (6.15)
The condition B → Bzez is equivalent to S → 12Bzr cos θ. The solutions of ∇2S = 0 give
S in terms of spherical harmonics. In the far–ﬁeld the only mode is that corresponding
to l = 1. The other modes decay exponentially without some mechanism to regenerate
them. Thus we take S outside of the DC to be of the form
S =
(
S0(t)r
−2 +
1
2
Bz(t)r
)
cos θ, (6.16)
where Bz(t) is the external ﬁeld arising from the dynamo activity in the CE. Now consider
the ﬁeld inside the DC. Provided the magnetic diﬀusivity is spherically symmetric we can
again decompose B into poloidal and toroidal parts to see that S and T evolve according
to
S˙ = η(r, t)∇2S and T˙ = η(r, t)∇2T. (6.17)
If we assume that we may write the diﬀusivity in the self–similar form η(r, t) = ηr(r)ηt(t)
then the equation is completely separable. So suppose we write T (r , t) = U(t)V (r) then
we ﬁnd that the two functions satisfy
U˙
ηtU
=
ηr∇2V
V
= −λ2, whereλ is a complex constant (6.18)
so that
U = exp
(
−λ2
∫
ηt(t)dt
)
(6.19)
and
∇2V + λ
2
ηr
V = 0. (6.20)
In the case of spatially constant diﬀusivity, equation (6.20) is simply Helmholtz’s
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equation. Choosing solutions which are bounded as r → 0 gives solutions of the form
V ∝ j1(ar) cos θ where ji is the ith spherical Bessel function of the ﬁrst kind and a =
√
λ2
ηr
.
In order to satisfy continuity in the magnetic ﬁeld at r = rc we must have j1(arc) = 0.
This gives a real value of a and so λ must be real. So with no way to replenish the
toroidal ﬁeld, T → 0 exponentially by equation (6.19).
It should be noted that, although we have assumed that all higher order spherical
harmonics, azimuthal modes of the toroidal magnetic ﬁeld, decay exponentially, we have
not presented here additional consideration to the relative decay times. Given the vertical
form of the imposed external ﬁeld, the dipole mode is the only one induced by the CE
and therefore the only mode we focus on. A similar analysis may be performed for other
values of l but these modes are only important if they are produced by the external ﬁeld.
The equation for S can be treated in a very similar way to T . For r < rc we write
S =
∫ ∞
−∞
R(r; γ) exp (iγH) cos θ dγ. (6.21)
By taking H =
∫
ηt(t)dt the system is reduced to a Fourier transform. It is possible
to use diﬀerent transform methods with diﬀerent choices of the parameter γ. However,
because we shall consider an oscillating external ﬁeld, this is the natural choice. In this
form the function is still separable and R solves the equation
∇2(R cos θ) = iγ
ηr
R cos θ (6.22)
so that
d2R
dr2
+
2
r
dR
dr
− ( iγ
ηr
+
2
r2
)R = 0. (6.23)
In order to enforce continuity at the boundary we must have S and ∂S
∂r
continuous at
r = rc for all θ. These are equivalent to∫ ∞
−∞
∂R(r; γ)
∂r
∣∣∣∣
r=rc
exp (iγH) dγ = −2S0(t)
r3c
+
1
2
Bz(t) (6.24)
and ∫ ∞
−∞
R(rc; γ) exp(iγH) dγ =
S0(t)
r2c
+
1
2
Bz(t)rc. (6.25)
By taking 1
3
((6.25)− rc.(6.24)) and 43((6.25)/rc + 12(6.24)) these become
1
3
∫ ∞
−∞
(
R(rc; γ)− ∂R(r; γ)
∂r
∣∣∣∣
r=rc
.rc
)
exp(iγH) dγ =
S0(H)
r2c
(6.26)
and
4
3
∫ ∞
−∞
(
R(rc; γ)
rc
+
1
2
∂R(r; γ)
∂r
∣∣∣∣
r=rc
)
exp(iγH) dγ = Bz(H). (6.27)
We take Bz(H) as given and so focus for the moment on the second of these equations.
This allows us to solve for S and then we can derive the magnetic ﬁeld within the DC.
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So if the transform of Bz(H) is Bˆz(γ) then we may rewrite the previous equation as
Bˆz(γ) =
4
3
(
R(rc; γ)
rc
+
1
2
∂R(r; γ)
∂r
∣∣∣∣
r=rc
)
. (6.28)
So given the condition R → 0 as r → 0 and this boundary condition we can now fully
determine R. This in turn fully solves the internal (and external) dipole ﬁeld of the DC.
In the case T = 0, S = Q(t)R(r) cos θ, the internal magnetic ﬁeld (for a particular γ) is
given by
B = Q(t)
(
2
R
r
cos θ er −
(
R
r
+
∂R
∂r
)
sin θ eθ
)
. (6.29)
In theory we may solve this system exactly for any imposed ﬁeld. However, owing to the
complexity of the external ﬁeld and its Fourier transform under the change of variable
t → H(t), numerical computations become extremely diﬃcult. Thus, for the most part,
we focus on single modes given by some speciﬁc γ. This is ultimately justiﬁed by the
slow variation of η during the lifetime of the CE.
In the case where the induced magnetic ﬁeld is not entirely dipolar, the ﬁnal term in
equation (6.23) is modiﬁed by some factor for each l. In the case of uniform diﬀusivity
this gives spherical Bessel functions of varying order. The forms of these functions in
this parameter regime are actually very similar to the ﬁrst order function considered in
section 6.5 so we do not expect including the higher modes to aﬀect the qualitative results
signiﬁcantly for the overall strength and radial variation of the internal ﬁeld. In addition,
given the uncertainties in the geometry of the magnetic ﬁeld of the CE, inclusion of higher
order harmonics is unlikely to give any greater insight.
6.4 Numerical Methods
We calculate the spatial form of the magnetic ﬁeld in the presence of an oscillating
external ﬁeld with a sixth–order adaptive step Runge–Kutta algorithm (Press et al.,
1992) applied to equation (6.29). The equation was integrated from the centre out to the
surface with boundary conditions R(0) = 0 and a small arbitrary value of R′(0). The
solution grows by several thousand orders of magnitude between r = 0 and r = rc. To
cope with this variation, we include a subroutine to rescale the solution whenever R(r)
or its derivatives exceeds some maximum value, typically 1030. Once a solution has been
found the boundary condition at r = rc, given by equation (6.27), is matched by scaling
the entire function. Such arbitrary rescaling is valid because of the linear nature of the
governing ODE and the zero boundary condition at r = 0. In order to calculate the
diﬀusivity ﬁeld we employed the approximation of Wendell et al. (1987) for the electrical
conductivity. In addition we needed to calculate the opacity for the given temperature
and density. This was done with the data tables and subroutines of the stars stellar
evolution code (Eggleton et al., 1973; Pols et al., 1995). In all simulations we have used
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a CO WD composition for the DC.
The time evolution of the magnetic ﬁeld following the dispersal of the external ﬁeld
was calculated with a ﬁrst order Euler ﬁnite step method. The code was run multiple
times with a variety of step sizes and spatial resolutions with no signiﬁcant variation in
the solution between runs. The induction equation was simpliﬁed by the relations
R˜(r) = R(r) +
r
2
∂R
∂r
(6.30)
and
R(r) =
1
r2
∫ r
0
2rR˜(r)dr. (6.31)
This removes the spherical geometry of the induction equation, reducing it to the form
∂R˜
∂t
= η
∂2R˜
∂r2
, (6.32)
which has a zero boundary condition at r = rc in the absence of an external ﬁeld and is
ultimately easier to work with. The function R and subsequently B are then recovered
from R˜ with the relation in equation (6.31) numerically evaluated with the trapezoidal
rule. The routine does not take into account DC cooling. This is unlikely to aﬀect the
evolution of the ﬁeld during the CE phase and shortly after when the ﬁeld is evolving
rapidly. In the late time evolution however when the ﬁeld has ﬁnished its radial redis-
tribution and is decaying purely exponentially, Wendell et al. (1987) showed that the
cooling signiﬁcantly increases the decay timescale and the magnetic ﬁeld becomes essen-
tially frozen into the dwarf. Therefore we may take the ﬁnal value for the ﬁeld strength
shortly after it has reached a state of exponential decay. This is typically around 107 yr
after the dispersion of the CE.
6.5 Results
The magnetic ﬁeld produced by the CE is heavily dependent on several key factors.
Although the magnetic ﬁeld of the DC and the CE is continuous at the surface, the total
magnetic ﬂux able to penetrate the DC depends on the lifetime of the CE. Once the CE
has dispersed, the ﬁeld continues to migrate inwards and the surface ﬁeld strength decays.
The degree to which this happens depends on how much of the ﬁeld is able to penetrate
the DC while the surface ﬁeld is still maintained. This requires a suitable treatment of
the radial conductivity proﬁle of the DC. As the density increases towards the centre of
the DC the conductivity rises rapidly, inhibiting further diﬀusion of the ﬁeld. This results
in the conﬁnement of the ﬁeld to around the outer 10% of the DC by radius.
The structure and orientation of the magnetic ﬁeld of the CE is also of critical impor-
tance. In a convectively driven magnetic dynamo we might expect the orientation of the
ﬁeld to change rapidly. The frequency of the changes has important consequences for the
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ﬁeld. Given the geometry of the system driving the ﬂuid motions which in turn give rise
to the magnetic dynamo we might also anticipate a preferred direction to the orientation
of the ﬁeld. A ﬁeld that is maintained in a single direction produces a WD ﬁeld several
orders in magnitude stronger than one in which the orientation varies rapidly and with
random orientation.
6.5.1 Consequences of CE lifetime
The lifetime of the CE has a complicated relationship to the original orbital separation
of the binary system, the size of the envelope and the properties of the degenerate core
and its companion. This is to be expected because of the wide range of magnetic ﬁeld
strengths in MWDs. Here we consider how quickly a ﬁeld may be built up in the DC as
a result of an applied uniform constant vertical magnetic ﬁeld outside. This mechanism
produces stronger magnetic ﬁelds than one with varying orientation but it is the best
case scenario and places an upper bound on how much ﬁeld might be retained. While the
MHD properties of CEs are not understood, it is diﬃcult to say to what degree there may
be a preferred orientation for the magnetic ﬁeld so the true physical system may resemble
anything in between a uni–directional ﬁeld and one that reorients itself randomly in any
direction.
We applied a constant external ﬁeld of B0 to a DC of radius 0.01R, mass 0.6M
with diﬀusivity proﬁle determined by a polytropic index of 3/2 and temperature 105 K.
The equations for electrical conductivity from Wendell et al. (1987) are not strongly
temperature dependent in the highly degenerate density regime. As such, the diﬀusivity
proﬁle for WDs of temperatures varying between 103 K and 107 K only show noticeable
diﬀerences at the surface. This has no signiﬁcant eﬀect on the evolution of the DC ﬁeld
in our model. The magnetic ﬁeld of the WD scales linearly with the applied ﬁeld. We
tested the cases where the ﬁeld was applied for 1011 s, 1012 s, 1013 s and 1014 s. The radial
and meridional ﬁelds at r = 0.99rc and r = 0.9 rc are shown in Figs. 6.1 to 6.4. For
r = 0.99 rc we note the two distinct phases of the solution. First there is the initial
growth phase in the presence of the external ﬁeld. Once the external ﬁeld is removed the
ﬁeld strength peaks and begins to decay. The strength of the ﬁeld that remains after the
removal of the external ﬁeld increases in proportion to the lifetime of the external ﬁeld.
Following the removal of the external ﬁeld, the surface ﬁeld of the exposed WD decays
rapidly for around 1014 s before continuing to decay exponentially with a characteristic
timescale of around 1015 s. Whilst this rate of decay is too rapid to explain the existence
of long–lived WD magnetic ﬁelds, our simulations have not included WD cooling. The
results of Wendell et al. (1987) indicate that cooling causes the diﬀusivity to decrease
and signiﬁcantly extends the decay time scale for the magnetic ﬁeld. This eﬀectively
freezes the ﬁeld. If we suppose the magnetic ﬁeld is frozen after 2× 1014 s when the ﬁeld
has relaxed to its post CE state then the residual magnetic ﬁeld strength produced by
an external ﬁeld of strength Bext with lifetime tCE, taking into account both radial and
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Figure 6.1: The radial magnetic ﬁeld strength at r = 0.99 rc that results from a constant, uniform,
vertical magnetic ﬁeld applied to a DC for (1) 1011 s, (2) 1012 s, (3) 1013 s and (4) 1014 s. Note the peak
of the ﬁeld strength at the end of the phase where the external ﬁeld is applied. After the removal of
the external ﬁeld there is a period of rapid decay lasting around 2× 1014 s after which the ﬁeld decays
much more slowly on a timescale of around 1015 s. The strength of the ﬁeld is roughly proportional to
the lifetime of the external ﬁeld.
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Figure 6.2: The radial magnetic ﬁeld strength at r = 0.9 rc that results from a constant, uniform, vertical
magnetic ﬁeld applied to a DC for (1) 1011 s, (2) 1012 s, (3) 1013 s and (4) 1014 s. The magnetic ﬁeld
does not exhibit the same peaks as at r = 0.99 rc because the saturation of the ﬁeld takes signiﬁcantly
longer than closer to the surface. The ﬁeld here continues to grow even after the rapid decay phase of
the ﬁeld closer to the surface as it continues to diﬀuse inwards. We also see that the strength of the ﬁeld
is roughly proportional to the lifetime of the external ﬁeld.
144 CHAPTER 6. WD MAGNETIC FIELDS IN INTERACTING BINARIES
10-6
10-5
10-4
10-3
10-2
10-1
100
 0  2  4  6  8  10
B/
B 0
t/1014s
(1)
(2)
(3)
(4)
Figure 6.3: The meridional magnetic ﬁeld strength at r = 0.99 rc that results from a constant, uniform,
vertical magnetic ﬁeld applied to a DC for (1) 1011 s, (2) 1012 s, (3) 1013 s and (4) 1014 s. Note the peak
of the ﬁeld strength at the end of the phase where the external ﬁeld is applied. After the removal of the
external ﬁeld there is a period of rapid decay lasting around 2× 1014 s after which the ﬁeld decays much
more slowly on a timescale of around 1015 s. The strength of the meridional ﬁeld is several orders of
magnitude larger than the radial ﬁeld. The strength of the ﬁeld is roughly proportional to the lifetime
of the external ﬁeld.
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Figure 6.4: The meridional magnetic ﬁeld strength at r = 0.9 rc that results from a constant, uniform,
vertical magnetic ﬁeld applied to a DC for (1) 1011 s, (2) 1012 s, (3) 1013 s and (4) 1014 s. The magnetic
ﬁeld does not exhibit the same peaks as at r = 0.99 rc because the saturation of the ﬁeld takes signiﬁcantly
longer than closer to the surface. The ﬁeld here continues to grow even after the rapid decay phase of
the ﬁeld closer to the surface as it continues to diﬀuse inwards. We also see that the strength of the ﬁeld
is roughly proportional to the lifetime of the external ﬁeld.
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meridional components, is approximately
Bres = Bext
5 tCE × 10−16
s
. (6.33)
From the results at r = 0.9 rc we see that the ﬁeld continues to diﬀuse inwards after
the removal of the external ﬁeld until it reaches saturation point. This is because the
diﬀusivity decreases towards the interior of the WD. Once the ﬁeld reaches a certain point,
the diﬀusion becomes so slow that it is eﬀectively halted. This is extremely important
if we wish to build strong surface ﬁelds because it prevents any further redistribution of
magnetic energy. If we look at the magnetic ﬁeld further into the star we see that the ﬁeld
doesn’t penetrate any deeper than r = 0.5 rc after 10
15 s and the ﬁeld inside r = 0.9 rc is
extremely weak compared to the surface ﬁeld.
6.5.2 Eﬀect of randomly varying the magnetic ﬁeld orientation
If the direction of the applied ﬁeld is not constant, as we might expect from a dynamo
driven ﬁeld, then typically the ﬁnal ﬁeld strength is reduced by some factor based on
the degree of variation. For a spatially constant conductivity with oscillating boundary
conditions we may solve the induction equation analytically. This gives us some insight
into the mechanisms preventing the build up of strong ﬁelds in the case of a rapidly
varying external ﬁeld. We also simulated the change in orientation numerically by taking
the ﬁeld generated by applying a magnetic ﬁeld for a short time in a single orientation
and then taking the sum of the same ﬁeld rotated at random angles at each time step up
until the dispersion of the CE.
Uniform diﬀusivity DC
In the case where ηr is a constant we are able to solve for R analytically as in section 6.3.
In this case, η(t) = ηrηt(t) and equation (6.23) becomes the Helmholtz equation and we
seek solutions in the form of spherical Bessel functions. We ﬁnd that R ∝ j1
(
(iγ)
1
2 r
)
.
Then from equations (6.28) and (6.21) we ﬁnd
S =
3
4
∫ ∞
−∞
Bˆz(γ)
⎛
⎝ j1
(
(iγ)
1
2 r
)
j1
(
(iγ)
1
2 rc
)
+ 1
2
(iγ)
1
2 j′1
(
(iγ)
1
2 rc
)
⎞
⎠ eiγH dγ cos θ. (6.34)
Consider the strength of the ﬁeld generated at the surface of the DC by each γ–mode.
We deﬁne Q(γ) by
Q(γ) = Re
⎡
⎣ j1
(
(iγ)
1
2 rc
)
j1
(
(iγ)
1
2 rc
)
+ 1
2
(iγ)
1
2 j′1
(
(iγ)
1
2 rc
)
⎤
⎦ . (6.35)
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Figure 6.5: Behaviour of the transfer eﬃciency factor, Q(γ) as described in section 6.5.2.
We shall refer to Q(γ) as the transfer eﬃciency because it represents roughly the radial
magnetic ﬂux across the surface of the DC relative to the imposed ﬁeld. Fig. 6.5 shows
how Q(γ) varies. We see that for γ > 1, Q(γ) falls oﬀ approximately as γ−
1
2 . So the
higher γ modes of the system are more eﬀectively suppressed but the fall oﬀ is slow. This
means that the radial magnetic ﬁeld at the surface of the star for very large γ approaches
0. In this case the boundary conditions are matched by the dipolar ﬁeld which cancels
out the imposed ﬁeld at the surface of the DC (c.f. equation (6.25)).
If we consider a system with constant diﬀusivity η, then H = ηt. If we then take
Bz(t) ∝ cos(αt) it is easy to show that the transfer eﬃciency is Q(αη ). We interpret this
by recognising that, if the rate of oscillation is too high compared to the diﬀusivity each
time the external ﬁeld switches, most of the ﬁeld generated by the previous oscillation
is cancelled out. If the diﬀusivity is high enough, the oscillations are less eﬀectively
cancelled and a residual ﬁeld is able to build up.
Now let us consider the radial form of the induced ﬁeld. From our discussion above we
expect that the ﬁeld is functionally similar to Re[j1(iα/η)
1/2r]. Fig. 6.6 shows the form
of the ﬁeld that results from the solution of equations (6.26), (6.27) and (6.29). We have
used the parameters given above and an imposed ﬁeld strength of B0. So, although the
transfer eﬃciency is very low and the radial ﬁeld is suppressed, the strong R gradient
produces an internal ﬁeld parallel to the surface which is comparable in magnitude to
the imposed ﬁeld but decays extremely rapidly with depth. The thickness of this layer
behaves asymptotically as (α
η
)−1/2. We note that this is the same behaviour as the
eﬃciency factor Q(γ). This is reasonable because the eﬃciency of transfer of magnetic
energy from the external ﬁeld to the DC should scale roughly in proportion to how far
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Figure 6.6: Form of the induced ﬁeld within the DC with a spatially uniform magnetic diﬀusivity
η = 221cm2 s−1 with variation frequency α = 2 × 10−8 s−1 for an imposed ﬁeld of B0. The radial ﬁeld
is Br and the toroidal ﬁeld is Bθ. We see from the horizontal axis that the ﬁeld is conﬁned to the outer
most regions of the DC. This is because the rapid variation of the external ﬁeld causes any ﬁeld that is
generated at the surface to smooth out to zero as it diﬀuses inwards. We also see that the meridional
ﬁeld is several orders of magnitude stronger than the radial ﬁeld.
the ﬁeld can penetrate, at least for shallow layers.
Because we are proposing a model in which the magnetic ﬁeld of a common envelope
surrounding a binary system induces the magnetic ﬁeld of the DC we choose a value
of α to reﬂect this. First consider a far–ﬁeld varying on a time scale similar to the
orbital period of the binary system. We determine this time scale for a 0.6M DC
with a typical red giant companion of mass 6M and radius 400R which has ﬁlled
its Roche Lobe. This gives us an orbital time scale of torbit ≈ 3.5 × 108 s and so we
choose α = 2π
torbit
≈ 2 × 10−8 s−1. This gives a transfer eﬃciency of Q(α
η
) ≈ 2 × 10−4.
Alternatively as we suggested earlier, the magnetic dynamo is likely to be stronger when
the orbit of the binary has decayed. If we apply the same analysis with torbit = 1day
then Q ≈ 4× 10−6. In either case, the ﬁeld is still conﬁned to a very thin boundary layer
and is almost entirely meridional.
Post CE evolution of the magnetic ﬁeld
Following the initial generation of the magnetic ﬁeld within the DC we foresee two possible
cases for the subsequent evolution. Either the CE is dispersed on a time scale shorter
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than the variation of magnetic diﬀusivity or the diﬀusivity varies by a signiﬁcant factor
over the lifetime of the CE. In the absence of a magnetic ﬁeld, the lifetime of the CE
phase is estimated to be on the order of 103 yr (Taam et al., 1978). The time scale for
orbital decay as a result of a dynamo driven wind is estimated to be a few Myr (Rego˝s
and Tout, 1995). If energy from orbital decay is transformed to magnetic energy rather
than unbinding the envelope then the lifetime of the CE phase is prolonged though from
the energy considerations of section 6.2 the lifetime is likely to lie much closer to the lower
bound. Depending on the degree to which this happens the lifetime of the dynamo may
lie anywhere between these two bounds. Typically the diﬀusivity varies on a time scale of
tη ≈ 1016 s ≈ 3× 1010 yr, much longer than the probable lifetime of the CE. However our
understanding of CE evolution is suﬃciently poor that these estimates may bear little
resemblance to reality.
The decay of an unsupported magnetic ﬁeld occurs on a time scale tB ≈ β r2cη where
β is a constant related to the ﬁeld geometry. For an unsupported ﬁeld β = π2. In the
case where η = 221 cm2 s−1, which is a good approximation for the surface layers of a
DC, and rc = 0.01R we get tB ≈ 2β × 1015 s. Wendell et al. (1987) showed that the
magnetic ﬁeld of a WD without an imposed ﬁeld has a decay time which is much longer
than the evolutionary age of the WD over its whole lifetime and so the magnetic ﬁeld is
essentially frozen into the WD. We observe that, in our setup where the internal ﬁeld is
supported by a rapidly oscillating external ﬁeld, the strong conﬁnement of the ﬁeld to
the outermost layers of the DC produces strong gradients which lead to rapid magnetic
diﬀusion. Once the ﬁeld is removed, the system rapidly relaxes to the solution given
by zero external ﬁeld. The ﬁeld then decays on an ohmic time scale of tB with β = π
2
(Proctor and Gilbert, 1994).
Fig. 6.7 shows the evolution of the ﬁeld produced by a DC with diﬀusivity proﬁle
determined from a polytropic structure. The ﬁeld strengths of the radial and meridional
ﬁelds are shown at r/rc = 0.99 and 0.9. We see that, once the external ﬁeld vanishes,
the ﬁeld spreads slowly inwards. The ﬁeld was calculated below r/rc = 0.9 but even
by the end of the simulation, no ﬁeld had reached as deep as r/rc = 0.5. The surface
magnetic ﬁeld decays by about a factor of 102 as it relaxes owing to the redistribution
of the magnetic energy over the radius. This occurs on a time scale of around 2× 1013 s.
After the initial rapid decay, the surface ﬁeld continues to decay exponentially on a much
longer timescale of around 1014 s. This is faster than predicted analytically but as Fig. 6.7
shows the ﬁeld at r/rc = 0.9 is still growing so the system has not fully relaxed. It is
likely that the decay timescale grows as the ﬁeld moves towards spatial equilibrium. WD
cooling which has not been included here would also prevent additional decay.
We have neglected secondary eﬀects that are produced as a result of the ﬁnite time the
magnetic dynamo of the CE takes to decay. We expect though, given that the lifetime of
the CE is estimated to be signiﬁcantly shorter than the relaxation time for the ﬁeld, the
magnetic dynamo is likely to decay on an even shorter time scale. Thus the eﬀect on the
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Figure 6.7: Decay of the magnetic ﬁeld of a WD upon removal of a constant external magnetic ﬁeld
applied for 1014 s. The plot shows the evolution of the evolution of the radial ﬁeld, Br, and the toroidal
ﬁeld, Bθ at rrc = 0.99 and
r
rc
= 0.9. Although the surface meridional ﬁeld is initially much stronger than
the radial ﬁeld it decays much faster until the two are roughly equal 2× 1014 s after the external ﬁeld is
removed. We also see that, even after the rapid initial decay of the surface ﬁeld seems to have ﬁnished,
the ﬁeld 0.9 r0 is still growing as it diﬀuses inwards.
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tdyn/ s BR/G BM/G BT/G
No preferred orientation
106 1.9× 10−6 −1.8× 10−6 1.3× 10−5
107 −3.3× 10−6 4.0× 10−7 −4.1× 10−6
108 −3.6× 10−6 −2.6× 10−6 −1.6× 10−6
109 4.2× 10−5 −1.6× 10−5 3.9× 10−6
Half–plane restricted orientation
106 2.3× 10−3 −4.2× 10−6 −1.1× 10−5
107 2.9× 10−3 −2.5× 10−6 3.8× 10−6
108 1.9× 10−3 −9.2× 10−6 8.7× 10−6
109 2.0× 10−3 1.6× 10−5 1.4× 10−5
Table 6.1: Residual surface magnetic ﬁeld strengths generated by an external ﬁeld of unit strength which
reorients at intervals of tdyn. BR is the radial ﬁeld, BM is the meridional ﬁeld and BT is the toroidal
ﬁeld. The external ﬁeld lasts for a total of 1013 s and the residual ﬁeld is taken at 2× 1014 s
solution should be negligible.
Numerically evolved ﬁeld with random orientation
In order to simulate a randomly varying external ﬁeld in a more three–dimensional sense
we considered a supposition of multiple copies of a base ﬁeld rotated into random orien-
tations applied in sequence. The base ﬁeld was generated by applying a constant vertical
ﬁeld for a range of times much shorter than the lifetime of the CE. Such a superposition
is valid because the induction equation is linear. So if the ﬁeld generated by applying a
constant vertical magnetic ﬁeld for time δt is B˜(t) then the total ﬁeld is
B(t) =
N∑
k=1
A (θk, φk) B˜ (t− kδt) , (6.36)
where θk and φk are randomly generated angles that describe a uniform distribution of
spatial orientations and Nδt is the duration of the magnetic dynamo. The rotation matrix
A(θ, φ) for a vector in Cartesian coordinates is
A(θ, φ) =
⎛
⎜⎝
cos θ sinφ sin θ cosφ sin θ
0 cosφ − sinφ
− sin θ sinφ cos θ cosφ cos θ
⎞
⎟⎠ . (6.37)
The results are shown in Table 6.1. We ﬁnd that, in the case of a purely random ori-
entation, the residual ﬁeld is smaller than the constant external ﬁeld case by a factor of
around 1, 000. This is to be expected because, on average, each ﬁeld orientation is op-
posed by one pointing in the opposite direction. The ﬂuctuations arise from the random
nature of the ﬁeld orientation and the diﬀerent times at which each ﬁeld is applied. It
seems certain that the magnetic ﬁeld strength that would be needed to generate observed
magnetic ﬁelds would be extremely large in this case.
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tCE/s BR/B0 BM/B0 BT/B0
No preferred orientation
1011 4.7× 10−6 1.8× 10−6 4.0× 10−7
1012 3.2× 10−6 −4.8× 10−6 −8.5× 10−7
1013 4.2× 10−5 −1.6× 10−5 3.9× 10−6
1014 −6.7× 10−5 −3.3× 10−5 −4.9× 10−5
Half–plane restricted orientation
1011 1.9× 10−5 3.0× 10−7 2.8× 10−6
1012 2.0× 10−4 1.1× 10−6 1.5× 10−5
1013 2.0× 10−3 −2.3× 10−5 1.3× 10−5
1014 3.1× 10−2 −1.2× 10−4 9.5× 10−5
Table 6.2: Residual surface magnetic ﬁeld strengths generated by an external ﬁeld of strength B0 which
reorients at intervals of 109 s. BR is the radial ﬁeld, BM is the meridional ﬁeld and BT is the toroidal
ﬁeld. The external ﬁeld lasts for tCE and the residual ﬁeld is taken at 2× 1014 s
The eﬀect of introducing a preferred direction to the external ﬁeld
Owing to the nature of the proposed magnetic dynamo it seems reasonable to suggest
that there may be a preferred direction to the magnetic ﬁeld. If the ﬁeld is generated by
perturbations in the CE owing to the orbital motion of the DC and its companion, the
magnetic ﬁeld lines may show a tendency to align with the orbit. This contrasts with
the dynamo mechanism in accretion discs which is a result of the magneto–rotational
instability producing eddies that have no preferred direction. Therefore we restrict the
magnetic ﬁeld vector to lie within a hemisphere. The results are also included in Table 6.1.
We ﬁnd that the residual radial ﬁeld can now reach strengths close to those produced by
the constant external ﬁeld. This does not apply to the meridional ﬁeld or the toroidal
ﬁeld because diﬀerent orientations may still oppose each other and give typically weak
ﬁeld strengths.
If we now vary the CE lifetimes (Table 6.2) we see that in the case of purely random
orientations, the overall ﬁeld strength is largely unaﬀected by changes to it. In the case
where the ﬁeld has preferred alignment, the residual radial ﬁeld strength increases roughly
linearly with CE lifetime as in the case of constant external ﬁeld. It is also possible to
produce ﬁelds with similar ﬁeld strength to the uni–directional case. This suggests that
while dynamo action may result in ﬂuctuating magnetic ﬁeld orientations with time,
the residual ﬁeld strength can be maintained provided that the dynamo has a preferred
direction on average.
6.6 Conclusions
The lack of magnetic WDs in wide binary systems suggests that the origin of their strong
ﬁelds is a product of some feature of binary interaction. Indeed, the argument that the
ﬁelds originate through ﬂux conservation during the collapse of Ap/Bp stars does not
explain their high frequency in interacting binaries. By building on the proposal that
the magnetic ﬁeld is generated by dynamo action within a common convective envelope
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we have shown that strong ﬁelds may be transferred to the DC. These ﬁelds can then be
preserved upon dissipation of the envelope.
Following the dissipation of the CE, we have found that the system rapidly relaxes
on a timescale of about 7Myr to the state we would anticipate given no external ﬁeld.
Although there is no signiﬁcant dissipation of magnetic energy during this time, the
redistribution of magnetic ﬂux towards the interior of the WD results in signiﬁcant decay
of the surface ﬁeld by around a factor of at least 10− 100. Further decay is prevented by
the increasing electrical conductivity towards the interior of the WD. This prevents ﬁeld
diﬀusing beyond around r = 0.9rc. Once the ﬁeld has relaxed to its new conﬁguration it
continues to decay but on a timescale much longer than the time scale for cooling of the
WD so we expect any further loss of ﬁeld strength to be minimal.
The maximal rate of transfer of ﬁeld energy from the CE to the DC occurs when the
ﬁeld is kept ﬁxed. In this case the residual strength of the ﬁeld following dissipation of
the CE is linearly related to the lifetime of the strong ﬁeld in the CE. If we combine
equations (6.8) and (6.33) we ﬁnd
M = 5.7× 1035
(
Bres
107 G
)2 ( a
0.01 au
)( rI
0.01R
)2(
tCE
2× 1015 s
)−2
J, (6.38)
where M is the total energy of the CE magnetic ﬁeld as in equation (6.8). If we assume
that all of the energy released through orbital decay is transformed into magnetic energy
then this requires an envelope lifetime of 1.1 × 1012 s or 3.6 × 104 yr to produce a 107 G
magnetic ﬁeld. This lifetime is extended if there is variation in the direction of the ﬁeld
produced by the dynamo or there are energy sinks other than the magnetic ﬁeld. Because
the required envelope lifetime scales linearly with Bres, weaker ﬁelds could be produced
on a much shorter time scale. Energetically there is nothing to prevent formation of a
109 G MWD. As shown, the ﬁnal ﬁeld strength scales proportionally with the CE lifetime.
If the dynamo is conﬁned to a smaller region or the CE lifetime is extended then this
strength of ﬁeld could be produced. Scenarios this extreme seem unlikely and this is
complemented by the rarity of MWDs with such strong magnetic ﬁelds. We do not rule
out the possibility that the strongest ﬁelds may be produced by the merger of a white
dwarf and the core of a giant star which have both been strongly magnetized during CE
phases.
We have also shown that the production of suﬃciently strong ﬁelds is almost certainly
dependent on some preferred orientation of the magnetic dynamo. In the case where there
is no preferred direction the DC magnetic ﬁeld is conﬁned to a layer of thickness about
(α
η
)−1/2, where α is the frequency for ﬁeld variation and η is the magnetic diﬀusivity, and is
almost entirely meridional. Despite the generation of strong surface ﬁelds during the CE
phase in this case, the total magnetic energy of the DC ﬁeld is constrained by the depth
of the magnetic layer. Consequently once the CE disperses and the ﬁeld of the exposed
WD begins to diﬀuse inwards, the majority of the ﬁeld strength is lost. This result is
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conﬁrmed by the numerical simulations. Typically a ﬁeld strength of 10−5 relative to the
average magnetic ﬁeld strength of the dynamo is the largest possible residual ﬁeld. This
may be suﬃcient to produce WDs with weaker ﬁelds but the formation of the strongest
WD magnetic ﬁelds would require far more energy than the system could provide. In
the case where the ﬁeld has some preferred orientation, the proportion of ﬁeld retained
is increased up to a few percent depending on the lifetime of the CE dynamo.
Whilst the arguments we have presented here suggest that the origin of the ﬁelds
of MWDs may be dynamo action in CEs of closely interacting binaries, there are still
many uncertainties. Most of these are the result of insuﬃcient understanding of the
formation and evolution of CEs. The ﬁeld structures we have used to construct our
models are simple but complex ﬁeld geometries are observed in WDs such as Feige 7 and
KPD 0253+5052. If CE dynamos are responsible for the origins of MWDs, they should
support complex geometries. Further progress depends on a better understanding of the
physical processes and energy transfer within the CE.
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I left the ending ambiguous, because that is
the way life is. (Bernardo Bertolucci)
7
Conclusions
Throughout this work we have considered a number of diﬀerent aspects of rotation and
magnetic ﬁelds in relation to stellar evolution. In many respects, these two phenomena
are very closely linked. Magnetic ﬁelds show a number of instabilities which cause them to
decay rapidly compared to stellar lifetimes. In order for strong magnetic ﬁelds to endure
in the long term they must either be sustained by some sort of contemporary dynamo or
the decay time scale must be extended, such as in degenerate stars. We have considered
both the eﬀects of a simple α–Ω dynamo on the evolution of massive main-sequence stars
and the formation of magnetic ﬁelds in white dwarfs during the common-envelope phase
of evolution. The study of magnetic ﬁelds in stars is complicated because of our lack
of knowledge about the eﬀect of rotation on stellar evolution. Whilst a great deal of
work has gone into modifying the equations for stellar structure to incorporate the eﬀects
of rotation, there is much uncertainty regarding the properties of rotationally-driven
turbulence. We have examined a number of popular models in order to understand
the diﬀerent predictions of each model and how those diﬀerences become evident in
observations of populations of rotating stars.
7.1 Populations of rotating stars
In chapter 2 we introduced the stellar evolution code, rose. Adapted from the Cambridge
stellar evolution code stars, rose is able to simulate rotating stars with a variety of
common physical models. The code can include the eﬀects of magnetic ﬁeld evolution
with a simple α–Ω dynamo and a model for magnetic braking. We have also included the
capability to evolve the angular momentum distribution in convective zones under a range
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of diﬀerent assumptions. All of these factors lead to a great degree of variability in the
predictions of simulations of rotating stars. It is important to be aware of these variations
and the limitations of any particular model before making predictions involving rotating
stars. By adapting the population synthesis code, starmaker (Brott et al., 2011b),
for use with our stellar evolution calculations we have been able to predict how these
diﬀerent populations would appear as observations and how those predictions relate to
the data from the VLT-FLAMES survey of massive stars (Dufton et al., 2006; Hunter
et al., 2009).
In chapter 3 we looked at the speciﬁc diﬀerences between a number of models for
rotation, primarily those of Talon et al. (1997) and Heger et al. (2000). Under the
assumptions of Talon et al. (1997), main-sequence stars appear more luminous for stars
less massive than 10M than the model based on Heger et al. (2000). Stars more massive
than 10M appear hotter and more luminous according to Talon et al. (1997) than Heger
et al. (2000). This diﬀerence is also reﬂected when we consider the eﬀect on the changes
of surface composition in rotating stars. We ﬁnd that very massive stars (M ≈ 60M)
show similar degrees of nitrogen and helium-3 enrichment under the assumptions of both
physical models. However, when we look at less massive stars (M ≈ 10M) we ﬁnd that
the amount of nitrogen enrichment is much lower in stars simulated with the model of
Heger et al. (2000) than those that use the model of Talon et al. (1997). This supports
the idea that higher luminosities arise because of stronger mixing. Stronger mixing leads
to more hydrogen being transported between the radiative envelope and the convective
core and causes additional nuclear burning within the core. The amount of nitrogen
enhancement shows only slight mass dependence when simulations are performed with
the model of Talon et al. (1997). On the contrary, the model of Heger et al. (2000)
exhibits strong mass-dependency.
We have also found that there is a signiﬁcant diﬀerence between the metallicity-
dependence of the two diﬀerent physical models. We performed simulations for stars
at very low metallicity (Z = 0.001). In these stars we found that the relative mixing
between Heger et al. (2000) at high and low metallicities is much greater than with Talon
et al. (1997). At very low metallicity, very massive stars simulated using the model of
Heger et al. (2000) are more enriched than those that use Talon et al. (1997). The dif-
ference between the two models at lower masses is much less pronounced than at higher
metallicities. Unfortunately, there is little prospect of observing this tendency because
our ability to measure the changes in the surface chemical abundance is currently limited
to our own Galaxy and local galaxies such as the Large and Small Magellanic Clouds.
We note that the tendencies are similar for the enrichment of helium-3 but there are dif-
ferences. Whilst we have examined these diﬀerences brieﬂy in this dissertation the study
of how diﬀerent elements are aﬀected by rotational turbulence is an important area of
research for understanding the properties of rotational mixing. Some work on this topic
has been undertaken by Frischknecht et al. (2010) but there is still signiﬁcant work to be
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done.
Also of interest is the way in which angular momentum is transported within convective
zones. All current models of which we are aware have convective zones that rotate as
solid bodies. This assumption works well but is not necessarily consistent with mixing-
length theory. We simulated models using a number of diﬀerent diﬀusion coeﬃcients
in convective zones but under the assumption of uniform speciﬁc angular momentum.
There is little diﬀerence between the models with diﬀerent diﬀusion coeﬃcients because
the diﬀusion is suﬃciently strong to keep the convective zone well mixed for a wide
range range of coeﬃcients around that predicted by mixing-length theory. However,
there is a signiﬁcant diﬀerence between those models that assume solid body rotation
in convective zones compared to those with uniform speciﬁc angular momentum. For a
given surface velocity, stars with uniform speciﬁc angular momentum in convective zones
have signiﬁcantly higher total angular momentum than those with cores rotating as solid
bodies. This leads to more extended cores owing to the lower eﬀective gravity. More
importantly, the change in behaviour of the angular momentum distribution leads to a
strong shear layer at the convective boundary. This leads to more mixing between the
core and the envelope and hence more chemical enrichment at the surface. However,
whilst the internal behaviour is quite diﬀerent, the eﬀects on the observable properties
are fairly small and could easily be masked if the free parameters in the radiative angular
momentum diﬀusion coeﬃcients were modiﬁed slightly.
In chapter 4 we considered how the results of chapter 3 would be reﬂected in observed
stellar populations. The Hunter diagram (Hunter et al., 2009) has become the favoured
diagnostic tool for analysing observed populations as it highlights the correlation between
the rotation rate and surface nitrogen enrichment. The Hunter diagram does not distin-
guish a star’s age or its mass, for which alternative measures are needed. The eﬀective
surface gravity may be used in conjunction with the surface nitrogen enrichment to show
how rotational mixing varies with stellar mass. It is particularly useful for single-aged
populations of stars because this minimises the degeneracy in the relationship between
surface gravity and stellar mass. There is always be some degeneracy between these two
variables in rotating populations owing to the eﬀect of centrifugal forces but this eﬀect
is small. When we plot nitrogen enrichment against eﬀective surface gravity for syn-
thetic populations, where all the stars have the same age, we ﬁnd that the populations
are conﬁned to a very speciﬁc region. Stars with surface gravity below a certain limit
have already evolved into giants. Stars with surface gravity above another limit are less
massive and have not had suﬃcient time to become enriched. The eﬀect persists for pop-
ulations generated with ongoing star formation although the relationship is not as clear.
Populations evolved with the model of Talon et al. (1997) predict that surface nitrogen
is enriched over a narrower range of surface gravities than populations generated with
the model of Heger et al. (2000). Populations that use the model of Talon et al. (1997)
have many more moderately enriched stars than those that use the model of Heger et al.
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(2000) but the maximal enrichment is higher in these populations.
This trend continues for lower metallicities. In chapter 3 we considered how the models
vary at very low metallicities (Z = 0.001). In chapter 4 we considered populations with
initial composition of the Large Magellanic Cloud, where the metallicity is not as low.
At this metallicity the qualitative behaviour is similar to that at Galactic metallicity
and not the very low metallicity case of chapter 3. When we simulate populations at
this metallicity, those that use the model of Talon et al. (1997) produce a very conﬁned
band of enriched stars. Populations evolved with the model of Heger et al. (2000) predict
a much greater spread in the population and a greater maximal enrichment. As at
Galactic metallicity, this is largely because of the diﬀerences in the mass dependencies of
each model.
When we introduce selection eﬀects into the simulated populations we ﬁnd that it
becomes far more diﬃcult to distinguish between the diﬀerent models. Both the models
of Talon et al. (1997) and Heger et al. (2000) give reasonably good ﬁts to the data from
the VLT-FLAMES survey of massive stars except that the predicted maximum mixing is
higher than observed in each case. This is not unexpected given the diﬃculty in measuring
the nitrogen enrichment and surface rotation rates in rapidly rotating, highly-enriched
stars. Even though the populations behave very diﬀerently when a wide range of stellar
masses are included, the populations with observational eﬀects included are very similar.
This is because the mass range of the data from the VLT-FLAMES survey is rather
narrow. Only stars with masses between around 10M and 20M remain. Under these
conditions, the very diﬀerent mass dependencies of each model cannot be resolved.
7.2 Populations of magnetic, rotating stars
Introducing magnetic ﬁelds into the evolution of rotating stars signiﬁcantly aﬀects their
evolution through additional chemical mixing and magnetic braking. We use a simple
radiative dynamo based on the work of Tayler (1973) and Spruit (1999) and a magnetic
braking model based on that of ud-Doula and Owocki (2002). This has signiﬁcantly
improved on previous eﬀorts to replicate observed populations of rotating, magnetic stars.
The key diﬀerence with the new model is that the poloidal and toroidal components of
the magnetic ﬁeld are evolved as independent variables via a pair of advection-diﬀusion
equations coupled to the angular momentum evolution equation.
When we examine the relation between mass and surface ﬁeld strength in this new
model we ﬁnd that two distinct behaviours arise. In stars more massive than around
15M the hydrodynamic turbulence dominates the transport of angular momentum and
a dynamo cannot be sustained. In less massive stars the magneto-rotational turbulence
dominates and a stable dynamo is established. This leads to two distinct populations
of stars, the former composed of very massive stars that do not support a strong ﬁeld
and evolve as discussed in chapters 3 and 4. In this population there is a strong positive
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correlation between surface nitrogen enrichment and rotation rate. The second population
supports magnetic ﬁelds and its stars are spun down rapidly by the action of magnetic
braking. These stars appear in the Hunter diagram (Hunter et al., 2009) as highly
enriched, slowly-rotating stars. It has been suggested that in the past that this population
arises owing to the action of magnetic ﬁelds but this is the ﬁrst time that the two distinct
types of behaviour have arisen from a single model for the evolution of rotating magnetic
stars.
7.3 Highly magnetic white dwarfs
In chapter 6 we looked at a diﬀerent population of magnetic stars, that of white dwarfs
with very strong magnetic ﬁelds. Owing to the signiﬁcantly higher frequency of magnetic
white dwarfs in close interacting binaries, there is strong evidence that these ﬁelds are a
feature of binary star evolution. We have considered how the ﬁeld might arise through
dynamo action during a common envelope stage of evolution. The ﬁnal state of the ﬁeld
that can be generated in the white dwarf is strongly dependent on the form of the ﬁeld
generated in the common envelope. A static ﬁeld in the common envelope could produce
a magnetic ﬁeld of order 107 G in around 104 yr. If the ﬁeld of the common envelope varies
with time this timescale is extended. The lifetime of the external ﬁeld generated by the
common envelope is directly proportional the strength of the residual ﬁeld strength of
the white dwarf so weaker ﬁelds may be generated much faster. If the ﬁeld external to
the white dwarf varies rapidly with time then the depth of the residual ﬁeld in the white
dwarf is greatly reduced and so when the common envelope dissipates, the total magnetic
energy transferred to the white dwarf is signiﬁcantly less than if the ﬁeld was static. As
the surface magnetic energy diﬀuses inwards, the surface magnetic ﬁeld strength of the
white dwarf goes through an initial stage of rapid decay and so, in this case, it is much
harder to produce strong residual ﬁelds.
Energetically, there is nothing to prevent the generation of stronger ﬁelds. The limiting
factors for the strength of the white dwarf’s magnetic ﬁeld are the life time of the common
envelope and the strength of the dynamo-generated ﬁeld in the common envelope which
may be increased if the ﬁeld is conﬁned to a smaller region in the envelope. It is possible
that the strongest white dwarfs may be produced by merging two cores orbiting in a
common envelope which have both been highly magnetised by the ﬁeld in the envelope.
7.4 Future work
Whilst we have made signiﬁcant progress in the simulation of the properties of rotation
and magnetic ﬁelds in stars, there are still many questions that remain open. For main-
sequence stars, can we ﬁnd observational tests that can better distinguish the diﬀerence
between diﬀerent models of stellar rotation? In particular can we devise tests that match
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with available data in diﬀerent mass ranges? For instance, what are the observational
diﬀerences in the abundance of other elements for diﬀerent stellar masses? Also, if we can
then identify those models that better reﬂect the observational data, can we bring those
models together into a common stellar evolution and population synthesis code? This
would allow us to use more advanced statistical techniques to further reﬁne the model
and our knowledge of stellar rotation.
We have also shown that magnetic ﬁelds play a critical role in the evolution of stars. If
slowly-rotating, highly-enriched stars are produced from the magnetic evolution of stars
less massive than 15M then any model that ignores this eﬀect cannot properly estimate
the properties of stellar populations that bridge this mass range. The model we have
presented for the magnetic evolution of rotating stars is at a very preliminary stage and
we expect signiﬁcant reﬁnements to be made in the future. Of particular interest is how
the mass limit for a stable dynamo varies with the free parameters deﬁned in the dynamo
model. Because this cut-oﬀ is currently close to the lower end of the observable mass range
in the observations of the VLT-FLAMES survey of massive stars, even a small change
to this limit could have a signiﬁcant eﬀect on the populations. Analyses such as these
could better reﬁne the model by matching the predicted populations to the proportion
of expected slowly-rotating, highly-enriched stars in the VLT-FLAMES survey and also
the proportions of magnetic stars observed as part of the MiMeS collaboration.
There are still many open questions about the evolution of common envelopes even
before the introduction of complicating factors such as magnetic ﬁelds. We have presented
a simple model of magnetic ﬁeld generation in white dwarfs embedded in a common
envelope. However, observed highly magnetic white dwarfs often have complex ﬁeld
geometries so further work on the structure and evolution of magnetic ﬁelds generated in
common envelopes is essential for further progress in this area.
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Percy: I intend to discover, this very after-
noon, the secret of alchemy. The hidden art of
turning base things into gold.
Blackadder: I see. And the fact that this secret
has eluded the most intelligent people since the
dawn of time doesn’t dampen your spirits?
Percy: Oh, no. I like a challenge!
(Blackadder II, Money)
A
Derivations for the eﬀects of rotation on stellar
structure
A.1 The structure parameter, fP
We follow the derivation of Maeder (2009) for the structure parameter fP . We deﬁne the
potential, Ψ as
Ψ = Φ− 1
2
Ω2r2 sin2 θ, (A.1)
where the gravitational potential is deﬁned by ∂Φ
∂r
= Gmr/r
2, r is the radius, mr is the
mass inside radius r and Ω is the angular velocity. In polar coordinates, the components
of ∇Ψ are
∂Ψ
∂r
=
∂Φ
∂r
− Ω2r sin2 θ − r2 sin2 θΩ∂Ω
∂r
(A.2)
and
1
r
∂Ψ
∂θ
=
1
r
∂Φ
∂θ
− Ω2r sin θ cos θ − Ω2r sin θ cos θ − r2 sin2 θΩ1
r
∂Ω
∂θ
. (A.3)
The eﬀective gravity is g eﬀ = (−geﬀ,r, geﬀ,θ, 0), where the components are given by
geﬀ,r =
∂Φ
∂r
− Ω2r sin2 θ (A.4)
and
geﬀ,θ = Ω
2r sin θ cos θ. (A.5)
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Comparing the terms of g eﬀ and ∇Ψ we see that
g eﬀ = −∇Ψ− r2 sin2 θΩ∇Ω. (A.6)
As in section 2.3.1 we associate a radius rP to the isobar for pressure P such that the
volume inside the isobar, VP , is
VP ≡ 4π
3
r3P . (A.7)
We deﬁne the mean value of any quantity ξ over an isobar as
< ξ >≡ 1
SP
∮
Ψ=const
ξ dSP , (A.8)
where SP is the total surface area of the isobar and dSP is an element of the surface.
Unless the star is rotating as a solid body or the angular velocity has cylindrical symmetry,
the eﬀective gravity cannot be described by the gradient of a potential ﬁeld. Instead we
deﬁne υ = |dΩ/dΨ| such that ∇Ω = υ∇Ψ. We can do this on the assumption that Ω
is constant along isobars. This tells us that ∇Ω is parallel to ∇P and from the Navier-
Stokes equation we further conclude they are also parallel to ∇Ψ. The average distance
between two neighbouring isobars is dn ≈ drP and
geﬀ = |g eﬀ | = (1− r2 sin2 θΩυ)
dΨ
dn
. (A.9)
The equation for hydrostatic equilibrium (equation (2.2) for a non-rotating star) similarly
becomes
dP
dn
= −ρ(1− r2 sin2 θΩυ)dΨ
dn
. (A.10)
We wish to describe the pressure gradient relative to the independent variable mP , the
mass inside radius rP . This gives
dmP =
∫
Ψ=const
ρdn dSP = dΨ
∫
Ψ=const
ρ
dn
dΨ
dSP
= dΨ
∫
Ψ=const
ρ
1− r2 sin2 θΩυ
geﬀ
dSP . (A.11)
Integrating this equation gives
dΨ
dmP
=
1
ρ(1− r2 sin2 θΩυ) < g−1eﬀ > SP
. (A.12)
When combined with equation (A.10) this gives
dP
dmP
=
−1
< g−1eﬀ > SP
. (A.13)
A.2. THE STRUCTURE PARAMETER, FT 163
We deﬁne fP as
fP =
4πr4P
GmpSP < g
−1
eﬀ >
(A.14)
so that the equation for hydrostatic equilibrium is
dP
dmP
= −GmP
4πr4P
fP . (A.15)
This has the same form as the equation for hydrostatic equilibrium for non-rotating stars
except for the factor fP .
A.2 The structure parameter, fT
To derive the equation for fT we use many of the identities used in appendix A.1. The
radiative ﬂux, F , is given by
F = −4acT
4
3κρ
dT
dn
= −4acT
4
3κρ
dT
dmP
dmP
dΨ
dΨ
dn
. (A.16)
We substitute the relations from equations (A.12) and (A.9) to ﬁnd that
F = −4acT
3
3κρ
dT
dmP
ρ < g−1eﬀ > SP < geﬀ > . (A.17)
The luminosity, LP is then
LP = −4ac
3
< g−1eﬀ > S
2
P <
T 3geﬀ
κ
dT
dmP
>≈ −4acT
3
S2P
3κ
dT
dmP
< geﬀ >< g
−1
eﬀ >, (A.18)
where an over bar denotes the average of a quantity over an isobar. By comparing
equations (A.18) and (2.5) we deﬁne
∇r,P = d lnP
d lnTP
=
fT
fP
3κPLP
16πacGmPT
4 , (A.19)
where
fT =
(
4πr2P
SP
)2
1
< geﬀ >< g
−1
eﬀ >
(A.20)
and we have used equation (A.13). By repeating the derivation of the equation for
radiative equilibrium in radiative zones from section 2.3.1 we get
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d lnT
d lnP
= −∇r,P d lnP
dmp
= −GmP
4πr4P
fP∇P , (A.21)
where
∇P = min (∇ad,∇r,P ) (A.22)
and we have assumed the adiabatic gradient has remained roughly unchanged.
A.3 The Von Zeipel Theorem
The energy ﬂux, F , through a star rotating as a solid body with angular velocity, Ω, is
F (Ω, θ) = −χ∇T (Ω, θ)
= χ
dT
dP
∇P (Ω, θ)
= −ρχdT
dP
g eﬀ(Ω, θ), (A.23)
(A.24)
where χ = 4acT 3/3κρ. The ﬁrst identity comes from the equation for hydrostatic equi-
librium. The second identity is possible because the star is rotating as a solid body and
so the equipotentials and isobars coincide. The total luminosity, L, on an equipotential
surface, SP is
L =
∫
SP
F (Ω, θ) · nˆ dSP = ρχdT
dP
∫
SP
∇Ψ(Ω, θ) · nˆ dSP , (A.25)
where nˆ is a unit vector normal to the surface, dSP is a surface element of SP and Ψ is
the total force potential. We know from Poisson’s equation that ∇2Ψ = 4πGρ− 2Ω2 and
so
L = ρχ
dT
dP
∫
VP
∇2ΨdVP = ρχdT
dP
∫
VP
4πGρ− 2Ω2 dVP (A.26)
where SP encloses VP . By combining equations (A.23) and (A.26) we get
ρχ
dT
dP
=
L
4πGmr
(
1− Ω2
2πGρm
) , (A.27)
where ρm is the average density contained within mass, m. If we take this relation at the
stellar surface we get
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F (Ω, θ) = − L
4πGM∗
g eﬀ , (A.28)
where
M∗ = M
(
1− Ω
2
2πGρM
)
(A.29)
and M is the stellar mass. The eﬀective temperature is given by L = σT 4eﬀ where σ is
the Stefan-Boltzmann constant. We conclude that
Teﬀ =
(
L
4πσGM∗
)
g
1/4
eﬀ . (A.30)
We conclude that Teﬀ ∝ geﬀ(Ω, θ)1/4. Because the eﬀective gravity is lower at the equator
than at the poles, owing to the centrifugal force, the surface temperature of a rotating
star is higher at the poles than at the equator.
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