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Let C(X,T) be the group of continuous functions of a compact Hausdorff space X
to the unit circle of the complex plane T with the pointwise multiplication as the
composition law. We investigate how the structure of C(X,T) determines the topology
of X . In particular, which group isomorphisms H between the groups C(X,T) and C(Y ,T)
imply the existence of a continuous map h of Y into X such that H is canonically
represented by h. Among other results, it is proved that C(X,T) determines X module
a biseparating group isomorphism and, when X is ﬁrst countable, the automatic continuity
and representation as Banach–Stone maps for biseparating group isomorphisms is also
obtained.
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1. Introduction
Let X be a compact Hausdorff space and let E be a set that is equipped with some algebraic and topological structure.
Following the pattern of the celebrated Banach–Stone Theorem, if C(X, E) denotes the set of all continuous functions of X
into E , then we are interested in ﬁnding out how the topological structure of X may be recovered from C(X, E). For instance,
if E = K is the ﬁeld of real (or complex) numbers we may consider three sort of algebraic structures: linear (Banach space),
ring, and lattice structure. It turns out that all of them allow one to recover the compact space X from C(X,K). Something
similar happens when K denotes a non-archimedean ﬁeld and, in case E is a Banach space, we also have a plethora of
results that are dedicated to study to what extent X is determined by C(X, E). Recent references are [1,5,6,9,10,12,15].
The main goal of this paper is to look for a version of the Banach–Stone Theorem when E is the unit circle of the
complex plane (the one-dimensional torus T). In general, the metric structure of the topological group C(X,T) does not
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we deal with the notion of separating or disjointness preserving map that has been proved to be a powerful tool for quite
different structures. We apply the techniques of separating maps when the ﬁeld of real or complex numbers is replaced
by the torus T in order to prove that C(X,T) determines X module a biseparating group isomorphism. Furthermore, the
automatic continuity and representation as Banach–Stone maps for biseparating group isomorphisms when X is ﬁrst count-
able is also obtained. As a consequence, since C(X,T) is the unitary group of the commutative unital C∗-algebra C(X,C),
we have applied these results in order to show that a commutative unital C∗-algebra is determined by its unitary group.
Thus, if U(A) is the unitary group of a commutative unital C∗-algebra A, we prove that the structure space σ(A) can
be obtained directly from the group U(A) using a combination of Pontryagin–van Kampen duality and certain separating
(deﬁned below) group homomorphisms that can be deﬁned on it. Along this line, the representation and automatic con-
tinuity of biseparating group homomorphisms deﬁned between the unitary groups of two commutative unital C∗-algebras
is investigated in this paper. It would be desirable to ﬁnd out to what extent these results can be translated to general
non-necessarily commutative unital C∗-algebras. Previous applications of the notion of separating map to C∗-algebras have
been provided in [3,13,16].
2. Preliminaries and basic results
Throughout this paper the symbol X will denote a compact Hausdorff space and C(X,T) will be the group of all contin-
uous functions of X into T equipped with the uniform convergence topology. Every element f ∈ C(X,R) has associated an
element e2π i f =∑∞n=0 (2π i f )nn! , which belongs to C(X,T). It is known that the subgroup Co(X,T) consisting of all elements
of the form e2π i f , f ∈ C(X,R), is the connected component of the identity in C(X,T) (see [7,14]). In general, with some
notational abuse, we shall use the same symbolism, say a, in order to denote either the element a in T (resp. R, C) or
the map which is constantly a for all x ∈ X . Nonetheless, we may also denote by aT (resp. aR, aC) the constant function
which takes the value a for every x ∈ X if there is danger of confusion. For a map f ∈ C(X,T), the co-neutral set for f is
con( f ) := X \ f −1(1).
Given an abelian topological group G , a character of G is a continuous group homomorphism of G to T. The set of all
characters is a group, with pointwise product as composition law, that is called the dual group of G . We denote this group
by Ĝ .
If X is a compact space and Mc(X) denotes the space of all Baire measures with compact support on X , then the dual
group of Co(X,T) can be algebraically identiﬁed with the group
Mc(X)
∼ =
{
μ ∈ Mc(X):
∫
X
f dμ ∈ Z for all f ∈ C(X,Z)
}
via the isomorphism ψ :Mc(X)∼ → Co(X,T)∧ deﬁned by
ψ(μ)
[
e2π ih
]= e2π i ∫X hdμ ∀h ∈ C(X,R) (see [7]).
We say that two elements f and g of C(X,T) are separated, if they satisfy the equality(
f (x) − 1) · (g(x) − 1)= 0 ∀x ∈ X .
Given two compact spaces X and Y , the group homomorphism
H :C(X,T) → C(Y ,T)
is said to be separating, if it maps separated elements of C(X,T) into separated elements of C(Y ,T). When H is a separating
isomorphism such that its inverse map H−1 is also separating, we say that H is biseparating.
For any point y ∈ Y , the support of (δy ◦ H) is deﬁned as follows:
supp(δy ◦ H) :=
{
x ∈ X: ∀W ∈ N (x) ∃ f ∈ Co(X,T) with con( f ) ⊆ W and (δy ◦ H)( f ) = 1
}
,
here δy denotes the point-mass measure supported at y.
3. Separating group homomorphisms on Co(X,T)
In this section, we look at the representation of H using techniques of (linear) separating mappings and Pontryagin–van
Kampen duality. Firstly, we need some auxiliary results. We say that a map H :Co(X,T) → Co(Y ,T) is weakly onto when for
each y ∈ Y , there exists f ∈ Co(X,T) such that H f (y) = 1. The proof of next result is standard. It is included here for the
sake of completeness.
Lemma 3.1. Let H :Co(X,T) → Co(Y ,T) be a weakly onto separating group homomorphism. Then for every y ∈ Y there exists
a unique x ∈ X such that supp(δy ◦ H) = {x}.
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supp(δy ◦ H) = ∅. Then for every x ∈ X , there exists an open neighborhood Vx of x such that (δy ◦ H)( f ) = 1 for all
f ∈ Co(X,T) with con( f ) ⊆ Vx . So the collection {Vx: x ∈ X} is an open cover of X . By the compactness of X , we have
X =⋃nj=1 Vx j for some ﬁnite subfamily of {Vx: x ∈ X}.
Take now a partition of the unity ( f j)nj=1 ⊆ C(X, [0,1]) such that coz( f j) ⊆ Vx j and
∑n
j=1 f j = 1. If f ∈ C(X,R), we have
f =∑nj=1 f f j , which yields
(δy ◦ H)
(
e2π i f
)= (δy ◦ H)(e2π i∑nj=1 f f j )= n∏
j=1
(δy ◦ H)
(
e2π i f f j
)= 1,
and this is impossible since H is weakly onto by hypothesis.
Suppose now that supp(δy ◦ H) contains two points x1 = x2 and take two disjoint open neighborhoods U1 and U2 of x1
and x2, respectively. Then, there exists f j ∈ Co(X,T) such that con( f j) ⊆ U j and (H f j)(y) = (δy ◦ H)( f j) = 1 for 1 j  2.
This is a contradiction which completes the proof. 
Lemma 3.1 enables us to associate a support mapping h : Y → X to every weakly onto separating group homomorphism H ,
deﬁned so that h(y) is the unique element in supp(δy ◦ H). On the other hand, for every point x ∈ X , we set
Ix :=
{
f ∈ Co(X,T): ∃V ∈ N (x) such that f |V ≡ 1
}
.
Next lemma relates these notions.
Lemma 3.2. Let H :Co(X,T) → Co(Y ,T) be a weakly onto separating group homomorphism. If h is the support mapping associated
to H, then H(Ih(y)) ⊆ I y for y ∈ Y .
Proof. Let y be an arbitrary element of Y . If f belongs to Ih(y) , there is a neighborhood V of h(y) such that f ≡ 1
on V . Then, by the deﬁnition of h, there must be a function g ∈ Co(X,T) such that con(g) ⊆ V and (Hg)(y) = 1. Take
a neighborhood W of y such that (Hg)(w) = 1 for all w ∈ W . Hence, the maps f and g are separated in Co(X,T), which
implies that H f and Hg are also separated in Co(Y ,T). Since Hg does not vanish in W , it follows that (H f )|W ≡ 1 or,
equivalently, H f ∈ I y . 
Lemma 3.3. Let H :Co(X,T) → Co(Y ,T) be a weakly onto separating group homomorphism which is continuous on the subgroup of
all constant functions with respect to the pointwise convergence topology and let h be the support mapping for H. If f ∈ Co(X,T) is
constant on an open subset V of X , then, for each y ∈ h−1(V ), there exists a unique β(y) ∈ Z such that
(H f )(y) = f (h(y))β(y).
Proof. Take y ∈ h−1(V ) and set a := f (h(y)) ∈ T. By hypothesis, we have a−1 f ∈ Ih(y) . Thus, by Lemma 3.2, there exists
W ∈ N (y) such that H(a−1 f ) ≡ 1 on W . Therefore, for all w ∈ W we get (H f )(w) = (Ha)(w).
Further, the homomorphism (δw ◦ H)|T :T → T is continuous by hypothesis and, since Z may be identiﬁed to the Pon-
tryagin dual group of T by the rule m(t) := tm for all t ∈ T and m ∈ Z, it follows that for every w ∈ W there is a necessarily
unique β(w) ∈ Z such that (Ht)(w) = tβ(w) for every t ∈ T. In particular, we obtain
(H f )(y) = (Ha)(y) = aβ(y) = f (h(y))β(y). 
Lemma 3.4. Let H be a group homomorphism of Co(X,T) into Co(Y ,T). If h : Y → X and β : Y → Z are two mappings such that for
every y ∈ Y it holds
(H f )(y) = f (h(y))β(y)
whenever f is constant on some neighborhood of h(y), then h is continuous at y ∈ Y .
Proof. Let (y j) j ⊆ Y be a convergent net to y ∈ Y . Since X is compact, we can assume WLOG that (h(y j)) j converges to
x ∈ X . Reasoning by contradiction, suppose h(y) = x. Now, we take two disjoint open neighborhoods Uh(y) and Ux of h(y)
and x, respectively. Then, there exists a map f ∈ C(X,R) such that coz( f ) ⊆ Uh(y) and f |Wh(y) ≡ a /∈ Q, where Wh(y) ⊆ Uh(y)
is an open neighborhood of h(y).
Since (h(y j)) j converges to x, there is an index j1 such that h(y j) ∈ Ux for every j  j1. Then f (h(y j)) = 0 for all
j  j1 and consequently e2π iβ(y j) f (h(y j)) = 1. On the other hand, since He2π i f is continuous, it follows that ((He2π i f )(y j)) j
converges to (He2π i f )(y) = e2πβ(y) f (h(y)) = 1. Hence, there is an index j2 such that (He2π i f )(y j) = 1 for every j  j2.
Therefore any index j max( j1, j2) yields a contradiction. This implies that x = h(y), which completes the proof. 
1398 M.V. Ferrer et al. / Topology and its Applications 157 (2010) 1395–1403Theorem 3.5. If H :Co(X,T) → Co(Y ,T) is a biseparating group isomorphism which is continuous on the subgroup of all constant
functions with respect to the pointwise convergence topology, then the supporting map h : Y → X is a (surjective) homeomorphism
and the associated exponent mapping β : Y → Z is continuous and takes values in {−1,1}.
Proof. That h is well deﬁned and continuous is a consequence of Lemmas 3.3 and 3.4. Therefore, it will suﬃce to show that
h is bijective.
From Lemma 3.2, we have H(Ih(y)) ⊆ I y for every y ∈ Y . Applying the same result to H−1 :Co(Y ,T) → Co(X,T), we
obtain that for every x ∈ X
H−1(Ik(x)) ⊆ Ix,
where k : X → Y is the support mapping associated to H−1. As a consequence, for all y ∈ Y , we have
Ik(h(y)) ⊆ H(Ih(y)) ⊆ I y .
Now, suppose that k(h(y)) = y. Then there exist disjoint open neighborhoods V ′ and V of k(h(y)) and y, respectively, and
a map f ∈ Co(Y ,T) such that f (y) = 1 and f |V ′ ≡ 1, which is a contradiction because Ik(h(y)) ⊆ I y . Therefore k ◦ h = IdY . In
like manner, we have h ◦ k = IdX and this proves that h is bijective.
In order to verify the continuity of β : Y → Z, and using that Z is topologically isomorphic to the Pontryagin dual of T,
we equip Z with the topology tp(T) of pointwise convergence on T (the so-called Bohr topology on Z). Then, the continuity
of H on the subgroup of constant functions automatically yields the continuity of β when Z has the Bohr topology. As
a consequence β(Y ) is a compact subset of (Z, tp(T)). Now we apply a well-known result due to Glicksberg (see [8]) in
order to obtain that β(Y ) is in fact a ﬁnite subset of Z.
Consider from here on that Z is equipped with the discrete topology and, reasoning by contradiction, suppose that β
is not continuous at some point y ∈ Y . Let (y j) j ⊆ Y be a net which converges to y. Since β(Y ) is ﬁnite, we may assume
WLOG that (β(y j)) j takes eventually the constant value c = β(y). Pick some irrational number a. We know that the net
((He2π ia)(y j)) j converges to (He2π ia)(y), which (by Lemma 3.3) means that (e2π iaβ(y j)) j converges to e2π iaβ(y) . Further,
the net (e2π iaβ(y j)) j converges to e2π iac , which implies a(β(y) − c) ∈ Z and this is impossible because a /∈ Q. Thus, the
continuity of β is veriﬁed.
Finally, the proof will be done if we verify that β(Y ) ⊆ {−1,1}. Indeed, if β took the value 0 in some clopen subset C
of Y then, by Lemma 3.3, it would follow that (He2π i f )|C = 1 for all f ∈ C(X,R) which is constant on C . But this is
impossible because H is a bijection by hypothesis. On the other hand, since β(Y ) is a ﬁnite subset of Z, there is an integer
number n such that β(Y ) ⊆ [−n,n] and Y = ⋃{β−1( j): −n  j  n}. Let f : X → R be deﬁned by f (h(β−1( j))) = { 1j },
for 0 = j ∈ {−n, . . . ,n} and β−1( j) = ∅. It is easily veriﬁed that e2π i f is in Co(X,T). Now, for every y ∈ Y , there exists
j ∈ {−n, . . . ,n} such that y ∈ β−1( j). As a consequence,(
He2π i f
)
(y) = e2π i f (h(y))β(y) = e2π i 1j j = 1.
Therefore e2π i f = 1 due to the injectivity of H . As a consequence β(Y ) ⊆ {−1,1}, which completes the proof. 
In the following result the continuity and representation of biseparating group homomorphisms when one of the spaces
is ﬁrst countable is proved. We do not know whether the result is also true for general compact Hausdorff spaces.
Theorem 3.6. Let X and Y be compact Hausdorff spaces and assume further that X is ﬁrst countable. If H :Co(X,T) → Co(Y ,T) is
a biseparating group isomorphism which is continuous on the constant functions with respect to the pointwise convergence topology.
Then there is a homeomorphism h : Y → X and a continuous mapping β : Y → Z such that
H( f )(y) = f (h(y))β(y) ∀ f ∈ Co(X,T), ∀y ∈ Y , (1)
and H is continuous with respect to the uniform (and pointwise) convergence topology.
Proof. We know by Theorem 3.5 that the support mapping h : Y → X is a homeomorphism and β : Y → {−1,1} is continu-
ous. Set Mx := ker(δx) for all x ∈ X . We claim that, in order to verify (1), it will suﬃce to show that H(Mh(y)) ⊆ My for all
y ∈ Y . Indeed, suppose that H(Mh(y)) ⊆ My for all y ∈ Y and pick an arbitrary map f ∈ Co(X,T). We assume WLOG that
f (h(y)) = α = 1, since the veriﬁcation is trivial when f (h(y)) = 1. Then f (h(y))α−1 = 1 which implies H( f α−1)(y) = 1.
Hence, we obtain
(H f )(y) = (Hα)(y) = αβ(y) = f (h(y))β(y).
We now prove that H(Mh(y)) ⊆ My for all y ∈ Y . Let f be an arbitrary function in Mh(y) . If h(y) belongs to the interior
of f −1(1), then there exists an open neighborhood W of h(y) such that
h(y) ∈ W ⊆ f −1(1).
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not belong to the interior of f −1(1). That is to say, being X ﬁrst countable, there is a sequence (x j) j∈N in X converging to
h(y) such that f (x j) = 1 for every j ∈ N. Reasoning by contradiction, let us suppose that H f (y) = e2π ia = 1, which means
a ∈ R \ Z. Since the maps f , H f and h−1 are continuous, the sequences ( f (x j)) j∈N and ((H f )(h−1(x j))) j∈N converge to 1
and e2π ia , respectively. Now, extract a subsequence (xn)n from (x j) j , such that f (xn) = f (xm) if n =m and take φ ∈ C(X,R)
such that f = e2π iφ . Since ( f (xn))n converges to 1, it follows that the distance of φ(xn) to Z goes to 0. Therefore, the
sequence of distances (d(φ(xn),Z))n∈N converges to 0. Furthermore, being X a compact space, there must exist an integer l
and a subsequence (φ(xnm ))m such that (φ(xnm ))m∈N converges to l. Replacing the map φ by φ − l if it were necessary, we
may further assume that (φ(xnm ))m∈N converges to 0. For every m ∈ N we deﬁne the following disjoint subsets:
Vm :=
{
x ∈ X: 1
2m + 1 
∣∣φ(x)∣∣< 1
2m
}
,
Wm :=
{
x ∈ X: 1
2m

∣∣φ(x)∣∣< 1
2m − 1
}
.
Set V :=⋃m Vm and W :=⋃m Wm . Since (φ(xnm ))m converges to 0, we deduce there is a subsequence of (xnm )m which
is contained in either V or W . Without loss of generality, we assume that (xnm )m is contained in V .
Let (Dm)m and (Em)m be two sequences of open subsets of X with the following conditions:
(i) Vm ⊆ Dm ⊆ Dm ⊆ Em ∀m ∈ N;
(ii) En ∩ Em = ∅ if n =m;
(iii) {|φ(x)|: x ∈ Em} ⊆ ]am,bm[, where am := 12m+1 − 18(2m+1)(m+1) , bm := 12m + 18(2m+1)(m+1) , m ∈ N.
By the compactness of X , there exists a continuous function g˜m : X → [0,1] such that
g˜m(Dm) = {1} and g˜m(X \ Em) = {0}, for allm ∈ N.
Now take
J := {k ∈ N: Vk ∩ (xnm ) = ∅, k 1}.
It is clear that | J | = ∞. Moreover, we may assume WLOG that there is an inﬁnite increasing sequence {m(k)} of natural
numbers such that xnm(k) ∈ Vk for all k ∈ J . Take two inﬁnite, disjoint subsets of J , J1 and J2, such that J = J1 ∪ J2, and set
gk := g˜m(k) · (2φ), if k ∈ J1,
gk := g˜m(k) · (φ), if k ∈ J2.
We deﬁne
g :=
∑
k∈ J
gk.
Let us see that g is well deﬁned and continuous. Indeed, if z ∈ X \⋃k Ek , then gk(z) = 0 for every k ∈ J and g(z) = 0. On
the other hand, if z ∈⋃k Ek , then there is a unique index k1 such that z ∈ Ek1 . Therefore, g(z) = gk1(z).
In order to prove the continuity, take into account that
⋃
k Ek ⊆
⋃
k Ek ⊆ X . Let x ∈ X . We have one of the three options
below:
(a) x /∈⋃k Ek: Since g ≡ 0 in the open set X \⋃k Ek , it follows that g is continuous at x.
(b) x ∈⋃k Ek \⋃k Ek: Firstly, we claim that φ(x) = 0. Indeed, if |φ(x)| = a > 0, observe that there is a sequence (zα)α ⊆⋃
k Ek converging to x. By the deﬁnition of the sequence (Ek)k∈N , it follows that there exist integers k1 and α0 such that
xα ∈ Ek1 for all α  α0, which yields x ∈ Ek1 and this is a contradiction. Therefore φ(x) = 0.
Now, given 	 > 0 then there is ak1 > 0 such that 2ak1 < 	 . By the continuity of φ, there is an open neighborhood U of x
such that |φ(z)| < ak1 for all z ∈ U . Then U ∩ Ek = ∅ for all k < k1. As a consequence, if u ∈ U ∩
⋃
k Ek , there is some k2  k1
such that u ∈ Ek2 . So g(u) = gk2(u) and |g(u)| 2|φ(u)| < 2ak1 < 	 . This implies that g is continuous at x.
(c) x ∈ ⋃k Ek: In this case, there exists a unique k1 such that x ∈ Ek1 . Again, by continuity, we can select an open
neighborhood U of x such that U ∩ Ek = ∅ for all k = k1. Thus g|U = gk1|U , which yields the continuity of g at x.
Take now the exponential function e2π ig . For each k ∈ J we have(
e2π i(g−gk)
)
|Dk = 1
which yields
e2π i(g−gk) ∈ Ixn .m(k)
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H
(
e2π i(g−gk)
)(
h−1(xnm(k) )
)= 1.
Therefore, for each k ∈ J , we have
H
(
e2π ig
)(
h−1(xnm(k) )
)= (He2π igk)(h−1(xnm(k) ))=
{
(H f 2)(h−1(xnm(k) )), if k ∈ J1,
(H f )(h−1(xnm(k) )), if k ∈ J2.
Since m(k)∞ when k∞, the subsequences (H(e2π ig)(h−1(xnm(k) )))k∈ J j , j ∈ {1,2}, converge to H( f 2)(y) = e2π i2a
and H( f )(y) = e2π ia , respectively. This fact contradicts the continuity of He2π ig because e4π ia = e2π ia . Hence HMh(y) ⊆ My
for every y ∈ Y .
The proof of the continuity of H follows from the equality (1). 
4. Separating group homomorphisms on C(X,T)
In this section we investigate the continuity and representation of biseparating group homomorphisms deﬁned on the
group C(X,T) of all continuous functions of X to the one-dimensional torus T. Firstly, we need the following result for
general compact spaces:
Proposition 4.1. Let X be a compact space and let T :C(X,T) → C(X,T) be a separating group homomorphism such that T |Co(X,T) =
Id|Co(X,T) . Then
T ≡ IdC(X,T).
Proof. Suppose there is f ∈ C(X,T) such that T f = f . Hence, for some x0 ∈ X , we have (T f )(x0) = f (x0). We assume
WLOG that (T f )(x0) = 1 and f (x0) = r = 1.
We now take a closed arc I1  T such that r, 1 belong to int(I1) and set I2 := T \ int(I1). Then T = I1 ∪ I2 and, since
f /∈ Co(X,T), it follows that f is onto and, therefore, B1 := f −1(I1) and B2 := f −1(I2) are non-empty closed subsets of X .
Consider the mappings f j := f |B j , 1  j  2. By Tietze–Urysohn’s Theorem (cf. [4]), the mappings f1, f2 can be extended
continuously to f˜ j : X → I j such that f˜ j ∈ Co(X,T), 1 j  2. Let
g j := f −1 f˜ j for 1 j  2.
It is readily seen that g1 and g2 are separated. Since T is separating, we have
T (g1)(x0) = 1 or T (g2)(x0) = 1.
However
T (g1)(x0) = T
(
f −1 f˜1
)
(x0) = T
(
f −1
)
(x0)T ( f˜1)(x0)
= (T f (x0))−1 f˜1(x0) = f (x0) = r = 1,
and, since f˜2(X) ⊆ I2 and 1 /∈ I2
T (g2)(x0) =
(
T f (x0)
)−1
f˜2(x0) = f˜2(x0) = 1.
This contradiction shows that T ≡ IdC(X,T) . 
Next follows the main result of this section.
Theorem 4.2. Let X and Y be compact spaces, where X is further assumed to be ﬁrst countable. If H :C(X,T) → C(Y ,T) is a bisep-
arating group isomorphism which is continuous on the constant functions for the pointwise convergence topology and maps Co(X,T)
onto Co(Y ,T), then there is a homeomorphism h : Y → X and a continuous mapping β : Y → {−1,1} such that
H( f )(y) = f (h(y))β(y) ∀ f ∈ C(X,T), ∀y ∈ Y ,
and H is continuous with respect to the uniform (and pointwise) convergence topology.
Proof. By Theorem 3.6, we know that H is continuous on Co(X,T) and there is a homeomorphism h : Y → X and a con-
tinuous mapping β : Y → {−1,1} such that H( f )(y) = f (h(y))β(y) for all y ∈ Y and for all f ∈ Co(X,T). We deﬁne the
map
H˜ :C(X,T) → C(Y ,T)
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H˜( f )(y) := f (h(y))β(y)
for every f ∈ C(X,T) and y ∈ Y . Then H˜ |Co(X,T) = H |Co(X,T) and H˜ is a separating topological group isomorphism. If
L = H˜−1 :C(Y ,T) → C(X,T)
then we have a map which can be easily represented as a Banach–Stone map. Hence, the composition L ◦ H :C(X,T) →
C(X,T) is a separating group isomorphism that satisﬁes
(L ◦ H)|Co(X,T) = IdCo(X,T).
Thus, by Proposition 4.1, we have that L ◦ H = IdC(X,T) . Therefore,
H f = ( f ◦ h)β
for every f ∈ C(X,T). 
The following example shows that if the constraint on H of being biseparating is dropped in Theorem 4.2, then the
map H cannot be written as a weighted composition operator in general even for isometric group isomorphisms. For the
proof we use the following fact: if K is a compact group, then C(K ,T) ∼= Co(K ,T)× K̂ (see [11, Th. 8.57]). Further, we recall
that T̂ ∼= Z.
Example 4.3. Let X = Y = T × Z2. Then we have
C(T × Z2,T) ∼= C(T,T) × C(T,T) ∼= Co(T,T) × Co(T,T) × (Z × Z).
Taking this fact into account, we consider the following homomorphism deﬁned between the group C(T × Z2,T) and itself
as follows. For ( f , g) ∈ C(T,T)2 ∼= C(T × Z2,T)
H( f , g) := (( f˜ ,χn−m), (g˜,χn)),
where f = ( f˜ ,χn), g = (g˜,χm), f˜ , g˜ ∈ Co(T,T), and χn,χm ∈ T̂, with n,m ∈ Z, are the characters t → tn and t → tm ,
respectively.
Observe that H is a topological isomorphism that is further an isometry. However, H cannot be represented as a weighted
composition operator.
5. Separating maps on the unitary of a commutative C∗-algebra
Let A be a commutative unital C∗-algebra. The structure space or spectrum σ(A) of A is a compact Hausdorff space that
consists of all non-zero homomorphisms from A into C. Every a ∈ A has associated the mapping
a′ :σ(A) → C,
χ → a′(χ) := χ(a),
which is called the Gelfand transform of a. The well-known Gelfand–Naimark Theorem asserts:
Theorem 5.1 (Gelfand–Naimark with unity). Let A be a unital commutative C∗-algebra. Then there is a ∗-isomorphism between A
and C(σ (A),C) via the mapping:
ϕA :A → C
(
σ(A),C),
a → a′.
An element a of A is said to be unitary, if it satisﬁes that aa∗ = 1. The space of all unitary elements is called the unitary
group of A and is denoted by U(A).
As with the groups C(X,T), we say that two elements a and b of U(A) are separated, if
(a − 1) · (b − 1) = 0.
Given two C∗-algebras A and B, the homomorphism H :U(A) → U(B) is said to be separating, if it maps separated ele-
ments of U(A) into separated elements of U(B). When H is a separating isomorphism such that its inverse map H−1 is
also separating, we say that H is biseparating.
Let Asa denote the set of all selfadjoint elements of A. Then every element h ∈ Asa has associated an element e2π ih =∑∞
n=0
(2π ih)n
n! , which belongs to U(A). It is known that the subgroup U(A)0 consisting of all elements of the form e2π ih ,
h ∈ Asa , is the connected component of the identity in U(A).
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equipped with the initial topology generated by the maps x → x(a), a ∈ A, is a topological space denoted by X(A).
Our ﬁrst result shows the coincidence between the spaces σ(A) and X(A). Firstly, the map ϕA of Theorem 5.1 allows
us to establish a topological isomorphism between the group U(A) and C(σ (A),T). Indeed, if we restrict ϕA to U(A), we
obtain that
ϕU(A) :U(A) → C
(
σ(A),T).
As a consequence, it follows that U(A)0 is topologically isomorphic to Co(σ (A),T).
We show next that each generator is represented by an element of the spectrum of A.
Lemma 5.2. For every χ of X(A), there is an element p ∈ σ(A) such that χ( f ) = f (p) for all f ∈ U(A)0 .
Proof. With some notational abuse, we make no distinction between the groups U(A)0 and Co(σ (A),T). Thus, according
to Section 2, there is a Baire measure μ such that
χ
(
e2π i f
)= e2π i ∫X f dμ ∀ f ∈ C(X,R).
Let K be the support of μ and suppose that K is not a singleton. Then, there is a subset {p1, p2} ⊆ K , with p1 = p2. Take
two disjoint open neighborhoods U1 and U2 of p1 and p2, respectively. For j ∈ {1,2}, there are f j ∈ C(σ (A),R) such that
f j  0, coz( f j) ⊂ U j and
∫
X f j dμ /∈ Z. As this contradicts the fact that χ is separating, we deduce that there is a singleton
p ∈ σ(A) such that
suppμ = {p}.
Therefore, if δp denotes the point-mass measure supported on p, we have μ = rδp for some r ∈ R. Thus
χ
(
e2π i f
)= e2π ir f (p) for all f ∈ C(X,R).
Now, since χ(t1A) = t for all t ∈ T, it follows that r = 1. This completes the proof. 
Now we can prove now the result promised at the beginning of this section.
Proposition 5.3. Let φ :σ(A) → X(A) be the map deﬁned as φ(p)(a) = p(a) for all a ∈ U(A). Then φ is a homeomorphism of σ(A)
to X(A).
Proof. Clearly, the map φ is well deﬁned and continuous. On the other hand, if 0 = p ∈ σ(A), then there is h ∈ Asa such
that p(h) /∈ Z. Now, consider u =∑∞n=0 (2π ih)nn! (= e2π ih). This deﬁnes an element of U(A) with p(u) = 1. Therefore, the
map φ is 1-to-1. Since σ(A) is compact, in order to ﬁnish the proof, we only need to verify that φ is onto, which is a direct
consequence of Lemma 5.2. 
Let A and B be two commutative unital C∗-algebras and let H be a biseparating group isomorphism deﬁned between
U(A) and U(B). Using the Gelfand transform, we have the following commutative diagram:
U(A) H
ϕA
U(B)
ϕB
C(σ (A),T) H ′ C(σ (B),T)
where H , ϕA and ϕB are onto isomorphisms. This implies that H ′(a′) = (Ha)′ for every a ∈ U(A) and, as a consequence,
that H ′ is also a separating group isomorphism.
The results of previous sections will be now applied in order to prove the continuity of biseparating homomorphisms
deﬁned between the unitary groups of two commutative C∗-algebras. Our ﬁrst result is consequence of Theorem 3.5. In the
sequel, we denote T1A = {t1A: t ∈ T}.
Theorem 5.4. Let H :U(A) → U(B) be a biseparating group isomorphism which is continuous on the subgroup T1A for the initial
topologies deﬁned by the spectra σ(A) and σ(B), respectively. Assume further that H(U(A)0) = U(B)0 . Then the spaces σ(A) and
σ(B) are homeomorphic and A and B are ∗-isomorphic.
Proof. Applying Theorem 3.5, in order to prove that σ(A) and σ(B) are homeomorphic, it will suﬃce to verify that
the map H ′ deﬁned above is a biseparating isomorphism which is continuous on the constant functions and satisﬁes
H ′(Co(σ (A),T)) = Co(σ (B),T). But these assertions follow directly from the properties of ϕU(A) , H , and ϕU(B) . Now,
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clearly a ∗-isomorphism, which means that A and B are also ∗-isomorphic. 
Furthermore, with the help of Theorem 4.2, it is possible to describe the biseparating homomorphisms deﬁned between
the unitary groups of two C∗-algebras when the spectrum of one of the C∗-algebras is ﬁrst countable (this happens for
instance when the C∗-algebra is separable).
Theorem 5.5. Let H be the a biseparating group homomorphism satisfying the hypotheses of Theorem 5.4 and assume further that
σ(A) is ﬁrst countable. Then there exists a homeomorphism h of σ(B) onto σ(A), and a continuous mapping β of σ(B) into {−1,1}
such that
p
[
H(a)
]= (h(p)[a])β(p)
for all p ∈ σ(B) and all a ∈ A.
Proof. The proof is a direct consequence of Theorem 4.2 and the properties of the Gelfand transform. 
We ﬁnish this paper with the following example of two non-isomorphic C∗-algebras whose unitary groups are topologi-
cally isomorphic. This yields that the assumption made on the homomorphism H of being biseparating may not be dropped
in general.
Example 5.6. It is known that if X is the closed unit interval and Y is the letter T considered as a subspace of the plane R2
(for instance Y = [−1,1]×{0}∪{0}×[0,1]), then X and Y are an example of two non-homeomorphic compact spaces whose
topological free abelian groups A(X) and A(Y ) are topologically isomorphic (see [2, Ex. 7.10.5]). Since the dual groups of
A(X) and A(Y ) are C(X,T) and C(Y ,T), respectively, we obtain an example of two C∗-algebras C(X,C) and C(Y ,C) which
are not ∗-isomorphic but whose unitary groups are.
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