Abstract. Important challenges for compiler optimization include determining what optimizations to apply, where to apply them and what is a good sequence in which to apply them. To address these challenges, an understanding of optimization properties is needed. We present a model-based framework, FOP, to determine how optimizations enable and disable one another. We combine the interaction and profitability properties to determine a "best" sequence for applying optimizations. FOP has three components: (1) a code model for the program, (2) optimization models that capture when optimizations are applicable and their actions, and (3) a resource model that expresses the hardware resources affected by optimizations. FOP determines interactions by comparing the create-and destroy-conditions of each optimization with the post conditions of other optimizations. We develop a technique with FOP to construct codespecific optimization sequences. Experimentally, we demonstrate that our approach achieves similarly good code quality as empirical techniques with less compile-time.
Introduction
The field of code optimization has been extremely successful over the past 40 years. Various reports from research and commercial projects indicate that the performance of software can be improved by 20% to 40% with aggressive optimization [1] [2] . However, it has long been known that there are issues with the application of optimizations. First, optimizations may degrade performance in certain circumstances. For example, Briggs and Cooper reported improvements ranging from +49% to -12% for their algebraic re-association optimization [3] . Second, optimizations enable and disable other optimizations so the order of applying optimizations can have an impact on performance [1] [18] [21] [10] , which is known as the phase ordering problem. Finally, optimization configurations can impact the effectiveness of optimizations (e.g., how many times to unroll a loop or the tile size) [15] [4] [8] . These problems are compounded when different hardware platforms are considered. Due to these problems, optimizing compilers are not achieving their full potential. To systematically tackle these problems, we need to identify and study the properties of optimizations, especially those that target the application of optimizations. For example, to selectively apply only beneficial optimizations, we need to determine the impact of applying an optimization at a particular code point given the resources of the targeted platform (i.e., the profitability property). To efficiently determine a code-specific optimization sequence, we also need to detect the disabling and enabling interferences among optimizations (i.e., the interaction property) at code points.
There are two general approaches to exploring optimization properties. The first one uses formal techniques. The formal approach has been used to prove the soundness and correctness of optimizations [14] [13] [16] . Work also has been done to automatically generate the implementation of optimizations [20] [21] [9] [12] from a formal specification. Another approach uses experimental techniques. That is, after performing optimizations, the properties are experimentally determined (e.g., the code is executed to evaluate performance for determining profitability). The empirical approach has been used to determine the correctness of an optimizer [6] . It has also been used to determine profitability and interactions for finding good optimization sequences and configurations [1] [8] [18] [11] . A disadvantage of the experimental approach is its cost and scalability, as the execution of the program is required. It may take hours, or even days, to find a good optimization sequence for a complex program [10] . Ideally, we need a systematic way to address the application of optimizations, which is practical, effective and scalable [22] .
Our approach is to develop a model-based framework that applies optimizations based on their properties which are automatically derived from models of the code, the optimizations themselves, and machine resources. These properties guide the compiler in the application of the optimizations. In prior work, we showed how to determine the profitability property from analytic models for code, optimizations and machine resources [23] . Using the models, the profitability of an optimization was determined to avoid the circumstances where an optimization can degrade performance. This paper presents a Framework for determining Optimization Properties, FOP and shows it can be used to determine the interaction property, caused by optimizations enabling and disabling other optimizations. We combine the interaction property with the previously studied profitability property to efficiently find a good codespecific optimization sequence. FOP includes code and optimization models. The code model, automatically constructed from the source, captures characteristics about the code related to the pre-conditions of an optimization. The optimization model, constructed by the optimizer engineer, captures the pre-conditions and actions (i.e., code changes) of optimizations. FOP also has a resource model but it is not needed to determine the interaction property.
We present an algorithm that derives the enabling and disabling interaction property for a set of optimizations. The key idea is to determine the code changes needed to meet the pre-conditions of an optimization, using the post-conditions of other optimizations. We also give a novel technique that automatically constructs codespecific optimization sequences using knowledge about the interaction and profitability properties at each code point. The sequences are used to guide the compiler in the actual application of optimizations.
We implemented FOP and used it to find code-specific sequences for a set of optimizations, including copy propagation(CPP), constant folding(CTF), dead code elimination(DCE), partial redundancy elimination(PRE), loop invariant code motion(LICM), global value numbering(GVN), branch elimination(BRE), branch chaining(BRC), and register allocation(RA). We compared our technique with a fixed-order approach and an empirical approach. The results show that our approach achieves better program performance than the fixed-order technique and determines similarly good sequences as the empirical approach with up to a 43 times reduction in compile-time. Our technique scales to large programs because it does not need to execute the program.
The contributions of this paper include: a formalization of optimization application and the interaction property; a framework to determine enabling and disabling interactions among optimizations; a technique to determine optimization order from the interaction and profitability properties; and, a study that demonstrates the usefulness of FOP in addressing the phase ordering problem.
Model-Driven Optimization
In this section, we formally define the interaction property. We start with basic definitions needed to express disabling and enabling conditions for an optimization. To apply an optimization, we must ensure that the semantics of a program are not changed by the optimization. Thus, a set of pre-conditions (both text and dependencies) is needed for an optimization to be applicable. When an optimization is applicable in some context, it can cause code conditions to change so that another optimization is enabled or disabled. We define how optimizations enable and disable one another. We begin with the definition of a Boolean operator ~ that returns true when the conditions D are met in a code segment C. where C is a code segment with a statement point, S, at which the optimization is applied. If O Pre ~ C, the optimization is applicable. O Act is applied in this case to C and C' is produced ( ⇒ ). R is the machine resources upon which the code segment is executed. O properties represents the different optimization properties that can be derived, such as interaction and profitability.
Def
As can be seen, optimization properties depend on code context C, the optimization O and the machine resources R. We model each one of these components and use these models to analyze optimization properties; that is,
where C M is the code model, O M is an optimization model and R M is the resource model (the subscript "M" refers to a model, rather than a specific optimization, code sequence or resource).
Instead of applying the optimizations, we use models to express the results of the optimizations and analyze the results to determine the properties. In addition, unlike actually applying optimizations, we do not apply a data flow algorithm after each optimization to detect data flow changes. We do this by analyzing the code model.
An example of our technique is shown in Figures 1 and 2 . We give a brief discussion to motivate the definition of the interaction property. The example describes the determination of enabling interactions for copy propagation (CPP) and dead code elimination (DCE). A small source program is provided in Figure 1(a) . From the source, FOP automatically generates the dependences needed for the code model as shown in Figure 1(b) . A dependence is expressed as <S i , S j , type, dir, pos>. For example, there is a flow dependence between S 1 and S 2 which has equal direction for the first operand. Thus, the dependence is <S 1 , S 2 , flow, =, 1>. Figure 1 shows the optimization specification for DCE and CPP in (c) and (d).
We next define the enabling and disabling conditions for optimizations. Then, we present an efficient technique to compute the interaction property. 
We also define a set of code changes that are needed to create or destroy an opportunity for an optimization, O. CΔ that make O not applicable at statement S in code segment C.
To detect enabling and disabling interactions, we compute the code changes that enable an optimization O k by comparing the post-conditions of other optimizations, say O i , against the create and destroy-conditions for O k .
Proof: Straightforward, based on the Definitions 2 and 5. We develop a new algorithm to determine the enabling and disabling interactions of optimizations at the per-statement level. For a statement in the program, the interaction algorithm determines how a set of optimizations interacts with one another. We now give a high-level overview of the interaction algorithm, which is discussed in detail in Section 3.3. The algorithm has three steps.
Step 1: For each O ∈ O and each S∈C, compute the code changes needed to create or destroy an optimization opportunity.
Step 2: For each O ∈ O and each S∈C, compute the post conditions after applying O at point S in C.
Step 3:
For each O ∈ O and each S∈C, compare create-and destroy-conditions with post conditions of all optimizations to determine enabling and disabling properties.
Returning to Figures 1 and 2 , when the interaction algorithm starts, it generates the specific post-, create-, and destroy-conditions for every possible optimization opportunity in the code. Figure 1e shows the possible optimizations. We show the details for two optimizations, {DCE} S3 and {CPP} S2, in Figures 2(a) and (b) .
{DCE} S3 is a dead code elimination that operates on S 3 and is applicable. Thus, there is only one create-condition for {DCE} S3 which is simply "true". There are three destroy-conditions for {DCE} S3 . The first one is deleting S 3 . The second one is modifying S 3 's operation. The third one is inserting a flow dependence that has S 3 as the source. The post-conditions for {DCE} S3 show how it changes the code model, which includes deleting S 3 , deleting the anti-dependence between S 2 and S 3 and deleting the output dependence between S 1 and S 3. Similarly, the create-, destroy-and postconditions are generated for {CPP} S2 from the CPP optimization model.
In the last step, the interaction algorithm compares the create-and destroyconditions with the post-condition of other optimizations and determines the interactions. For example, there is only one condition needed for {CPP} S2 to be applicable; i.e., <delete_dep, anti,S 2 ,S 3 ,=>. When the interaction algorithm checks {DCE} S3 's post-conditions, it finds that {DCE} S3 changes the dependency by deleting the antidependence between S 2 and S 3 . This condition matches with the enabling expression of {CPP} S2 . Thus, {DCE} S3 enables {CPP} S2 . 
FOP Components
To determine the enabling and disabling interactions, FOP uses models for both code and optimizations. The code model expresses the code context that is needed in determining the create-conditions, destroy-conditions and post-condition of an optimization. We use the control flow graph (CFG) as the basic code model and identify a distinguished code point, S, (i.e., statement) where an optimization may be applied. The general form of the statement is three-address code. We use dependencies to represent data flow information. A dependence is represented with the tuple
. There are four types of dependencies: flow, anti-, output, and control dependencies [5] . The dir element records the direction of the dependence, which can be forward, backward or equivalent, represented by <, >, or =, respectively. The direction is needed in loop optimizations. The pos element records the position of the operand dependence between S s and S d . An optimization model expresses the preconditions O Pre and the actions O Act of an optimization. We developed an optimization specification language, SpeLO, based on Gospel that specifies a class of scalar and loop optimizations [21] . SpeLO extends Gospel to a larger class of optimizations, including path-based ones (e.g., PRE). A compiler engineer uses SpeLO to describe the optimization model for FOP.
Optimization Models

SpeLO
The structure of a SpeLO specification is shown in Fig. 3 The ACTION section describes the modifications to the code or code properties (e.g., value number of a statement) that would result from applying the optimization. We decompose these effects into four primitive operations on the code: move, add, delete and modify. The semantics of the primitive operations are typical edit operations; they can be used to express the actions of optimizations [21] . Figure 4 gives the optimization model for PRE, a path-specific optimization. Line 1 shows that when a statement S i is a binary expression, there is a possible PRE opportunity. All the same expressions S j , executed on a path to S i without a redefinition between them are found (lines 2-3). The definitions S p of this statement are selected, where there is a path that does not include the collected same expressions (line 4). The immediate predecessors of the statement on the path that does not include the same expression are saved. These are insertion points where the computation should be added. At the same time, it is required that at these insertion points, the expression is anticipated, as shown on line 5. When applying PRE, the computation is added at the insertion points and before the same expressions S j . The same expressions S j and statement S i are replaced with the assignment on lines 6-9.
Partial Redundancy Elimination (PRE) Optimization Model
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Fig. 4. PRE Optimization Model
Interaction Algorithm
Given an optimization and a program point, the interaction algorithm determines the enabling and disabling interactions by comparing its post-condition with create-and destroy-conditions of other optimizations. The algorithm first considers every statement in the code segment and every optimization in a set of optimizations to determine the create-conditions and destroy-conditions for each optimization opportunity. In the second step, the algorithm generates the post-conditions for each optimization opportunity. In the last step, each optimization's create and destroy-conditions are compared with post-conditions of other optimizations to compute the enabling and disabling interaction.
Step 1: Generating Create-and Destroy-Conditions
For each optimization, O, and a code point, S, the interaction algorithm compares O Pre with the create-and destroy-conditions for other optimizations. That is, for each O ∈ O and each S ∈ C, we compute the create-and destroy-conditions using the pre- Another case occurs when the current statement S does not match the code pattern. The interaction algorithm generates the create-conditions, considering only the legal code changes that can be made by other optimizations. For example, constant folding requires that both operands are constant. Even if a statement has a variable operand, it is possible to perform constant folding when the statement's variable operand can be changed to a constant by other optimizations (e.g., constant propagation).
When it is impossible for any code change made by another optimization to match Code Pattern, an optimization opportunity is not created. 
Similarly, the interaction algorithm generates create and destroy-conditions for the ANY and NO quantifiers.
Step 2: Generating Post-conditions
The post-conditions of O are the code changes after applying the actions of O. In its second step, the interaction algorithm generates the post-conditions for each optimization opportunity according to the actions of the optimization.
Step Table 1 shows how to generate post-conditions for each primitive action in the ACTION section. A row corresponds to an action, given in the first table column. The second and third columns give the changes to the code model. For example, the move operation deletes a statement from its original location and inserts a new one at a new location. When a statement is deleted, its dependences must also be deleted. When a new statement is inserted, dependences are inserted at the new location.
Step 3: Computing the Interactions
In this final step, the algorithm determines the interactions among optimizations by matching the create-and destroy-conditions of each optimization with the postconditions of other optimizations.
Step 3 
Optimization Ordering Using Properties
Typically, compilers apply optimizations in a predetermined order, perhaps guided by a compiler writer's expertise. In our approach, we use the profitability and interaction properties to determine the optimization order at the statement level. We evaluate app until it is empty to achieve the sequence that maximizes the evaluation function.
Although we use a single optimization in the discussion, FOP can determine the properties for a series of optimizations, i.e., the combination of optimizations. In this case, (C)[
The phase ordering among combinations of optimizations can also be determined using optimization properties. 
Experiments
To evaluate FOP, we compared three approaches to applying optimizations: a fixedorder approach, an empirical approach that uses a genetic algorithm (GA) to search for effective optimization sequences [1] and our approach. We run experiments on an Intel Pentium IV 2.4GHz machine, with 512MB of memory and RedHat Linux. We consider nine optimizations: CPP, CTF, DCE, PRE, LICM, GVN, BRC, BRE, and RA. The optimizations are incorporated into the MachSUIF optimizer [17] for the Intel IA-32 instruction set. The fixed-order sequence is "GVN, BRC, BRE, CPP, CTF, DCE, PRE, LICM, GVN, BRC, BRE, CPP, CTF, DCE, PRE, LICM, RA". The selection of the fixed order was based on a past study of interactions among these optimizations [21] . In all cases, register allocation is done as the last optimization.
The empirical approach (GA) has the same configuration as in [1] . We performed a search for each function in a program with 10 generations. Each generation had a population of 20 sequences. Every sequence had 16 optimization passes, picked from the possible optimizations. At each generation, the best 10% of the sequences survive without any change. The remaining part of the new generation is created with a crossover operation, which is followed by character-by-character mutation (5% mutation rate). We tried more generations but there was no further improvement.
Compile-Time Comparison
The empirical approach both applies optimizations and executes the code to evaluate profitability. For the SPEC benchmarks, the test inputs were used to execute the code. FOP uses the interaction and the profitability properties to determine optimization order. Table 2 shows the compile-time overhead of the approaches.
From the table, the compile-time for the fixed-order is small. It varies from 0.05 to 6.11 minutes. Because the empirical approach (GA) executes the application to determine profitability and to apply optimizations, and it recomputes the data flow to detect interactions, its compile-time is large, varying from 5 minutes to 43.6 hours. Each function is compiled for 200 sequences and evaluated by executing the code. Its total compile-time is related to the compile-time and execution time for each function. For example, there are 106 functions in gzip. The average compile-time for a function is 0.8 seconds. The execution time for the test input is 2.4 seconds. Considering the GA search time, it took 1181 minutes to find code-specific sequences for gzip.
With our approach, the compile-time is reduced: It varies from 0.7 to 82 minutes. Our approach needs to determine the interaction property among optimizations and to predict the profitability property. Its compile-time depends on the time to determine the interaction property and the time to predict profitability. For example, in mpeg the average compile-time to determine the interaction property is about 20 seconds and the compile-time to determine profitability is about 6 seconds. Thus, it took 82.24 minutes for our approach to determine good optimization sequences for mpeg. 
Performance Comparison
We compared the performance of the three approaches, as shown in Fig. 6 . The figure shows the improvement of the empirical and the model-driven approaches over the fixed-order approach. Performance is measured with dynamic instruction count. As the figure shows, the empirical and model-driven approaches improve performance more than the fixed-order approach. In 256.bzip2, the improvement with the empirical and model-driven approaches over the fixed-order sequence is 32% and 28% respectively. In most cases, the model-driven approach has similar performance improvement as the empirical approach. However, the performance of the modeldriven approach is better in a few cases. For example, in adpcm, the improvement is 19% with the empirical technique and 23% with our model-driven approach. This higher improvement happens because an optimization instance is not applied if it is predicted to be unprofitable.
In terms of memory, FOP uses 51KB to 723KB (average) to store data and control dependence information. The maximum memory requirements ranged from 106KB to 9815KB. On today's machines, this amount of memory is reasonable.
Our experiments show that optimization properties are useful in finding codespecific optimization sequences. Our techniques show it is practical to analytically model optimizations and compute interactions to find a good code-specific order in which to apply optimizations.
Related Work
Formal and empirical approaches have been used to determine the order to apply optimizations. Knuth and Bendix proposed a solution to express optimizations as a set of rewriting rules [9] . Their algorithm detects potential conflicts and resolves them by introducing new rewriting rules, derived from the existing set. However, the procedure is difficult to generalize. Whitfield and Soffa described a framework that enables the exploration, both analytically and experimentally, of properties of optimizations, including the interaction property [20] , [21] . They proposed Gospel to express the pre-condition and post-conditions of optimizations. They studied the optimization interactions with proofs or examples. However, their approach can not automatically detect the interactions among optimizations based on code context.
Another approach uses heuristic-driven search algorithms to find a good optimization sequence. Almagor et al. performed a large experimental study on the space of optimization sequences [1] . Although their approach can produce efficient code, it can be slow. Kulkarni et al. proposed an interactive compilation system, VISTA, which used a genetic algorithm, performance information and user input to select an effective optimization sequence. They further proposed two approaches to improve search performance [7] , [10] , [11] . Triantifyllis et al. recognized the benefit of finding good optimization sequences [18] , [19] . To limit compile-time, their system used a fixed set of optimization sequences and obtained the best result with the set. However, the selection of the sequences should be considered.
Conclusion
This paper presented a framework (FOP) which can automatically determine optimization properties. We use FOP to determine enabling and disabling interactions among optimizations without actually applying the optimizations. An application of FOP is to find a good code-specific order in which to apply optimizations. This paper presented an algorithm that constructs an effective optimization sequence using the interaction and profitability properties. We implemented FOP and experimentally found good code-specific orders. The results showed that we obtain sequences that have similar performance as an empirical approach with less compile-time. Our work demonstrates that an analytic approach can be used for optimization properties, which are useful in addressing phase ordering.
