This paper shows how developments in the area of neural network combined with genetic algorithms can be used in the handwritten digit recognition. In this work, two approaches to the design of a feed-forward neural network that model the handwritten recognition system are discussed. The first approach focuses on constructing the network by using a trail-anderror method the second approach is responsible for determining the appreciate parameters of the neural network and its learning algorithm by the mean of genetic algorithms. Results show that using genetic algorithm for selecting the near optimal parameters of the neural network, is improving classification performance on handwritten digits.
Introduction
This work deals with neural network application in the field of pattern recognition and more specifically in handwritten recognition system. The application of NN in modeling non-linear systems, has a central drawback; the leak of a precise method to choose the appreciate topology, type of activation function, and parameters of learning algorithm. These tasks are usually based on a trail-and-error procedure performed by the developer of the model. In this approach, optimality or even near-optimality is not guaranteed, because the explored search space of the NN parameters is just a small portion of the whole search space and the type of search is rather random. To overcome this drawback, an automated method, based on the evolutionary properties of genetic algorithms (GAs), is developed. The role of GAs is to evolve several network architectures with different parameters so that the best possible combination is finally chosen.
Handwritten character recognition has been one of the most challenging tasks for artificial neural networks (ANN) designers. A number of researchers have recently applied neural network techniques to recognize the hand-written characters by using a genetic algorithm (GAs) approach. In [1] GA is used for optimally design the network architecture including number of hidden layers, number of neurons in each layer, connectivity and activation functions. And in [2] Except for the network architecture, the types of activation functions of the hidden and output nodes, as well as the type of the minimization approach of the back-propagation algorithm, are also included in the GA encoding. Also In [3] a genetic algorithm is used to obtain the optimal activation functions that vary according to some intermediate signals of the neural network. In [4] , evolutionary programming was used for training neural networks, and in [5] a genetic algorithm was used for weight selection. Also In [6] , changes in a neural network structure during training and operation were implemented by removing inactive synapses and inactive units. In [7] it is presented the evolution of neural networks for topology selection and weights through mutation although not directed to digit recognition.
In this paper improvements on the handwritten digit recognition accuracy are gained by a genetic selection of the parameters of the back-propagation learning algorithm (learning rate and momentum for all layers) in addition to connection weights.
The paper is organized as follow: next section presents the neural network architecture and its learning in with backpropagation algorithm. Section 3 introduces the Genetic Algorithms; Section 4 describes The Hybrid intelligent system used for training the handwritten recognition system. Section 5 describes the dataset used for the handwritten digit recognition system. Section 6 presents a comparison to the two approaches and finally section 7 concludes the research study.
Neural Network
Consider a multi-layer feed-forward neural network with as shown in figure 1 (1) where, net is the weighted sum of the unit inputs plus a bias or offset term θ . The output of each neuron in hidden and output layer can be calculated as follow:
Once the network has been structured for a specific application, it is ready to be trained. Training a network means adapting its connection weights so that the network exhibits the desired computational behavior for all input patterns. Backpropagation known also as Error Back-Propagation or Generalized Delta Rule is the most widely used supervised training algorithm for neural networks. Connection weights of the neural network can be adapted by BP algorithm as follow:
Let the energy function chosen to be minimized is (7) where, γ is the learning rate, which accelerates the learning procedure. Large values of γ can cause oscillation, to avoid oscillation at large γ , momentum term α is added to make the change in weights dependent on the past weight change.
The problem with ANN trained by back-propagation algorithm is that a number of parameters have to be set before any training can begin.
Genetic Algorithms
A GA is a mathematical search technique based on the principles of natural selection and genetic recombination [1] . The basic concept of GAs is designed to simulate processes in natural system necessary for evolution, specifically those that follow the principles first laid down by Charles Darwin of survival of the fittest. A GA allows a population composed of many individuals to evolve under specified selection rules to a state that maximizes the "fitness" (i.e., minimizes the cost function). Some of the basic terminologies used in the field of genetic algorithms are:
• Genotype represents a potential solution to a problem, and is basically the string of values chosen by the user, also called chromosome.
• Phenotype is the meaning of a particular chromosome, defined externally by the user.
• Chromosome is a data structure that holds a "string" of task parameters, or genes. This string may be encoded as a binary bit-string or as an array of integers (floating point or real-coded representation).
• Gene is a subsection of a chromosome that usually encodes the value of a single parameter.
• The fitness of an individual is a value that reflects its performance (i.e. how well solves a certain task)
• Recombination or crossover produces new individuals in combining the information contained in the parents.
• Mutation occasionally injects a random alteration for one of the genes.
The process involved in GA optimization problems can be summarized as follows see figure 2:
1. Randomly generate an initial population of potential solutions.
2. Evaluate the suitability or 'fitness' of each solution.
3. Select two solutions biased in favor of fitness.
4.
Crossover the solutions at a random point on the string to produce two new solutions.
5. Mutate the new solutions based on a mutation probability.
6. Goto 2. 
The Hybrid Intelligent System
In this work a standard genetic algorithm is used [9, 15, 16, and 17] . The (learning rate and momentum for hidden and output layers) in addition to connection weights are the variable parameters of GA chromosome. The six steps followed by the genetic algorithm are as follows:
1-The initial population: This population includes 10 chromosomes that are obtained by randomly assigning parameters to each member.
2-Encoding:
The real chromosomes of genomes representing the parameters 3-Training and testing. Each network of the population is trained by back-propagation for 500 iterations with training patterns.
4-The fitness. The fitness value for a given network is the Mean Square Error as in equation (6) . The fitness value of the population is the average fitness value over all the members of the population.
5-The evolution stage. Three operators are applied over the population: selection, crossover and mutation operators. The operators are applied to the chromosomes of the input population, to produce the evolved new population.
6-The stopping criterion is satisfied when either the maximum number of generations is achieved
Training and Simulation

Data Description
Training and testing was carried out using the "Optical Recognition of Handwriting Digits" database, which is made available by E. Alpaydin, and C. Kaynak. The database can be downloaded at [18] . It consists of 3823 training pattern of Arabic digits. Patterns are 32x32 bitmap images see figure 3 for the digit 2, which are converted to a 4x4 block size to reduce the dimensionality of the inputs to the neural network to 8x8 bitmap images.
Figure (2) shows an example of converting 32x32 bitmap to 8x8 block bitmap. The conversion is achieved by taking the 32x32 binary images as inputs and groups neighboring pixels in blocks.
The sum of "ON" pixels in each block is used to create a pixel in resulting image. The resulting image is then converted to a vector of input values and fed to the neural network as a single input pattern.
Output patterns are divided to ten classes from 0 to 9 as shown in Figure ( 3). The testing sets, different from all training sets, are composed of 1797 patterns. 
The Model
Neural network used has 64 inputs, one hidden layer containing 15 neuron and output layer of 10 neurons. In addition to, two pairs of learning rate and momentum for each layer. All parameters of the network including weights were randomly initialized.
Experimental Results
In order to quantify the recognition capability of neural network configured with genetic algorithm, the analysis was performed in two stages as follow :
6.1. Trail-and-Error Training In training each problem using BP, learning rates and momentums of each layer could have been manipulated to find the best network configuration. The different combinations of the learning rates and momentums are used to try to find the right combination that will allow the solution to escape local minima but not skip over the global solution. The epoch is defined as one complete pass through the data set. For the handwritten number recognition system, the learning rate was set at 1.0 and the momentum factor set to 1.0. for each layer Both of these parameters were reduced with a reduction factor of 0.1 for every 500 epochs. This procedure was repeated twice with different initial weights. The total number of obtained network was 2x10x10=200 networks. This was done in order to keep the solution from oscillating and therefore helping to converge upon a solution. The best network of all 200 networks was then chosen and tested.
Training with Genetic Algorithm
The model that described in section 5 was fed into the GA process. The basic parameters of GA that must be explored are the population size, the probability of crossover c p , the probability of mutation m p and the number of generations. To determine the best possible values of these parameters, a number of experiments were carried out. The type of crossover used was the most common one, the one-point crossover [21] . The best network was then tested.
Results
The performances of the two approaches discussed later were compared using two measures the MSE and the percentage of correction.
For the Trail-and-Error approach, figure 5 illustrates that the final MSE has a large variation over all networks. This means that the optimal is not guaranteed. By selecting the best network obtained from this approach, and applying the training data as a test set, the achieved MSE is varying from 0.0013 to 0.0076 with average MSE 0.0043 as shown in figure 6 . And the percentage of correction is varying from 96.3% to 100% with average value of 98.69%. the confusion matrix of the desired output versus the actual output is shown in figure 7 The best network obtained from this approach, For the test set, the achieved MSE is varying from 0.0012 to 0.0055 with average MSE 0.0035 as shown in figure 12 . And the percentage of correction is varying from 98.42% to 100% with average value of 99.5%. the confusion matrix of the desired output versus the actual output is shown in figure 13 
Figure 11:Average Fitness (MSE) versus Generation
For the test set, the achieved MSE is varying from 0.0031 to 0.0207 with average MSE 0.0104 as shown in figure 14 . And the percentage of correction is varying from 89.01% to 98.87% with average value of 95.91%. The confusion matrix of the desired output versus the actual output is shown in figure 15 
Conclusions
The experimental results show that genetic algorithms have a strong potential to find good solutions for the neural network configuration problem, and therefore is a good alternative to select the most appropriate network for a given task. For the handwritten digit recognition problem, the average recognition accuracy of 95.2 % was found by the Trail-and-Error approach. The neural network was improved by selecting configuration parameters of the neural network using GA to 97.7%.
