Abstract
Introduction
A great deal of effort has been invested in reducing the impact of cache misses on program performance. As with any other latency, cache miss latency can be tolerated using compile-time techniques such as instruction scheduling, or run-time techniques including out-of-order issue, decoupled execution, or non-blocking loads. It is also possible to reduce the latency of cache misses using multi-level caches, victim caches, and prefetching.
Several approaches have been proposed for prefetching data to reduce or eliminate load latency. These range from inserting compiler-based prefetches to pure hardware-based data prefetching. Compiler-based prefetching annotates load instructions or inserts explicit prefetch instructions to bring data into the cache before it is needed to hide the load latency. These techniques use locality analysis to determine where to insert prefetch instructions and show significant improvements [27] . Hardware-based prefetching can dynamically predict prefetch address streams and predict prefetch addresses that may be hard to find using compiler analysis. Compiler and hardwarebased prefetching can be used together, since the compiler can be used to prefetch load instructions for which it can accurately determine locality information, and the hardware prefetcher can be used for those load address patterns not captured. In this paper we focus on a new hardware-based prefetcher.
The focus of our research is on improving the performance of data prefetching with stream buffers. Stream buffers were originally proposed by Jouppi [22] to prefetch a stream of sequential cache blocks. When a cache miss occurs, the next sequential cache block is allocated into a stream buffer. The stream buffer then prefetches sequential cache blocks from that address, as bandwidth permits, until the buffer is full. As prefetches are used, new data is brought in, keeping the buffer far enough in advance of the data's use so that it can potentially hide the entire latency. Along with introducing allocation filters, Palacharla and Kessler [28] extended stream buffers by associating a stride with each stream buffer. They examined providing a stride from a table which was indexed by the area of memory being accessed. Farkas et. al. [16] further extended this research by using a PC indexed stride table, which allows for detection of many strides over the same region of memory.
In this paper we propose a new form of stream buffer called the Predictor-Directed Stream Buffer (PSB).
Instead of associating a fixed stride with each buffer, we use a predictor to generate the next address to prefetch.
Then that prefetch address can be used to generate the next predicted address to prefetch. After allocation, a stream buffer is decoupled from the execution stream. In other words, it can independently prefetch down a predicted address stream. We simulate the use of a hybrid Stride Filtered Markov (SFM) predictor to direct stream buffer prefetching and find it is quite adept at finding both complex array access and pointer chasing behavior over a set of pointer intensive benchmarks.
Farkas et. al. [16] show the importance of using allocation filters to prevent the stream buffers from being allocated and deallocated too often and for too many streams, an effect we call stream thrashing. We propose a technique based on confidence for eliminating stream thrashing as well as making more effective use of available processor and predictor resources. This is done by using confidence to guide stream buffer allocation and prefetch prioritization.
The rest of the paper is organized as follows. Section 2 describes past address prediction work as it relates to PSBs. In section 3, prior hardware prefetching models are discussed. Section 4 describes our PSB architecture.
Simulation methodology and benchmark descriptions can be found in Section 5. Section 6 presents results for our architecture, and our conclusions are summarized in section 7.
Address Prediction
To guide hardware-based prefetching, accurate address prediction is needed. In performing this research, we examined using stride-based address prediction, Markov/context address prediction, and correlated address prediction.
Stride
A stride predictor [10, 15] keeps track of not only the last address referenced by a load, but also the difference between the last address of the load and the address before that. This difference is called the stride. The predictor speculates that the new address seen by the load will be the sum of the last address value and the stride. We chose to use the two-delta stride predictor [15, 38] , which only replaces the predicted stride with a new stride if that new stride has been seen twice in a row.
Context/Markov Predictor
Context [38, 39, 46] and Markov [7, 8, 21] predictors are fundamentally similar, in that each predictor bases its prediction on a set of past values seen. An order k context/Markov predictor uses the k past values to predict the next one. It can only provide a prediction, if the given pattern has been seen and the transition is recorded into a prediction table.
A Markov predictor assumes that the address stream seen in a program can be efficiently modeled by a Markov model. A Markov model is a set of states and transition frequencies where each state has a probability of transition to another. Each transition from address A to B is assigned a weight representing the fraction of As that are followed by a B. The Markov predictor described in [21] is a first order context predictor as it uses only the last address to predict the next one.
Bekerman et. al. [3] propose yet another context-based predictor. For every load, they combine a series of past base addresses (they state that 4 is enough for reasonable accuracy), to generate a history and store it into a firstlevel table. They use that history as an index into a second level table that stores a predicted base address. They then add the load's static offset (which could be stored in the first-level table) with the predicted base address.
By using base addresses, a high-level of global correlation is achieved for multiple load instructions accessing different fields in the same object.
An early example of a demand-based prefetching architecture is Next Line Prefetching (NLP) by Smith [42] , where each cache block was tagged with a bit indicating when the next block should be prefetched. When a block is prefetched its tag bit is set to zero. When the block is accessed during a fetch and the bit is zero, a prefetch of the next sequential block is triggered and the bit is set to one.
Another demand-based prefetching architecture is Shadow Directory Prefetching by Charney and Puzak [7] .
In this approach, each L2 cache block has a shadow address associated with it. The shadow address points to the cache block accessed right after the corresponding cache block, providing a simple Markov transition. A hit in the L2 cache with a valid shadow entry triggers a prefetch of the shadow address. Alexander and Kedem [1] examined using a similar Markov table, but distributed over the DRAM modules, which are used to prefetch cache blocks from DRAM array into an SRAM buffer.
A recently proposed demand-based prefetcher identifies/predicts when an L1 data cache block becomes "dead" (i.e. evictable). It then uses an address predictor to prefetch a cache block to be potentially used in the future in the place of that "dead" block [23] . The result of the address predictor is similar to shadow prefetching [7] , predicting a cache block that was previously mapped to the same block frame. It will potentially record the address that occurred right after the dead cache block was evicted, and then predict this same address when that cache block is predicted to be "dead" in the future.
The last example we will discuss is the Markov prefetcher used by Joseph and Grunwald [21] . When a cache miss occurred, the miss address would index into their Markov prediction table to provide the next set of possible cache addresses that have followed this miss address before. After these addresses are prefetched, the prefetcher stays idle until the next cache miss. They do not use the predicted addresses to re-index into the table to generate more predictions for prefetching.
Decoupled/Stream Prefetching
In this model the prefetcher is loosely decoupled from the instruction fetch stream and can potentially prefetch down multiple streams independent of what the instruction fetch stream is doing.
General Decoupled Models
An access decoupled architecture partitions programs into a prefetching instruction stream and an execution instruction stream [4, 18, 20] . As long as the prefetch stream can run ahead of the execution stream, the memory latency can be masked. Roth et. al. [32, 33] have examined both a software and hardware approach for prefetching recursive data structures using a decoupled model. Yang and Lebeck [47] examined an architecture which uses the compiler to create small prefetch kernels of instructions, which are executed in parallel with the original applica-tion on a separate prefetch engine. A similar technique was recently proposed by Solihin et. al [43] . They present a scheme where context-based prefetching is performed by a User-Level Memory Thread running on a simple general-purpose processor in memory. A software handler records L2 miss addresses in a correlation table which resides in memory. When a stripped down version of the target application executes on the processor in memory, the software handler accesses the correlation table to prefetch several blocks into the L2 cache. To provide high coverage and timely prefetches, their correlation table stores several levels of successor misses per entry.
Stream Buffers
Jouppi introduced stream buffers to improve direct mapped cache performance [22] . The stream buffers follow multiple streams prefetching them in parallel and these streams can be decoupled from the instruction stream of the processor. They are designed as FIFO buffers that prefetch consecutive cache blocks, starting with the one that missed in the L1 cache. On subsequent misses, the head of the stream buffer is probed. If the reference hits, that block is transferred to the L1 cache.
Palacharla and Kessler [28] suggested two techniques to enhance the effectiveness of stream buffers: allocation filters and a minimum delta non-unit stride detection mechanism. The filter prevents a stream buffer from being allocated until two consecutive misses occur for the same stream. With the non-unit stride scheme, the dynamic stride is determined by the minimum signed difference between the miss address and the past N miss addresses. If this minimum delta is smaller then the L1 block size, then the stride is set to the cache block size with the sign of the minimum delta. Otherwise, the stride is set to the minimum delta. To implement the non-unit stride detection an address indexed stride table is used. To find the striding behavior the memory is divided up into chunks, and associated with each chunk is a stride.
Farkas et. al. [16] made an important contribution by extending Palacharla and Kessler's model to use a PCbased stride predictor to provide the stride on stream buffer allocation. The PC-stride predictor determines the stride for a load instruction by using the PC to index into a stride address prediction table. This differs from the minimum-delta scheme, since the minimum-delta uses the global history to calculate the stride for a given load. PC-stride predictor uses an associative buffer to record the last miss address for N load instructions, along with their program counter values. Thus, the stride prediction for a stream buffer is based only on the past memory behavior of the load for which the stream buffer was allocated. We compared the global minimum-delta approach to the PC-stride predictor and found that it was uniformly outperformed by the per-load stride detector. Therefore, we only present comparison results of our approach with PC-based stride prediction stream buffers.
Farkas and Jouppi [17] further enhanced the stream buffer design of Palacharla and Kessler by enforcing the streams being followed by multiple stream buffers to be non-overlapping. This prevented duplication and saved bus bandwidth. Furthermore, instead of the FIFO structure which had been originally proposed by Jouppi in [22] , they used a fully-associative stream buffer lookup, which we model.
Speculative Pre-Execution
There has recently been a plethora of research into using speculative pre-execution on idle hardware threads to hide memory latencies [2, 13, 14, 24, 26, 34, 35, 44, 48] . The goal of this area of research is to (1) identify loads that are problematic, (2) construct a minimal sequence of instructions (kernel) needed to produce the address stream for these loads, and then (3) execute this minimal kernel speculatively on an idle thread in a Simultaneous Multithreading processor [45] . These architectures attempt to prefetch the address stream ahead of the execution stream, via the minimal kernel running on a spare multi-threaded hardware context.
Most of these techniques rely on a profiler and a compiler or the user to determine the problematic loads and construct minimal kernels for them. Others rely on a profiler to determine delinquent loads, but construct the kernels in hardware [2, 13] .
This decoupled form of prefetching has been shown to achieve speedups similar to the decoupled predictiondirected architecture we present in this paper. The advantage of the speculative pre-computation approach is that it follows an actual instruction stream allowing it to more effectively determine the pointer traversals to follow, since it pre-executes branch instructions. A potential disadvantage of speculative pre-execution is that the minimal kernels can sometimes have a hard time running far enough ahead of the miss stream to hide the miss latency due to dependencies in the pointer chain.
In comparison, our predictor-directed approach can easily run ahead when traversing the pointer-chain since it is based on predicting the address. This of course assumes that a compressed version of the pointer traversal over the miss stream can be captured in our predictor. The disadvantage is that our PSB approach can have lower prefetch accuracy when it comes to objects with multiple possibilities for next pointer traversals guarded by branches, since our prefetcher currently does not incorporate branch prediction information to help guide the stream buffer down its prediction stream.
Predictor-Directed Stream Buffers
We will now describe our Predictor-directed Stream Buffer (PSB) architecture. The PSB architecture resides on chip and prefetches data from the L2 cache and main memory into the stream buffers. If a prefetch request is not found in the L2, it will service the request from main memory. We concentrate on stream buffers instead of the other architectures described in the previous section because of their simple yet effective design, their ability to follow a prefetch stream independent of the fetch stream, and the design fits nicely with an on-chip prefetcher to try to hide L2 and main memory latency.
We present an approach that extends the PC indexed stream buffer design of Farkas et. al. [16] . As described in Section 3, the PC index scheme uses a stream buffer which is guided by a static stride, provided at allocation time by a per-PC stride table as shown in Figure 1 . This approach can work well for stride-based applications, but the stream buffers do not follow the correct stream for non-stride based load patterns, such as during the traversal of a recursive data structure.
To address this problem, we propose Predictor-Directed Stream Buffers (PSB). The general idea of a PSB is to use a predictor to generate an address stream for prefetching. The predictor takes as input some prediction information, such as the last address accessed and history information, and then generates a prediction for a given stream buffer. This prediction is then stored back into the stream buffer, and the prediction information in the stream buffer is updated. In this way we can generate prediction n from prediction n ; 1. The base of the recursion is a cache miss which causes a stream buffer allocation. An implementation of this is shown in Figure 2 .
There are two major parts to PSBs, a per-stream history which is stored with each stream buffer, and an address predictor which is shared between stream buffers. The per-stream history is used to keep data about a particular stream buffer including confidence information, and local stride. This data may be used for a variety of purposes, such as indexing into the address predictor. The primary service of the per-stream history is to store the current speculative state which can be fed to the predictor to generate the next address prediction for that stream buffer.
The prediction from the address prediction table is then used to update the state information in the stream buffer so that a new speculative prediction can be made. It is a key point that the address prediction table is not updated when the stream buffer makes a prediction, this step is done separately in the write-back stage when a load has a data cache miss. This model allows the stream buffer to follow the address prediction stream of any type of address predictor. Figure 2 shows a specific implementation of our predictor-directed stream buffer architecture. Each stream buffer holds (1) the PC of the load that caused the stream buffer to be allocated, (2) the last predicted address for the load, and (3) any additional prediction information (e.g., history state or confidence) needed to perform the next address prediction. The stream buffer is on-chip next to the address predictor, which in our case is a stride-filtered Allocation A stream buffer is allocated, subject to allocation filters (see section 4.3), when a load executes and it misses both in the data cache and the stream buffer. If a load miss is assigned to a stream buffer, the load PC, current address, and any additional prediction information are copied to the stream buffer from the address predictor. This initialization stage is only done once per allocation, and is directed only from predictor to stream buffer. The state of the address predictor is not modified. This copied state will later be used for indexing into the prediction table.
Predictor-Directed Stream Buffer Implementation
Prediction Each cycle, one stream buffer is chosen to make a prediction using the address predictor, according to priority heuristics described in section 4.4. The information stored in the stream buffer is used to index into the address predictor, returning the next predicted address, and potentially updating the stream buffer's history information. We properly model allowing only a single prediction per cycle to be generated from the predictor.
Due to the fact that only one request (miss or prefetch) can be processed by the bus from the L1 to the L2 cache at a time, the predictor was not a bottleneck even with the one prediction per cycle limitation.
Once a stream buffer has been allocated, the stream buffer's history information is updated after each prediction. The address prediction table, as was mentioned earlier, remains unchanged while generating a prediction for a stream buffer. For example, a design such as a context predictor which uses a history of the last N addresses to index into the address predictor would store the history of its last N predictions in the stream buffer. This would then be used as an index into the address predictor each cycle. The history of the last N addresses stored in the stream buffer is updated after a prediction, not the state in the address prediction table. Therefore, the stream buffer maintains its own prediction history information.
Before inserting the prediction into the stream buffer, the stream buffers are searched in parallel for the cache block of the predicted address. This was used by Farkas et. al., [16] to prevent stream buffers from prefetching down overlapping paths. To alleviate the pressure on the stream buffer ports and tags, we replicated the tags and added a dedicated port for this check. Note that this does not introduce a significant overhead as there are only 8 stream buffers and they each have only 4 entries. If the prediction was found to be already resident in a buffer entry, then it is ignored, no useful prediction is made that cycle, and the stream buffer prediction history information is updated. If prediction is not found in a stream buffer, the prediction is stored in the stream buffer's least recently used entry, and that entry is marked as ready for prefetching. Once all entries have been predicted for a stream buffer, no further entries will be predicted until (1) an entry is cleared during a lookup (it is a hit), or (2) the stream buffer is reallocated.
Prefetching Once an entry has a valid prediction associated with it, it is ready to be prefetched. We only allow prefetching to occur if the L1-L2 bus is free at the start of any given cycle. When the bus is free, a stream buffer with an entry containing a valid un-prefetched prediction is chosen using the priority scheduling algorithms described in section 4.4. The prefetch is then sent to the lower levels of memory and the entry is marked as prefetched and waiting.
Lookup When a load performs a lookup in the L1 data cache, it searches all of the stream buffer entries in parallel for a hit. For our results, we assume the data cache lookup latency is 3 cycles whereas the stream buffer lookup latency is a single cycle. If there is a hit in the stream buffer, and the data is not in the data cache, the cache block stored in the stream buffer is moved into the data cache. If there is a tag hit in the stream buffer, but the block is not ready yet, the tag is moved into a data cache MSHR, and the data cache handles the block when it comes back from memory. For a stream buffer hit, the corresponding stream buffer entry is freed for a new prediction and prefetch.
We will now describe our design using a Stride-Filtered Markov (SFM) address predictor, although any address predictor [3, 21, 38, 39, 46] can be used to guide the predictor-directed stream buffer. We examined several types of predictors (including stride with correlated [3] ), but only provide results for a SFM 
Stride-Filtered Markov Predictor
Charney and Reeves [8] and also Joseph and Grunwald [21] introduced Markov prefetching, and provided results for a "stride and Markov in series" predictor. We use this predictor to guide our predictor-directed stream buffer, and make a few minor improvements which are described below.
To provide address prediction for the stream buffers we use a Stride-Filtered Markov (SFM) predictor. The predictor has a two-delta stride table in front of a Markov prediction table, as shown in Figure 2 . In the write-back stage, the load instruction is checked to see if it hit or missed in the L1 data cache. The prediction table is only updated on a miss (i.e., we are predicting the miss stream). In addition, our implementation does not update the predictor with loads that receive their value forwarded from stores, since we found little benefit from prefetching these loads.
In the write-back stage, the load-PC (for a missed load) is used to index into the stride table. The stride table stores (1) the last address for the load, (2) the last stride for the load, (3) the 2-delta stride, and (4) some confidence information. If the stride calculated by (current miss address -last address) does not match the last stride or 2-delta stride, then the Markov table is updated noting the transition from last address to current address. The last address is stored as the tag, and the current address as the data entry. Accordingly, when that same last address is seen again, it will get a hit in the Markov For the SFM predictor examined in this paper, we only use the current address to index into the Markov part of the table, in other words we present results from a first order Markov predictor. We examined using higher order Markov predictors as in [21] , but found that it provided little improvement, confirming their results. The only additional information we copy into the stream buffer from the predictor is some confidence information, to guide priority scheduling as described below.
In order to reduce the size of the Markov predictor table we store into the table only the difference (at the cache block granularity) between consecutive cache miss addresses, rather than the full address as is done in prior work.
To calculate the address to prefetch, a stream buffer adds its last missing address to the signed offset contained in the show that having 20 bits captures almost all of the transitions. This number could perhaps be further reduced by smart heap memory allocation which could place objects with high temporal locality close to one another. In addition, the tag size can also be reduced by storing only partial address tags. In this paper we use a Markov table with 2K entries, which uses a total of 5Kbytes for the data storage.
Allocation Filtering
Stream buffer allocation is one of the most important parts of a stream buffer architecture. Since there are only a small number of stream buffers, there is high contention, as every data cache miss could potentially allocate a stream buffer.
Farkas et. al. [16] showed that using two miss stride filtering provides good results for a PC-based stream buffer. Two miss filtering only allocates a stream buffer for a load when it misses 2 times in a row, and the last two strides are identical. For our predictor-directed stream buffers we examine two methods for filtering allocationa general form of two miss filtering, and using our new prediction confidence to guide allocation.
When updating the SFM predictor for a load that misses in the cache, both the PC-based stride table and the address based Markov table are indexed, and potentially updated. Our two-miss allocation filter allows a load to allocate a stream buffer when the load has two cache misses in a row, and both times the load would have been correctly predicted using either the stride predictor or the Markov predictor. If this occurs, then it allocates a stream buffer. This modified scheme is our two-miss allocation filter.
The second heuristic we examine uses address prediction confidence to guide stream buffer allocation. Each entry in the PC-based table stores an accuracy counter, which is incremented every time the load's update address matches the prediction of the stride or Markov table, and decremented when it does not match. The saturating counter reflects the ability of the predictor being able to predict the load's misses. By separating the confidence counters from the stream buffer we can gauge how well a particular load's miss stream can be predicted before we allocate a stream buffer to it. This is used to avoid stream thrashing. When a stream buffer is allocated, it copies the accuracy confidence counter into a priority counter in the stream buffer. Maintaining the priority counter is described in more detail in the next section.
On a cache miss, the accuracy confidence counter in the prediction table guides stream buffer allocation. If the address prediction confidence level (accuracy counter) of the load is above an allocation threshold, it is allowed to contend for a stream buffer. Our results suggest that a threshold value of 1 is appropriate for our benchmark suite.
In addition, a load is only allocated a stream buffer if there is at least one stream buffer whose priority confidence counter is less or equal to the accuracy confidence counter of the load. If the load's accuracy confidence is lower than all of the stream buffers priority confidence, then a stream buffer will not be allocated for it.
Stream Buffer Priority
The predictor and bus create a resource constraint, since there are potentially several stream buffers which have empty entries, or have predicted addresses waiting to be prefetched. We examine two approaches for determining which stream buffer should get access to the predictor and L1-L2 bus each cycle.
The first heuristic is Round-Robin, giving each buffer an equal chance at performing a prediction or prefetch.
A pointer is kept to the last stream buffer to perform a prediction and another pointer for the last entry to issue a prefetch. The stream buffers are then sequentially examined in round-robin order, looking for a buffer with an entry in need of prediction or a predicted entry ready to be prefetched.
The second heuristic uses Priority Counters to guide which stream buffer gets to perform the next prediction or prefetch. Every time there is a lookup and the stream buffer gets a hit, the priority counter is incremented by a constant value (2 in our implementation). To enable the reuse of stream buffers that had high confidence but outlived their usefulness, after several allocation requests (i.e. data cache misses that also miss in stream buffers)
we decrement each stream buffer's priority counter by a value of 1. We found using 10 L1 data cache misses as our aging period provided decent results. Intuitively, this policy tries to deallocate stream buffers that do not incur frequent hits. If a stream buffer can eliminate 5% or more of the misses then the priority counter value will not be affected by aging because on average it will get a hit during a 20 miss period. When determining which stream buffer gets to use the predictor or perform a prefetch, the stream buffers are examined in the order from highest priority to lowest based on their priority counter. If there are several stream buffers that are at the same confidence level, we use an LRU policy to choose the winner.
As described earlier in section 4.3, the priority counter is also used to guide stream buffer allocation along with the accuracy counters. A stream buffer will only be re-allocated for a data cache miss if the load's prediction accuracy confidence is greater than or equal to a stream buffer's priority counter. Therefore, stream buffers that are performing useful prefetches will stay allocated and have a longer lifetime. When a stream buffer is allocated, the accuracy confidence is copied into the stream buffer's priority counter.
TLB Translation and Prefetching
As we store the virtual effective address of a load in our predictor, we need to translate this to a physical address before we access memory. For this study, we assumed a multi-ported TLB that can support two demand accesses and one prefetch access per cycle. On a prefetch, we access the data TLB for the translation and perform a replacement if necessary. In essence, this amounts to TLB prefetching [37] . However, we did not observe any benefits or performance losses caused by this approach, as the benchmarks we have used had only a small number of TLB misses (except for ammp). As an optimization, the TLB translations could potentially be stored with each stream buffer when the stream buffer is allocated. Then a TLB lookup would only need to be performed when the next virtual prefetch address goes outside the current page boundary. 
Methodology
The simulator used in this study was derived from the SimpleScalar/Alpha 3.0 tool set [6] , a suite of functional and timing simulation tools for the Alpha AXP ISA. The timing simulator executes only user-level instructions, performing a detailed timing simulation of an aggressive 8-way dynamically scheduled microprocessor with two levels of instruction and data cache. Simulation is execution-driven, including execution down any speculative path until the detection of a fault, TLB miss, or branch mis-prediction.
To perform our evaluation, we collected results for the programs shown in Table 1 . The programs were compiled on a DEC Alpha AXP-21164 processor using the DEC FORTRAN, C and C++ compilers under OSF/1 V4.0 operating system using full compiler optimization (-O4 -ifo). Table 2 shows the number of instructions simulated, L1 data cache miss rate, percent of executed instructions that were loads and stores, the IPC for each program, and the percent of cycles the bus from the L1 to L2, and the bus from the L2 to main memory were busy (occupied). Table 2 : Baseline results showing the number of instructions simulated, L1 data cache miss rate, percent of executed instructions that were loads and stores, the IPC for each program, and the percent of cycles the bus was busy from the L1 to L2, and the bus from L2 to main memory was busy.
parser and wupwise were also fast forwarded by 2, 2.9, 10.7 and 2.5 billion instructions respectively. These fast forward numbers were derived using the SimPoint tool [41] . Results for health are provided for comparison purposes as this is a popular benchmark in prefetching studies. It is not intended to reflect the true merits of our prefetching architecture. More detailed analysis of the pointer behavior (pointer variability and fan-out) for these programs can be found in [36] .
Baseline Architecture
Our baseline simulation configuration models a next generation out-of-order processor microarchitecture. We've selected the parameters to capture underlying trends in microarchitecture design. The processor has a large window of execution; it can fetch up to 8 instructions per cycle. It has a 128 entry re-order buffer with a 64 entry load/store buffer. To compensate for the added complexity of disambiguating loads and stores in a large execution window, we increased the store forward latency to 2 cycles.
To make sure that the prefetching speedups we report are from actual prefetching benefit and not from compensating for a conservative memory disambiguation policy, we implemented perfect store sets [12] . Perfect store sets cause loads to only be dependent on stores that they are actually dependent upon. In this way loads will not be held up by false dependencies making the prefetcher look better. All the architectures simulated in this study utilize perfect store sets.
In the baseline architecture, there is an 8 cycle minimum branch mis-prediction penalty. The processor has cycles. All functional units, except the divide units, are fully pipelined. We use a McFarling gshare predictor [25] to drive our fetch unit. Two predictions can be made per cycle with up to 8 instructions fetched.
We rewrote the memory hierarchy in SimpleScalar to better model bus occupancy, bandwidth, and pipelining of the second level cache and main memory. For the majority of our results, the L1 instruction cache is a 32K 
Prefetching Performance
This section compares predictor-directed stream buffers to the best performing prior stream buffer approach. This is the PC-based stride stream buffers of Farkas et. al. [16] , which was described in Section 3. We call their approach PC-Stride. Loads that miss in the data cache are kept track of in a 256 entry 4-way associative stride address prediction table. On a miss, the predicted stride is copied into the stream buffer to guide the predictions.
We examined using PC-stride tables larger than 256 entries, but they provided little to no improvement.
For our PSB architecture, we also use a 256 entry 4-way PC-stride address prediction we use to estimate accuracy in the allocation policy, we used a saturating value of 7. For the priority counters in the stream buffers, we used a saturating value of 12. Table 3 There are two possible address types we could choose to predict, virtual or physical. If virtual addresses are used, these will have to pass through the TLB before being prefetched from memory. On the other hand, if physical addresses are used, the effectiveness of the predictors will be greatly diminished when address traces cross page boundaries. We chose to predict virtual addresses and translate the prefetches with the TLB. In this study we assumed an additional port on the TLB to handle the prefetch requests, and there can be at most one generate the equivalent of a TLB prefetch [37] . Therefore, using effective cache prefetching performs the function of a dedicated TLB prefetcher. However, the benchmarks we examine do not have high enough TLB miss rates to see much benefit from the TLB prefetching.
To reduce the size of the tables used in the prediction phase of prefetch, we employ two small optimizations.
First, in order to reduce the size of the stride PC-table, we only perform inserts when there has been a cache miss.
In this way we can reduce the PC-table size down to 256 entries while still capturing all of the critical loads that we may come across. In addition to that, to reduce the size of the stride and the Markov tables, the tables only store cache block address, instead of the full address. Just using the cache block aligned address instead of the full byte address, reduces each entry by 5 bits while still being sufficient to perform any prefetch. Finally, to reduce the size of the Markov predictor table we only store the difference (at the cache block granularity) between consecutive cache miss addresses, rather than the full address. For the programs we looked at, our results indicate 20-bits are sufficient to cover almost all of the miss transitions in the Markov predictor.
Results
To analyze the benefits of our approach, we now show the overall effect that the stream buffers have on the performance of the system. Figure 4 shows performance results for the baseline architecture, the best prior approach, PC-Stride, and our new Predictor-Directed Stream Buffers with and without confidence based allocation and priority. PSB results are shown for all four combinations of the allocation filter and priority scheduler. These are (1) two miss allocation filter with round-robing scheduling (2Miss-RR), (2) two miss allocation filter with priority confidence scheduling (2Miss-Pri), (3) confidence allocation with round-robin scheduling (Conf-RR), and (4) confidence allocation with priority scheduling (Conf-Pri). The results were generated for several pointer-based applications, and two stride-based FORTRAN programs. We ran several FORTRAN programs, and they all had similar performance to the results shown for turb3d and wupwise.
The most notable performance improvements can be seen on health, ammp, burg, and deltablue.
All of these programs benefit significantly from the addition of a Markov predictor. The speedups over the best previously known stream buffer technique, PC-Stride, range from under 1% for gs which has very little pointer behavior, to over 100% for ammp which has many misses, most of which go to main memory. Wupwise exhibits one shortcoming of the confidence-based allocation scheme. For this program, the confidence-based configurations allocate stream buffers to references that are L1 misses but are often found in the L2 cache. The configurations based on two miss filters on the other hand allocate buffers for references that are L2 misses as well. Since the two miss filter approach is able to hide longer latencies, even though it hides fewer misses in the big picture, it achieves higher speedup than confidence-based allocation. One remedy for this problem can be to assign higher priority/confidence to stream buffers that prefetch streams that service the slower levels of the memory hierarchy. For most of the programs, confidence based allocation works better. Using confidence based allocation makes sure that stream buffers are only deallocated when they are no longer providing useful prefetches.
Accuracy and Coverage
In understanding how the performance of the system will be affected by stream buffers it is important to verify that the optimizations do not detrimentally affect prediction accuracy and prefetch coverage.
To quantify the benefit of using the Markov predictor with our PSB architecture, we measured the accuracy of the address predictors at predicting cache misses. To measure accuracy, we count the number of times the predictor (either PC-Stride or Stride-Filtered Markov) was able to correctly predict the miss address, for all cache misses. When a new miss occurs for the SFM predictor, we generate a prediction from the stride PC and Markov Figure 5 . The results show that all but two programs experience a significant increase in miss stream prediction when using the SFM predictor instead of only a PC-Stride predictor.
We now consider the coverage of the prefetches, and how it relates to predictor accuracy. Coverage is defined as the percentage of base case misses that have their latency reduced by either completely hiding the memory latency or hiding some part of it via stream buffer prefetching. The bars in Figure 6 show coverage results for PC-Stride and the Confidence Priority PSB when using 8 stream buffers, where at most one prefetch can be initiated per cycle. The results show that the Predictor-Directed Stream Buffers increase the useful prefetches by augmenting the PC-Stride scheme with prefetches it could not have captured before.
When comparing predictor accuracy in Figure 5 with prefetching coverage Figure 6 , we can see that the coverage is not as high as it could be. Note that Figure 5 is an upper bound for the coverage PSB could achieve, since the accuracy results are for updating the predictor after each prediction on the non-speculative path. There are two main reasons for the low coverage. The first reason is due to stream buffer contention amongst these high confidence miss streams preventing the coverage of some of the predictable streams. In Figure 6 , we show Figure 6 : Prefetch coverage breakdown. This is the number of stream buffer hits divided by the number of base case L1 misses. It represents the number of cache misses we are able to cover/remove with stream buffers compared to an architecture with no prefetching. The PC-Stride and Confidence Priority results are for the baseline prefetching architecture where we have 8 stream buffers and only one prefetch can be initiated per cycle. For these configurations, we show the breakdown of the stream buffer hits that completely hide the memory latency and those that only partially hide the cache miss latency. The "X" results show the prefetch coverage for the Confidence Priority scheme with 128 stream buffers (each with 4 entries), where up to 4 predictions and prefetches can be initiated per cycle. bandwidth, coverage increases significantly for programs like health, art, deltablue and turb3d. In fact, the coverage for art increases to 85% of all cache misses. The second reason for the lower than expected coverage is that a stream buffer follows only an address prediction stream, and it is decoupled from the execution stream. Once a stream buffer is allocated, it builds each prediction upon a prior prediction, so the probability of each subsequent prediction being correct will decrease. In addition, we've seen that pointer transitions guarded by conditional branches end up choosing the incorrect Markov predictor entry for some predictions, because no branch information is available to guide the speculative prediction stream. Therefore, incorporating branch history information into the predictor may be able to improve the stream buffer prefetch coverage.
Timeliness of Prefetches
The third criteria for a prefetch architecture is that it provide its results in a timely manner. Figure 6 , along with Figures 7, 8, and 9 quantify the timeliness of the prefetches.
Because loads are scheduled optimistically assuming an L1 hit latency, it is important to measure the number of loads that now have 1 or more stall cycles (beyond a full L1 hit or full stream buffer hit), which is shown in Figure 7 . This figure shows the percent of loads that stall due to either a complete miss in the cache and stream buffer or stall due to a partial hit. The percentage of loads that encounter a stall is significantly reduced with PSB for all programs except ammp. For ammp the total number of stalling loads is increased by around 30% over PC-Stride. Even so, the performance for ammp is better for PSB than PC-Stride.
Ammp has two important loads dependent upon each other in a loop, which our Confidence Priority scheduling scheme accurately focuses on. The round-robin scheduling used by PC-Stride causes delay in initiating the prefetches for these important loads. For one of these loads, the prefetch always occurs late resulting in the execution stream waiting on a high latency stall (comparable to memory access latency) for that partial hit. This allows the second load to be prefetched with its prefetch latency being completely hidden, since it is overlapped with the prior prefetch. This pattern repeats during this loop's execution resulting in PC-Stride having fewer partial hits, but its partial hits have a long latency almost as high as a main memory access. The Confidence Priority architecture on the other hand, focuses the prefetch resources on these two loads. This results in shorter stalls for both loads. This allows the execution stream to keep up with the prefetch stream of every load, making it hard to completely hide the prefetch latency for these two loads. This results in more partial hits for Confidence Priority as Figure 7 shows, but the latency of each partial hit is significantly smaller than PC-Stride as seen in Figure 9 .
This results in overall better performance for Confidence Priority over PC-Stride. Figure 8 shows the average load latency for the different benchmarks and techniques, showing where the time is being spent for the percent of loads that stall from Figure 7 . The L1 cache hit latency is 3, anything above this is a cycle spent waiting by a load for its result. Since some L1 hits are only partial hits (i.e. the tag hits but data is not ready), average L1 hit latency can actually be higher than 3 cycles. We break down the latency by where it is waiting for memory from L1 (L1-hit), L2 (L2-hit), Memory (L2-Miss), or a Stream Buffer (SB hit). Cycles for partial hits are charged to the structure that the reference is due to arrive at. If the prefetches we made were not timely, the cycles spent waiting for each load would show up as waiting for stream buffers. The results show that after applying the optimizations there is only one program, ammp, that spends a significant number of cycles waiting on the stream buffer partial-hits. Ammp has a significant number of prefetch hits that need to go all the way out to main memory to retrieve their blocks, and as described above the prefetches are not occurring early enough to cover the full latency.
Provided earlier in Figure 6 is the percent of all stream buffer prefetches that successfully cover all of the latency associated with that load (full hits), versus the fraction that only cover some of the latency (partial hits).
According to Figure 6 , health and ammp incurred a significant number of partial stream buffer hits. To discover the effects this has on performance, we analyzed average partial stream buffer hit latencies in Figure 9 . We found that with health there is very little residual latency after prefetching. Even though the prefetcher cannot cover the full memory latency, it is able to cover most of it. Hence the partial hit latency has very little impact on the performance. As mentioned above, the only benchmark with significant partial hit latencies is ammp. Still, in comparison to PC-Stride, the prefetches are significantly more timely for ammp due to the priority scheduling. Figure 10 shows the percent of bus utilization for both the bus from the L1 to the L2, and the bus from the L2 to main memory. The total amount of L1 bus utilization is only increased significantly for two programs with our technique, health and ammp. However, we saw in Figure 4 , these bus utilization increases are more than justified for the amount of speedup achieved. In fact, for three of the programs, art, turb3d, and wupwise, our combination of techniques simultaneously achieves both speedup and reduces bus utilization over PC-Stride techniques. Figure 11 shows the percent of useless prefetches for the different configurations examined. These are the prefetches that never end up being used by the processor. This graph shows that in some cases the accuracy of the new prefetcher more than doubles that of PC-Stride. This can be attributed to using the confidence counters to guide allocation. This allows stream buffer allocation to concentrate on highly predictable loads, and avoids replacing stream buffers that are receiving a lot of hits. Stream thrashing is a serious problem for programs with large amounts of missing loads as is the case in both large programs and tight inner loops, which are highly software pipelined. We found performing loop unrolling and software pipelining increases the number of load instructions in the program, which can degrade the performance of stream buffers. If an architecture has stream buffers, a loop with a hardware predictable reference stream may achieve better performance with limited loop unrolling, and instead use the stream buffers to hide the load latency. As expected, in cases where the Confidence Priority scheme is significantly better than the PC-Stride scheme in terms of wasted prefetches, such as art, deltablue, turb3d and wupwise, the bus is utilized at the same or a higher level of efficiency.
Memory Controller and Bus Utilization
In order to gain more insight into the pressure placed on the memory subsystem (i.e. bus, caches, MSHRs etc.), we looked at the number of in-flight memory requests at each clock cycle. Figure 12 shows the average number of memory requests divided into demand cache misses and prefetches. The maximum number of in-flight L1 misses range from 6 for sis to 24 for art. The maximum number of prefetches for PC-Stride vary between 13 for sis and 32 for art. For our Confidence Priority configuration, these numbers fall between 14 and 32 for the same programs. For PC-Stride, at any given cycle the maximum combined number of outstanding prefetch and demand misses deviate between 16 for sis and 60 for art. For the Confidence Priority, the maximum number of combined in-flight memory requests is 14 for sis at one end of the spectrum and at 68 for turb3d
at the other end. Art exhibits an interesting behavior where the average number of L1 misses increases with the Confidence Priority scheme as opposed to the PC-Stride technique. This can be attributed to the significant speedup (40%) achieved over the PC-Stride technique. The shorter execution time causes the misses to cluster together and increases the average number of L1 misses. On average, except for art, deltablue and turb3d, programs have more in-flight prefetches with Confidence Priority over PC-Stride due to the clustering effect of shorter execution time and higher prefetch accuracy. As the stream buffer entries are used, they become available for more prefetches. Consequently, higher stream buffer hit rates result in higher in-flight prefetch requests.
Sensitivity of Results
We evaluated the performance of our best performing technique across a range of stream buffer configurations.
These results are summarized in Figure 13 The last two bars show increasing the maximum number of potential predictions and prefeches allowed per cycle to 2 and then 4 for the 128 stream buffer configuration. For these last two bars, the L1-L2 and L2-Memory bus bandwidths are adjusted by 2 or 4 times with the prefetch capabilities to expose more available performance. Half of the programs show considerable speedups with increased prefetch bandwidth. As mentioned in Section 6.1.1, programs with highly predictable streams gain the most benefit from increased prefetch bandwidth.
We also examined varying the number of stream buffer entries from 2 to 16 for the same configurations shown in Figure 13 , but do not graph their results. We found that only two programs (turb3d and wupwise)
significantly benefit from the lengthening of stream buffers over the default length of 4. These two programs have access patterns that are easy to predict far in advance (Figure 11 ), combined with still uncovered latency (Figure 8 ), and available L1 bandwidth ( Figure 10 ).
The speedup that we are achieving is due to the hiding of latency associated with capacity problems in the L1
cache. This is shown by Figure 14 , where we look at the performance when increasing the cache size to 64K 4- way and 128K 4-way cache. It can be seen that the speedup obtained over PC-Stride is still seen over a reasonable set of cache configurations for the programs we examined. We also investigated the performance obtained by simply using a larger L1 data cache for the baseline architecture without prefetching to determine if the larger cache can better capture the working set, or if it is better to use the hardware resources for prefetching. Results in Figure 15 indicate that in most cases the performance of our PSB architecture with a 32K 4-way data cache is comparable to 512K 4-way cache results. For some of the programs, the working set does not even fit into a 512K
cache.
Finally, we performed simulations to measure the sensitivity of our architecture to various predictor access latencies ranging from 1 cycle to 3 cycles. All the results shown in the figures were simulated with a single cycle predictor access. Although not shown here, results for varying predictor access latency indicate that the predictor can take 3 cycles to access without affecting performance, assuming the predictor is pipelined.
Summary
We chose to focus on stream buffers because of their ability to follow address streams independent of what the fetch stream is doing. Previous stream buffer architectures were limited to streaming only address patterns with a fixed stride [16] , which limits their benefit for commercial pointer-based applications. To go beyond this limit While Predictor-Directed Stream Buffers can be used in conjunction with any address prediction scheme, we examine them using a Stride-Filtered Markov predictor. The SFM predictor captures complex sequential, stride, and pointer behaviors as well as tightly integrated combinations of those. We proposed a modified version of the Markov part of this predictor, which we call a Differential Markov predictor, whose table data size was only 5
Kbytes for the results we presented in this paper.
We show two problems that arise when allocating resources for Predictor-Directed Stream Buffers, allocation of stream buffers and sharing of memory bandwidth. We present two confidence-based techniques, allocation filtering and priority scheduling, that overcome these problems and allow the stream buffers to perform efficiently.
For the applications we examined, Predictor-Directed Stream Buffers provided a 75% speedup on average over no prefetching, and 23% average speedup over the best performing prior stream buffer architecture.
The stride-filtered markov predictor we use has the potential to achieve a 74% prediction accuracy when predicting the L1 misses. But, the baseline prefetching architecture (8 stream buffers) only covers (prefetches) 28% of the L1 base case misses over the set of benchmarks studied. We showed that if we can increase both the numbers of streams (128 stream buffers) that can be prefetched and the bandwidth (up to 4 prefetches per cycle) then the coverage can be increased to 45% of the cache misses. This aggressive design achieved a 49% speedup over our 8 stream buffer PSB architecture, and resulted in a 178% speedup over the baseline no prefetching architecture. The other reason for the lower coverage is that the stream buffers are using the predictor speculatively building prediction upon prediction, which will result in lower accuracy. Related to this, we've seen that pointer transitions guarded by conditional branches can end up choosing the incorrect Markov predictor entry for some predictions, because there is no branch information guiding the speculative prediction stream. Therefore, we are examining the incorporation of branch history information into the predictor in order to improve the stream buffer prefetch coverage.
Considering the fact that 4GHz processors are currently being manufactured and tested, memory latencies are expected to be in the several hundred to a thousand cycles range. Our PSB architecture can successfully hide the memory latency for data that is stored in on-chip caches (L2 and L3), where the miss stream can compactly be represented in a prediction buffer. This fits in well with recently proposed architectures such as Solihin et.
al's [43] , where PSB would focus on eliminating latency due to data that exhibits temporal locality within the on-chip caches, and their processor in memory approach would target misses that go off-chip.
