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We study symmetry-enriched topological (SET) phases in 2+1 space-time dimensions with spatial reflec-
tion and/or time-reversal symmetries. We provide a systematic construction of a wide class of reflection and
time-reversal SET phases in terms of a topological path integral defined on general space-time manifolds. An
important distinguishing feature of different topological phases with reflection and/or time-reversal symmetry
is the value of the path integral on non-orientable space-time manifolds. We derive a simple general formula for
the path integral on the manifold Σ2 × S1, where Σ2 is a two-dimensional non-orientable surface and S1 is a
circle. This also gives an expression for the ground state degeneracy of the SET on the surface Σ2 that depends
on the reflection symmetry fractionalization class, generalizing the Verlinde formula for ground state degener-
acy on orientable surfaces. Consistency of the action of the mapping class group on non-orientable manifolds
leads us to a constraint that can detect when a time-reversal or reflection SET phase is anomalous in (2+1)D
and, thus, can only exist at the surface of a (3+1)D symmetry protected topological (SPT) state. Given a (2+1)D
reflection and/or time-reversal SET phase, we further derive a general formula that determines which (3+1)D
reflection and/or time-reversal SPT phase hosts the (2+1)D SET phase as its surface termination. A number of
explicit examples are studied in detail.
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I. INTRODUCTION
A fundamental question in condensed matter physics is to
understand the possible quantum phases of matter. The last
few years have seen remarkable advances in the systematic
understanding of this question for gapped quantum systems
– where the system in the thermodynamic limit has a non-
vanishing bulk energy gap separating the ground state(s) of
the quantum many-body system from the excited states.
In general, we can consider a gapped quantum system with
symmetries described by the groupG. Two quantum states be-
long to different phases of matter if continuously tuning from
one to the other while preserving the symmetry G necessarily
passes through a quantum phase transition.
For one-dimensional quantum systems, the characterization
and classification of gapped quantum many-body states is be-
lieved to be complete and is related to projective representa-
tions ofG, which physically characterize the zero energy edge
states on one-dimensional systems with boundary and also the
entanglement spectra of reduced density matrices.1–4 This ad-
vance was enabled in large part by developments in using ma-
trix product states for describing ground states of gapped, lo-
cal Hamiltonians.5–7
For higher-dimensional quantum systems, however, the
understanding of how to characterize and classify general
gapped quantum states is still in progress. Remarkably, even
in the absence of any symmetries, i.e. when G is trivial,
gapped quantum systems can still form distinct phases of
matter exhibiting topological order.8,9 Topologically ordered
phases are distinguished by a number of exotic properties, in-
cluding quasiparticles with fractional or non-Abelian braiding
statistics, robust topological ground state degeneracies, vari-
ous patterns of long-range quantum entanglement, and pro-
tected gapless edge modes.
In two-dimensional quantum systems (in (2+1)D space-
time), well-known topologically ordered phases include frac-
tional quantum Hall (FQH) states and quantum spin liquids
(QSL). Topological phases in (2+1)D are believed to be math-
ematically characterized completely by two objects: (1) the
chiral central charge c− of the phase, which dictates the chi-
ral thermal transport of the gapless edge modes, and (2) an
algebraic theory, known as a unitary modular tensor category
(UMTC) B, which specifies the fusion rules, braiding statis-
tics, and other universal properties of the emergent quasipar-
ticle excitations.121
Given a general (2+1)D topological phase described by the
pair (B, c−), we wish to understand the distinct possible quan-
tum states that can be formed in the presence of a symme-
try G. When B is trivial and c− = 0, the resulting class of
states are referred to as symmetry-protected topological (SPT)
states10–14. More generally, when B is trivial (but c− is not
necessarily 0), the resulting class of states are called “invert-
ible” phases.15,16 When B is nontrivial, the resulting class of
states are referred to as symmetry-enriched topological (SET)
phases8,17–26, because the system is still highly nontrivial even
when the symmetry group G is broken by perturbations to the
Hamiltonian of the system.
In order to make progress, it is useful to distinguish between
various types of symmetry groups G. For example, group el-
ements of G can act on the physical quantum states in either
a unitary or anti-unitary manner, and G can include either on-
site (internal) symmetries, spatial translation symmetries, or
point-group symmetries (such as rotations and reflections).
When the symmetryG is represented on the quantum states
in a unitary and on-site manner, it has been shown how (2+1)D
SET phases can be characterized, in general, by studying
the algebraic properties of symmetry defects associated with
group elements of G.22 These algebraic properties include
fusion rules of defects and a generalized notion of braiding
transformations, which collectively give rise to a mathemat-
ical object known as a G-crossed braided tensor category
(BTC).22,27–30
The understanding of (2+1)D SET phases in terms of G-
crossed BTC has recently also been extended to the case
whereG includes lattice translational symmetries, which have
led to powerful microscopic constraints on the types of al-
lowed patterns of symmetry fractionalization that can occur,
given the quantum numbers of the microscopic system within
each unit cell.31
When G contains time-reversal and/or reflection symme-
tries, there has also been recent progress in the study of
(2+1)D SPT and SET phase12,13,18,19,32–38, yet the understand-
ing for such SET phases is still incomplete. It is not clear to
what extent theG-crossed BTC framework is applicable to the
case whereG contains time-reversal and/or reflection symme-
tries. This is because we cannot, in the same way, create de-
fects of time-reversal or reflection symmetry and discuss their
fusion and braiding properties.
In this paper, we study (2+1)D SET phases where the sym-
metry group G contains time-reversal and/or reflection sym-
metries by developing a different approach, where we uti-
lize the topological path integrals (partition functions) that
describe the long-wavelength universal properties of the SET
phases. This leads us to a systematic construction of a wide
class of bosonic time-reversal and/or spatial reflection SET
phases (where the microscopic degrees of freedom are bosons,
as opposed to fermions) through an exact state sum construc-
tion of the topological path integral. Moreover, this allows us
to define topological path integrals on non-orientable space-
time manifolds. For SPT states, the topological path inte-
gral on non-orientable space-time manifolds has been used
to distinguish different time-reversal and/or reflection SPT
states.13,32,39–41 We demonstrate how to compute path inte-
3grals of (2+1)D time-reversal and/or reflection SET phases on
non-orientable space-time manifolds.
Over the past few years, it was discovered that SET
phases with certain patterns of symmetry fractionalization are
“anomalous,” in the sense that they cannot exist in purely
(2+1)D systems, but can exist at the (2+1)D surface of a
(3+1)D SPT state.24,35,36,38,42–53 For the case of unitary on-
site and translation symmetries, there is a systematic pro-
cedure to determine whether a given pattern of symmetry
fractionalization is anomalous, by systematically solving the
consistency equations for the algebraic theory (G-crossed
BTC) of defects.22,31 (For other related approaches, see also
Ref. 24,54,55). However, in the case of time-reversal SET
phases, while some partial results have been obtained36,37,
there has not been a general understanding of whether and
why certain time-reversal and/or reflection SET phases are
anomalous and, if so, which (3+1)D SPT states (if any) can
host them on their surface. Our study of time-reversal and/or
reflection SET phases in terms of topological path integrals
provides an answer to this open question.
A. Summary of Main Results
We now provide an overview of our main results.
1. Topological path integrals and systematic construction of SET
phases
We present a systematic construction of a wide class of
bosonic time-reversal and/or reflection SET phases, where,
for each SET phase, we provide a topologically invariant state
sum for the path integral on general (2+1)D space-time mani-
folds. The construction is a hybrid of the well-known Turaev-
Viro-Barrett-Westbury (TVBW) construction of (2+1)D topo-
logical quantum field theories (TQFTs) from fusion cate-
gories56,57, and the bosonic SPT state sum construction dis-
cussed in Ref. 11.
The TVBW path integral construction takes a unitary fu-
sion category C as its input.122 The quasiparticles (anyons) of
the resulting TQFT are described by a UMTC given by the
quantum double D(C).58–64
In the SET generalization that we introduce, when G corre-
sponds to unitary, space-time orientation-preserving symme-
tries, the input data into the path integral is a unitaryG-graded
fusion category CG (see Ref. 22 for a discussion of G-graded
fusion categories written for physicists):
CG =
⊕
g∈G
Cg, (1)
where objects ag ∈ Cg have a G-grading. The intrinsic topo-
logical order associated with the TQFT resulting from the path
integral construction is given by the quantum double D(C0),
where 0 is the identity element in G. The additional structure
from the G-grading allows us to describe a general class of
SET phases with G symmetry. Different SET phases having
the same intrinsic topological order D(C0) correspond to dis-
tinct G-graded extensions CG of the same C0. This construc-
tion is closely related to recent exactly solvable Hamiltonians
presented in Ref. 37,65. It appears to also be related to the
construction of Ref. 66, though the precise relation is unclear
to us.
When G contains time-reversal and/or spatial reflection
symmetries, the input data forms a type of anti-unitary ex-
tension of C0, which technically is not a G-graded fusion cat-
egory, though it has similar structure. This anti-unitary exten-
sion has to our knowledge not been discussed in the mathe-
matics literature before. A special case was briefly discussed
in the physics literature, in Ref. 37, in terms of a Hamiltonian
construction. In this paper, we identify the appropriate math-
ematical structure in terms of G-equivariant 2-categories with
G actions, which we define in Sec. IV C 3.
We thus conclude that a wide class of time-reversal and/or
reflection SET phases can be systematically constructed in
terms of such G-equivariant 2-categories with G actions.
We conjecture that this construction is capable of realizing a
universal long-wavelength description of all possible (2+1)D
time-reversal and/or spatial reflection SET phases that admit
gapped boundaries.
2. Non-orientable manifolds
An important property of a topological phase of matter is
the topological ground state degeneracy on an oriented genus
g surface. In the effective TQFT description, this is given
by the value of the path integral Z(Σ2 × S1), where Σ2 is
the genus g surface, and S1 is a circle representing the time
direction. Thus,
Z(Σ2 × S1) = dim V(Σ2), (2)
where V(Σ2) is the Hilbert space of the TQFT on Σ2, and
its dimension dim V(Σ2) is therefore the topologically pro-
tected ground state degeneracy of a system defined on Σ2 in
the corresponding topological phase. For closed orientable
manifolds, the ground state degeneracy is given by the well-
known formula67,68
dim V(Σ2) =
∑
a∈B
S
χ(Σ2)
0a , (3)
where the sum is over the set of topologically distinct quasi-
particle types (anyons) described by B and χ(Σ2) = 2 − 2g
is the Euler characteristic. The quantity S0a = da/D, where
S is the modular S-matrix of B, da is the quantum dimension
of the anyon a, and D = √∑a∈B d2a is the total quantum
dimension.
In the presence of reflection symmetry, one can also define
the system on a non-orientable surface by picking a branch
cut along which the state is twisted by the action of reflection.
Previous studies of the ground state degeneracy of topolog-
ical phases on non-orientable surfaces are limited. Ref. 69
defined Kitaev’s Z2 toric code model70 on the real projec-
tive plane RP2, and found that for a particular triangulation
4it can be viewed as Shor’s 9-qubit quantum error correcting
code.71 Ref. 72 studied the doubled semion model73 on RP2
(while generalizing it to higher dimensions), and found its
ground state degeneracy on RP2 to be distinct from that of
the toric code. Ref. 74 provided a prescription for computing
the ground state degeneracy on non-orientable manifolds for
Abelian (2+1)D topological phases, with the further restric-
tions that reflection can only permute anyon types with triv-
ial mutual braiding statistics and that the reflection symme-
try fractionalization quantum numbers (of invariant anyons)
are trivial. In any case, a simple formula has not been pre-
sented to date for the topological ground state degeneracy of
an arbitrary reflection-symmetric topological state on a non-
orientable manifold.
In this paper, we demonstrate that, for a general reflection
SET phase on closed non-orientable surfaces Σ2, the ground
state degeneracy is given by the following simple formula
Z(Σ2 × S1) = dim V(Σ2) =
∑
a∈Brc
(ηraS0a)
χ(Σ2). (4)
In this expression, we have an action of reflection on anyon
types r: a → ra, where a transforms into ra as it crosses an
orientation-reversing branch sheet in Σ2 × S1. We define
Brc = {a ∈ B| ra = a¯}, (5)
to be the set of topological charges (anyon types) that are in-
variant under reflection followed by topological charge conju-
gation, which we sometimes denote as ca ≡ a¯. The quantity
ηra = ±1 is an invariant associated with the reflection symme-
try fractionalization properties of a, and will be defined and
discussed in Sec. II-III. At this point, we just note that r and
{ηra} are physical characteristics of a reflection SET phase.
It is notable that the reflection symmetry fractionalization
class, determined by r and {ηra}, plays a role in determin-
ing the ground state degeneracy of the topological phase on a
closed surface. One may understand this by thinking of the
branch sheets used to construct the non-orientable manifold
as reflection symmetry “defects.” Previous studies of sur-
faces containing defect branch lines associated with unitary
on-site symmetries also found that the symmetry fractional-
ization class affects the topological ground state degeneracy.22
Since our description is in terms of a Euclidean quantum
field theory, time and space are treated on equal footing. We
can thus directly carry over the previous discussion to the case
of time-reversal symmetry. Here, we interpret the S1 as purely
spatial, and there is a branch cut in Σ2 along which the direc-
tion of the imaginary time is reversed. In this way, a similar
expression as Eq. (4) for time-reversal symmetry is given by
Z(Σ2 × S1) =
∑
a∈BT
(ηTa S0a)
χ(Σ2). (6)
Notice that the action of rc on anyon types is replaced by the
action of time-reversal T. Thus, the sum is over T-invariant
topological charges, i.e. a ∈ B such that a = Ta. The
quantity ηTa = ±1 is an invariant for T-invariant topological
charges and it describes whether a quasiparticle of topolog-
ical charge a carries a local Kramers degeneracy associated
with the time-reversal symmetry. The replacement of rc with
T can be viewed to be a consequence of CPT invariance of
quantum field theory.
Oriented surfaces can be obtained by gluing together 3-
punctured spheres. In the TQFT, a three-punctured sphere
labeled by topological charges a, b, c, gives rise to a Hilbert
space with dimension N c¯ab. Eq. (3) can be obtained by glu-
ing together 3-punctured spheres, summing over topological
charges at the punctures that are glued together, and using the
Verlinde formula N cab =
∑
x∈B
SaxSbxS
∗
cx
S0x
relating the fusion
rules to the modular S matrix.
Non-orientable surfaces can be obtained by gluing together
3-punctured spheres together with Mo¨bius bands, i.e. one-
punctured real projective planes. We derive a formula
Ma =
∑
x∈Brc
ηrxSxa (7)
for the ground state degeneracy of a topological phase on a
Mo¨bius band whose boundary carries topological charge a.
Again, this can be interpreted as
Ma = Za(RP2 × S1), (8)
where Za(RP2 × S1) is the path integral on the manifold
RP2 × S1 containing a loop of topological charge a encir-
cling S1 at a given point on RP2. As before, if the branch cut
of RP2 is associated with time-reversal symmetry, the expres-
sion is modified to
Za(RP2 × S1) =
∑
x∈BT
ηTx Sxa. (9)
We note that the existence of the Hilbert space on RP2
(possibly with punctures) marks a departure from some usual
notions of TQFTs. Any oriented surface Σ2 can bound a 3-
manifold M3, and thus states on Σ2 can be obtained from the
path integral on M3. However, non-orientable surfaces with
odd Euler characteristic, such as RP2, do not bound any 3-
manifold. Therefore, states on RP2 cannot be obtained by
evaluation of a path integral on any 3-manifold. Neverthe-
less, the Hilbert space can be defined for theories with reflec-
tion symmetry through a Hamiltonian construction, which we
demonstrate for a class of examples in Sec. VIII .
3. Anomaly detection
The study of time-reversal and reflection SET phases on
non-orientable manifolds leads naturally to an understanding
of anomalous SET phases, as we discuss in Sec. VII. We start
by considering a Dehn twist along the boundary of a Mo¨bius
band (i.e. around a puncture on RP2 with a puncture). If
the puncture carries topological charge a, then the Dehn twist
yields a phase θa corresponding to the topological twist of a.
On the other hand, this Dehn twist is actually a trivial oper-
ation in the mapping class group of the Mo¨bius band. This
leads us to the requirement that
Ma > 0 ⇒ θa = 1, (10)
5which must be satisfied by all (2+1)D time-reversal and/or re-
flection SET phases. Failure to satisfy the above condition
indicates that the SET is anomalous. Indeed, one can verify
for various known anomalous SET phases, such as the eTmT
state42,43, that Eq. (10) is violated.
Eq. (10) corresponds to whether a given SET phase has a
“Dehn twist” anomaly. Given a time-reversal and/or reflection
SET phase, one can further ask whether a (3+1)D SPT state
can host the (2+1)D SET phase as a possible surface termina-
tion and, if so, how to determine the SPT state. (3+1)D SPT
states with time-reversal or reflection symmetry are believed
to have a Z2×Z2 classification13,42, and are completely char-
acterized by the value of their topological path integrals on
RP4 and CP2:13 Z(RP4) = ±1 and Z(CP2) = ±1. Another
main result of our paper is to provide an explicit connection
between the properties of anomalous SET phases and the path
integrals on RP4 and CP2.
More concretely, given B, r, and {ηra} as (part of) the data
that characterizes the SET phase, we can define a (3+1)D
TQFT. This (3+1)D TQFT corresponds to a (3+1)D SPT state
whose (2+1)D boundary hosts an SET phase. The topological
order of this SET phase is described by B, and its reflection
symmetry fractionalization is described by {ηra}. In Sec. VII,
we compute the path integral of this (3+1)D SPT state on RP4
and CP2, and find
Z(RP4) = 1D
∑
a∈Brc
daθaη
r
a,
Z(CP2) = 1D
∑
a∈B
d2aθa = e
i 2pi8 c− . (11)
As previously discussed, for time-reversal symmetry the ex-
pression is modified to
Z(RP4) = 1D
∑
a∈BT
daθaη
T
a . (12)
If Z(RP4) = Z(CP2) = 1, then the bulk (3+1)D SPT
state is trivial, which indicates that the given (2+1)D SET
phase is non-anomalous and can exist in purely (2+1)D. On
the other hand, as discussed in Ref. 13, the (3+1)D SPT state
with Z(RP4) = −1 and Z(CP2) = 1 is the (3+1)D time-
reversal and/or reflection SPT state within the group coho-
mology construction of Ref. 11. The (3+1)D SPT states with
Z(CP2) = −1 include the “beyond group cohomology” state
first discussed in Ref. 42.
Finally, we find that the Dehn twist anomaly can be con-
verted into a quantity that takes values ±1 depending on
whether there is an anomaly, and which can be related to
Z(RP4) and Z(CP2). In particular, we derive the identity
1
|Brc|
∑
a∈B
θaM
2
a = Z(RP4)Z(CP2), (13)
where |Brc| is the number of topological charges in Brc.
4. Examples
In Sec. VIII, we study a number of explicit examples illus-
trating various aspects of the general theoretical discussion.
We provide a general discussion of reflection and time-
reversal symmetry in the Kitaev quantum double Hamiltoni-
ans based on a finite group H .70 The quasiparticles of the cor-
responding topological phase are described by a UMTC given
by the quantum double D(H). The quasiparticle types are la-
beled by two objects, (C, pi), where C is a conjugacy class
and pi is an irreducible representation of the centralizer of C.
We demonstrate that, in these models, the sets of rc-invariant
topological charges and T-invariant topological charges are
equal, i.e. Brc = BT. Furthermore, we demonstrate that the
symmetry fractionalization quantum numbers
ηr(C,pi) = η
T
(C,pi) = νpi, (14)
where νpi is the Frobenius-Schur indicator of the representa-
tion pi. We show that a simple example where ηra = η
T
a are
nontrivial for these models arises in the case where H = Q8,
the quaternion group with 8 elements. Q8 can be thought of
as the subgroup of SU(2) generated by pi spin rotations.
The topological order associated with D(H) can also be
obtained from a Levin-Wen Hamiltonian,60 where the input is
the fusion category formed by the irreducible representations
of H , denoted Rep(H). We demonstrate via a computation of
Z(RP2 × S1) that, for the case of H = Q8, the Kitaev quan-
tum double model and Levin-Wen model realize distinct re-
flection and time-reversal SET phases, even though both have
the same intrinsic topological order.
We further focus more specifically on the Kitaev ZN toric
code model and analyze the model on a lattice discretization
of RP2. We use this to compute the ground state degenera-
cies and verify our general formulae. We systematically solve
for Z2 extensions of the fusion category associated with ZN ,
which classifies the different possible time-reversal and reflec-
tion SET phases given by our state sum construction.
We then provide a solvable Hamiltonian realizing a version
of the Z2 toric code state with nontrivial ηre for the “electric”
quasiparticle (labeled e). This is closely related to a class of
time-reversal symmetric Hamiltonians presented in Ref. 75.
We study our Hamiltonian on a discretization of RP2. This
allows us to make precise an argument presented in Sec. VI E
for Eq. (7) based on loop gases. This loop gas argument pro-
vides a simple physical picture for how to understand Eq. (7)
in the case of Abelian topological phases.
We study a number of anomalous SET phases within our
framework. We discuss how certain choices of symmetry frac-
tionalization quantum numbers {ηra} and {ηTa } for the ZN
toric code are anomalous. This provides a class of anomalous
SET phases for ZN , which generalizes the anomalous eTmT
state known to arise in the caseN = 2. We explicitly compute
Z(RP4) = −1 and Z(CP2) = 1 for the eTmT state and its
ZN generalizations.
We demonstrate within our framework that the efmf state
(the anyon content of which is equivalent to that of SO(8)1
Chern-Simons theory), studied in Ref. 42 and 43, has
Z(CP2) = Z(RP4) = −1.
6We find that the gauged T-Pfaffian± state, discussed in
Refs. 45 and 46, has Z(RP4) = ±1 and Z(CP2) = 1, agree-
ing with the analysis of Ref. 40.
Finally, using our framework, we discover an intriguing
new anomalous SET phase associated with the quantum dou-
ble D(S3), where S3 is the permutation group on three el-
ements. The topological charges of D(S3) can be labeled
{A,B,C, · · · , H}, with A being the vacuum topological
charge (often denoted 0). We can consider a certain action of
time-reversal symmetry that permutes the topological charges
as follows:
TC = F, TG = H. (15)
The permutation of C and F here is unconventional, in the
sense that time-reversal acting on a realization of D(S3) by
Kitaev’s quantum double model would only interchange G
and H . We show that, through a highly subtle constraint
on the properties of time-reversal symmetry fractionalization,
such a permutation of topological charges under time-reversal
symmetry fixes the value of ηTB for the unique nontrivial
Abelian anyon B to
ηTB = −1. (16)
This must be satisfied even if the corresponding SET phase
exists at the (2+1)D surface of a (3+1)D SPT state. We fur-
ther show that the case where ηTD = −1 is anomalous and
the corresponding SET phase must therefore exist at the sur-
face of a (3+1)D SPT state, while the case where ηTD = 1
is non-anomalous and can exist in purely (2+1)D. In fact, we
can construct this non-anomalous (2+1)D SET phase with our
state sum model. We note that the above results hold also
when time-reversal is replaced by spatial reflection symmetry.
II. REVIEW OF (1+1)D SPATIAL REFLECTION OR
TIME-REVERSAL SPT STATES
In (1+1)D, SPT states with symmetry group G are classi-
fied by the second cohomology group H2σ(G,U(1))1,3,4,76–78.
This classifies the projective representations of G, which for
on-site symmetries physically corresponds to the zero-energy
edge states of the system. For time-reversal symmetry, the
symmetry group is G = Z2 and the nontrivial group element,
which we denote as T, acts on the U(1) elements with com-
plex conjugation. This is encoded by the symmetry action σ,
which we generally define to be
σ(g) =
ß
1 if g is space-time parity even
∗ if g is space-time parity odd (17)
In other words, σ(g) acts as complex conjugation when g is
a space-reflecting or time-reversing symmetry, and otherwise
acts trivially. The time-reversal symmetry group is sometimes
denoted as ZT2 to convey the distinction of its group action.
We use similar notation with r and Zr2 for spatial reflection
symmetry. We further use the notation ZT2 = {0,T} and
Zr2 = {0, r}, where 0 indicates the identity element, and
therefore T2 = 0, r2 = 0.
We note that in general one could consider situations where
the space-time parity odd symmetries of a system are not or-
der 2, but rather order 4 or higher. For example, a spin system
may not be invariant under reflection symmetry, but only un-
der reflection symmetry combined with a pi/2 spin rotation; in
this case, one has to apply the symmetry four times to reach
the identity. Unless stated otherwise, the spatial reflection r
and time-reversal T symmetries discussed in this paper are
order two.
As was shown in Refs. 1,77,78, the group cohomology
classification for reflection is the same as for time-reversal,
in the sense that the G = Zr2 reflection symmetry also acts
on the U(1) elements with the group action σ. Therefore,
H2σ(G,U(1)) = Z2 gives the classification of (1+1)D reflec-
tion SPT states and time-reversal SPT states into “trivial” and
“nontrivial” phases.
In this paper, we will utilize two important features of
(1+1)D time-reversal or reflection symmetric SPT states: the
value of the topological path integral on the real projective
plane RP2, and the eigenvalue of the reflection operator on
(1+1)D systems with boundaries. In this section, we provide
a brief discussion of these two features of (1+1)D SPT states.
A. Path integrals on RP2
As described in Refs. 11,13, SPT states are generally char-
acterized by a purely topological path integral. The two topo-
logically distinct (1+1)D space-time reflection invariant SPT
states can be distinguished by the value of their topological
path integral on the real projective plane RP2. In particular,
the path integral is13
Z(RP2) =
ß
1 for a trivial SPT state
−1 for a nontrivial SPT state . (18)
In the following, we derive this result via an explicit computa-
tion of the topological path integral by extending the approach
of Ref. 11 to the case of non-orientable manifolds. A com-
putation of Z(RP2) using matrix product states can also be
found in Ref. 79.
First, the space-time manifold Σ2 is discretized into a trian-
gulation. (A triangulation technically requires that two differ-
ent triangles be glued together along only one edge, whereas
more general cell decompositions are referred to as “cellula-
tions.” The arguments used in this paper to establish topologi-
cal state sums require the use of triangulations of the manifold,
but more general arguments may be used to ensure the same
results hold for general cellulations.) We denote the set of n-
cells of the triangulation by In and provide an ordering to the
elements of I0, i.e. we assign the labels j = 0, 1, . . . , Nv − 1
to the vertices (0-cells) of the triangulation, where Nv is the
number of vertices in the triangulation. The ordering of ver-
tices provides a direction to each edge (1-cell), pointing from
the lower ordered endpoint of the edge to the higher one, and
an orientation to each triangle (2-cell) ∆2 ∈ I2. The ordering
of vertices defines a “branching structure” on the triangula-
tion. A branching structure can be thought of as an orientation
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FIG. 1: Two triangles with opposite orientations. A triangle with
positive orientation (right) is assigned s(∆2) = 1 . A triangle with
negative orientation (left) is assigned s(∆2) = ∗.
of all edges (1-simplices) of the triangulation such that ori-
ented edges of each triangle (2-simplex) do not form a closed
loop for any triangle. For general cellulations, a global order-
ing of the vertices does not imply a branching structure, while
the state sum construction applied to more general cellulations
requires the branching structure.
We can define the relative orientation s(∆2) of triangles
by thinking of the surface as being constructed from an ori-
ented surface with boundary, e.g. a disk, by gluing together
segments of the boundary, possibly with twists that spoil the
global orientation. Then we use an appropriate triangulation
of the oriented surface with boundary to define a triangula-
tion of the surface in question, by identifying vertices and
edges appropriately. The orientation of the oriented surface
then provides a reference orientation for the 2-cells of the tri-
angulation. When the order of the vertices of a triangle ∆2
agree with the reference orientation, we set s(∆2) = 1; when
the order of the vertices of a triangle ∆2 is opposite that of
the reference orientation, we set s(∆2) = ∗. Fig. 1 shows two
triangles with oppositely ordered vertices and hence opposite
orientations.
We next assign a group element gj ∈ G to the jth vertex
of the triangulation. Then, for each configuration {gj} on the
vertices, we associate a U(1) phase to each triangle ∆2 ∈ I2,
given by
Z(∆2; {gj}) = ν2(gj0 ,gj1 ,gj2)s(∆
2), (19)
where the vertices j0, j1 and j2 of ∆2 have been ordered to
respect the vertex numbering order, i.e. j0 < j1 < j2. The
path integral is then given by
Z(Σ2) = 1|G|Nv
∑
{gj}
∏
∆2∈I2
Z(∆2; {gj}), (20)
where |G| is the number of group elements in G.
The amplitudes ν2 satisfy the symmetry property11
ν2(hgj0 ,hgj1 ,hgj2) = ν2(gj0 ,gj1 ,gj2)
σ(h), (21)
for any h ∈ G. The phases ν2 can be shown to correspond to a
U(1) 2-cocycle with action σ. Moreover, there is a gauge free-
dom that physically equates values of ν2 that differ by a U(1)
2-coboundary (with action σ). Thus, a given ν2 represents a
cohomology class inH2σ(G,U(1)).
g1=rg0
g3=rg2
g2
g0
FIG. 2: A cellulation of RP2 with two vertices labeled by group
elements. RP2 is obtained from a square by identifying antipodal
points along the boundary, i.e. the top edge is identified with the bot-
tom edge in opposite directions and the left edge is identified with
the right edge in opposite directions. When vertices of the triangula-
tion of the square are identified, their corresponding group labels are
equated through multiplication by r, which reflects the orientation
reversal involved in identifying antipodal points of the boundary to
form RP2. The relative orientation of the triangles of the cellulation
of RP2 is induced from triangulation of the square.
In order to compute the topological path integral on RP2,
we use a cellulation, rather than a triangulation, since it al-
lows for a more efficient discretization of the manifold. (Cel-
lulations can generally provide more efficient discretizations
of manifolds than triangulations, so we will use them when
performing explicit computations.) Recall that RP2 can be
viewed topologically as a disk with antipodal points along the
boundary of the disk identified. As shown in Fig. 2, we start
with the triangulation of a disk (topologically equivalent to a
square) using four vertices, five edges, and two triangles. The
integer labeling of vertices defines the relative orientation of
the triangles. Identifying antipodal points of the boundary of
the disk so that opposite edges of the square are glued together
with an orientation reversal yields RP2 with a cellulation that
contains two vertices, three edges, and two triangles with an
induced relative orientation. When identifying vertices along
the boundary of the disk, the corresponding group elements
are equated through multiplication by r. This reflects the fact
that we are placing an “orientation reversing branch cut in
space-time” and that the group elements at each vertex keep
track of the local orientation of space-time. Thus, the state
sum is given by
8Z(RP2) = 1
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∑
g0,g1,g2,g3=0,r
ν2(g0,g1,g2)
∗ν2(g0,g1,g3)δg1,rg0δg3,rg2
=
1
4
∑
g0,g2=0,r
ν2(g0, rg0,g2)
∗ν2(g0, rg0, rg2). (22)
In the trivial Zr2 SPT state, we can choose a gauge in which
ν2(g,h,k) = 1 for all g,h,k ∈ Zr2. For the nontrivial Zr2
SPT state, we can choose a gauge in which ν2(g,h,k) =
1 except for ν2(r,0, r) = ν2(0, r,0) = −1.11 Using these
values of ν2 in Eq. (22), we find Eq. (18).
B. Reflection eigenvalue on systems with boundary
An important property of reflection SPTs, which we will
utilize in subsequent sections, are the reflection matrix ele-
ments on (1+1)D systems with boundary.80,81 As a simple ex-
ample, let us consider a simple limit of the Haldane chain,
which can be considered to correspond to the case where
neighboring spin-1/2 degrees of freedom pair into a spin sin-
glet (see Fig. 3). We take the reflection symmetry to corre-
spond to a site-centered reflection. On a chain with an even
number of sites, the two distinct SPT states correspond to
whether there is a singlet across the reflection axis. In this lim-
iting case, there also appears to be unpaired, dangling spin-1/2
edge modes, though these are not protected by symmetry, as
they can be gapped out without breaking the reflection sym-
metry, e.g. by turning on the same Zeeman fields locally on
the two ends. For the nontrivial SPT phase, clearly the trace
over all ground states of a bond-centered reflection gives −1,
that is
1
2
∑
α,β=↑,↓
〈Ψ0;αβ |Rr|Ψ0;αβ〉 = −1, (23)
where Rr is the operator representing the action of r on the
physical Hilbert space and |Ψ0;αβ〉 for α, β =↑, ↓ corresponds
to the ground state of the nontrivial SPT state, with α, β de-
scribing the spin state of the edge zero modes. On the other
hand, the trivial SPT state has a unique ground state on the
open chain with a +1 eigenvalue for Rr.
The above discussion can be made more general. Let us
consider a reflection symmetric Hamiltonian H , acting in a
Hilbert spaceHwhich consists of an open chain withNs sites.
(As usual we consider the limit where Ns is large compared
to the correlation length, in units of the lattice spacing, of the
ground state). LetH0 denote the space of ground states of H .
In general, even when H corresponds to a gapped SPT phase,
H0 can be multi-dimensional due to the possible existence of
boundary zero modes. Let us define ΠH0 to be the projector
onto H0. Then, a fundamental property of (1+1)D reflection
SPT states is the relation
Tr[ΠH0Rr]
|Tr[ΠH0Rr]|
= ±1. (24)
FIG. 3: (1+1)D SPT states. Ellipses enclosing neighboring spins
indicate that the enclosed pair of spins form a spin singlet state:
1√
2
(| ↑↓〉 − | ↓↑〉). Top: The “nontrivial” (1+1)D SPT state, analo-
gous to the AKLT state describing the Haldane chain. Bottom: The
“trivial” (1+1)D SPT state. Bond-centered reflection corresponds to
a reflection about the dashed line.
The value ±1 in the RHS of the above equation is a topolog-
ical invariant characterizing the reflection SPT class. In Ap-
pendix A, we will provide the justification of this in general
using the framework of matrix product states.
III. SYMMETRY FRACTIONALIZATION FOR
REFLECTION AND TIME-REVERSAL SYMMETRIES
In this section, we discuss aspects of symmetry fractional-
ization, with a particular emphasis on time-reversal and reflec-
tion symmetry. Sections III A - III B provide a brief review of
the discussion presented in Ref. 22, together with an extension
of the machinery to space reflecting symmetries.
A. Topological symmetry and braided auto-equivalence
Let B be a unitary modular tensor category (UMTC). An
important property of B is the group of “topological sym-
metries,” which are sometimes referred to as “braided auto-
equivalences” in the mathematical literature. They are associ-
ated with the internal symmetries of the emergent TQFT de-
scribed B, irrespective of any microscopic global symmetries
of a quantum system in which the TQFT emerges.
The topological symmetries consists of the invertible maps
ϕ : B → B. (25)
Importantly, the different ϕ, modulo equivalences known as
natural transformations, form a group, which we denote as
Aut(B).
9The symmetry maps can be classified according to a Z2 ×
Z2 grading defined by the homomorphisms
q (ϕ) =
ß
0 if ϕ is not time-reversing
1 if ϕ is time-reversing , (26)
p (ϕ) =
ß
0 if ϕ is spatial parity even
1 if ϕ is spatial parity odd , (27)
from Aut(B) toZ2, where spatial parity even or odd means the
map involves a reflection in an even or odd number of spatial
directions, respectively. We note that ϕ is unitary iff q (ϕ) = 0
and it is anti-unitary iff q (ϕ) = 1. In this way, we can write
the topological symmetry group as
Aut(B) =
⊔
q,p=0,1
Autq,p(B). (28)
The Aut0,0(B) is the subgroup corresponding to the topolog-
ical symmetries that are unitary and space-time parity even,
which is referred to in the mathematics literature as the group
of “braided auto-equivalences” (where it is instead denoted
as Aut(B)). The generalization involving reflection and time-
reversal symmetries appears to be beyond what has been con-
sidered in the mathematics literature to date.
It is convenient to also define
σ(ϕ) =
ß
1 if ϕ is space-time parity even
∗ if ϕ is space-time parity odd , (29)
where space-time parity even or odd means the symmetry in-
volves a reflection of an even or odd number of dimensions
of space-time, respectively; that is, σ(ϕ) = ∗q(ϕ)+p(ϕ). We
can think of σ as another Z2 grading where 1 is the identity
element of Z2 and ∗ is the nontrivial element of Z2.
The topological symmetries may permute the topological
charges while mapping B to itself. Denoting this permutation
of topological charges as
ϕ(a) = a′ ∈ B, (30)
the invariant quantities of B must satisfy
N c
′
a′b′ = N
c
ab,
Sa′b′ = S
σ(ϕ)
ab ,
θa′ = θ
σ(ϕ)
a , (31)
where N cab, S, and θa are the fusion coefficients, modular S-
matrix, and topological twist factors of the UMTC B. Notice,
in particular, that these equations above require ϕ to leave the
vacuum invariant 0′ = 0 and to commute with topological
charge conjugation, namely ϕ(a¯) = ϕ(a) for all topological
charges a ∈ B.
The maps ϕ also have an action on the fusion and splitting
state spaces of B, as well as the F -symbols and R-symbols of
B. This is described in detail for p = 0 in Ref. 22. The case of
p = 1 was briefly discussed in Ref. 22, but not developed in
detail, because of the complication involved in the positions
of quasiparticles not being fixed under such symmetries. In
the next subsection, we will develop the p = 1 case further,
but only for the situation needed for our purposes.
B. Global symmetry and fractionalization
Let us now suppose that the microscopic Hamiltonian of
the system in question has a global symmetry G. The global
symmetry acts on the quasiparticles through the action of a
group homomorphism
[ρ] : G→ Aut(B). (32)
We will use the notation [ρg] ∈ Aut(B) for a specific element
g ∈ G. Note that the brackets indicate the equivalence class
of symmetry maps related by natural isomophisms (which do
not permute topological charge values), so ρg is a represen-
tative symmetry map of the equivalence class [ρg].22 We will
frequently use the shorthand notation
ga ≡ ρg(a). (33)
We similarly can define a Z2 × Z2 grading on G, given
(using the same notation) by
q (g) =
ß
0 if g is not time-reversing
1 if g is time-reversing , (34)
p (g) =
ß
0 if g is spatial parity even
1 if g is spatial parity odd , (35)
and require that the action respect the grading, i.e. q (ρg) =
q (g) and p (ρg) = p (g).
The UMTC B is equipped with fusion spaces V cab and
their dual (“splitting”) spaces V abc , respectively, such that
dim V cab = dim V
ab
c = N
c
ab. One can pick basis states|a, b; c, µ〉 ∈ V abc , with µ = 1, · · · , N cab. A basis transfor-
mation |a, b; c, µ〉 → ∑ν [Γabc ]µν |a, b; c, ν〉 in this space is
referred to as a “vertex basis gauge transformation.” As dis-
cussed in Ref. 22, the symmetry action ρg acts on these fusion
as
ρg|a, b; c〉 = Ug( ga, gb; gc)| ga, gb; gc〉, (36)
where we have left the additional index µ implicit.
Ug(
ga, gb; gc) can be chosen to keep the F andR symbols of
B invariant. The action of ρg can be modifed by a “symme-
try action gauge transformation,” which takes Ug(a, b; c) →
Ug(a, b; c)
γa(g)γb(g)
γc(g)
, where γa(g) are U(1) phases. This
amounts to choosing a different representative ρˇg in the same
equivalence class: [ρˇg] = [ρg].
In Ref. 22 it was further shown that the different types of
symmetry fractionalization were parameterized by elements
of the second group cohomology H2[ρ](G,A), provided a cer-
tain obstruction class for [ρ] vanishes. In particular, differ-
ent patterns of symmetry fractionalization can be related to
each other through the operation of elements of H2[ρ](G,A).
Here, A is an Abelian group whose elements are the subset
of Abelian topological charges of B with group multiplica-
tion given by their fusion rules in B. The action [ρ] on an
A-cochain w is given by [ρ] : w 7→ ρg(w) for p(g) = 0 and
[ρ] : w 7→ ρg(w¯) for p(g) = 1.22
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FIG. 4: A pair of anyons a and a¯ created from vacuum, located in
regions that are related by the reflection r.
In the case where T ∈ G corresponds to a time-reversal
symmetry, i.e. T2 = 0, q(T) = 1, and p(T) = 0, Refs. 45
and 22 defined the local projective phase ηa(T,T) associated
with topological charge a, which characterizes the symmetry
fractionalization class. Moreover, it was shown that when a
topological charge a is invariant under T, i.e. Ta = a, this
phase is a gauge invariant quantity that takes the values
ηTa ≡ ηa(T,T) = ±1, (37)
which can be interpreted as the “local T2” value of a. As
such, ηTa indicates whether quasiparticles with T-invariant
topological charge a carry a local Kramers degeneracy asso-
ciated with the anti-unitary action of T. Note that we always
have ηTa = 1
1. Reflection symmetry action and fractionalization
In the case where r ∈ G corresponds to a spatial reflection
symmetry, i.e. r2 = 0, q(r) = 0, and p(r) = 1, we restrict
our attention to a state with two quasiparticles of topological
charge a and a¯ created from vacuum. Moreover, we focus on
a configuration in which the reflection symmetry interchanges
the regionsR1 andR2 in which the quasiparticles are respec-
tively localized, as indicated in Fig. 4.
In this case, the symmetry action on the topological state
space is
ρr |a, a¯; 0〉 = Ur( ra¯, ra; 0) | ra¯, ra; 0〉 , (38)
where Ur( ra¯, ra; 0) here is a phase factor associated with a
vertex transformation of the topological state space, which is
chosen such that the braiding R-symbol satisfies
Ur(
ra¯, ra; 0)
î
R
ra ra¯
0
ó
Ur(
ra, ra¯; 0)−1 =
[
Raa¯0
]−1
. (39)
The transformation of Ur under a vertex basis gauge trans-
formation is‹Ur( ra¯, ra; 0) = Γaa¯0 Ur( ra¯, ra; 0) îΓ ra¯ ra0 ó−1 . (40)
In the physical Hilbert space, we write the states for a
system with a quasiparticle pair produced from vacuum as
∣∣∣Ψα,βa,a¯;0∂. These can be thought of as ground states of a Hamil-
tonian with local pinning potentials that trap quasiparticles
carrying topological charges a and a in two well-separated
regions R1 and R2, respectively. Due to the symmetry of the
system (and details of the pinning potentials), the ground state
space of the Hamiltonian with pinning potentials may be de-
generate. Such a degeneracy will be localized in the regions
R1 and R2 containing the quasiparticles. We denote the cor-
responding local state spaces asHa andHa¯, respectively, and
label their respective basis states by α and β. (We note that,
while we impose symmetry on the Hamiltonian, the process
that pair creates the quasiparticles is not required to respect
the symmetry, so the states in the localized state spaces are
not required to be correlated with each other.) For example,
α, β =↑, ↓ could label spin states if quasiparticles with topo-
logical charge a carry a local spin-1/2 degree of freedom.
The global symmetry r acts on the physical Hilbert space
as follows
Rr
∣∣∣Ψα,βa,a¯;0∂ = U (1)r U (2)r Ur( ra¯, ra; 0) ∣∣∣Ψβ,αra¯, ra;0∂
= U (1)r U
(2)
r ρr
∣∣∣Ψα,βa,a¯;0∂ , (41)
where U (j)r is an operator whose nontrivial action is localized
in the regionRj , i.e. they act on the local state spaces labeled
by α and β, and ρr here is an operator on the physical Hilbert
space that has the same action on the topological quantum
numbers as does the symmetry action upon the topological
state space. We emphasize that ρr also includes the nonlocal
action on the quasiparticles responsible for interchanging their
locations, along with their corresponding local state spaces (as
indicated by the interchange of the labels α and β). This form
of the symmetry action is expected when the symmetry acts
on the physical Hilbert space in a locality preserving fashion
as defined in Ref. 22.
The projective phase factors ηa(r, r) associated with sym-
metry fractionalization are defined by the action of the local-
ized operators of the regions containing the quasiparticles
ηa(r, r)
∣∣∣Ψα,βa,a¯;0∂ = U (1)r ρrU (2)r ρ−1r ∣∣∣Ψα,βa,a¯;0∂ (42)
ηa¯(r, r)
∣∣∣Ψα,βa,a¯;0∂ = U (2)r ρrU (1)r ρ−1r ∣∣∣Ψα,βa,a¯;0∂ . (43)
(Note that ρrU
(2)
r ρ−1r is an operator whose nontrivial action
is localized in region R1, and ρrU (1)r ρ−1r is similarly local-
ized in R2.) Associativity of the group action leads to the
constraint
η ra(r, r) = ηa(r, r). (44)
We define the quantity
ηra ≡ ηa(r, r)Ur(a, a¯; 0). (45)
Note that we always have ηr0 = 1
We now consider the case when ra = a¯. Eq. (31) indicates
that θa¯ = θ∗a = θ
∗
a¯, so that θa = ±1. Combining this with
Eq. (39) and the ribbon identity, we find
Ur(a, a¯; 0)
Ur(a¯, a; 0)
= Raa¯0 R
a¯a
0 =
θ0
θ2a
= 1, (46)
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so Ur(a, a¯; 0) = Ur(a¯, a; 0). From Eq. (44), it follows that
ηa(r, r) = ηa¯(r, r), and, thus, ηra = η
r
a¯. Since R
2
r = 1 , it
follows that
∣∣∣Ψα,βa,a¯;0∂ = R2r ∣∣∣Ψα,βa,a¯;0∂ = U (1)r ρrU (2)r ρ−1r U (2)r ρrU (1)r ρ−1r Ur(a, a¯; 0)Ur(a, a¯; 0) ∣∣∣Ψα,βa,a¯;0∂
= ηraη
r
a¯
∣∣∣Ψα,βa,a¯;0∂ = (ηra)2 ∣∣∣Ψα,βa,a¯;0∂ , (47)
so we find that
ηra = ±1. (48)
Moreover, ηra is an invariant quantity when
ra =
a¯. In particular, vertex basis transformations described
in Eq. (40) give ‹Ur(a, a¯; 0) = Ur(a, a¯; 0) and do not
change ηa(r, r). Additionally, symmetry action gauge
transformations22 give Uˇr(a, a¯; 0) =
γa(r)γa¯(r)
γ0(r)
Ur(a, a¯; 0)
and ηˇa(r, r) =
γa(0)
γa¯(r)γa(r)
ηa(r, r). Since we always require
γ0(r) = γa(0) = 1, this transformation cancels out to leave
ηˇra = η
r
a.
Finally, when ra = a¯, we also can see that
∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣Rr ∣∣∣Ψα,βa,a¯;0∂ = ∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣U (1)r U (2)r Ur(a, a¯; 0) ∣∣∣Ψβ,αa,a¯;0∂ = ∑
α,β
î
U (1)r
ó
αβ
î
U (2)r
ó
βα
Ur(a, a¯; 0)
=
∑
α,β,β′
î
U (1)r
ó
αβ′
Ur(a, a¯; 0)
î
U (2)r
ó
β′β
δβα =
∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣U (1)r ρrU (2)r ∣∣∣Ψα,βa,a¯;0∂
=
∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣U (1)r ρrU (2)r ρ−1r Ur(a, a¯; 0) ∣∣∣Ψβ,αa,a¯;0∂ = ηra∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣ Ψβ,αa,a¯;0∂
= ηradim[Ha], (49)
where recall that we assumed α and β to be labels of orthonor-
mal basis states of the local state spaces Ha and Ha¯, which
have the same dimension. In other words,∑
α,β
¨
Ψα,βa,a¯;0
∣∣∣Rr ∣∣∣Ψα,βa,a¯;0∂∣∣∣∣∣∑α,β ¨Ψα,βa,a¯;0∣∣∣Rr ∣∣∣Ψα,βa,a¯;0∂∣∣∣∣∣ = ηra. (50)
C. (1+1)D SPT invariant from dimensional reduction
An alternative perspective on the above symmetry fraction-
alization quantum numbers ηra and η
T
a is through the notion of
dimensional reduction and asking whether the dimensionally
reduced system forms a (1+1)D SPT state. This point of view
was used to detect symmetry fractionalization in Z2 quantum
spin liquids in Ref. 34.
More specifically, we consider the state of a (2+1)D topo-
logical phase on a cylinder in which there is a definite topo-
logical charge a and a localized on the two ends of the cylin-
der, respectively. This configuration can be thought of as hav-
ing an anyon “flux” of a threading the cylinder. The ground
state(s) of the system in such a sector |Ψα,βa,a 〉 form a ground
state Hilbert space, which we label as Va,a. The indices α, β
are related to local degrees of freedom associated with the two
ends of the cylinder.
Next, viewing the circumference of the cylinder as an inter-
nal degree of freedom, we can thus view |Ψα,βa,a 〉 as the state of
a (1+1)D system.
Let us first consider the case whereG = ZT2 corresponds to
an anti-unitary time-reversal symmetry. A ground state of the
1D system with boundary transforms under time-reversal as
RT|Ψ〉 = U (1)T U (2)T |Ψ〉, (51)
where U (1)T and U
(2)
T are unitary operators whose nontrivial
action is localized near the two endpoints of the system, re-
spectively. Applying RT again, we find
|Ψ〉 = R2T|Ψ〉 = U (1)T U (1)T
∗
U
(2)
T U
(2)
T
∗|Ψ〉. (52)
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FIG. 5: (a) The left and right boundaries of the cylinder have topo-
logical charge a and a respectively. Under the action of time re-
versal, T, these get permuted to ρT(a) ≡ Ta and ρT(a) ≡ Ta,
respectively. (b) Reflection r takes the coordinate along the cylin-
der x → −x, so that the topological charges at the boundary get
permuted to ρr(a) ≡ ra and ρT(a) ≡ Ta, respectively.
Since U (j)T are local unitary operators, we must have
U
(1)
T U
(1)
T
∗|Ψ〉 = U (2)T U (2)T
∗|Ψ〉 = ±|Ψ〉. (53)
The± sign here is an invariant which indicates the absence or
presence of a local Kramers degeneracy at each endpoint, and
which distinguishes |Ψ〉 as belonging to a trivial or non-trivial
time-reversal SPT phase.
Assuming that time-reversal does not permute the topolog-
ical charge value a to another topological charge type, i.e.
Ta ≡ ρT(a) = a, we can view the (2+1)D state |Ψa,a〉 ∈ Vaa
on the cylinder as a (1+1)D time-reversal SPT state on an
interval through dimensional reduction.123 Since nontrivial
(1+1)D time-reversal SPT states possess a local Kramers de-
generacy at each end of a 1D system with boundary, it follows
that the (1+1)D SPT invariant is equal to the quantity
ηTa = ±1, (54)
introduced in the previous section, with the ±1 indicating
whether the dimensional reduction of |Ψa,a〉 corresponds to
a trivial or nontrivial (1+1)D time-reversal SPT state.
Let us now consider the case where G = Zr2 corresponds
to a spatial reflection symmetry. As discussed in Sec. II B, the
(1+1)D SPT invariant for a state on a system with boundary
is given by Eq. (24). For the (2+1)D states on the cylinder,
we consider the action of reflection to reverse the coordinate
along the cylinder. In this case, we have:
Rr : Va,a → Vra¯,ra (55)
When ra = a, we can view the (2+1)D state |Ψa,a〉 ∈ Vaa
on the cylinder as a (1+1)D reflection SPT state on an inter-
val through dimensional reduction. Comparing Eq. (24) and
Eq. (50), we see that the corresponding (1+1)D SPT invariant
is equal to the quantity
ηra = ±1 (56)
defined in the previous section.
In general, one can consider other configurations of the sys-
tem. For example, instead of considering anyons a and a¯ on
the left and right ends of the cylinder, one can consider multi-
anyon configurations, with n anyons a1, . . . , an arranged on
a line along the cylinder. Alternatively, one can consider con-
figurations of the system with a line defect22,82,83 associated
with ϕ ∈ Aut0,0(B). In these situations, one can further de-
fine an invariant associated with whether the state, viewed as
a (1+1)D reflection SPT state, is trivial or nontrivial. Presum-
ably these invariants are determined by the set {ηra} defined
above, though we leave a systematic study for future work.
IV. PATH INTEGRAL STATE-SUMS FOR (2+1)D TQFTS
One way to characterize a topological phase of matter is to
specify a fully topological effective action that captures the
universal, long wavelength properties of the phase. Such an
effective topological action is called a topological quantum
field theory.84 This allows one to compute the path integral
on closed space-time manifolds, and associates a (potentially
multi-dimensional) topological state space to manifolds with
boundaries. In many cases, the TQFTs can be defined as a
state-sum model on triangulated space-time manifolds, yield-
ing fixed-point wavefunctions having a correlation length of
zero. Before developing our general SET state-sum construc-
tion, we briefly review two limiting cases: the case of SPT
phases, with no intrinsic topological order, and the case of
topological phases with no symmetries.
A. Topological state-sums for SPT phases
In this section, we briefly review the state-sum approach to
describing SPT phases, which was developed in Ref. 11. This
approach describes a large class of bosonic SPT phases in any
dimension, but it misses certain SPT phases with space-time
symmetries for dimensions greater than (2+1)D.13 A notable
example of this is one of the bosonic SPT phases in (3+1)D
with time-reversal symmetry.42
In order to construct a Euclidean path integral for SPT
phases with symmetry group G on a (d+1)D space-time man-
ifoldMd+1, we proceed with a straightforward generalization
of the construction of Sec. II A.
First, the space-time manifold Md+1 is discretized into a
triangulation. We denote the set of n-simplexes of the trian-
gulation by In and provide an ordering to the elements of I0,
i.e. we assign the labels j = 0, 1, . . . , Nv − 1 to the vertices
(0-simplexes) of the triangulation, where Nv is the number of
vertices in the triangulation. The ordering of vertices provides
a direction to each edge (1-simplex), pointing from the lower
ordered endpoint of the edge to the higher one, and an orien-
tation to each (d+1)-simplex ∆d+1 ∈ Id+1. The ordering of
vertices defines a “branching structure” on the triangulation.
We can define the relative orientation s(∆d+1) of (d+1)-
simplexes by thinking of the manifold as being constructed
from an oriented manifold with boundary by gluing together
regions of the boundary, possibly with twists that spoil the
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global orientation. Then we use an appropriate triangulation
of the oriented surface with boundary to define a triangula-
tion of the surface in question, by identifying vertices and
edges appropriately. The orientation of the oriented surface
then provides a reference orientation for the (d+1)-simplexes
of the triangulation. When the order of the vertices of a (d+1)-
simplex ∆d+1 agree with the reference orientation, we set
s(∆d+1) = 1; when the order of the vertices of a (d+1)-
simplex ∆d+1 is opposite that of the reference orientation, we
set s(∆d+1) = ∗. Fig. 7 shows two 3-simplexes with oppo-
sitely ordered vertices and hence opposite orientations.
We next assign a group element gj ∈ G to the jth vertex
of the triangulation. Then, for each configuration {gj} on the
vertices, we associate a U(1) phase to each (d + 1)-simplex
∆d+1 ∈ Id+1, given by
Z(∆d+1; {gj}) = νd+1(gj0 ,gj1 , . . . ,gjd+1)s(∆
d+1), (57)
where the vertices j0, j1, . . . , jd+1 of ∆d+1 have been ordered
to respect the vertex numbering order, i.e. j0 < j1 < . . . <
jd+1. The path integral for a closed manifold Md+1 is then
given by
Z(Md+1) = 1|G|Nv
∑
{gj}
∏
∆d+1∈Id+1
Z(∆d+1; {gj}). (58)
On a manifold with boundary, one can generalize the above
sum by fixing the group elements on the boundary vertices
and summing over the group elements at the internal vertices,
i.e. those in int(M) = M \ ∂M . This yields a wavefunc-
tion amplitude for each configuration of group elements on
the boundary vertices
Ψ({gj}∂Md+1) =
1
|G|Nv;int(M)
∑
{gj}int(M)
∏
∆d+1∈Id+1
Z(∆d+1; {gj}), (59)
where the sum is over group elements of the vertices in the in-
terior of the manifold, and Nv;int(M) is the number of vertices
in the interior.
In order for Z(Md+1) to be a topological invariant of
closed (d+1)D manifolds, it must be independent of the spe-
cific choice of triangulation and also invariant under reorder-
ing the vertices, i.e. a change of the branching structure. It
is known that all triangulations can be related to each other
via a finite series of moves, known as Pachner moves. Impos-
ing that the state sum be invariant under these Pachner moves
leads to the requirement11
d+2∏
n=0
ν
(−1)n
d+1 (g0, . . . ,gn−1,gn+1, . . . ,gd+1) = 1. (60)
Z(Md+1) is also invariant under reordering the vertices,
i.e. a change of the branching structure, though this is more
nontrivial to verify.
In order to describe an SPT state, we require the ground
state wavefunction Ψ({gj}) to be invariant under a symmetry
transformation
Ψ({hgj}) = Ψ({gj})σ(h), (61)
for any h ∈ G, where σ(g) was defined in Eq. (17), i.e. it acts
as complex conjugation iff g is a space-time orientation re-
versing symmetry, e.g. reflection or time-reversal symmetry.
One can show that the symmetry invariance of the wavefunc-
tion implies the condition
νd+1(hgj0 ,hgj1 , . . . ,hgjd+1) = νd+1(gj0 ,gj1 , . . . ,gjd+1)
σ(h). (62)
Using Eq. (62), we see that νd+1 can actually be inter-
preted as depending on only d + 1 group elements, e.g.
g−1j0 gj1 , . . . ,g
−1
j0
gjd+1 . As such, we can think of it as a map
νd+1 : G
d+1 → U(1), which is to say it is a d + 1 cochain.
Thus Eq. (60) can be viewed as the d+ 1-cocycle condition.
Finally, we note that transforming phases νd+1 by
ν′d+1(gj0 ,gj1 , . . . ,gjd+1) = νd+1(gj0 ,gj1 , . . . ,gjd+1)
×
d+1∏
n=0
µd(gj0 , . . . ,gjngjn+1 , . . . ,gjd+1)
(−1)n , (63)
where µd(g0, . . . ,gd) are U(1) phases, leaves the path inte-
gral invariant Z ′(Md+1) = Z(Md+1) on closed manifolds.
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Under such transformations, the wavefunction transforms
as
Ψ′({gj}) = Ψ({gj})
∏
∆d∈Jd
µd(gj0 , . . . ,gjd)
s(∆d), (64)
where Jd ⊂ Id is the subset of d-simplexes that provide a tri-
angulation of ∂Md+1. For the wavefunction to remain sym-
metric under G, we require that µd be G-symmetric, i.e. that
µd(hgj0 ,hgj1 , . . . ,hgjd) = µd(gj0 ,gj1 , . . . ,gjd)
σ(h).
(65)
Putting together Eqs. (60), (62), (63), and (65), implies
that the set of possible effective actions are classified by the
cohomology group Hd+1σ (G; U(1)).11 If G has space-time
orientation-reversing elements, then the corresponding ele-
ments act on the U(1) coefficients by complex conjugation,
as indicated by σ. However, it has not been argued that dis-
tinct elements of Hd+1(G,U(1)) are truly different phases
of matter. This requires more detailed considerations of the
Hamiltonian for which Ψ({gi}) is the ground state wavefunc-
tion.11,85,86
B. Turaev-Viro-Barrett-Westbury construction
In this section, we will review a construction due to Bar-
rett and Westbury57, which generalized earlier constructions
by Turaev and Viro56, Dijkgraaf and Witten87, and others88,89.
Since then, this construction has been put within an even more
general framework.90 The input to the construction is a spheri-
cal fusion category, C, although for the purposes of describing
topological phases of matter, we further require that C be a
unitary fusion category (unitarity implies sphericity).124 For a
review of unitary fusion categories written for physicists, see
Refs. 22,91,92. Given an arbitrary C, Barrett and Westbury
defined a topological invariant Z(M3), where M3 is a 3D
manifold, and where Z(M3) corresponds to the path integral
of a (2+1)D TQFT.
1. Definition
To define Z(M3), we pick a triangulation of M3. As be-
fore, we denote the set of n-simplexes of the triangulation by
In and provide an ordering to the elements of I0, assigning
the labels j = 0, 1, . . . , Nv − 1 to the vertices (0-simplexes)
of the triangulation, where Nv is the number of vertices in the
triangulation. Again, this provides a direction to each edge
(1-simplex), pointing from the lower ordered endpoint of the
edge to the higher one, a branching structure, and an orienta-
tion to each 3-simplex ∆3 ∈ I3 (see Fig. 7).
In this case, we assign a topological charge label aE ∈ C
to each edge E ∈ I1 of the triangulation. For a given trian-
gle ∆2 ∈ I2, we label its vertices j0, j1, and j2, such that
j0 < j1 < j2, and denote the corresponding edges connect-
ing these vertices as E01, E12, and E02. When these edges
of the triangle are labeled by the corresponding topological
Vcaba b
c0 2
1
0 2
1
a b
c
a b
c
α
a b
c
α Vcab
FIG. 6: Triangles are assigned states in vector spaces Va,b;c, which
are mapped to fusion or splitting spaces of C for the dual diagrams.
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FIG. 7: Two tetrahedra with opposite orientations. A tetrahedron
with positive orientation (left) is assigned s(∆3) = 1 and a tetrahe-
dron with negative orientation (right) is assigned s(∆3) = ∗. Edges
of the tetrahedra are labeled by topological charges of the fusion cat-
egory C.
charges a, b, and c, respectively, we assign a vector space
Va,b;c to the triangle ∆2, such that dim Va,b;c = N cab, the fu-
sion coefficients of C. We label an orthogonal basis of Va,b;c
by α = 1, . . . , N cab. We then assign a state label α∆2 of the
corresponding vector space to each triangle ∆2 ∈ I2 in the
triangulation (see Fig. 6). The configuration of the topolog-
ical charge labels on all the edges and corresponding (basis)
states on all the triangles of the entire triangulation will be
collectively denoted as `.
Next, consider a tetrahedron ∆3 ∈ I3 in the tri-
angulation for a configuration ` such that the edges
E01, E12, E23, E03, E02, E13 of ∆3 are respectively labeled
by the topological charges a, b, c, d, e, f , as shown in Fig. 7,
and where the faces F012, F023, F123, F013 of ∆3 are respec-
tively labeled by the corresponding basis states α, β, µ, ν. We
note that α = 1, . . . , Neab; β = 1, . . . , N
d
ec; µ = 1, . . . , N
f
bc;
and ν = 1, . . . , Ndaf . We define an amplitude for the tetrahe-
dron in this configuration to be
Tet(∆3; `) =
[
F abcd
]s(∆3)
(e,α,β)(f,µ,ν)
√
dadbdcdd. (66)
We can heuristically think of this definition for Tet(∆3; `)
as being obtained in the following manner, which is shown
schematically in Fig. 8. First, we draw the tetrahedron in a
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FIG. 8: (Top) Positively oriented tetrahedron with edge labels as
shown can be represented in a planar way. (Bottom) In order to de-
fine an amplitude for the tetrahedron, we draw the dual graph (blue),
which we represent using a fixed convention as shown on the right
diagram. This diagram is evaluated using the diagrammatic calculus
of the fusion category.
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FIG. 9: Negatively oriented tetrahedron can be represented in a pla-
nar way using a fixed convention to define the tetrahedron amplitude
using the dual diagram.
0
2
1
b c
a
b ca
FIG. 10: “Theta diagram” (right) associated to the triangle (left) with
labels a, b, and c.
planar representation using fixed convention depending on its
orientation (as shown in Figs. 8 and 9) for where we place the
ordered vertices, as shown. We draw dual diagrams on the
surface of a tetrahedron such that there is a trivalent vertex at
the center of each face and each line in the dual diagram is la-
beled by the topological charge value of the edge over which
it crosses. The direction assigned to a line of the dual dia-
gram is such that the edge it crosses over is oriented towards
its right. The state vector of a triangle is assigned to the cor-
responding vertex of the dual diagram. This is equivalent to
saying that the orientation of the triangle determines whether
its vector space is mapped to the corresponding fusion space
or splitting space of C when considering the dual diagrams,
as shown in Fig. 6. Since a triangle’s orientation is specified
with respect to a given tetrahedron, it will show up with op-
posite orientations for the two different tetrahedra that share
it as one of their faces, and so it will give a splitting space for
one tetrahedron and a fusion space for the other.
Next, we draw the dual diagram in planar form by orienting
all its arrows upward (with one line looping around from the
top of the diagram back to the bottom). Finally, the dual dia-
gram is evaluated using the diagrammatic calculus of the fu-
sion category C and the result is the amplitude Tet(∆3; `). The
precise value of this amplitude, thus, depends on the normal-
ization convention of the diagrammatic inner products. Using
the conventions of Ref. 22, we find Eq. (66). Regardless of the
normalization convention, the evaluation of the diagram will
be proportional to
[
F abcd
]s(∆3)
(e,α,β)(f,µ,ν)
.
To each triangle ∆2, we similarly assign an amplitude
Θ(∆2; `)−1, which can be thought of as accounting for the
normalization of states in the state spaces assigned to trian-
gles. The factor Θ(∆2; `) for a configuration ` in which the
edgesE01, E12, andE02 of ∆2 are labeled by the correspond-
ing topological charges a, b, and c is given by evaluating the
“Theta diagram,” which is the diagrammatic inner product of
a basis state in Va,b;c with itself, as shown in Fig. 10. Using
the conventions of Ref. 22, this diagram evaluates to
Θ(∆2; `) =
√
dadbdc. (67)
Finally, we assign a weight d(∆1; `) to each edge ∆1,
where we take
d(∆1; `) = da, (68)
when the configuration ` is such that a is the topological
charge value labeling ∆1.
Putting these all together, the path integral for the manifold
M3 is given by
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Z(M3) = D−2Nv
∑
`
∏
∆3∈I3
Tet(∆3; `)
∏
∆2∈I2
Θ(∆2; `)−1
∏
∆1∈I1
d(∆1; `), (69)
where the sum is over all configurations ` of the topologi-
cal charge labels on the edges of the triangulation and (ba-
sis) states on the triangles of the triangulation. The quantity
D2 = ∑
a∈C
d2a is the total quantum dimension squared of the
fusion category.
Since each triangle ∆2 of the triangulation of a closed man-
ifold is the face of exactly two tetrahedra, we can absorb a
factor of Θ(∆2, l)−1/2 into Tet(∆3; `) by for each of the four
faces of a tetrahedron ∆3, defining›Tet(∆3; `) = Tet(∆3; `)√
Θ(F012; `)Θ(F013; `)Θ(F023; `)Θ(F123; `)
=
[
F abcd
]s(∆3)
(e,α,β)(f,µ,ν)
1√
dedf
. (70)
We can then write the path integral as
Z(M3) = D−2Nv
∑
`
∏
∆3∈I3
›Tet(∆3; `) ∏
∆1∈I1
d(∆1; `).
(71)
This is the notation originally used in Ref. 57.
2. Topological invariance
To see that Z(M3) is a topological invariant, we need to
demonstrate that the above state sum is independent of the
branching structure (the local ordering of vertices of the trian-
gulation) and is also independent of the choice of triangulation
of M3.
To demonstrate the independence of the choice of triangu-
lation of M3, it is sufficient to demonstrate the invariance
of Z(M3) under the “2-3” and “1-4” Pachner moves (see
Figs. 11 and 12). In what follows, for simplicity we will con-
sider the case where N cab ≤ 1, so that we can write the F -
symbols as F abcdef ≡
[
F abcd
]
(e,1,1)(f,1,1)
. The formulae can be
easily generalized to the case where N cab is not constrained.
We note that a more general discussion that applies to ar-
bitrary cell decompositions (as opposed to triangulations) is
developed in Ref. 90 using the framework of handle attach-
ments.
The 2-3 Pachner move, shown in Fig. 11, is an equality
between 2 tetrahedra and 3 tetrahedra, which are related by
introducing or removing one edge in the triangulation. Re-
quiring invariance of the state-sum under this move leads to
the pentagon constraint equation for the F -symbols
F fcdegl F
abl
efk =
∑
h
F abcgfhF
ahd
egk F
bcd
khl . (72)
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FIG. 11: The 2-3 Pachner move locally relates a configuration of
two tetrahedra to a configuration of three tetrahedra by introducing
or removing one edge.
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FIG. 12: The 1-4 Pachner move locally relates a configuration of one
tetrahedron to a configuration of four tetrahedra by introducing or
removing one vertex and four edges.
The 1-4 Pachner move, shown in Fig. 12, is an equality
between 1 tetrahedron and 4 tetrahedra, which are related by
introducing or removing one vertex and four edges in the tri-
angulation. Requiring invariance under this move leads, after
some cancelation of quantum dimensions, to the equation
F ablefk =
1
D2
∑
c,d,g,h
F abcgfhF
ahd
egk F
bcd
khl [F
fcd
egl ]
∗ dcdd
dl
. (73)
Eq. (73) is automatically satified if the F -symbols satisfy
the pentagon equation [Eq. (72)] and the orthogonality rela-
tion (recall we assume here that N cab ≤ 1)∑
f
F abcdef [F
abc
dgf ]
∗ = δegNeabN
d
ec. (74)
To see this, we start with Eq. (72), multiply both sides by
[F ablezk]
∗, and sum over k. This yields
NfabN
e
flδfzF
fcd
egl =
∑
k,h
F abcgfhF
ahd
egk F
bcd
khl [F
abl
ezk]
∗. (75)
Then, we set z = f , multiply both sides by dadbD2df , and sum
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over a and b. Using the identity
∑
a,b
Nfab
dadb
df
= D2, and the
fact that F fcdegl = 0 if N
e
fl = 0, we obtain Eq. (73).
The independence under changes of branching structure can
also be proven, although it is more involved and requires uti-
lizing the bending factors of fusion diagrams and the spherical
condition on the fusion category C.
3. Gauge transformations
For a given triangle with the associated vector space V cab,
we can consider a unitary transformation on the basis states
|a, b; c〉 → Γabc |a, b; c〉. (76)
(WhenN cab ≤ 1, Γabc is simply a phase.) Such transformations
change the F -symbols
[F abcd ]ef → Γabe Γecd [F abcd ]ef [Γbcf ]†[Γafd ]†. (77)
Here, the orientation of the faces of a given tetrahedron deter-
mine whether or not the corresponding triangles’ states are
considered as dual (conjugate) states. This transformation
leavesZ(M3) invariant, because a given triangle is the face of
exactly two tetrahedra and, as such, it has opposite orientation
for these two tetrahedra.
4. Wavefunctions and local Hamiltonians
The state sum can also be used to derive the ground state
wavefunctions on a surface Σ2 by considering a manifold M3
whose boundary is ∂M3 = Σ2. Specifically, we have
Ψ(`∂M3) = D−2Nv
∑
`int(M3)
∏
∆3∈I3
Tet(∆3; `)
∏
∆2∈I2
Θ(∆2; `)−1
∏
∆1∈I1
d(∆1; `). (78)
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FIG. 13: Top left: We focus locally on two neighboring tetrahedra in
the triangulation. · · · indicate the rest of the triangulation. Bold lines
indicate the boundary simplexes. Top right: The dual diagram on the
boundary triangles. Bottom left: The 2-3 Pachner move changes the
boundary triangulation and, thus, the dual diagram on the boundary
(bottom right). This corresponds to applying an F -move to the dual
diagram on the boundary.
Here, the wavefunction Ψ is associated to the configuration
`∂M3 of labels on the boundary, which includes the topologi-
cal charge labels on the edges on the boundary, together with
the states associated to each triangle on the boundary, the lat-
ter of which can be left implicit when restricting to N cab ≤ 1.
The summation is over the configurations of labels in the in-
terior of M3.
a
cb
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d
f
a
cb
e
d
f
boundary 
1-4 Pachner
boundary 
a
cb
a
cb
⋯ ⋯
⋯ ⋯
FIG. 14: Top left: We focus locally on one tetrahedron in the tri-
angulation. · · · indicate the rest of the triangulation. Bold lines in-
dicate the boundary simplexes. Top right: The dual diagram on the
boundary triangle. Bottom left: The 1-4 Pachner move changes the
boundary triangulation and, thus, the dual diagram on the boundary
(bottom right). This corresponds to introducing a bubble and apply-
ing F -moves to the dual diagram on the boundary.
It is convenient to view the wavefunction on the boundary
∂M3 as a wavefunction for degrees of freedom located on the
edges (1-simplexes) of the diagram (cellulation) that is dual to
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the original triangulation on ∂M3 (see Figs. 13 and 14). If we
focus on a local patch, it is clear that we have the condition
Ψ
á
c
b
a
ë
= 0 if N cab = 0. (79)
If N cab > 1, then we have an additional degree of freedom at
the vertices of the dual cellulation, which needs to be specified
in the wavefunction.
The invariance of the state sum under the 2-3 and 1-4 Pach-
ner moves implies that the wavefunction satisfies a number of
local conditions in the dual diagrams
Ψ
à
f
b
a
c
d
í
=
∑
e
[F abcdef ]
∗Ψ
á
e
b
a
c
d
ë
(80)
Ψ
á
b
a
c
d
e f
ë
= [F abdfce ]
∗
 
dddf
dc
Ψ
Ö
b
a
c
è
(81)
The above conditions can be enforced by a local Hamilto-
nian that is simply a sum of commuting projectors. In Ref. 60,
Levin and Wen discussed such a Hamiltonian realization of
the Turaev-Viro state-sum model for the case where the F -
symbols satisfy a tetrahedral symmetry (which is equivalent
to requiring the diagrams to be isotopy invariant, i.e. bend-
ing the diagrams acts trivially on the state space), while some
generalizations are discussed in Ref. 93,94.
5. Resulting TQFT
The construction presented above defines a topological
phase of matter, described by a TQFT. The specific TQFT that
is realized is described by the “Drinfeld center” D(C).61–64
The Drinfeld center associates a unitary modular tensor cat-
egory D(C) to the unitary fusion category C. Some notable
examples are as follows.
When C describes the fusion properties (including F -
symbols) of a UMTCB, then D(C) = B×B, which effectively
describes two decoupled theories, one of which is B, and the
other which is its parity-reversed counterpart B (obtained by
complex conjugating all of the basic data of B).
As another example, consider the case where the simple
objects of C are simply group elements of a discrete group
H and fusion is defined by group multiplication. In this
case, the F -symbols reduce to functions of three group el-
ements F g,h,kghk,gh,hk, and the pentagon equation reduces to a
3-cocycle condition for F g,h,k. The choice of F -symbols,
modulo gauge transformations, thus reduces to a choice of
[ω] ∈ H3(H,U(1)). We will denote this fusion category as
VecωH . The TVBW construction yields essentially a discrete
gauge theory, known as Dijkgraaf-Witten theory in the full
generality. The resulting topological order is known as the
twisted quantum double D[ω](H) (for a recent exposition, see
Ref. 95).
Another way to obtain a topological phase described by
D(H) (without any cohomological twist) is to pick the simple
objects in C to correspond to the irreducible representations
of H , where fusion of objects is defined by the tensor product
of the irreducible representations, and the F -symbols are the
usual 6j-symbols of the representations. Such a fusion cate-
gory is denoted by Rep(H). The equivalence between the two
constructions, D(VecH) and D(Rep(H)), is demonstrated in
Ref. 96.
C. State sum constructions for SET phases
In this section, we generalize the above state sum ap-
proaches to capture a general class of SET phases. The topo-
logical order of the SET phase will be described by the Drin-
feld center D(C0) of a unitary fusion category C0. In addition
to C0, we take as input a finite group G, which is the sym-
metry group of the SET phase, together with a Z2 grading σ,
as defined in Eq. (17), distinguishing space-time parity even
symmetries by σ(g) = 1 , and space-time parity odd symme-
tries by σ(g) = ∗.
Moreover, as we will see, our state sum will take as input a
certain type of G-extension of C0, which we denote CG:
CG =
⊕
g∈G
Cg (82)
that contains C0 as a subcategory. The fusion rules of simple
objects respect group multiplication
ag × bh =
∑
cgh∈Cgh
N cabcgh, (83)
where we have introduced the shorthand ag to indicate that
charge a is in Cg.
When σ(g) = 1 for all g ∈ G, we will see that CG is a
unitary G-graded fusion category. For a discussion of unitary
G-graded fusion categories written for physicists, see Ref. 22.
However, when G has anti-unitary or orientation-reversing el-
ements, the G-extension CG is not simply a G-graded fusion
category. Below we will argue that it can be viewed as a G-
equivariant 2-category with possibly anti-unitary G-actions,
which we will define more precisely.
The construction of our state-sum is essentially a hybrid
of the SPT and TVBW state sums described in the previous
sections. When G is trivial, it reduces to the TVBW state
sum, and when C0 is trivial, it reduces to the SPT state sum.
As before, we triangulate the space-time manifold M3, and
denote the set of n-simplexes of the triangulation by In and
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FIG. 15: Two tetrahedra in the SET state sum, with positive orien-
tation (left) and negative orientation (right). Vertices are labeled by
elements of the symmetry group G. The edge connecting vertices j
and k is labeled by a topological charge in sector Cgjk of a 2-category
CG, where gjk = g−1j gk.
provide an ordering to the elements of I0, assigning the la-
bels j = 0, 1, . . . , Nv − 1 to the vertices (0-simplexes) of the
triangulation. Again, this provides a direction to each edge
(1-simplex), pointing from the lower ordered endpoint of the
edge to the higher one, a branching structure, and an orienta-
tion to each 3-simplex ∆3 ∈ I3.
In this case, we assign a group element gj ∈ G to the jth
vertex of the triangulation and, defining gjk = g−1j gk, we
assign a topological charge label a ∈ Cgjk to the edge Ejk ∈
I1 connecting vertices j and k.
For a given triangle ∆2 ∈ I2, we label its vertices j0, j1,
and j2, such that j0 < j1 < j2, and denote the corresponding
edges connecting these vertices as E01, E12, and E02. When
these edges of the triangle are labeled by the corresponding
topological charges ag01 , bg12 , and cg02 , respectively, we as-
sign a vector space Va,b;c(gj0 ,gj1 ,gj2) to the triangle, where
dim Va,b;c = N cab. Notice that g01g12 = g02. We then as-
sign a state label α∆2 of the corresponding vector space to
the triangle. The configuration of the group elements label-
ing the vertices, the topological charge labels on the edges,
and corresponding (basis) states on the triangles of the entire
triangulation will be collectively denoted as `.
Finally, for a configuration `, we associate an amplitude
Tet(∆3; `) to each tetrahedron, a factor Θ(∆2; `)−1 to each
triangle, and a factor d(∆1; `) to each edge. The path integral
on the manifold is then
Z(M3) = D−2Nv
∑
`
∏
∆3∈I3
Tet(∆3; `)
∏
∆2∈I2
Θ(∆2; `)−1
∏
∆1∈I1
d(∆1; `), (84)
where the sum is over all configurations `. In this expression
D2G =
∑
g∈G
∑
ag∈Cg
d2ag = |G|D20 (85)
is the total quantum dimension of CG. The factors Tet(∆3; `)
and Θ(∆2; `) appearing in the state sum can be computed
from dual diagrams associated with the 3-simplexes and 2-
simplexes, respectively, in a manner identical to that described
in Sec. IV B, as shown in Fig. 16. These diagrams can be eval-
uated using a diagrammatic calculus that now contains group
elements in the spaces between the lines. As discussed below,
this is naturally interpreted in terms of a 2-category.
As in the TVBW case, we can define›Tet(∆3; `) = Tet(∆3; `)√
Θ(F012; `)Θ(F013; `)Θ(F023; `)Θ(F123; `)
= [F abcdef (g0,g1,g2,g3)]
s(∆3) 1√
dedf
(86)
where the configuration ` is such that the tetrahedron ∆3
has vertices j0, j1, j2, j3 that are respectively assigned group
labels g0,g1,g2,g3 and edges E01, E12, E23, E03, E02, E13
that are respectively labeled by the topological charges
ag01 , bg12 , cg23 , dg03 , eg02 , fg13 , as shown in Fig. 7. The faces
F012, F023, F123, F013 of ∆3 are also respectively labeled by
the corresponding basis states α, β, µ, ν, but we leave these
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FIG. 16: Schematic for determining Tet(∆3; `) for a tetrahedron for
the SET state sum follows the same procedure as for the TVBW state
sum, but with extra structure on the configuration labels.
implicit while we focus on the cases where there are no fusion
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multiplicities. The SET state sum is then given by
Z(M3) = |DG|−2Nv
∑
l
∏
∆3∈I3
›Tet(∆3; `) ∏
∆1∈I1
d(∆1; `).
(87)
Invariance of the path integral under the 2−3 Pachner move
now gives the equation
F fcdegl (g0,g2,g3,g4)F
abl
efk(g0,g1,g2,g4) =
∑
h
F abcgfh(g0,g1,g2,g3)F
ahd
egk (g0,g1,g3,g4)F
bcd
khl (g1,g2,g3,g4). (88)
The 1− 4 Pachner move in this case gives
F ablefk(g0,g1,g2,g4) =
1
D2G
∑
c,d,g,h
F abcgfh(g0,g1,g2,g3)F
ahd
egk (g0,g1,g3,g4)F
bcd
khl (g1,g2,g3,g4)[F
fcd
egl (g0,g2,g3,g4)]
∗ dcdd
dl
.
(89)
We note that the topological charges are assigned the following group labels in these expressions:
ag01 , bg12 , cg23 , dg34 , eg04 , fg02 , gg03 , hg13 , kg14 , lg24 .
1. Ground state wavefunctions and symmetry invariance
As in the TVBW example, we can obtain ground state wavefunctions by considering the state sum on a manifold M3 with
boundary
Ψ(`∂M3) = D−2NvG
∑
`int(M3)
∏
∆3∈I3
Tet(∆3; `)
∏
∆2∈I2
Θ(∆2; `)−1
∏
∆1∈I1
d(∆1; `), (90)
where `∂M3 is the configuration of group elements on the ver-
tices on the boundary and topological charge labels on the
edges of the boundary (and basis states on faces when fusion
coefficients are greater than 1). The sum is over all configura-
tions `int(M3) of the interior ofM3. As before, it is convenient
to view the degrees of freedom on the boundary as defined on
a dual cellulation, where agjk is defined on edges (1-cells),
gj on plaquettes (2-cells), and fusion basis states on vertices
(0-cells). The wavefunction then satisfies local relations asso-
ciated with F -moves coming from the 2-3 Pachner move, and
bubbles coming from the 1-4 Pachner move, e.g.
Ψ
à
f
b
a
c
dg0
g1
g2
g3
í
=
∑
e
[F abcdef ]
∗Ψ
á
eg1
g2
g3
b
g0a
c
d
ë
(91)
Let us now consider the action of the symmetry groupG on
the degrees of freedom. In general, for h ∈ G we have
h : gj → hgh(j)
agjk → hagh(j)h(k) . (92)
If h is either a unitary or anti-unitary on-site symmetry, we
have h(j) = j. On the other hand, if h is a unitary spatial
symmetry, such as reflection or translation, then h(j) corre-
sponds to the reflected or translated point on the lattice. For
spatial symmetries, the triangulation on the boundary must
therefore respect the lattice symmetry. We allow the action
on topological charge values hagh(j)h(k) to be general.
When the ∂M3 = S2, the resulting Hilbert space is one-
dimensional. We require this ground state wavefunction to be
symmetric under the action of h. Symmetry of the wavefunc-
tion implies
Ψ
({hgj}; { hagjk})σ(h) = Ψ ({gj}; {agjk}) , (93)
where σ(h) is complex conjugation when h is a space-time
parity odd, and trivial otherwise, as defined in Eq. (17). For
the case when h is on-site (unitary or anti-unitary), this should
be clear. When h corresponds to a unitary spatial reflection
symmetry, we obtain this result in two steps. Firstly, the sym-
metry of the wavefunction requires
Ψ
Ä
{hgh(j)}; { hagh(j)h(k)}
ä
= Ψ
({gj}; {agjk}) . (94)
Secondly, the path integral definition of the wavefunction has
the property that the configuration on the spatially reflected
vertex coordinates is related to the configuration on the origi-
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nal coordinates by
Ψ
Ä
{hgh(j)}; { hagh(j)h(k)}
ä
= Ψ
({hgj}; { hagjk})∗ ,
(95)
where the complex conjugation arises because the reflection
reverses the orientation of every tetrahedron.125
In order for the F -moves to preserve this symmetry of the
wavefunction, the F -symbols must satisfy
[F
ha hb hc
hd he hf (hg0,hg1,hg2,hg3)]
σ(h) = F abcdef (g0,g1,g2,g3).
(96)
Using this relation, we can drop the arguments in parentheses
by taking h = g−10 , and replacing F
abc
def (g0,g1,g2,g3) with
[F
ha hb hc
hd he hf ]
σ(h), where we define
F
ag01bg12cg23
dg03eg02fg13
≡ F abcdef (1,g−10 g1,g−10 g2,g−10 g3). (97)
Using the symmetry condition, the 2-3 Pachner equation
can be rewritten as
F fcdegl F
abl
efk =
∑
h
F abcgfhF
ahd
egk [F
g01b g01c g01d
g01k g01h g01 l ]
σ(g01). (98)
We note that the topological charges are assigned
the following group labels in this expression:
ag01 , bg12 , cg23 , dg34 , eg04 , fg02 , gg03 , hg13 , kg14 , lg24 .
Let us first consider the case where G acts trivially on the
objects, i.e. hag = ag for all h ∈ G and a ∈ CG, and the
symmetry group corresponds to unitary, orientation preserv-
ing transformations, i.e. σ(h) = 1 for all h ∈ G. In this
case, Eq. (98) is just the usual pentagon consistency equa-
tion for a fusion category. The additional G-graded struc-
ture on the objects defined on the 1-simplexes implies that we
have the structure of a unitary G-graded fusion category (see
Ref. 22 for a discussion of G-graded fusion categories written
for physicists).
In Ref. 22, it was argued that (2+1)D SET phases with a
unitary on-site symmetry group G and whose topological or-
der is described by a UMTC B are classified by unitary G-
crossed braided extensions of B, denoted by B×G . Ref. 30 has
proven that unitary G-graded fusion categories CG are in one-
to-one correspondence with D(C0)×G, which is a G-crossed
braided extension of D(C0). Thus, for purposes of classify-
ing SET phases for a topological order D(C0) and symmetry
group G whose action is unitary and orientation-preserving, it
is sufficient to consider SET state sum models where the in-
put is a unitaryG-graded fusion category. As mentioned in the
previous paragraph, G-graded fusion categories are obtained
if in the above construction we have G act trivially on all the
objects, i.e. hag = ag for all h ∈ G and a ∈ CG. The extra
generality of allowing h to permute the objects is therefore
not necessary for classifying such (2+1)D SET phases.
However, when G contains anti-unitary or orientation re-
versing symmetry transformations, we will have σ(h01) = ∗
in some cases. The presence of this possible complex conju-
gation on the RHS of Eq. (98) distinguishes it from the usual
pentagon consistency equation for a fusion category. There-
fore, when G contains anti-unitary or spatial reflection sym-
metry transformations, the structure we obtain is not even nec-
essarily that of a fusion category. Moreover, we no longer
have any reason to rule out cases where hag 6= ag, which
also distinguishes Eq. (98) from the usual pentagon equation
for a fusion category.
This more general mathematical object forms a type of anti-
unitary G-extension of the category C0. We will subsequently
argue that this mathematical structure can be viewed as a more
general type of G-equivariant 2-category with G actions.
2. Gauge transformations
It is important to also discuss the gauge transformations
which keep Z(M3) invariant on closed manifolds, and which
do not change the topological phase determined by the ground
state wavefunction.
Each triangle is associated with an element in the vector
space Va,b;c(g0,g1,g2), which maps to either a fusion space
V cab(g0,g1,g2) or its dual (splitting) space V
ab
c (g0,g1,g2)
for a given tetrahedron. Basis transformations Γabc (g0,g1,g2)
in this space keep Z(M3) invariant for closed 3-manifolds
M3, and transform the F -symbols as
F abcdef (g0,g1,g2,g3)→ Γabe (g0,g1,g2)Γecd (g0,g2,g3)F abcdef (g0,g1,g2,g3)[Γbcf (g1,g2,g3)]−1[Γafd (g0,g2,g3)]−1. (99)
In order to preserve the symmetry of the wavefunction, the
gauge transformations must satisfy
Γ
ha hb
hc (hg0,hg1,hg2) = [Γ
ab
c (g0,g1,g2)]
s(h). (100)
In this way, we can also replace Γabc (g0,g1,g2) with Γ
ha hb
hc ,
where h = g−10 , and the gauge transformation may be rewrit-
ten in terms of the quantities with group elements removed
as
F abcdef → Γabe Γecd F abcdef
ïÄ
Γ
g01b g01c
g01f
äσ(g01)ò−1
[Γafd ]
−1.
(101)
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3. Diagrammatic calculus and G-equivariant 2-categories with
G-action
The above construction motivates a new type of diagram-
matic calculus, which is naturally associated with the notion
of a 2-category with aG-action. Depending on the Z2 grading
of the group elements, this group action can have a unitary or
anti-unitary character, as we will see.
We consider a 2-category C where the objects, which are
elements of a set C0, correspond to group elements of G. The
collection of 1-morphisms C1 consists of elements agi,gj ∈
C1, which is a 1-morphism from gi to gj . These 1-morphisms
are represented diagramatically as lines in a planar graph,
where the empty spaces between the lines are labeled by
group elements (the objects in C0), as shown in Fig. 16. The
1-morphisms can be composed, so that agi,gj ⊗ bgj ,gk is
also a 1-morphism. The collection of 2-morphisms C2, con-
sists of morphisms between the 1-morphisms. For example,
f cab(gi,gj ,gk) ∈ C2 is a map
f cab(gi,gj ,gk) : agi,gj ⊗ bgj ,gk → cgi,gk . (102)
The 2-morphisms are represented in the graphical calculus as
vertices of the graph (see Fig. 16). The case where G is triv-
ial reduces to the case of a fusion category, viewed as a 2-
category.
The 2-morphisms f cab(gi,gj ,gk) belong to a vector space
V cab(gi,gj ,gk). The 2-morphisms
g : agi,gj ⊗ bgj ,gk ⊗ cgk,gl → dgi,gl (103)
thus belong to the vector space
⊕
e
V eab(gi,gj ,gk)⊗ V dec(gi,gk,gl) '
⊕
f
V fbc(gj ,gk,gl)⊗ V daf (gi,gj ,gl). (104)
The map between these two spaces is the generalization of the notion of F -symbol:
F abcd (gi,gj ,gk,gl) :
⊕
e
V eab(gi,gj ,gk)⊗ V dec(gi,gk,gl)→
⊕
f
V fbc(gj ,gk,gl)⊗ V daf (gi,gj ,gl). (105)
We wish to additionally consider the notion of an H ac-
tion on the 2-category described above, where H is a discrete
group. An H action is defined by a 2-functor Fh : C → C for
every h ∈ H . In what follows, we take H = G, so that the
group associated with the group action is equal to the group
associated with the objects C0 of C.
We note that most general definition of a 2-category with
G action contains natural transformations Ng,h : Fg ◦ Fh →
Fgh and Mg,h,k : Ng,hk ◦ (Fg • Nh,k) → Ngh,k ◦ (Ng,h •
Fk), together with 3-cocycle type relations forMg,h,k.97 (The
open dots denote composition of natural transformations and
the solid dots denote the “horizontal” action of a functor on
a natural transformation.) In order to describe the SET state
sum construction presented above, we consider the case where
these are trivial and consider a specific type of G action. We
will consider models based on this more general sort of G
action elsewhere.97
We consider a G action as follows:
Fh[g] = hg, g ∈ C0 = G,
Fh[agj ,gk ] = hagj ,gk
Fh[f cab(gi,gj ,gk)] = f
hc
ha hb(hgi,hgk,hgl) (106)
In particular, we have
Fh[F abcdef (gi,gj ,gk,gl)] = [F
ha hb hc
hd he hf (hgi,hgj ,hgk,hgl)]
σ(h). (107)
Above, Fh acting on the 2-morphism spaces
V cab(gi,gj ,gk) can be either a linear or anti-linear map
Fh : V cab(gi,gj ,gk) → V
hc
ha hb(hgi,hgk,hgl). The choice
of linear or anti-linear depends on whether h acts on the
wavefunctions of the SET state in a unitary or anti-unitary
fashion. Time-reversal symmetry, for example, is an anti-
unitary symmetry which preserves the orientation of space.
Spatial reflection symmetries reverse the orientation of space
and are typically unitary. Symmetries that both change
the orientation of space and are anti-unitary are typically
considered to correspond to the product of a time-reversal
and spatial reflection symmetry.
The above defines a class of 2-categories with G-actions.
However, in order for the wavefunction to be invariant under
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FIG. 17: The 3-manifold M3 can be obtained from Mˆ3 by gluing
along a surface Y . Two examples, where Mˆ3 is connected and dis-
connected are shown. YL and YR are the two surfaces in Mˆ3 which
are glued to each other, as shown.
the symmetry, we actually wish to require that the 2-category
with G action also be G-equivariant:
Fh[F abcdef (gi,gj ,gk,gl)] = F abcdef (gi,gj ,gk,gl). (108)
D. Branch sheets and non-orientable manifolds
Given the SET state sum defined above, we can now gener-
alize the definition to the case where the space-time manifold
M3 is non-orientable. To do this, we define a two-dimensional
surface Y 2 ⊂ M3, along which we cut M3, obtaining Mˆ3.
Next, we proceed to define the state sum on Mˆ3, where the
configuration labels associated with the 0, 1, and 2 simplexes
of ∂Mˆ3 are fixed. These labels break up into two sets of
labels, `L and `R, associated to the two “left” and “right”
boundary components ∂Mˆ3 = Y 2
∐
Y
2∐
∂M3. This then
gives us the state sum Z`L,`R(Mˆ3).
Each group element g ∈ G defines an action on the labels
`L and `R, described by the functor Fg defined in the previ-
ous section. In the present case, where M3 is non-orientable,
we use g which corresponds to an orientation-reversing sym-
metry, such as a spatial reflection or time-reversal symmetry.
We “re-glue” the manifold back together using this g-action,
as follows:
Z(M3) = D−2Nv;Y
∑
`Y
Z`Y ,Fg(`Y )(Mˆ3)
∏
∆1∈Y
d(∆1; `Y )
∏
∆2∈Y
Θ(∆2; `Y )
−1. (109)
1. Invariance under local deformation of branch sheet
We show that the G-equivariant condition allows local de-
formation of the branch sheet without changing the value of
the state sum. Let us consider the local deformation shown
in Fig. 18. We start with the branch sheet (brown 2-simplex)
going through the 2-simplex ∆2g0g1g3 . The amplitude of the
3-simplex is given by›Tet(∆3; `) = 1√
dedf
F abcdef (g0,g1,g2,g3)
∗ (110)
Now, we deform the branch sheet and push it through a 3-
simplex (as is shown in Fig. 18). The G-grading of the 3-
simplexes has to be changed accordingly in order to be con-
sistent with other 3-simplexes in the triangulation that are not
drawn here. After the deformation, the amplitude of the 3-
simplex is given by›Tet(∆3; `) = 1√
dedf
F abcdef (rg0, rg1, rg2, rg3). (111)
The change of the group elements results from the need to
keep the elements on each pair of the 0-simplexes that are
identified across the branch sheet to differ by r. The complex
conjugation ∗ is also needed because the orientation of the 3-
simplex is reversed after the branch sheet sweeps through (see
Fig. 18).
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FIG. 18: Moving the branch sheet (brown) across a 3-simplex
Therefore, the condition for the invariance of the state sum
under local deformation of the branch sheet is given by
F abcdef (g0,g1,g2,g3)
∗ = F abcdef (rg0, rg1, rg2, rg3). (112)
Of course, this is the same as the G-equivariant condition for
the G-graded F -symbols.
2. Example cellulation: M3 = RP2 × S1
As an example, let us consider a simple cellulation ofRP2×
S1, containing two distinct vertices and eight edges, as shown
in Fig. 19. The group G contains an element r associated
with the orientation reversal, which we use to glue vertices
and edges across the branch sheet. In this example, we take
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FIG. 19: A cellulation of RP2 × S1 with G-grading.
the action on the objects in CG to be trivial. The path integral
on RP2 × S1 is, therefore, given by
Z(RP2 × S1) = 1D4G
∑
`
F acfdbh F
cfa
dhgF
fac
egb
î
F abgdch
ó∗ î
F bgadhf
ó∗ î
F gabefc
ó∗ daddde
dh
(113)
We emphasize that the F -symbols in this expression also de-
pend on the group elements at the vertices of the tetrahedra,
although this is not explicitly labeled in the above equation.
Using this cellulation, we can compute Z(RP2 × S1) for var-
ious examples of SET phases. We present details for specific
examples in Sec. VIII.
V. (3+1)D TQFTS FROM BRAIDED FUSION CATEGORIES
A braided fusion category B defines a (3 + 1)D TQFT via
a path integral state sum construction due originally to Crane
and Yetter98 and recently extended to a Hamiltonian construc-
tion known as the Walker-Wang model.99 In this section, we
review the approach of Ref. 90 in order to demonstrate how
to compute path integrals of this TQFT. In the subsequent sec-
tions we will apply the tools of this section to the study of
topological path integrals on non-orientable manifolds.
A. General construction
A (3 + 1)D TQFT assigns a complex number Z(W 4) to a
closed 4-manifold W 4. For a 3-manifold M3, we have a set
of boundary conditions, C(M3), which we will define below.
For manifolds W 4 with boundary,
Z(W 4) : C(∂W 4)→ C. (114)
That is, Z(W 4) is a map from boundary conditions on ∂W 4
into the complex numbers. We will write this as Z(W 4)[c],
for c ∈ C(∂W 4).
The set of boundary conditions C(M3) for a closed 3-
manifold M3 is defined as the set of all possible anyon dia-
grams on M3 associated with the braided fusion category B.
For a 3-manifold M3 with boundary, we define C(M3; c(2))
as the set of all possible anyon diagrams on M3, with a fixed
d
c
ba
FIG. 20: A solid cylinder D2 × I = D3. The anyon diagram, which
is an element of C(D3), is shown. The boundary condition c(2) in
this diagram consists of a total of 6 marked points on the boundary,
on which the anyon lines in the bulk end, and one loop labeled by c.
boundary condition c(2) on the boundary ∂M3. The fixed
boundary condition c(2) consists of an anyon diagram on ∂M3
which can also include anyon lines from the bulk of the M3
which terminate on the boundary. See Fig. 20 for an illustra-
tion. When ∂M3 is trivial, we will simply omit writing c(2) in
C(M3; c(2)).
We define a vector space V(M3; c(2)) as follows. We con-
sider the space of formal linear superpositions (with complex
coefficients) of all boundary conditions c ∈ C(M3; c(2)) (in
other words, formal linear combinations of braided anyon di-
agrams in M with fixed boundary c(2)), which is denoted
C[C(M3; c(2))]. Next, we define an equivalence among these
formal superpositions, which correspond to the local rela-
tions of the braided fusion category B. These are the fami-
lar fusion of anyon lines, F -moves, and R-moves. The space
V(M3; c(2)) corresponds to these formal superpositions mod-
ulo the equivalence from the local relations:
V(M3; c(2)) = C[C(M3; c(2))]/ ∼ . (115)
Again, if M3 is closed, we denote the associated vector space
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FIG. 21: We illustrate D3 × I by going one dimension lower and
displaying D2 × I . Left: The boundary conditions x, y are shown
onD2× I . Right: Identification on the boundary, as explained in the
main text. If the boundary conditions associated with x and y match,
one gets a closed anyon diagram on D3× I = D4 (D2× I = D3 is
displayed).
as V(M3).
In the Hamiltonian formulation of this TQFT (the Walker-
Wang model),99 the full set of boundary conditions C(M3)
form the basis states of the Hilbert space on M3. The Hamil-
tonian then determines the ground state wavefunctions onM3
(possibly with a fixed boundary condition) as the linear super-
position of all possible states with amplitudes that are related
to each other by the diagrammatic rules of the anyon theory.
This is exactly the space V(M3; c(2)).
In what follows, we will use ∅ to denote the empty diagram.
The inner product in V(M3; c(2)) is defined in terms of Z
as follows:
〈x|y〉V(M3;c(2)) = Z(M3 × I)[x ∪ y]. (116)
In this context, we defineM3×I by identifying points (b, t) ∼
(b, s) for b ∈ ∂M3 and s, t ∈ I . Thus, by this definition,
∂(M3 × I) = M3 ∪M3. Furthermore, x is taken to be the
boundary condition on one boundary of M3 × I , and y is
the boundary condition on the other boundary. The overline
implies that the picture x has the opposite orientation relative
to y. Since x and y are defined to have the same boundary
condition, c(2), the result x ∪ y in M3 × I is a closed anyon
diagram. See Fig. 21 for an illustration.
Z can be evaluated via the following gluing formula. Let
W 4 be a 4-manifold obtained after gluing W 4cut along a three-
manifold M3. The gluing formula is:
Z(W 4)[c] =
∑
eα
Z(W 4cut)(ccut ∪ eα ∪ eα)
〈eα|eα〉V(M3;c(2)cut )
. (117)
Here, ccut is the boundary condition after the cut, {eα} is a
set of orthonormal basis states for V(M3; c(2)cut ), and c(2)cut is the
restriction of ccut to ∂M3. See Fig. 23 for an example.
B. (2+1)D path integrals from (3+1)D TQFTs
In the case where B is a UMTC, which is the case of in-
terest to us, the (3+1)D TQFT obtained from this approach is
trivial in the bulk of the (3+1)D system. This means that there
is no intrinsic topological order in the bulk, although in the
presence of symmetries the (3+1)D bulk could correspond to
an SPT state. Nevertheless, the (3+1)D theory on a manifold
with boundary hosts a (2+1)D topological state at its bound-
ary, whose anyon excitations are described by the UMTC B.
This implies that the path integral Z2+1(M3) of a (2+1)D
TQFT on a three-manifold M3 can be computed in terms
of the path integral of the associated (3+1)D TQFT on a 4-
manifold W 4, such that ∂W 4 = M3:
Z2+1(∂W 4) = Z3+1(W 4)[∅]. (118)
In general, Z2+1 as defined above depends on the choice of
the extension W 4. Two different choices W 4 and W˜ 4 with
∂W 4 = ∂W˜ 4 will differ in their respective path integrals
by Z3+1(W 4 ∪ W˜ 4), where W 4 ∪ W˜ 4 is a closed mani-
fold obtained by gluing W 4 and W˜ 4 along their boundaries.
Z3+1(W 4 ∪ W˜ 4) is in general non-trivial. As we discuss fur-
ther in Sec. VII B, a (2+1)D time-reversal / reflection sym-
metric topological state is non-anomalous (i.e. can exist as a
purely (2+1)D phase of matter), if indeed Z3+1 = 1 on all
closed 4-manifolds. For such non-anomalous states, (118) is
thus independent of the extension W 4.
Anomalous (2+1)D SET states must exist at the surface of
a (3+1)D system withZ3+1 6= 1 for some closed 4-manifolds.
For such anomalous (2+1)D SET states, Z2+1(∂W 4) is only
well-defined once one specifies the extension W 4.
We note that in the absence of time-reversal and reflec-
tion symmetry, the ambiguity associated with the extension
to W 4 is the well-known framing anomaly of chiral (2+1)D
TQFTs.67,100 In this case the associated topological phase of
matter can still exist as a purely (2+1)D system, although the
TQFT requires a framing for 3-manifolds to give well-defined
path integrals.
C. Computations
We now perform a number of explicit computations,90
which will be used as reference in the subsequent discussion.
Let us first consider several examples for V(M3). From the
above definition, it is clear that
V(S3) ' C (119)
is one-dimensional, spanned by the empty picture in S3, as all
closed anyon diagrams in S3 can be reduced via local moves
to a multiple of the empty diagram.
It is also clear that
V(S1 ×D2; ∅) ' C|B| (120)
Here, |B| corresponds to the number of distinct types of
anyons in B. The basis vector in V(S1×D2) associated to an
anyon a ∈ B is a loop of the form S1 × pt ⊂ S1 × D2 with
label a, where pt denotes a point in D2.
On the other hand,
V(S1 × S2) ' C. (121)
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FIG. 22: D3 = D2 × I is shown, with boundary conditions corre-
sponding to two marked points, a and a. The states in V(D3; a, a)
are thus spanned by the state |arca〉, corresponding to an arc con-
nected a and a, as shown.
This follows from modularity of B. As in the case of V(S1 ×
D2; ∅), it is clear that all diagrams can be reduced to a sin-
gle anyon loop encircling the S1. However in this case, this
implies that for each point on the S1, there is a single punc-
ture on the S2 labeled by a. We can consider a loop labeled
b encircling this puncture on the S2, at a given point on the
S1. On the one hand, this loop on S2 is contractible to a
point. On the other hand, because it is linking the a puncture,
this diagram is related to the diagram without the b loop by
a factor Sab/S0a. The braiding non-degeneracy of a modular
category B implies that there exists at least one b for which
the factor Sab/S0a 6= 1. Therefore consistency demands that
a = 0 ∈ B, and thus dim V(S1 × S2) = 1.
Consider V(S2 × D1; ∅). Clearly this is also one-
dimensional:
V(S2 ×D1; ∅) ' C, (122)
as all pictures can be reduced to a multiple of the empty pic-
ture.
We begin computing some path integrals Z(W 4) by setting
Z(D4)[∅] = λ, (123)
where λ is a parameter to be fixed later.
From the gluing formula,
Z(S4) = Z(D
4)[∅]Z(D4)[∅]
〈∅|∅〉V(S3) , (124)
which implies
〈∅|∅〉V(S3) = λ
2
Z(S4) . (125)
We can also consider
Z(D4)[la] = daλ, (126)
where la denotes a loop of a on the boundary of D4, which is
S3. By the usual rules for evaluating anyon diagrams, the state
|la〉 = da|∅〉 ∈ V(S3), where da is the quantum dimension of
a.
a
b
a
b
arcb arca
e=arca e=arca
a
b =
glue
δab aa
FIG. 23: Illustration of gluing formula applied to Z(S1 ×D3)[la ∪
lb]. The illustration is in one dimension down, displaying S1 × D2
for convenience. The boundary condition contains the loops la∪lb as
shown in the top figure. The top figure is obtained from the bottom
figure by gluing along a D3 (D2 shown in the figure). The state e ∈
V(D3; a, a) corresponds to an arc, shown in blue. The cut manifold
with the boundary condition is thus equivalent to a D4 (D3 shown
in the bottom right figure), with a single loop la on the surface of the
D4.
Now let us consider V(D3; a, b), where the boundary con-
ditions on ∂D3 = S2 consist of two marked points, labeled
by anyons a and b. First, observe that
dim V(D3; a, b) = δab. (127)
This is because if b 6= a, there are no such allowed anyon
diagrams in the presence of such boundary conditions. When
b = a, V(D3; a, a) is one-dimensional, spanned by an arc,
which we denote as arca, connecting a and a (See Fig. 22).
The inner product is:
〈arca|arcb〉V(D3;a,a) = Z(D4)[la] = daλδab. (128)
This is illustrated in Fig. 21 .
Inner products in V(S1 × D2; ∅) can be computed as fol-
lows:
〈la|lb〉V(S1×D2;∅) = Z(S1 ×D3)[la ∪ lb]. (129)
From the gluing formula,
Z(S1 ×D3)[la ∪ lb]
=
∑
eα∈V(D3;a,b)
Z(D4)[arcb ∪ eα ∪ arca ∪ eα]
〈eα|eα〉V(D3;a,b)
= δab
Z(D4)[arca ∪ arca ∪ arca ∪ arca]
〈arca|arca〉V(D3;a,a)
= δab
Z(D4)[la]
〈arca|arca〉V(D3;a,a)
= δab. (130)
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Here we have used the fact that cutting la ∪ lb gives rise to
two arcs, arcb and arca, while V(D3; a, a) is spanned by an
arc connecting a and a. Thus the combination arca ∪ arca ∪
arca ∪ arca = la. This is illustrated in Fig. 23.
Let us compute Z(S2 × D2)[∅]. In order to compute this,
we cut the S2 along a circle S1 to obtain two disks. Thus:
〈∅|∅〉V(S2×D1;∅) = Z(S2 ×D2)[∅] (131)
=
∑
la∈V(S1×D2)
Z(D4)[la]Z(D4)[la]
〈la|la〉V(S1×D2;∅)
=
∑
a
d2aλ
2 (132)
Finally, let us computeZ(D1×S3)[∅]. Cut S3 into twoD3
glued along S2:
Z(D1 × S3)[∅] = Z(D
4)[∅]Z(D4)[∅]
〈∅|∅〉V(S2×D1;∅)
=
1
D2 . (133)
D. Invertibility and cobordism invariance
When the input category B is modular, we obtain an in-
vertible (3+1)D TQFT by a suitable choice of λ. This means
that on every closed 3-manifold M3 the vector space V(M3)
is one-dimensional, and on every closed 4-manifold the path
integral is a pure phase factor.
Consider Z(S4), which is given in Eq. (124). The inner
product 〈∅|∅〉V(S3) is equal to the path integralZ(D1×S3)[∅],
which is given in Eq. (133) to be 1D2 . Therefore
Z(S4) = λ2D2. (134)
In order for |Z(S4)| = 1, we must choose |λ| = 1D .
Furthermore, we have found in Eq. (128) that the norm
of the state |arc0〉 is λ. In a unitary quantum theory, norms
are always positive definite, so λ > 0. Therefore we have
determined
λ =
1
D . (135)
As a result we also have Z(S4) = 1.
As a consequence, we can show that the path integral for
closed 4-manifolds is in fact a cobordism invariant. Two
4-manifolds W 41 and W
4
2 are said to be cobordant to each
other if there exists a five-dimensional manifold X5 such
that ∂X5 = W
4
1 ∪W 42 . Z(W 4) is a cobordism invariant if
Z(W 41 ) = Z(W 42 ) when W 41 and W 42 are cobordant to each
other.
Cobordisms of 4-manifolds can be generated by the follow-
ing basic moves: (0) Removing or adding an S4, (1) replacing
an S1 × D3 by S2 × D2 and vice versa, and (2) replacing
S0 × D4 with D1 × S3 and vice versa. This follows from
a ra
a=ra
FIG. 24: Left: An anyon a is permuted to ra as it traverses a cross-
cap, where r is an orientation-reversing automorphism of the UMTC
B that describes the anyons. Right: Wilson lines of a can close only
if a = ra.
basic facts about handle decompositions and handle cancel-
lations of manifolds.101 Thus, in order to show that Z is a
cobordism invariant, we require:
Z(S4) = 1
Z(S1 ×D3) = Z(S2 ×D2)
Z(S0 ×D4) = Z(D1 × S3). (136)
These are satisfied with λ = 1D , together with the fact that
both V(S1 × S2) ' C and V(S3) ' C when B is modular.
VI. (2+1)D PATH INTEGRALS ON NON-ORIENTABLE
MANIFOLDS
In Sec. IV D, we provided an explicit definition for the path
integral of a TQFT on a non-orientable manifold M3. An
important part of the construction was the use of a “branch
sheet” along which the manifold was glued with an orientation
reversal.
The theory in the presence of the “branch sheet” has a spe-
cific action on anyons that cross the branch sheet. Let Wa(α)
be a Wilson loop operator for a topological charge a ∈ B,
associated to a loop α that crosses the branch sheet once.
Not all such Wilson loops can be consistently defined, be-
cause the topological charge a is transformed to a different
topological charge ra upon traversing the branch sheet, where
r ∈ Aut1(B) since the branch sheet is orientation reversing.
Thus, Wa(α) can be consistently defined only if a = ra.
More generally, each non-contractible cycle αi inM3 is as-
sociated to an ri-invariant set of anyons whose Wilson loops
around αi exist. In general, the ri can be distinct for differ-
ent i, if different actions of reflection are chosen for different
branch sheets.
A. Result
Here we will provide a formula for the path integral on Σ2×
S1. We specialize to the case where the ri defined above are
all equal to a fixed r ∈ Aut1(B), for some fixed orientation
reversing anti-autoequivalence r.
It is well-known that for a topological phase described by
a UMTC B, the path integral on Σ2 × S1, where Σ2 is an
orientable manifold, is equal to the dimension of the Hilbert
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space on Σ2, and is given by:
Z(Σ2 × S1) = dimV(Σ2) =
∑
a∈B
S
χ(Σ2)
0a (137)
Here, χ(Σ2) = 2− 2g is the Euler characteristic of Σ2 and g
is its genus. When instead the surface contains n punctures,
each labelled by a topological charge ai ∈ C, then
dimV{ai}(Σ2) =
∑
x∈B
S
χ(Σ2)
0x
n∏
i=1
Sxai , (138)
where now χ(Σ2) = 2− 2g − n.
One can generalize the above formulae to the case where
symmetry defect lines associated with elements of Aut0(B)
wrap various non-contractible cycles.22
In the following, we argue that when Σ2 is a closed non-
orientable surface, we have
Z(Σ2 × S1) =
∑
a|a=ra
(ηraS0a)
χ(Σ2), (139)
where ηra was defined in Sec. III. Note that in principle, one
could define branch sheets such that that r = ρR ◦ ϕ, for any
order two element of ϕ ∈ Aut0(B) and, as discussed in Sec.
III, there is an associated ηra.
If we interpret S1 as the time-direction, then
Z(Σ2 × S1) = dim V(Σ2), (140)
where V(Σ2) is the Hilbert space on Σ2.
If instead we interpret S1 as space and the branch sheet
in Σ2 is along the time direction, then we should interpret
ra = ρT(a) and ηTa = ηa(T,T) determines whether a car-
ries a local Kramers degeneracy. Here, recall ρT(a) is the
action of time-reversal T on a. The fact that the action of T
is equivalent to r together with the charge conjugation map
can be interpreted to be a consequence of the CPT theorem
for Lorentz-invariant field theories.
Eq. (137) - (138) for orientable surfaces can be obtained by
gluing together three-punctured spheres, where we associate
a factor N cab when the punctures are labelled by topological
charges a, b, c. The resulting sum over intermediate states at
the punctures is simplified by using the Verlinde formula
N cab =
∑
x∈B
SaxSbxS
∗
cx
S0x
. (141)
Similarly, we can obtain Z(Σ2 × S1) for non-orientable
Σ2 by gluing together three-punctured spheres and cross-caps
together. A cross-cap is equivalent to a Mobius band, which is
in turn equivalent to a once-punctured projective plane (RP2).
Thus we associate a factorMa toRP2 with a puncture labelled
by a. In what follows, we demonstrate that
Ma ≡ Za(RP2 × S1) =
∑
x|x=rx¯
Saxη
r
x, (142)
where Za(RP2 × S1) is the path integral for the case where
the RP2 has a single puncture labelled by a ∈ B (see Fig. 25).
c
a
Ncab Ma
b
a
FIG. 25: Left: 3-punctured sphere, with punctures labelled a,b,c.
The dimension of the Hilbert space if Ncab. Right: Punctured sphere
with a cross-cap, which is equivalent to punctured RP2 (i.e. Mobius
band). Puncture labelled by a. The dimension of the Hilbert space if
Ma.
Eq. (142) can be used to derive a general formula for the
path integral on Σ2×S1 where now Σ2 contains n punctures,
with n Wilson loops of anyons a1, · · · , an encircling the S1:
Za1,a2,··· ,an(Σ2 × S1) = dim Va1,a2,··· ,an(Σ2)
=
∑
x|x=rx¯
(ηrx)
kSχ0x
n∏
i=1
Sxai . (143)
Va1,a2,··· ,an(Σ2) is the topological ground state subspace in
the presence of n punctures labeled a1, · · · , an on the closed
non-orientable surface Σ2. Here χ = 2− 2g − n − k, where
k is the number of cross-caps that are glued on the genus g
surface.
B. Non-orientable surfaces with even Euler characteristic
We first observe that we can compute Z(Σ2×S1) for non-
orientable manifolds with even Euler characteristic directly by
computing fusion diagrams in the presence of parity defects
across non-contractible cycles of genus g surfaces. This gen-
eralizing a computation of Ref. 22 for the ground state degen-
eracy of a genus g surface in the presence of symmetry defect
lines that wrap non-contractible cycles.
Non-orientable surfaces with even Euler can be understood
in terms of oriented genus g surfaces, with a “parity defect
line” wrapping any non-contractible cycle. A parity defect
line that wraps a cycle ω is created by cutting the genus g
surface along ω and regluing with a reflection twist along ω.
As an anyon a traverses the parity defect, it is transformed to
ra (see Fig. 26(a)).
Within this framework, it is straightforward to compute the
dimension of the Hilbert space by counting fusion diagrams,
keeping track of the action of the parity defect, as shown in
Fig. 26(c) . In particular, let us consider the case where there
is a parity defect line wrapping every cycle βi of the genus g
29
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· · ·
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FIG. 26: (a) A parity defect line (red) wrapping the circumference
of the cylinder. An anyon a that traverses it is mapped to r(a) at the
reflected coordinate. (b) A non-orientable manifold with Euler char-
acteristic 2 − 2g can be created by starting with a genus g surface
and inserting parity defects along non-contractible cycles. Here we
choose to place the defects along the cycles βi, for i = 1, · · · , g, as
shown. (c) Fusion diagram for computing the ground state degener-
acy in the presence of the parity defects lines.
surface (see Fig. 26(b)). This leads us to the formula:
Z(Σ2 × S1) = dim V(Σ2) =
∑
N0z1z2···zg
g∏
j=1
N
zj
ajraj
,
(144)
where
N0z1z2···zg =
∑
c1...j∈B
N c12z1z2N
c123
c12z3 · · ·N0c1...g−1zg . (145)
Using the Verlinde formula (141) and the fact that raj = ra¯j ,
it is straightforward to simplify this:
dim V(Σ2) =
∑
x,aj
Sχ0x
g∏
j=1
SajxSrajx. (146)
Next, we use the identity:
Srajx = S
∗
aj ,rx = S
∗
aj ,rx
. (147)
Summing over aj then gives:
Z(Σ2 × S1) =
∑
x|x=rx
Sχ0x. (148)
C. Dimensional reduction argument
In order to derive Eq. (139) for closed surfaces Σ2 of odd
Euler characteristic, we need to use a different approach. One
way to demonstrate Eq. (139) is via dimensional reduction.
The idea of dimensional reduction is that the path integral on
Σ2×S1 can be viewed as the path integral of a (1+1)D TQFT
on Σ2:
Z2+1(Σ2 × S1) = Z1+1(Σ2). (149)
Therefore, we simply need to understand which (1+1)D TQFT
is obtained upon dimensional reduction, in order to compute
Z2+1(Σ2 × S1). Furthermore, since we are interested in the
case where the (1+1) TQFT can be defined on a non-orientable
manifold, we need to consider (1+1)D “unoriented” TQFTs.
These are (1+1)D TQFTs equipped with an action of reflec-
tion symmetry, so that they can be defined on non-orientable
manifolds.
1. (1+1)D TQFTs
Mathematically, a (1+1)D TQFT E assigns a complex num-
ber ZE(Σ2) to each closed two-dimensional manifold Σ2, and
a vector space VE(S1) to the circle. It is well-known that
(1+1)D TQFTs are classified by commutative Frobenius al-
gebras102,103, which can always be decomposed into a direct
sum of one-dimensional algebras. This implies that a generic
(1+1)D TQFT E can be considered as a direct sum E = ⊕iEi,
such that
VE(S1) = ⊕iVEi(S1), (150)
with dim VEi(S1) = 1. Each Ei is then specified by a complex
number λi, such that the path integral on a closed oriented
surface Σ2 is given by
ZE(Σ2) =
∑
i
ZEi(Σ2)
ZEi(Σ2) = λχ(Σ
2)
i . (151)
For the theory to be unitary, we also require reflection pos-
itivity in the Euclidean space time. For example, for each
of the sector Ei, since VEi(S1) = 1, the path integral on a
disk D2 defines a state |Ψ(D2)〉. The path integral on S2 is
equal to the inner product 〈Ψ(D2)|Ψ(D2)〉, which must be
positive. From (151), we see that ZEi(S2) = λ2i , which thus
implies that λi = ±|λi|. From Sec. II, we observe that the
sign choice is related to the existence of a (1+1)D invertible
TQFT (i.e. a SPT phase), defined by
ZSPT(Σ2) = (−1)χ(Σ2). (152)
In fact, this is nothing but the topological path integral of the
non-trivial (1+1)D time-reversal / reflection symmetric SPT.
A (1+1)D unoriented TQFT requires an action of reflection
symmetry r. As we discuss in Appendix B, we can distinguish
two cases. In one case,
r : Ei → Ei, (153)
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so that the action of r is trivial. In the other case,
r : Ei ⊕ Er(i) → Er(i) ⊕ Ei (154)
Each Ei is completely specified by a complex number λi.
Therefore, a generic (1+1)D unoriented unitary TQFT is
described by a set of real numbers {λi}, together with the
action of r on the individual (1+1)D TQFTs Ei. As we show
in the Appendix, the path integralZE(Σ2) on a non-orientable
surface Σ2 is
ZE(Σ2) =
∑
a|r(a)=a
λχ(Σ
2)
a . (155)
2. (2+1)D path integrals
Let us now consider the dimensional reduction of a generic
(2 + 1)D topological phase. The similarity of Eq. (137) and
(151) suggests that the (1 + 1)D TQFT breaks into sectors
labeled by anyon types, with λa = S0a. To illustrate this, let
us consider the path integral of a (2+1)D TQFT onM = Σ2×
S1 whereM2 is an oriented surface of genus g. We denote the
path integral with a fixed topological charge a as measured
through the S1 by Z(M,a). To evaluate Z(M,a), we can
first apply an S transformation, switching to a different basis
in which we have a puncture labelled by topological charge
b on Σ2 (this can be created by inserting a Wilson loop of b
along the S1):
Z(M,a) =
∑
b∈B
S0aS
∗
abZb(M)
=
∑
b∈B
S0aS
∗
abdimVb(Σ2)
=
∑
b∈B
S0aS
∗
ab
∑
x∈B
Sχ−10x Sxb
= S
χ(Σ2)
0a .
(156)
Here Zb(M) = dimVb(Σ2) is the path integral in the pres-
ence of a puncture on Σ2 labelled by b. The above calcula-
tion demonstrates that the physically different sectors in the
dimensionally reduced (1+1)D TQFT are labeled by the topo-
logical charge types as measured through the circle S1.
Combining Eq. (155) and (148), we find that
Z2+1(Σ2 × S1) =
∑
a|a=ra
λχ(Σ
2)
a , (157)
where
S0a = |λa|. (158)
As we discussed in the previous section, the signs λa/|λa|
can be interpreted as tensoring a (1+1)D reflection SPT phase.
We therefore conclude that
λa
|λa| = η
r
a (159)
Namely, if λa|λa| = −1 the Wilson loop of a is “decorated” with
a (1+1)D reflection SPT state. This establishes Eq. (139).
Let us now consider non-orientable surfaces with punc-
tures. The basic example is a crosscap, or RP2 with a punc-
ture. Once we know the GSD on such a manifold, we can
build up more complicated ones by sewing crosscaps and
punctured spheres together.
Consider a non-orientable manifold Σ2 obtained by attach-
ing k crosscaps to a sphere with n punctures with topological
charges a1, a2, . . . , an. The degeneracy can be obtained from
fusion:∑
{xi,yi}∈B
k∏
i=1
MxiN
y2
x1x2N
y3
y2x3 · · ·N b0yk−1xkN b1b0a1 · · ·N0bn−1an .
(160)
We can then use the Verlinde formula, Eq. (141), to simplify
the expression, obtaining
dimV{aj}(Σ2) =
∑
x
nkxS
χ
0x
n∏
i=1
Saix. (161)
Here
χ(Σ2) = 2− k − n (162)
is the Euler characteristic, and
nx =
∑
y
MySxy. (163)
When k is even, we can again directly compute
dimV{ai}(Σ2) by counting the fusion diagrams as in Sec.
VI B and the result is a straightforward generalization of Eq.
(138):
dimV{ai}(Σ2) =
∑
x|x=rx
S
χ(Σ2)
0x
n∏
i=1
Sxai , (164)
Considering the limit k → ∞, we see that (161) and (164)
imply:
nx =
®
±1 x = rx
0 otherwise
(165)
Again the sign can not be resolved since k is restricted to even
integers.
Now, setting a1 = a2 = · · · = an = 0, letting k be odd,
and comparing (161) with (139), we have∑
x
nxS
χ
0x =
∑
x∈Bϕ
ηrxS
χ
0x. (166)
(166) strongly suggests that nx = ηrx when x = rx. As a
result, we have
Ma =
∑
x|x=rx
ηrxSax. (167)
While the above consideration was strongly suggestive of the
result for Ma, it was not a direct proof that nx = ηrx. In what
follows, we present a direct computation of Ma.
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x
D2 x D2
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RP21  x D2
FIG. 27: Left: RP21 × D2, with the D2 not shown. At the bound-
ary of the D2, the RP21 has a puncture labelled by a, with the loop
going around the S1 of the D2. There is an anyon loop x along the
boundary of the RP21, which transforms into rx as it passes through
the twist. This is glued to D2 ×D2, shown on the right (with one of
the D2’s left implicit). The two manifolds are glued along S1 ×D2,
shown in red.
D. Computation of Ma using (3+1)D TQFTs
As discussed in Sec. V B, computations of path integrals on
(2+1)D manifolds can be performed in terms of an associated
(3+1)D TQFT. Thus, the formula for Ma presented above can
be computed explicitly by utilizing the machinery of (3+1)D
TQFTs and its relation to (2+1)D TQFTs. We wish to com-
pute
Ma ≡ Za(RP2 × S1), (168)
where Za(RP2 × S1) is the path integral on RP2 × S1 with
a Wilson loop of a inserted along S1, implying that there is a
puncture on RP2 labeled by a. We can compute Za(RP2 ×
S1) directly by noting that RP2 × S1 = ∂(RP2 × D2), and
therefore:
Za(RP2 × S1) = Z(RP2 ×D2)[la]. (169)
Z(RP2×D2)[la] is the path integral of the associated (3+1)D
theory on RP2 ×D2, where the boundary condition la refers
to a loop of anyon a encircling the S1 that lies at the boundary
of the D2 in ∂(RP2 ×D2).
To compute Z(RP2 ×D2)[la], we observe that RP2 ×D2
has a handle decomposition consisting of a 0-handle, a 1-
handle, and a 2-handle. Recall that the 0-handle and the 1-
handle consist of two D4’s which are glued to each other
along S0 × D3. Thus the 0-handle and the 1-handle glued
together give D2 times a Mobius band, which we think of as
the 1-skeletonRP21. The resulting manifoldRP
2
1×D2 is glued
to a 2-handle by gluing D4 = D2 × D2 along an S1 × D2,
where the S1 is the boundary of the Mobius band RP21. See
Fig. 27 for an illustration.
Therefore, using the gluing formula, we obtain
Z(RP2 ×D2)[la] =
∑
x∈B
Z(D4)[lx]Z(RP21 ×D2)[lx, la]
〈lx|lx〉V(S1×D2)
=
∑
x∈B
dx
D Z(RP
2
1 ×D2)[lx, la]. (170)
Here, the lx denotes a loop of anyon x encircling the S1 of
the attaching region of the 2-handle, which corresponds to the
boundary of the Mobius band RP21. The second line was ob-
tained by using Eqs. (126), (129), (130).
Observe that ∂(RP21×D2) = (S1×D2)∪(RP21×S1). The
lx and la loops in Z(RP21×D2)[lx, la] correspond to loops of
anyons x and a encircling the two S1’s on the two parts of the
boundary. Since these two closed loops link with each other,
the anyon diagram can be evaluating using the usual rules of
UMTCs:
a
b
=
Sab
S0b
b
1
(171)
Therefore,
Z(RP21 ×D2)[lx, la] =
Sax
S0x
Z(RP21 ×D2)[lx]. (172)
Next, let us compute Z(RP21 × D2)[lx]. This consists of
the 0-handle glued to the 1-handle (see Fig. 28) , where there
is a loop of anyon x running parallel to the boundary of the
Mobius band RP21. The attaching region is S0 × D3, where
one of the D3’s is glued with an action of reflection. Thus
we can obtain RP21 × D2 by starting with D4 = I × D3
and gluing the two ends of the first interval together, with a
reflection twist. In fact, if we temporarily suppress the D2
this is how we obtain a Mobius band from a rectangular strip
D1 × D1. The gluing region is D1 × D2 = D3, with two
points marked by x and rx in order to correctly produce the
anyon line lx along the boundary. Now applying the gluing
formula:
Z(RP21 ×D2)[lx] =
∑
eα∈V(D3;x,rx)
Z(D4)[arcx ∪ eα ∪ arcrx ∪ r(eα)]
〈eα|eα〉V(D3;x,rx) (173)
From Eq. (127) we see that dim V(D3;x, rx) = δx,rx. Moreover, as discussed below Eq. (127), we can pick eα ∈
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I x D2 I x D2
eα = arcx
eα = arcx
x
rx
x
rx
x
rx
FIG. 28: We obtain RP21 × D2 by gluing together two D4’s. The
illustration cuts the dimension in half by not displaying the D2. The
loop lx that goes along the boundary of the RP21 is drawn in red,
which is cut into arcx ∪ arcrx on each D4. Top left: the attaching
region of the 1-handle is in bold; the two attaching regions are I ×
D2 = D3. After attaching along one of the D3’s, we obtain a single
D4 as shown in the middle diagram, with the two arcs arcx ∪ arcrx
shown in red. The D4 is glued to itself along a D3 with an action of
reflection r, to give RP21 ×D2. The intermediate state eα = arcx ∈
V(D3; a, ra) is shown in green. Taking into account the fact that
x = rx, we see directly that arcx∪eα∪ arcx∪r(eα) is a single loop
lx.
V(D3;x, x) to correspond to an arc connecting x and x, and
from Eq. (128), we have 〈arcx|arcx〉V(D3;x,rx) = dxD .
The boundary condition on the D4 thus reduces to (see Fig.
28 ).
arcx ∪ eα ∪ arcx ∪ r(eα) = lx, (174)
which thus consists of a single loop lx. However, crucially,
the r(eα) corresponds to an action of reflection on the Hilbert
space associated with V(D3;x, x). This is precisely the re-
flection eigenvalue discussed in Sec. III for the state of the
(2+1)D system with two anyons x and x on a disk (or equiva-
lently, on opposite ends of a cylinder). We thus obtain:
Z(D4)[arcx ∪ eα ∪ arcrx ∪ r(eα)] = ηrxZ(D4)[lx]. (175)
Using Z(D4)[lx] = dxD , we finally obtain:
Z(RP21 ×D2)[lx] = δx,rxηrx. (176)
Combining these results, we obtain
Ma ≡ Za(RP2 × S1) =
∑
x|x=rx
Saxη
r
x. (177)
E. Abelian topological phases and loop gas argument
Here we provide an alternative argument for the value of
Ma for the case of Abelian topological phases. It is well-
known that the ground states of certain Abelian topological
states can be obtained as a superposition of closed loop con-
figurations, for appropriately defined loops. In the following
we use this definition of the ground state to obtain the the
ground state degeneracy formula for Ma. A related loop gas
argument was used recently to study the ground states of the
doubled semion state (without symmetry fractionalization) on
non-orientable manifolds.72
1. Z2 toric code
(ηre, η
r
m) M0 Me Mm Mψ
(+1,+1) 2 0 0 0
(+1,−1) 0 2 0 0
(−1,+1) 0 0 2 0
(−1,−1) 0 0 0 2
Let us begin with the Z2 toric code state, which is the
ground state of the toric code Hamiltonian70 :
H = −
∑
v
Av −
∑
p
Bp. (178)
Here, there are spin-1/2 degrees of freedom defined on the
links of a square lattice, Av =
∏
l∈s(v) σ
x
l , Bp =
∏
l∈∂p σ
z
p ,
where σa for a = x, y, z are the Pauli matrices. Here l ∈ s(v)
are the links which contain the vertex v, while l ∈ ∂p are
the links belonging to plaquette p. Working in the σx basis,
we can define e loops where σx = −1 along the loop, and
σx = +1 away from the loop. The ground state on any closed
surface is then a superposition over all possible closed loops
configurations:
|Ψ0〉 =
∑
C
|C〉, (179)
where
∑
C is a sum over all possible configurations of closed
loops. Equivalently, we could go to the dual lattice and work
in the σz basis, and define m loops where σz = −1 along
the loop and σz = +1 away from the loop. In this basis, the
ground state is also a sum over closedm loops. On a torus, the
familiar four-fold degeneracy corresponds to whether there
are an odd or an even number of e-loops (or, alternatively, m
loops in the dual basis) encircling the longitude and meridian
of the torus.
Let us now consider the toric code state on RP2. Since
the first homology H1(RP2,Z) = Z2, there are two possible
states, depending on whether there are an odd or even number
of loops enclosing the non-contractible cycle. This implies
M0 = 2 for the toric code.
The previous example corresponds to the case where ηre =
ηrm = 1. Let us now consider a modification of the Z2 toric
code, where e has ηre = −1, and m has ηrm = +1. We will
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FIG. 29: RP2 is equivalent to a square with opposite edges identified
as shown. (a) A closed loop is created out of the empty picture and
sweeps through RP2 once. (b) The non-contractible cycle of RP2
sweeps through all of RP2 once. (c) Same as top panel, but with a
puncture labelled by a.
show that there does not exist any ground state in this case. Let
us begin by considering the empty picture, which contains no
e loops. We can consider a sequence of moves, where an e
loop is created out of the vacuum, sweeps through the whole
space, and disappears again (see Fig. 29(a)). The amplitude
for each picture must be equal in order to be a ground state of
the Hamiltonian. However, because ηre = −1 we can interpret
the e loop as being decorated with a nontrivial (1+1)D SPT
state. Sweeping the e loop around all of RP2 should then give
a factor of −1, corresponding to the path integral of a (1+1)D
SPT state on RP2. Therefore, the empty picture, and con-
sequently every configuration with an even number of loops
across the non-contractible cycle, must have zero weight. For
the case of the configuration with only a single loop around
the non-contractible cycle, we can similarly consider the loop
to rotate around, sweeping through all of RP2 (Fig. 29(b)).
The same argument as above implies that this configuration
must also have zero amplitude. We thus conclude that in this
case, M0 = 0. The above argument can be made explicit by
considering an exactly solvable model where the e loops are
decorated with (1+1)D SPT states.75
Now, we can consider the case where the state on RP2 has
a single a particle at some location, for some a = e,m, ψ.
Repeating the above argument, we find that the amplitude for
the empty picture need not be zero, because the e loop, in
addition to sweeping through RP2, must pass through the a
particle (see Fig. 29(c)), providing another phase factor asso-
ciated to the mutual statistics between a and e to the process.
If a = m, it is now consistent to have a sum over all loop con-
figurations, and we obtain Mm = 2. If a = e or ψ, repeating
the argument for m loops implies that Me = Mψ = 0.
The argument given in this section is heuristic in nature. In
Sec. VIII C we make this argument precise using a solvable
model of the Z2 toric code state with ηre = −1 and ηrm = 1
Dehn Twist
a α a
α
FIG. 30: Top: A loop α that encircles a puncture labelled by a on
RP2. The loop is topologically equivalent to a loop encircling the
cross-cap. Bottom: Dehn twist around α and its effect on a line
traversing the cross-cap. It can be seen that the resulting line can be
continuously deformed to the original line, and therefore the Dehn
twist around α is isotopic to the identity element of the mapping
class group.
defined on RP2.
VII. ANOMALIES OF TIME-REVERSAL AND
REFLECTION SYMMETRY
Not all (2+1)D SETs can exist in purely (2+1)D. It is possi-
ble that a given time-reversal or reflection symmetry fraction-
alization class is anomalous, and therefore the correspond-
ing (2+1)D SET can only exist at the surface of a (3+1)D
SPT state. In this section we develop a theory of such time-
reversal and reflection anomalies. We note that the explicit
SET (2+1)D state sum constructions presented in Sec. IV
therefore realize anomaly-free (2+1)D SETs.
A. Dehn twist anomaly on Mo¨bius band
Let us consider the Hilbert space, Va(RP2) of the topolog-
ical state on the projective plane, RP2, with a single puncture
labelled by a topological charge a. We can think of this as
a sphere with a cross-cap, together with a puncture labelled
by a (see Fig. 30). As mentioned in the previous section,
Ma ≡ dim Va(RP2). Let |Ψ〉 ∈ Va(RP2).
Now we can consider the action of a Dehn twist Tα along a
loop α surrounding a, which gives:
Tα|Ψ〉 = θa|Ψ〉, (180)
where θa is the topological spin of a. Importantly, in this case
the Dehn twist around α is actually isotopic to the identity.
This can be seen, for example, by considering the effect of Tα
on the non-contractible cycles and observing that the effect of
Tα can be continuously undone (see Fig. 30). This implies the
constraint:
Ma =
∑
x|x= rx
Saxη
r
x > 0⇒ θa = 1. (181)
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The failure to satisfy the above constraint indicates that the
theory is inconsistent on non-orientable manifolds, and thus
that the orientation-reversing symmetry is anomalous. In Sec.
VIII D we check this anomaly in a number of examples.
B. Anomalous SETs and surface of (3+1)D SPT states
We have found so far that some types of time-reversal or re-
flection symmetry action are not consistent in 2+1 dimensions
by considering the action of Dehn twists on the punctured pro-
jective plane. It is well-known that anomalous symmetry frac-
tionalization classes can appear at the (2+1)D topologically
ordered surface of (3+1)D SPT states. This raises the ques-
tion of whether we can determine when a given SET with an
action of time reversal or reflection can exist at the surface of
a (3+1)D SPT and, if so, which SPT.
Time-reversal and reflection invariant bosonic SPTs have
been argued to have a Z2 × Z2 classification in (3+1)D.13,43
These SPTs are distinguished by the value of the path inte-
gral of the effective TQFT on RP4 and CP2: Z(RP4) = ±1
and Z(CP2) = ±1. The bosonic SPT with Z(RP4) = −1
and Z(CP2) = 1 is the one obtained within the group co-
homology classification of Ref. 11. The bosonic SPT with
Z(RP4) = 1 and Z(CP2) = −1 is the one that corresponds
to the “beyond group cohomology” SPT discussed in Ref. 42.
As discussed in Sec. V, a UMTC B defines a (3+1)D TQFT
through the Crane-Yetter-Walker-Wang construction. In this
construction, the bulk intrinsic topological order is trivial, so
the bulk is a (3+1)D SPT state, while the (2+1)D surface is
topologically ordered, with an anyon content described by B.
Such constructions have been considered in a number of ex-
amples of anomalous surface SETs24,46,50,104.
Given B, together with the actions of time-reversal or re-
flection symmetry, {η˜a} defined in Sec. III, we will compute
Z(RP4) and Z(CP2) for the (3+1)D SPT defined by B. The
result is:
Z(CP2) = 1D
∑
a
d2aθa = e
2pii
8 c− ,
Z(RP4) = 1D
∑
a|a=ra
ηradaθa.
The result of Z(CP2) is well-known. The value of Z(RP4)
and Z(CP2) for a UMTC B with a particular action of time-
reversal or reflection symmetry determines whether the asso-
ciated 2+1D topological phase can exist purely in two dimen-
sions (if Z(RP4) = Z(CP2) = 1), or whether it must exist
at the surface of the (3+1)D SPT determined by the invariants
Z(RP4) and Z(CP2).
1. Z(CP2)
As reviewed in Appendix C, CP2 can be understood as a
0-handle glued to a 2-handle, which is in turn glued to a 4-
handle. Importantly, the S1 of the attaching region of the 2-
handle is +1 framed, to recover the fact thatCP2 has signature
1. Therefore, using the gluing formula:
Z(CP2) = Z(CP
2
2)[∅]Z(D4)[∅]
〈∅|∅〉V(S3)
=
1
λ
Z(CP22)[∅], (182)
where CP22 is the 2-skeleton of CP
2 (that is, it contains the 0
and 2 handles in the handle decomposition of CP2). More-
over,
Z(CP22)[∅] =
∑
a
Z(D4)[l(+1)a ]Z(D4)[la]
〈la|la〉V(S1×D2;∅)
=
∑
a
λdaθaλda. (183)
Here, l(+1)a refers to a loop of anyon a in D4 with a +1 twist
in its framing. This results from the fact discussed above that
the 2-handle is glued to the 0-handle along a circle with a +1
framing.
Therefore, we have
Z(CP2) = 1D
∑
a
d2aθa. (184)
This is the well-known formula which gives the chiral central
charge c− for UMTCs:
1
D
∑
a
d2aθa = e
2piic−/8. (185)
2. Z(RP4)
The handle decomposition for RP4 has a single p-handle
for each p = 0, 1, 2, 3, 4. The attachment of the 1-handle to
the 0-handle has an orientation reversal on one of the D3 of
the attaching region, thus giving a Mo¨bius band inside of RP4
as required. The 2-handle is attached along an S1 that goes
around the cycle of the Mo¨bius band twice, in order to recover
the fact that H1(RP4;Z) = Z2. Moreover, the S1 also has a
+1 framing.
This implies:
Z(RP4) = Z(RP
4
3)[∅]Z(D4)[∅]
〈∅|∅〉V(S3)
=
1
λ
Z(RP43)[∅] (186)
Z(RP43)[∅] =
Z(RP42)[∅]Z(D4)[∅]
〈∅|∅〉V(S2×D1;∅)
= λZ(RP42)[∅]. (187)
Thus,
Z(RP4) = Z(RP42)[∅] (188)
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a
ra
FIG. 31: The 1-skeleton of RP4, denoted RP41, which consists of
the 0 handle glued to the 1-handle for constructing RP4. RP41 =
S1×˜D3, where the ×˜ indicates a twisted product, because the D3
forms a twisted bundle over S1. The figure illustrates S1×˜D1, cor-
responding to RP41 with only half the dimensions shown, which in
turn corresponds to a Mo¨bius band. The double loop labelled a with
+1 framing shows the loop along which the 2-handle is to be glued.
Now,
Z(RP42)[∅] =
∑
a
Z(RP41)[l(+1)a ]Z(D4)[la]
〈la|la〉V(S1×D2;∅)
=
∑
a
Z(RP41)[l(+1)a ]λda
=
∑
a
Z(RP41)[la]θaλda (189)
Here l(+1)a corresponds to the a loop shown in Fig. 31. This
loop has a +1 framing. Moreover, half of the loop has its ori-
entation reversed according to the action of reflection. There-
fore, as the loop encircles the Mo¨bius band once, the anyon
label changes from a to ra, and it comes back to a upon the
second traversal. The +1 framing, recall, comes from the way
the 2-handle must be glued to the 1-skeleton. This gives an ex-
tra factor of the topological spin θa relative to the case where
the loop has no framing, denoted without any superscript for
la.
Next, we consider Z(RP41)[la]. The 1-skeleton RP41 is
equal to RP21 × D2. That is, the 1-skeleton of RP21, which
is a Mo¨bius band, times D2 is exactly the 1-skeleton RP41.
The computation of Z(RP21×D2)[la] was already performed
in Sec. VI D. Thus, using Eq. (176), we obtain
Z(RP41)[la] = Z(RP21 ×D2)[la] = ηraδara. (190)
Combining the above results, we obtain
Z(RP4) = 1D
∑
a|a=ra
ηradaθa (191)
C. Relation between Dehn twist anomaly and Z(RP4),
Z(CP2)
In Sec. VII A, we discussed an important condition, based
on consideration of the Dehn twist on a Mo¨bius band, that
must be satisfied by a non-anomalous SET. In Sec. VII B,
we derived two formulae,Z(RP4),Z(CP2), which determine
which (3+1)D SPT hosts a given (2+1)D SET with certain ac-
tions of reflection / time-reversal symmetry. Here, we con-
sider the Dehn twist anomaly in more detail, and provide a
relation to Z(RP4), Z(CP2). First, we consider a particular
state |Mb〉 of the (2+1)D theory defined on a torus T 2. |Mb〉
is defined as
〈a|Mb〉 = Za(RP2 × S1) = Ma, (192)
where |a〉 is the state on T 2 with a well-defined topological
charge as measured along the meridianal cycle β of the torus.
Thus:
|Mb〉 =
∑
x|x= rx
∑
a
Saxη
r
x|a〉. (193)
|Mb〉 can be thought of as the state obtained by the path inte-
gral evaluated on RP21 × S1.
Now, let us consider applying a Dehn twist Tβ along the
meridian β of the torus, and computing:
〈Mb|Tβ |Mb〉
〈Mb|Mb〉 =
1
|Brc|
∑
a∈B
θaM
2
a . (194)
Here, 〈Mb|Mb〉 = Z(Kb × S1) = |Brc| is the number of
anyons which satisfy a = ra and Kb refers to the Klein bottle.
Remarkably, the following identity holds:
1
|Brc|
∑
a∈B
θaM
2
a = Z(RP4)Z(CP2). (195)
Here we will sketch the proof of Eq. (195). First, note that
Z(X4) for (3+1)D time-reversal or reflection symmetric SPT
states can be considered to correspond to13
Z(X4) = eipi
∫
X4
(n2w
2
2+n1w4), (196)
where w2 and w4 are the second and fourth Stieffel-Whitney
classes, respectively, and the integral is over the 4-manifold
X4. n1 and n2 are integers whose value, modulo 2, sets
the SPT class. The top Stieffel-Whitney class gives the Eu-
ler characteristic of the manifold modulo two: eipi
∫
X4
w4 =
eipiχ(X
4). Since RP4 and CP2 both have odd Euler character-
istics, it follows that Z(RP4)Z(CP2) is only sensitive to w2.
In fact, we have:
Z(RP4) = eipin1
∫
w4 = (−1)n1
Z(CP2) = eipi
∫
(n2w
2
2+n1w4) = (−1)n1+n2 , (197)
so that
Z(RP4)Z(CP2) = (−1)n2 . (198)
Next, we observe that the denominator of Eq. (195) is given
by |Brc| = Z3+1(Kb × D2)[∅], where Kb denotes the Klein
bottle. We can think of the Kb × D2 as being obtained from
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gluing together two copies of Mb ×D2 along S1 ×D2. The
numerator of (195) is also obtained by gluing together two
copies of Mb × D2 along S1 × D2. However in this latter
case, the gluing is done with a +1 framing twist, which gives
the twist θa. This +1 framing can be shown to precisely shift∫
w22 by one (relative to gluing without the framing twist),
without changing the Euler characteristic (The proof of this
fact is beyond the scope of this paper. ) This then implies Eq.
(195).
VIII. EXAMPLES
A. Kitaev’s quantum double models D(H)
In this example section, we study reflection and time-
reversal symmetry in Kitaev quantum double models D(H)
of a finite group H .70 These models realize the topological
order of a lattice H gauge theory. As we will see in the fol-
lowing, all these models can be made reflection/time-reversal
invariant, and we determine completely the symmetry frac-
tionalization class from the microscopic models.
First we briefly review Kitaev’s quantum double model.
The degrees of freedom are spins living on the edges of a lat-
tice. Each edge spin has |H| different states (i.e. there is a
|H|-dimensional Hilbert space on an edge), and we label the
basis states by group elements of H , i.e. |g〉, g ∈ H . We also
need to orient all edges, but the particular choice of the ori-
entations is not essential. Flipping the orientation on an edge
is equivalent to inverting the group element. The Hamiltonian
of the quantum double model reads:
H = −
∑
v
Av −
∑
p
Bp. (199)
Here the vertex operator Av = 1|H|
∑
h∈H A
h
v , where A
h
v acts
on the group elements on edges associated to a vertex v by left
multiplication. Pictorially, this is defined as:
Ahv
∣∣∣∣∣
b
d
c a
〉
=
∣∣∣∣∣
hb
hd
hc ha
〉
(200)
The plaquette operatorBp is a projector onto the product of
group elements around a plaquette being equal to the identity.
Pictorially, this is defined as
Bp
∣∣∣∣∣
a
c
b d
〉
= δdcba,1
∣∣∣∣∣
a
c
b d
〉
(201)
As shown in Ref. 70, the quasiparticle types in D(H) are
labeled by the pair (C, pi) where C is a conjugacy class in H
and pi is an irreducible representation of the centralizer ZrC
of a representative element rC ∈ C. The trivial quasiparticle
is given by the conjugacy class of the identity element 1 ∈ H
and the trivial representation (which is labeled as “1” in the
following) of the centralizer Z1 = H . Therefore, the trivial
quasiparticle is labeled by (1, 1).
1. Natural definitions of reflection and time-reversal symmetries
We first show that the action of the reflection symmetry r
should be defined as
Rr
∣∣∣∣∣
a
c
b d
〉
=
∣∣∣∣∣
a¯
c¯
d¯ b¯
〉
, (202)
where a, b, c, d ∈ H , g¯ ≡ g−1 denotes the inverse of g ∈ H .
The dotted line is the mirror axis of the reflection. Under the
reflection, the edges together with their labels are permuted.
If a pair of edges related by reflection have opposite orienta-
tions, then after the permutation between them we need to fur-
ther take inverse group elements as their labels. For instance,
in the equation above, the group elements b and d are inverted
under the reflection, since opposite arrows are assigned to the
corresponding two edges, which get exchanged by the reflec-
tion r. If they had the same arrows, there would be no need to
invert the group elements. Such a definition of the reflection
r is a canonical choice which preserves both the vertex and
the plaquette terms in D(H) for a generic non-Abelian group
H . To see this, we can consider how the plaquette term Bp
transforms under the reflection:
R−1r BpRr
∣∣∣∣∣
a
c
b d
〉
= δb¯c¯d¯a¯,1
∣∣∣∣∣
a
c
b d
〉
, (203)
where 1 is the identity element in H . It is not difficult to see
thatR−1r BpRr = Bp. We can also easily verify the invariance
of the vertex term under Rr. On the other hand, if we try to
define a site-centered reflection, the vertex terms are generally
not invariant, unless H is an Abelian group.
The natural assignment of the time-reversal symmetry is
T = K, where K denotes complex conjugation. That is,
this assignment of time-reversal symmetry has no action on
the group labels, which is possible because every term in the
Hamiltonian is real.
For certain H there may be Z2 electric-magnetic duality
symmetries, often implemented as lattice translation symme-
tries. When this is the case, we may compose the reflection
symmetry r with any of the Z2 electric-magnetic symmetries
to obtain a distinct action of reflection symmetry. Here, to
keep the discussion general, we will focus on the canonical
choices of r and T in this section.
2. Symmetry action on quasiparticles
We can also derive the symmetry action on quasiparticles,
using the explicit forms of string operators given in Refs.
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70,105,106. Since the derivation is quite technical we refer the
interested readers to Appendix D for details. Here we summa-
rize the results.
The actions of reflection and time-reversal symmetry on the
anyon types in D(H) are given by
r : (C, pi)→ (C−1, pi), (204)
T : (C, pi)→ (C, pi∗). (205)
A remark is in order for the precise meaning of (C−1, pi). Re-
call that pi is an irreducible representation of the centralizer
ZrC where rC is a representative element of C. For C
−1,
we need to pick r−1C as the representative element for C
−1.
The centralizer group is canonically the same ZrC = Zr−1
C
.
Hence, the anyon label (C−1, pi) indeed makes sense.
An anyon {(C, pi)} can have well-defined ηr(C,pi) or ηT(C,pi)
if it satisfies respectively the conditions:
r(C, pi) = (C, pi), (206)
T(C, pi) = (C, pi). (207)
Here (C, pi) = (C−1, pi∗) is the anti-particle (topological
charge conjugate) of (C, pi). Thus, using Eq. (204), we see
that both conditions in Eqs. (206)-(207) reduce to pi ' pi∗.
Therefore we actually have Brc = BT, and we will use Brc
and BT interchangeably in the following discussion of D(H).
(Note that here B = D(H), and recall Brc is the set of anyons
which satisfy ra = a, while BT is the set of anyons which
satisfy Ta = a.)
For an anyon (C, pi) which satisfies pi = pi∗, we find
ηr(C,pi) = η
T
(C,pi) = νpi. (208)
Here νpi is the Frobenius-Schur indicator of the representation
pi. An explicit expression of νpi is given by
νpi =
1
|ZrC |
∑
h∈ZrC
Tr
(
pi(h2)
)
. (209)
νpi is 1 for a real representation, and −1 for pseudo-real. For
complex representations, νpi is automatically 0.
Our results also illustrate the “CPT” theorem in the TQFT,
because we see that the action of rc on the anyons is identical
to that of T. This has an implication on the Euclidean path
integral of D(H) given by the state sum method described in
Sec. IV. The state sum allows us to consider non-orientable
space-time manifolds by inserting branch sheets along which
a direction of space-time is reversed. We can interpret the
reversed direction as space or time, and either one gives us the
same result provided we replace rcwithT in our expressions.
3. State sum model of D(H)
The Euclidean path integral of D(H) is given by the state
sum model. Before we consider time-reversal or reflection
symmetry, the input data to the state sum is basically the group
H , but viewed as a fusion category. We will denote this fusion
category by VecH . The simple objects in VecH are given by
the group elements. The fusion coefficients are directly given
by the group multiplication, namely
N cab = δab,c, (210)
where ab on the right hand side of the equation is understood
as the product of the two group elements a and b. Notice
that for a non-Abelian group H , the fusion is generally non-
commutative, i.e. N cab 6= N cba. The quantum dimensions da =
1 for all a ∈ H . The F -symbols are all trivial, namely 1 when
their labels are compatible with the fusion and 0 otherwise:
F abcdef = δab,eδec,dδbc,fδaf,d. (211)
When we include time-reversal or reflection symmetry of
D(H) , as is shown in Sec. IV C, we need to consider a Zr2-
extension CZr2 of the fusion category VecH . To be compatible
with the symmetry action given in Sec. VIII A 1, we choose
the trivial Zr2 extension which is given directly by two copies
of VecH :
CZr2 = VecH ⊕ VecH , (212)
where the two VecH ’s carry different Zr2 gradings. The fusion
coefficients in CZr2 are still given by the group multiplication
of H (on top of the grading). The F -symbols in CZr2 are inde-
pendent of their Zr2 gradings:
F abcdef (g0,g1,g2,g3) = F
abc
def , (213)
where g0,g1,g2,g3 ∈ Zr2 and F abcdef is the F -symbol given
in Eq. (211). More complicated choices of the F -symbols
F abcdef (g0,g1,g2,g3) could be considered, although these will
yield reflection SETs that are distinct from that realized in
the Kitaev quantum double Hamiltonian that we are studying
here.
As an example, we can calculate the Euclidean path integral
of D(H) on RP2 × S1. With the cellulation of RP2 × S1 in
Fig. 19, the path integral of D(H) is given by Eq. (113) which
can be easily simplified to
Z(RP2 × S1) = 1|H|
∑
a∈H
∑
b∈H
δa2,1δab,ba. (214)
In this expression, when we view D(H) as a discrete gauge
field with gauge group H , the group elements a and b that
are being summed over represent the gauge fluxes through the
two non-trivial cycles of RP2 × S1, which are the non-trivial
cycle in RP2 and the S1 cycle respectively.
Physically the result in Eq. (214) is quite suggestive. When
we view D(H) as a discrete gauge theory, each state on
RP2 can be labeled by a conjugacy class C of H , which is
the gauge flux through the non-trivial cycle on RP2. Since
twice this non-trivial cycle is homologically trivial (i.e. con-
tractible to a point due to the fact that the first homology
H1(RP2,Z) = Z2), the gauge flux threading the non-trivial
cycle should square to the identity element 1 in H . Note that,
for a given conjugacy class C, if one element in C squares to
1, all elements in C square to 1, in which case we will just
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say the conjugacy class C squares to 1. Therefore, we expect
that Z(RP2 × S1), the topological ground state degeneracy
of D(H) on RP2, is equal to the number of conjugacy classes
C that square to 1. In Appendix E, we show that Eq. (214)
indeed gives this result.
On the other hand, since we know νpi = ηr(C,pi) = η
T
(C,pi),
Eq. (142) gives:
Z(RP2 × S1) =
∑
(C,pi)∈Brc
S(1,1)(C,pi)νpi. (215)
In Appendix E, we also prove that the two seemingly different
expressions of Z(RP2×S1), Eqs. (214) and (215), are in fact
equal. Since νpi = ηr(C,pi) = η
T
(C,pi) is derived from a Hamilto-
nian approach, the consistency between the two expression of
Z(RP2×S1) shows that the Zr2-graded state sum construction
of D(H) is compatible with the Hamiltonian formalism with
its natural definition of reflection/time-reversal symmetry.
4. Example: D(Q8)
The simplest finite group with a pseudo-real representation
is the quaternion group Q8. Physically, it is the subgroup of
SU(2) generated by pi spin rotations. Formally it has the pre-
sentation
Q8 = 〈−1, i, j, k|(−1)2 = 1, i2, j2, k2 = ijk = −1〉.
(216)
Q8 has a two-dimensional representation descending from the
spin-1/2 representation of SU(2):
i 7→ iσx, j 7→ iσy, k 7→ iσz, (217)
where here the σa for a = x, y, z are the Pauli matrices. It
is straightforward to check that this two-dimensional repre-
sentation is pseudo-real. According to our analysis, in the
Kitaev quantum double model of D(Q8), the gauge charge
corresponding to this two-dimensional irrep has ηr = −1 and
ηT = −1.
There is another way to realize the topological order of a
discrete H gauge theory in lattice models: namely a Levin-
Wen string-net model60 with the input unitary fusion category
being Rep(H). For H = Q8, the Levin-Wen model is ap-
prently time-reversal invariant: because all F symbols are real
(see Appendix G for details), we can just define T = K. Cor-
respondingly, the state-sum construction can be done using
the data of Rep(H).
However, using the state-sum model to calculate the
ground-state degeneracy on RP2, we find that for the VecQ8
category,Z(RP2×S1) = 2 and for Rep(Q8) we getZ(RP2×
S1) = 3. Therefore we conclude that the Levin-Wen model
and the Kitaev quantum double model actually realize distinct
reflection and time-reversal SET phases. In fact, the result
is consistent with all invariant anyons having ηr = 1 in the
Levin-Wen realization of D(Q8).
B. ZN toric code
In this section we examine the ZN toric code topological
order with reflection and/or time-reversal symmetry. First we
shall consider the toric code model in its original form, and
then describe how to place the lattice model on RP2. We
then systematically study various symmetry fractionalization
classes for the ZN toric code. We also systematically study
the associated Zr2 extensions of ZN which correspond to the
Zr2-equivariant 2-categories that are used as input into our SET
state sum model to yield topological path integrals.
1. ZN toric code on a crosscap
The Hamiltonian for the ZN toric code state on a square
lattice is given by
H = −
∑
p
Bp −
∑
v
Av, (218)
where the plaquette terms Bp and vertex terms Av are defined
as
Bp =
Z
Z
Z† Z† + h.c. (219)
Av =
X
X
X X + h.c. (220)
Here Z and X are ZN clock and shift operators acting on ZN
spins on the edges, satisfying ZX = e
2pii
N XZ. One can iden-
tify two types of excitations of the Hamiltonian: the magnetic
(electric) excitations corresponding to violations of plaquette
(vertex) terms. The elementary magnetic (electric) particle is
denoted by m ( e). Note that in this definition, a vertex viola-
tion where Av has eigenvalue e2pii/N is an e particle on even
sites of the square lattice while it is an e¯ particle on odd sites.
The Hamiltonian has both site-centered and plaquette-
centered reflection symmetries. We will focus on the latter.
We can define r by just reflecting the coordinates, without any
action on the spins. Let us first determine how the electric and
magnetic excitations transform under the reflection. To create
a pair of quasiparticles, e and e¯, we can apply a single Z:
Z . (221)
This generates a two-anyon state consisting of e and e¯ sepa-
rated horizontally. The mirror plane of the reflection is taken
to be along the dashed line. Since the operator Z in this case
acts on a spin that lies on the mirror plane, it commutes with
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FIG. 32: ZN toric code on a crosscap (punctured RP2). (a) The lat-
tice used to represent a crosscap. (b) Two “twisted” plaquette terms.
the reflection operator Rr, implying that the resulting two-
anyon state is reflection symmetric. However this requires
that under reflection, we have:
re = e¯. (222)
In order to satisfy the fact that for all anyons we must have
θra = θ
∗
a, we see that we must therefore have
rm = m. (223)
Form the above considerations we can further deduce that
ηre = 1 because the state created with Z manifestly has a re-
flection eigenvalue of 1.
To create a lattice discretization of RP2 with a single punc-
ture, we insert a “crosscap” into a square lattice with bound-
ary. Pictorially, imagine we first make a hole in the lat-
tice and then identify “antipodal” points to create a cross-
cap. The identification is done by reconnecting sites related
to each other by the reflection, see Fig. 32. Notice that
the middle row now has two plaquettes, one of which has 8
edges. To see that this lattice is indeed topologically equiva-
lent to RP2 with a single puncture, we can calculate the Eu-
ler characteristic χ: The number of vertices, edges, and pla-
quettes are N0 = 16, N1 = 8, N2 = 24, respectively, so
χ = N0 −N1 +N2 = 0, as expected.
We can similarly write a Hamiltonian for the toric code on
this new lattice. As we mentioned, the reflection does not act
on the spins. The vertex terms stay the same (i.e. XXXX
for each vertex); for the corner vertex terms we multiply X
from the two adjacent edges, and for the other boundary vertex
terms we multiply all X on the adjacent three edges. The
plaquette terms are also straightforward to write down, and
are illustrated in Fig. 32
Since the vertex and plaquette terms all commute with each
other, we can determine the ground state degeneracy (GSD) of
this system by counting stabilizers; this provides a computa-
tion of Ma, where a is the topological charge measured along
the boundary of the system. Since each spin is defined on an
edge, there are N1 spins, while there are N0 stabilizers from
the vertices and N2 stabilizers from the plaquettes. However,
not all stabilizers are independent. It is not hard to see that
there is no constraint on the plaquette stabilizers (multiplying
all of them gives a closed e string operator along the bound-
ary of the lattice). For vertex stabilizers, the situation is a little
more complicated.
On the usual square lattice (without the “twisted” plaque-
ttes), with e.g. N0 = 16, N1 = 24, N2 = 9, we can take a
product of vertex stabilizers over all vertices, and this gives the
identity operator:
∏
v even Av
∏
v odd A
†
v = 1, where
∏
v even is
a product over even sites and
∏
v odd is a product over odd
sites. Thus in the usual square lattice case there would be
only N0 − 1 independent vertex stabilizers. Therefore, the
GSD would be given by NN1−(N0−1+N2) = 1 which is the
expected answer on a disk.
On the other hand, in the present case, with the twisted
plaquettes, one can see that for odd N there is no constraint
on the product of all vertex stabilizers anymore (the previ-
ous
∏
v even Av
∏
v odd A
†
v , for example, is no longer well-
defined because the lattice is not bipartite). Therefore, the
GSD= NN1−N0−N2 = 1.
For even N we still have a constraint
∏
v A
N/2
v = 1. If
we first apply the stabilizer constraints associated withN0−1
vertices, we get N total states left over. From the relation∏
v A
N/2
v = 1, only N/2 of these remaining states are associ-
ated with the eigenvalues of the remaining vertex term. After
imposing that this remaining vertex term have +1 eigenvalue
in order to be in the ground state subspace, we find a residual
2-fold degeneracy. As discussed below, this residual 2-fold
degeneracy can be associated with the eigenvalues of Wilson
loop operators that cross the crosscap.
We can further see in this computation that the topological
charge on the boundary is trivial, so the above computations
imply M0 = 2 or 1 for N even or odd. To see this, observe
that the product over all plaquette operators is equal to an e
string around the boundary. Combined with the fact that this
product has eigenvalue one in the ground state, we deduce that
the boundary cannot have any magnetic charge associated to
it. On the other hand, given the boundary conditions of this
model (“smooth boundaries”), any e topological charge will
cost finite energy as it will be a violation of the vertex terms.
So we conclude that the boundary topological charge in the
computation of the ground state degeneracy is indeed 0.
We can alternatively derive the GSD using the algebra of
Wilson loop (string) operators, which also illustrates what
happens to a quasiparticle when it moves across the crosscap.
In Fig. 33(a), we construct a Wilson operatorWm ofm which
passes through the crosscap. This is of course consistent with
the reflection action rm = m, because otherwise one would
not be able to create a closed string operator of m that passes
through the crosscap. If we try to do the same for e along a
loop passing through the crosscap, e.g. the thick path shown
in Fig. 33(b), we find that we cannot close the loop: recall that
an e (or e¯) string is an alternating product of Z and Z† along a
path on the lattice. However, the path in Fig. 33(b) has an odd
length, so it is not possible to close up a e Wilson line without
creating any excitations (i.e in Fig. 33(b), an e2 excitation is
created). The only way out is that for even N , we can form
the product of ZN/2 along the path to create a closed Wilson
operator WeN/2 for eN/2. Since the paths of WeN/2 and Wm
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FIG. 33: Illustration of Wilson operators. (a) A closed m loop pass-
ing through the crosscap. Applying X† creates a pair of m and m¯
on the two twisted plaquettes. Applying X on the other edge then
annihilates them in such a way that one can interpret the resulting
process as a singlem excitation traversing a loop that passes through
the crosscap. (b) An e string passing through the crosscap, turning
into e¯.
overlap exactly on one edge, we have the following algebra:
WeN/2Wm = −WmWeN/2 . (224)
This algebra then implies a topologically protected two-fold
GSD for even N . For odd N , since there is no closed e loop,
there is no non-trivial algebra, and thus the GSD is one.
2. Other fractionalization classes for ZN toric code
Let us now discuss more general time-reversal and reflec-
tion symmetry fractionalization classes for the ZN toric code.
We use the notation (a, b) ≡ eamb to label anyons in D(ZN ).
We will still assume that the reflection acts as re = e¯, rm =
m. The set Brc is given by
Brc =
®
{ei}N−1i=0 N is odd
{ei, eimN/2}N−1i=0 N is even
(225)
Therefore the reflection symmetry fractionalization quantum
numbers {ηra} are completely specified by ηre for N odd, and
ηre, η
r
mN/2
for N even.
We can compute the GSD on a crosscap from (142). Let
us consider odd N first. From the fusion rules we obtain the
constraint (ηre)
N = 1, which implies that ηre = 1. So we have
M(a,b) =
N−1∑
n=0
S(a,b),(n,0) =
1
N
N−1∑
n=0
e
2piina
N = δa0. (226)
This is of course what we found using the explicit Hamilto-
nian construction in the previous section.
For even N , we have
M(a,b) =
N−1∑
n=0
[S(a,b),(n,0)(η
r
e)
n + S(a,b),(n,N/2)ηmN/2(η
r
e)
n]
=
1 + (−1)aηr
mN/2
N
N−1∑
n=0
e
2piibn
N (ηre)
n (227)
=
®
1 + (−1)aηr
mN/2
if e
2piib
N ηre = 1
0 otherwise
(228)
So M(a,b) does not vanish in the following cases:
(ηre, η
r
mN/2) = (+1,+1), M(a,0) = 2 for even a.
(ηre, η
r
mN/2) = (−1,+1), M(a,N/2) = 2 for even a.
(ηre, η
r
mN/2) = (+1,−1), M(a,0) = 2 for odd a.
(ηre, η
r
mN/2) = (−1,−1), M(a,N/2) = 2 for odd a. (229)
The last case, with ηre = η
r
mN/2
= −1, is anomalous, as we
will discuss in Sec. VIII D.
Let us now apply the theory developed in Sec. IV C: we
consider the SET state sum construction for the topological
path integral of the ZN toric code SETs. We focus on the
case where N is even. Recall that the input to this construc-
tion, in this case, is a certain type of Z2 extension of the fu-
sion category associated with ZN ; more mathematically, it is a
Zr2 equivariant 2-category. Here we will systematically solve
for these Zr2 extensions, discuss the resulting fractionalization
quantum numbers {ηra} and explicitly compute the topologi-
cal path integral Z(RP2 × S1). We note that the results are
essentially the same as if we replace rc with time-reversal T
below.
Starting from the fusion category C0 = VecZN , we consider
the possible extensions
CZr2 = C0 ⊕ Cr. (230)
These categorical extensions are closely related to group ex-
tensions of ZN by Z2. We use the labeling ag ∈ CZr2 , where
g = 0, r, indicates the grading for the simple objects in the
extension and a = 0, 1, . . . , N − 1. We will also use the label
a0 = [a].
For theseZr2 extensions, we consider the case where theZr2-
action on the objects ag is trivial (see Sec. IV C): hag = ag,
for g,h ∈ Zr2.
The fusion rules of the extension in general take the follow-
ing form:
ag × bh = [a× b× w(g,h)]gh. (231)
One can show that w(g,h) are classified by H2[Z2,ZN ] =
Z2, with the 2-cocycle w(r, r) = [0] or [1]. In the former
case, the fusion rules of CZr2 are associated with group multi-
plication in ZN × Z2, while for the latter the case the fusion
rules are associated with Z2N .
We further need to solve for the F -symbols
F abcdef (g0,g1,g2,g3) of the extension. To this end, by
using the symmetry condition, Eq. (96), solving the “twisted”
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pentagon equation, (98), and fixing a particular choice of
gauge (see Sec. IV C 2), we find
F agbhck = χc(g,h), (232)
where χc(g,h) is a phase factor. Note that the lower sub-
scripts on the F -symbols can be omitted because they are de-
termined uniquely by the superscripts. Using the gauge free-
dom of the F -symbols, we can further choose the gauge where
χc(g,0) = χc(0,h) = 1 for all c. The only remaining free-
dom is therefore in the choice of χa(r, r). The twisted pen-
tagon equation, (98), further leads to the following conditions:
(1) χa is a character on ZN , so we can write λ ≡ χ[1](r, r)
and χa(r, r) = λa. (2) χa(r, r) = χ∗a(r, r), thus λ = ±1. (3)
The following obstruction-vanishing condition must hold:
χw(r,r)(r, r) = 1. (233)
Therefore we find that the there are in total three distinct Zr2
extensions CZr2 . These correspond to w(r, r) = [0], λ = ±1
and w(r, r) = [1], λ = 1. These three solutions correspond
exactly to the three different (non-anomalous) assignments
of ηr (or ηT) values to the ZN toric code: (ηre, ηrmN/2) =
(1, 1), (1,−1), (−1, 1).
Using this data, we can now explicitly compute M0 =
dim V(RP2) = Z(RP2 × S1) by explicitly evaluating the
topological path integral using the cellulation given in Fig. 19
and the corresponding expression, Eq. (113). We find that if
w(r, r) = [1], it is not possible to satisfy the Z2-graded fu-
sion rules on the cellulation of RP2 and thus M0 = 0. When
w(r, r) = [0], the state sum evaluates to 1 + λ. Therefore:
Z(RP2 × S1) = δw(r,r),[0](1 + λ). (234)
This is consistent with the results of Eq. (229). The three
choices for the Zr2 extensions give a value for Z(RP2 × S1)
that matches the result obtained in Eq. (229) for the three
non-anomalous symmetry fractionalization classes.
In fact, we can identify exactly which of the three solutions
corresponds to the three different choices of (ηre, η
r
mN/2
) as
follows. In the cellulation of RP2 × S1 in Fig. 19 that we use
to evaluate the state sum, there are two distinct edges along
the S1 direction, which in the current example must both be
equal to d in order for the amplitude of the state sum to be
non-zero.
We can view the state sum as a lattice gauge theory, where
the link variables are gauge connections. The holonomy along
S1 (i.e. the value of the Wilson loop along S1) is a gauge-
invariant quantity. To make a correspondence with the usual
convention of labeling in toric code, we notice that the state
sum is actually “dual” to the usual Hamiltonian construction:
the vertex constraint in the Hamiltonian construction corre-
sponds to the constraint on a plaquette in the state sum. So
a Wilson loop operator in the state sum construction should
correspond to a magnetic Wilson loop in the Hamiltonian
construction. Therefore, d actually labels the electric charge
threading the S1. Suppose that d corresponds to ne units of
electric charge (i.e. d = ene ). Computing the state sum with
a fixed d (i.e. not summing over d in Eq. (113)), we find
Z(RP2 × S1)|ne =
2
N
χne(r, r)δw(r,r),[0]
=
2
N
λneδw(r,r),[0].
(235)
We have only fixed the electric charge measured through
the S1, while the magnetic charge is left unspecified. There-
fore Z(RP2 × S1)|ne is equal to
Z(RP2 × S1, ene) + Z(RP2 × S1, enemN/2), (236)
where recall from Sec. VI thatZ(RP2×S1, x) = S0xηrx is the
value of the topological path integral with a fixed topological
charge x as measured along the S1. Thus, we find:
2
N
λneδw(r,r),[0] =
1
N
(ηre)
ne(1 + (ηrm)
N/2), (237)
where we have used the fact that ηreamb = (η
r
e)
a(ηrm)
b. We
thus conclude:
(ηre, η
r
mN/2) = (λ, (−1)w(r,r)). (238)
Here we have slightly abused notation and denoted
(−1)w(r,r) = 1 if w(r, r) = [0] and (−1)w(r,r) = −1 if
w(r, r) = [1].
C. Decorated toric code model
In this section we consider a specific Hamiltonian realiza-
tion of a Z2 toric code with the following reflection symmetry
action:
re = e, rm = m, ηre = −1. (239)
The construction generalizes that of Ref. 75 to reflection
symmetry. In particular, we will demonstrate how to put the
model on a crosscap, which provides a formal derivation of
the heuristic loop gas argument given in Sec. VI E.
1. (1+1)D cluster state as a reflection SPT
The (1+1)D cluster state is defined on a chain with a spin- 12
degree of freedom per site. LetXi, Yi, and Zi denote the Pauli
matrices on the ith site. The Hamiltonian for the cluster state
is given by
Hcluster = −
∑
i
Zi−1XiZi+1. (240)
Hcluster can be related to the Hamiltonian of the a trivial para-
magnet Hpara ≡ −∑iXi via local unitary gates:
Hcluster = UcpHparaU
†
cp, (241)
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where
Ucp = U
†
cp =
∏
i
CZi,i+1 (242)
is a product of local control-Z gates:
CZi,i+1 ≡ eipi
(
1−Zi
2
)( 1−Zi+1
2
)
. (243)
The ground state of Hcluster, namely the cluster state, can be
easily constructed from that of Hpara, namely the paramagnet
state. The latter can be written as |PM+〉 ≡ ∏i |+i〉, where
we define |+i〉 to be the state on the ith site such that |+i〉 =
Xi|+i〉. The cluster state |CS〉 can then be written as
|CS〉 =
(∏
i
CZi,i+1
)(∏
i
|+i〉
)
. (244)
Now we consider the site-centered reflection symmetry in
this one-dimensional chain. We assume the sites are labeled
by integers and the reflection r permutes the sites via r : i →
−i. We define the reflection symmetry action to be generated
by the following operator:
Rr =
(∏
i
Xi
)
R0r, (245)
where R0r is the “site-permutation” operator such that
R0rXiR
†
0r = Xr(i), R0rZiR
†
0r = Zr(i). (246)
It is easily to check that the cluster state Hamiltonian Hcluster
is invariant under the action of Rr.
We consider the cluster states on a finite 1D chain with the
site index i ∈ [−N,N ]. Notice that the summation of i in the
Hamiltonian Eq. (240) does not contain the two outer most
sites, which give rise to 4-fold degenerate ground state Hilbert
spaceHcs of Hcluster. The four states can be written as
|CS, x−N , xN 〉 = Ucp
(
|x−N 〉 ⊗ |PM+〉 ⊗ |xN 〉
)
, (247)
where x−N , xN can independently take values + and −, and
it is understood that |PM+〉 ≡ ∏i∈[−N+1,N−1] |+i〉. We
can see that there are effectively 2-fold degrees of freedom
localized on each boundary. Now, we calculate the topolog-
ical invariant TrHcsRr that signifies the non-trivial reflection-
symmetric SPT character of the cluster states:
TrHcsRr =
∑
x−N ,xN=+,−
〈CS, x−N , xN |Rr|CS, x−N , xN 〉
=
∑
x−N ,xN=+,−
(
〈x−N | ⊗ 〈PM+| ⊗ 〈xN |
)
U†cpRrUcp
(
|x−N 〉 ⊗ |PM+〉 ⊗ |xN 〉
)
=
∑
x−N ,xN=+,−
x−NxN
(
〈x−N | ⊗ 〈PM+| ⊗ 〈xN |
)
Z−NZNR0r
(
|x−N 〉 ⊗ |PM+〉 ⊗ |xN 〉
)
= −2, (248)
where all the non-zero contribution comes from the case with
x−N = −xN . In deriving Eq. 248, we’ve used following
relations
RrUcpR
†
r =
(∏
i
Xi
)(∏
i
CZi,i+1
)(∏
i
Xi
)
=
(∏
i
−ZiZi+1CZi,i+1
)
= (−1)# of bondsZ−NZN
∏
i
CZi,i+1
= Z−NZNUcp, (249)
where we used the fact that “# of bonds” in the site-centered
reflection symmetric geometry is even. This is enough to
show that the cluster state is indeed a nontrivial reflection SPT.
We would like to note that the conclusion crucially depends
on the fact that the reflection operation is site-centered. In-
stead, if we consider bond-centered reflection, the minus sign
in Eq. 249 disappears due to the fact that “# of bonds” in the
bond-centered reflection symmetric geometry is odd.
2. Toric code with electric strings decorated by cluster states
We again consider the toric code models on the square lat-
tice. We will use the labels v, l and p are vertices, links and
plaquettes of the square lattice.
Let |vac〉 denote the configuration with no strings, namely
σzl |vac〉 = |vac〉 for all links l. The ground state of Htc is
given by the equal-weight superposition of all string configu-
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ration, which can be written as(∏
p
1 +Bp√
2
)
|vac〉. (250)
Now, we generalize the idea of Ref. 75 and construct the
decorated toric code (dTC) model. We introduce spin- 12 de-
grees of freedom on each vertex. The Hamiltonian is given
by
Hdtc = −
∑
vertex v
Av −
∑
vertex v
Å
1 +Av
2
ã
Cv −
∑
plaquette p
B˜p,
(251)
The definition of Av remains the same as the one in the stan-
dard toric code Hamiltonian. To define Cv , we first introduce
sl =
1− σzl
2
, Ucp,l = CZ∂1l,∂2l, (252)
where the two vertices connected to the link l are denoted by
∂1l and ∂2l, respectively. sl can be thought of as the occupa-
tion number of strings. The term Cv is given by
Cv ≡
(∏
l∈v
(Ucp,l)
sl
)
Xv
(∏
l∈v
(Ucp,l)
sl
)†
. (253)
Apparently Cv commutes with Av′ for all vertices v′. The
term
(
1+Av
2
)
Cv ensures the following properties in the
ground state: (1) if no string passes through the vertex v, the
spin on v is polarized to |+v〉 and (2) if the vertex is passed
through by one or more strings, the spin on v is a part of the
cluster state along the strings. To summarize, the Cv terms
enforce that the cluster states are aligned with electric strings.
Finally, the definition of the operator B˜p is given by
B˜p =
∏
l∈p
σxl Ucp,l. (254)
Notice that B˜p itself is Hermitian and B˜2p = 1. Physically,
B˜p creates an electric string decorated by the 1D cluster state,
fuses the strings to the boundary of the plaquette p. It is crucial
that U2cp,l = 1 consistent with the Z2 nature of strings. It is
straightforward to show that the operators B˜p commute with
all the Av and Cv terms. The ground state of Hdtc is given by(∏
p
1 + B˜p√
2
)(
|vac〉 ⊗ |PM+〉
)
, (255)
where |PM+〉 ≡∏vertex v |+v〉. This ground state wave func-
tion is the equal-weight superposition of all (decorated) string
configurations. Since the electric strings are now decorated by
the 1D cluster states, the electric charge e has ηre = −1 under
the vertex-centered reflection r. The magnetic charge m still
has ηrm = 1.
3. Decorated toric code model on non-orientable manifolds
First, we consider putting the dTC model on a crosscap. We
follow a similar prescription as to create a lattice realization
of a crosscap, but now with site-centered reflection. Again
we start from an oriented manifold (i.e. a disk), and remove
some edges so that there is a boundary. We then re-glue the
boundary but with an “orientation-reversal branch cut” (e.g.
reconnecting sites to the “antipodal” counterparts in Fig. 35
(a) and (b)). Certain plaquettes across the branch cut need to
be twisted. In fact, the twisted plaquette should be viewed as
a regular plaquette with a part of its boundary being reflected.
For example, the twisted plaquette in Fig. 34 (b) can be ob-
tained from the regular plaquette in Fig. 34 (a) by reflecting
the link l about its center. With this perspective we can con-
struct the plaquette operators acting on the twisted plaquettes.
For the convenience of discussion, we first introduce a
graphical representation of the operator B˜p on a regular pla-
quette p:
B˜p = p
l3
l2
l1
l4 , where l = σ
x
l Ucp,l (256)
Here, we write B˜p as the product of four “link operators” rep-
resented by the blue lines. As an example, we demonstrate
how to construct the plaquette operator on the twist plaquette
shown in Fig. 34 (b), which can be obtained from Eq. 256 by
having the reflection only acting on the link l3. According to
the defintion of the reflection symmetry in Eq. 245, the reflec-
tion not only permutes the sites but also acts non-trivially on
the spins. Therefore, the twisted plaquette operator is given
by
B˜p = X∂1l3X∂2l3
â
p
l3
l2
l1
l4
ì
X∂1l3X∂2l3
= −Z∂1l2Z∂2l2Z∂1l4Z∂2l4
â
p
l3
l2
l1
l4
ì
= −
p
l3
l2
l1
l4
. (257)
Here we have absorbed the factors of
(
Z∂1l2Z∂2l2
)
and
44
l
l′
(a)
l
l′
(b)
FIG. 34: (a) regular plaquette connecting l and l′ with the same ori-
entation. (b) twistd plaquette connecting l and l′ with opposite ori-
entation reversed.
.
(
Z∂1l4Z∂2l4
)
into the “twisted” link operators:
l = l (258)
=
(
Z∂1lZ∂2l
)
Ucp,l σ
x
l (259)
=
(
Z∂1lZ∂2l
)
CZ∂1l,∂2l σ
x
l . (260)
Notice that the overall minus sign in twisted plaquette oper-
ator B˜p results from an odd number of links (i.e. l3) being
reflected in the construction. This example in fact illustrates
the general prescription to write down plaquette operators on
twisted plaquettes.
In order to have a well-defined lattice model on non-
orientable manifolds, we should have the following require-
ments:
1. There are no vertices located on branch cut, while links
and plaquettes are allowed to cross the branch cut.
2. When a plaquette crosses the branch cut, the branch
cut only intersects the boundary of the plaquette on two
non-adjacent links.
3. The lattice remains bipartite.
Let us write down the Hamiltonian for the dTC model on a
lattice version of a non-orientable manifold. It is not difficult
to see that the Av term remains unchanged. The plaquette
operators B˜p are given by
B˜p ≡ sgn(p)
∏
l∈p
σxl U˜cp,l, (261)
where
U˜cp,l ≡
®
Z∂1lZ∂2lCZ∂1l,∂2l, if link l crosses the branch cut,
CZ∂1l,∂2l, otherwise.
(262)
Here sgn(p) is defined as follows: if plaquette p does not cross
the branch cut, sgn(p) = 1; if plaquette p crosses the branch
cut, then sgn(p) is +1/−1 if the number of links between the
two links on ∂p crossing the branch cut is even/odd.
(a)
(b) (c)
p3
p1 p2
v’3 v’2 v’1
v1 v2 v3
FIG. 35: (a) An annulus with two pieces of its boundary colored
blue. To form a crosscap, the interior boundary will be glued to it-
self via the identification of antipodal points. Equivalently, we can
just connect the pairs of vertices (vi, v′i) with i = 1, 2, 3 across the
branch cut (brown dash line). (b) Crosscap geometry with three links
(red) crossing the branch cut and three twisted plaquettes p1 (red),
p2 (yellow) and p3 (green). (c) The three twisted plaquettes in the
crosscap geometry.
Notice that requirement of bi-partition of the lattice ensures
that any plaquette pmust contain even number of links. There-
fore, “# of links between the two links” modulo 2 and, con-
sequently, sgn(p) are always well-defined. The way that the
operator U˜cp,l is defined in Eq. 262 as well as the signs sign(p)
is a natural generalization of the example given in Eq. 257. It
is easy to convince ourselves that definition of U˜cp,l is indeed
suitable for the most general situations. Using these operators
U˜cp,l, we can define the operator Cv as
Cv ≡
(∏
l∈v
(U˜cp,l)
sl
)
Xv
(∏
l∈v
(U˜cp,l)
sl
)†
. (263)
We can finally define the dTC Hamiltonian on a crosscap.
To be precise, the crosscap is defined as follows: we start
with an “annulus” as shown in Fig. 35 (a). The two pieces
of its boundary are colored blue. To form a crosscap, the in-
ner boundary must be glued to itself via the identification of
antipodal points. As shown in Fig. 35 (b), the gluing is equiva-
lent to connecting the pairs of vertices (vi, v′i) with i = 1, 2, 3
via links (red lines in Fig. 35 (b)) across the branch cut (brown
dash line in Fig. 35 (a)). The resulting crosscap geometry is
shown in Fig. 35 (b). Notice that there are an odd number
of links across the branch cut, as one would expect for site-
centered reflection (i.e. the sites on one side of the branch cut,
say the vi’s, when viewed as a 1d chain, are “glued” to the
1D chain formed by the sites on the other side of the branch
cut via a site-centered reflection map). As a result, the lattice
remains bipartite.
The crosscap in Fig. 35 (b) has three links (red) crossing
the branch cut and three twisted plaquettes p1, p2 and p3 (Fig.
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35 (c)). It is easy to see that
sgn(p1) = sgn(p2) = sgn(p3) = −1, (264)
which implies that
B˜p1B˜p2B˜p3 = −B˜p1∪p2∪p3 , (265)
where p1 ∪ p2 ∪ p3 is the regular (or un-twisted) plaquette
formed by joining p1, p2 and p3, and B˜p1∪p2∪p3 can be natu-
rally defined via Eq. 261. Notice there is a −1 factor on the
r.h.s of Eq. 265. This −1 factor is universal, and is tied to the
fact that there is always an odd number of links crossing the
branch cut connecting odd number of pairs of vertices. This
−1 factor can be reproduced in any other realization of the
crosscap, as long as the conditions on the lattice and that on
the number of links crossing the branch cut are satisfied.
Physically, this−1 factor means that when we create a dec-
orated electric string in the center of the crosscap and pass it
through all the twisted plaquettes, the wavefuntion acquires an
−1 phase factor. In fact, this −1 factor is nothing but the r2
eigenvalue ηre = −1 for the electric charge e. Now, if we view
the crosscap as a punctured RP2 (with the outer boundary of
the crosscap the boundary of the puncture), the −1 phase fac-
tor implies that there must be an m particle localized on the
puncture. As a consequence, the ground state degeneracy on
RP2 (without punctures) is 0.
Before we end the discussion of the dTC model on non-
orientable manifolds, a couple of remarks are in order. First,
if we violate the bi-partition condition on the lattice and con-
sider a crosscap geometry with an even number of links cross-
ing the branch cut, the −1 phase factor does not come up.
In this case, when a decorated electric string passes though
the twisted plaquettes, it effectively only undergoes a link-
centered reflection, under which the 1D cluster state is a trivial
SPT. It is also straightforward to generalize the construction to
ZN toric code with even N .
D. Anomalous SETs: eTmT, efmf, D(S3) and gauged
T-Pfaffian
In this subsection we study more examples of anomalous
SETs with reflection/time-reversal symmetry. One of them,
the gauged T-Pfaffian, is well-known in the literature of sur-
face topological order for (3+1)D bosonic SPT phases, and
“microscopic” constructions of these SETs have been pro-
posed. We also find a new anomalous SET associated with
D(S3) in which the time-reversal/reflection symmetry per-
mutes anyons in an unconventional way.
1. eTmT and its ZN generalizations
The eTmT state is the Z2 toric code state where e and m
both carry a local Kramers degeneracy, so that ηTe = η
T
m =
−1. For reflection symmetry, we can consider a similar state,
where ηre = η
r
m = −1.
Here we can further consider a generalization to the ZN
toric code state. Recall that we use the notation (a, b) =
(ea,mb) for the composite of a e particles and b m-particles.
As discussed in Sec. VIII B, here we take the reflection sym-
metry action to be re = e and rm = m, which implies that
for N even we have the reflection symmetry fractionalization
quantum numbers ηre , η
r
mN/2
. The generalization of the eTmT
state is the case where ηre = η
r
mN/2
= −1 (and analogously
if reflection is replaced by time-reversal). In fact, condens-
ing (2, 0) induces a topological phase transition to the eTmT
state (the deconfined anyons are (0, 0), (1, 0), (0, N/2) and
(N/2, 1)).
First we can see that this state possesses the Dehn twist
anomaly: From Eq. (229), and from the fact that θ(a,N/2) =
−1 for odd a, we see that the constraint (181) is violated. Thus
ηre = η
r
mN/2
= −1 is anomalous.
We further find that for all these states,
Z(RP4) = −1,
Z(CP2) = 1, (266)
which tells us that the eTmT state, together with its general-
izations, are all surface topological orders associated with the
surface of the “within group cohomology” (3+1)D SPT state.
2. efmf
efmf refers to a surface topological order of a “be-
yond group cohomology” time-reversal invariant (3+1)D SPT
phase, first conceived in Ref. 42, and further confirmed by an
exactly solvable model104 and a layer construction43. There
are three nontrivial quasiparticles in this topological phase, all
of which are fermions, and which are mutual semions (that is,
a full braid of one around another gives a phase of −1). The
quasiparticles form a Z2 × Z2 fusion algebra, similar to a Z2
toric code. In its simplest incarnation, time-reversal/reflection
symmetry acts trivially on the quasiparticles, i.e. all ηTa or η
r
a
are equal to 1.43,104
For such a trivial action of time-reversal and reflection sym-
metry, we find that for the efmf state,
Z(CP2) = Z(RP4) = −1. (267)
Z(CP2) = −1 implies that a (2+1)D realization of this topo-
logical order has to have c− = ±4, which necessarily breaks
time-reversal/reflection symmetry. This was the original argu-
ment in Ref. 42 for why the SET state is anomalous. It has not
been entirely clear, however, whether this is the only anomaly
possessed by the SET. Following suggestions of Ref. 13, Ref.
107 argued that the SPT phase with efmf surface should have
Z(CP2) = −1 but Z(RP4) = 1.126 Our result does not agree
with Ref. 107. We also note that Ref. 40 arrived at the same
conclusion as ours although with a very different argument.
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3. D(S3)
S3 is the symmetric group of order 6 (the permutation group
on 3 elements). It can be represented as
S3 = {r, s|r3 = s2 = 1, srs = r−1}. (268)
The quantum double of S3, or S3 gauge theory, is a topo-
logical phase with 8 quasiparticle types. Let us now enu-
merate the anyon types. For S3, there are three conjugacy
class [1], [r], [s], whose centralizers are S3,Z3 and Z2 respec-
tively. S3 has three irreducible representations of dimensions
1, 1 and 2. We will denote the nontrivial 1D representation by
B and the 2D representation by C. For the other conjugacy
classes, we have ([r], ωn) where ω = e
2pii
3 and n = 0, 1, 2,
and ([s],±). The fusion rules, S and T matrices can be found
in Ref. 108. Notice that all anyons are self-dual (each is its
own anti-particle).
Under an orientation-reversing symmetry, the complex
representations have to be conjugated, so we must have
([r], ω) ↔ ([r], ω2) under either T or r. Morevoer, D(S3)
has an order two element in Aut0,0(D(S3)) (i.e. a unitary Z2
topological symmetry):22,109
([1], C)↔ ([r], 1). (269)
Notice that the symmetry exchanges a pure gauge charge with
a pure gauge flux, so Eq. (269) can be regarded as an “elec-
tromagnetic duality” in the discrete gauge theory.
Therefore, we can consider the following action of time-
reversal symmetry:
T([1], C) = ([r], 1)
T([r], 1) = ([1], C)
T([r], ω) = ([r], ω2)
T([r], ω2) = ([r], ω) (270)
Namely we compose the unitary Z2 topological symmetry
with the conjugation of the complex representations.
Below we will frame the discussion in terms of time-
reversal symmetry, but since the theory has a CPT invari-
ance, we expect that time-reversal can be replaced by reflec-
tion symmetry everywhere in the discussion below.
For the rest of the section we will follow the notation of
Ref. 108 for the anyon types in D(S3):
A ≡ ([1], 1), B ≡ ([1], B), C ≡ ([1], C)
D ≡ ([s],+), E ≡ ([s],−)
F ≡ ([r], 1), G ≡ ([r], ω), H ≡ ([r], ω2).
(271)
The modular S and T matrices of D(S3) are given by:
S =
1
6

1 1 2 3 3 2 2 2
1 1 2 −3 −3 2 2 2
2 2 4 0 0 −2 −2 −2
3 −3 0 3 −3 0 0 0
3 −3 0 −3 3 0 0 0
2 2 −2 0 0 4 −2 −2
2 2 −2 0 0 −2 −2 4
2 2 −2 0 0 −2 4 −2

(272)
T = diag(1, 1, 1, 1,−1, 1, ω, ω2), (273)
where all rows and columns are ordered alphabetically,A−H .
There are three nontrivial particles invariant under T:
B,D,E. Remarkably, we find that with the action of time-
reversal symmetry given in (270), we are forced into the con-
straint that
ηTB = −1. (274)
This result follows from a careful analysis of the time-reversal
symmetry action on the topological data following the frame-
work presented in Ref. 22; we leave the details of the deriva-
tion to Appendix F. From the fusion ruleB×D = E, together
with Eq. (274), it follows that
ηTE = −ηTD. (275)
The remaining choice in the definition of the ηTa values is
ηTD = ±1 (276)
This binary choice for ηTE = −ηTD = ∓1, for this particu-
lar choice of time-reversal symmetry action ρT, is consistent
with the cohomology classification of symmetry fractionaliza-
tion H2[ρ](ZT2 ,A).22 The Abelian group A = Z2 in this case,
because B is the only Abelian anyon and it fuses with itself
to the trivial particle. In this case, H2[ρ](ZT2 ,Z2) = Z2. The
two cohomology elements can be distinguished by two possi-
ble choices for the two-cocycle w(T,T) = A or B. It can be
shown22 that ηTE is determined by the mutual braiding phase
betweenE andw(T,T), which is either one ifw(T,T) = A,
or −1 if w(T,T) = B.
We now check the Dehn twist anomaly, according to the
condition presented in Sec. VII A. There are three non-
bosonic particles E,G,H . We compute the values of Ma =
Za(RP2 × S1) using Eq. (142). We find that Ma = 0 for all
a except the following:
MD = 1 + η
T
D,
ME = 1− ηTD. (277)
If ηTD = −1 then we find ME > 0 and θE = −1, indicating
an anomaly.
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Let us further compute the (3+1)D path integral Z(RP4)
(Z(CP2) = 1 because c− = 0 for D(S3) ). With the given
data, we find
Z(RP4) = ηTD. (278)
Therefore, the anomalous SET with ηTD = −1 exists on the
surface of a (3+1)D bosonic time-reversal SPT phase with
Z(RP4) = −1 and Z(CP2) = 1. This is the same (3+1)D
SPT whose (2+1)D surface can also host the eTmT state.
We also directly compute Z(RP2 × S1) for this D(S3)
SET using the path integral state sum presented in Sec. IV C.
Recall that without any symmetry, the input into the associ-
ated TVBW path integral can be taken to be Rep(S3). Here
Rep(S3) is the fusion category associated with the 3 irre-
ducible representations of S3; these are the A, B, C objects
presented above. D(S3) then coincides with the Drinfeld cen-
ter of Rep(S3).
For the SET state sum construction, the input into the path
integral is a G-equivariant 2-category with G action. In the
present context, where G = ZT2 , we therefore need a type of
ZT2 extension of Rep(S3). In other words, we need a category
CZ2 = C0 ⊕ CT, (279)
where C0 = Rep(S3).
We find that the appropriate extension CZ2 which, when in-
put into the SET state sum construction, gives D(S3) with the
time-reversal symmetry fractionalization discussed above is
the following. We take CZ2 to correspond to the fusion cate-
gory associated with SU(2)4. This fusion category has 5 sim-
ple objects, labeled by SU(2) spin j = 0, 12 , 1,
3
2 , 2. The inte-
ger spin objects j = 0, 1, 2 correspond exactly to the three ir-
reducible representations of S3, where {j = 0, j = 1, j = 2}
is mapped to {A,B,C}. The two half-integer spin objects
then form the CT part of the category.
The F -symbols F abcdef (g0,g1,g2,g2), for g0,g1,g2,g3 ∈
ZT2 of CZ2 are given in terms of the F -symbols of SU(2)4.
As discussed below Eq. (96), the symmetry of the F -symbols
can be used to replace F abcdef (g0,g1,g2,g2) with [F
abc
def ]
σ(g01),
where we take the group action on the labels a, b, c, d, e, f
to be trivial. Recall that σ(T) = ∗ and σ(0) = 1. Since
the F -symbols of SU(2)4 can be chosen to all be real,92 we
can ignore the complex conjugation σ(g01). The resulting F -
symbols F abcdef for CZ2 can be taken to be the F -symbols of
SU(2)4.
Carrying out the state sum explicitly using Eq. (113), we
indeed find Z(RP2 × S1) = 0, in agreement with the above
results using Eq. (139).
4. Gauged T-Pfaffian
T-Pfaffian is a fermionic topological phase that can ex-
ist on the surface of (3 + 1)D electronic topological insula-
tors45,46, preserving the U(1) o ZT2 symmetry. There are ac-
tually two versions of T-Pfaffian states, which will be denoted
by T-Pfaffian±, differing in the assignment of {ηTa } values. It
has been shown in Ref. 40 that T-Pfaffian+ can be realized
on the surface of the free-fermion topological insulator (TI),
while T-Pfaffian− has to exist on the surface of a more com-
plicated state which can be thought of as stacking the free-
fermion TI together with the eTmT bosonic SPT phase. One
can further argue that if we ignore the U(1) symmetry, then
the bulk of the free-fermion TI can be adiabatically connected
to a trivial fermionic band insulator. This implies that it is
possible to gauge the fermion parity in T-Pfaffian± without
breaking time-reversal symmetry. We will focus on the result-
ing bosonic topological phases, which are called the gauged
T-Pfaffian phases.
First let us briefly review quasiparticle content of the T-
Pfaffian phases. We start from the Ising×U(1)−8 state. Topo-
logical charges in U(1)−8 are labeled by an integer mod 8, de-
noted by [j]8, while the topological charges in Ising have the
standard labeling {I, σ, ψ}, where I is the identity particle, ψ
is the fermion, and σ is the non-Abelian quasiparticle; these
have the usual fusion rules σ × σ = I + ψ, ψ × ψ = 1. We
use the notation aj = (a, [j]8), where a = I, σ, ψ. The quasi-
particles of the T-Pfaffian phase are described by a subset of
Ising×U(1)−8, restricted by the following rule: σ can only be
combined with odd j, while I, ψ can be combined with even
j. This way we get 12 quasiparticle types, and ψ4 is identified
as the electron. The T symmetry action can be almost de-
termined completely from general considerations45,46, except
the local T2 value of σ1. We thus label the two choices as
T-Pfaffianη , where η ≡ ηTσ1 . See Table I for a summary of the
relevant datum.
In the gauged theory, we need to introduce 6 more topo-
logical charges with non-trivial mutual braiding statistics
with the electron ψ4. These are the fermion parity fluxes.
We follow the notations of Ref. 45 and denote them by
s1, s3, s5, s7, sσ0, sσ2. None of these topological charges are
invariant under T, as shown in Table I.
We can compute Ma, and we find all are zero except for
Ms1 = Ms7 = 1 + η
Ms3 = Ms5 = 1− η. (280)
As stated above, we have θs3 = θs5 = −1. Therefore η = −1
results in Dehn twist anomaly on a Mo¨bius band. It is also
interesting to notice that to reveal the anomaly from Ma one
needs to consider the case where a is one of the fermion parity
fluxes (i.e. s3 or s5); the original particles of the T-Pfaffian do
not by themselves reveal the anomaly.
We also find
Z(RP4) = η,
Z(CP2) = 1, (281)
which implies that the gauged T-Pfaffian− state has the same
anomaly as the eTmT state.
Since gauged T-Pfaffian+ is free of any anomaly, we can
ask whether it can be realized using a state-sum construction.
Unfortunately this appears to not be possible, and thus the
gauged T-Pfaffian+ presents an example of a time-reversal (or
reflection) symmetric SET which lies outside of the state-sum
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a I0 ψ0 I2 ψ2 I4 ψ4 I6 ψ6 σ1 σ3 σ5 σ7 s1 s3 s5 s7 sσ0 sσ2
θa 1 −1 −i i 1 −1 −i i 1 −1 −1 1 1 −1 −1 1 e ipi4 e− ipi4
a I0 ψ0 I6 ψ6 I4 ψ4 I2 ψ2 σ7 σ5 σ3 σ1 s7 s5 s3 s1 sσ0 sσ2
Ta I0 ψ0 ψ2 I2 I4 ψ4 ψ6 I6 σ1 σ3 σ5 σ7 s7 s5 s3 s1 sσ2 sσ0
ηTa 1 1 −1 −1 η −η −η η
TABLE I: Anyon types and time-reversal action in gauged T-Pfaffianη , where η = ±1. We only list ηTa for T-invariant anyons.
construction discussed in Sec. IV C.127 In fact, even in the
absence time-reversal symmetry, this topological order itself
can not be realized in any kind of quantum double/string-net
model.
The reason is that if a topological order can be realized
through such models, it must admit a gappable boundary.82,110
Although gauged T-Pfaffian+ has zero chiral central charge,
c− = 0, the (non-chiral) edge modes are still not gappable.
To see this, let us condense the Abelian boson I4, using the
rules for topological Bose condensation discussed in Ref. 111.
After I4 condenses, σ1, σ3, σ5, σ7, s1, s3, s5, s7 are confined,
and we have the following identification
Ik ∼ I[k+4]8 , ψk ∼ ψ[k+4]8 , k = 0, 2, 4, 6 (282)
Therefore the original Abelian sector reduces to I0, I2, ψ0, ψ2.
The sσ0, sσ2 are the fixed-points of I4, and thus each of them
has to split into two Abelian anyons sσ±0 and sσ
±
2 . It is not
hard to see that the resulting theory is U(1)−2 × U(1)4. This
theory does not admit a gapped boundary according to the cri-
terion proven in Ref. 112. As a result, the gauged T-Pfaffian+
topological order does not admit gapped boundary either.
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Appendix A: Derivation of reflection eigenvalue in (1+1)D SPT
states
Ground states of (1+1)D translationally invariant gapped
systems can be efficiently approximated by a matrix product
state (MPS) representation:
|Ψ〉 =
∑
i1,··· ,iL
BTAi1Ai2 · · ·AiLB|i1, i2, · · · , iL〉. (A1)
Here ij labels basis states of the local Hilbert space at site j,
and Ai is a d × d matrix. The d-dimensional vector B deter-
mines the boundary condition. We shall follow the convention
of Ref. 118 and represent the matrix A as a product of a d× d
matrix Γ and a positive real diagonal matrix Λ: Ai = ΓiΛ,
such that it is already in the canonical form (so that Λ con-
tains the Schmidt eigenvalues). Since we consider a short-
ranged correlated state, we assume that the MPS is injective.
This representation is most convenient in infinite systems, but
we will use it to frame our discussion of a finite chain. Our
derivation closely follows the calculation of partial reflection
in Ref. 118; it is also closely related to the discussion in Ref.
34.
On a finite chain with N sites, a reflection-symmetric MPS
requires
ΓTj = e
iθU†j ΓN−j+1Uj , (A2)
for a unitary matrix Uj . In Ref. 1,76 it was shown that
UU∗ = ±1, (A3)
where the minus sign indicates a nontrivial SPT phase.
The evaluation of the trace of the reflection operator, which
consists of summing over all boundary conditions B, can be
represented in the diagram shown in Fig 36(a). We can then
reverse the top chain to untwist the diagram, which introduces
factors of U and U† accumulating at the ends, see Fig. 36(b).
The ladder in the bulk of the diagram is a product of many
copies of the d2 × d2 transfer matrix T = ∑iAi ⊗ (Ai)∗,
such that Tαβ,γδ =
∑
iA
i
αγ(A
i
βδ)
∗. For a long chain, due to
injectivity the effect is to project onto the unique eigenvector
of the transfer matrix with the largest eigenvalue (which we
can take to be unity). In the canonical form, we can take the
eigenvector to be proportional to δαβδγδ , where α, β, δ, γ =
1, · · · , d.119 This allows a futher simplification of the diagram
to Fig. 36(c). At this point we can directly read off the desired
result:
TrRr = TrUTU† = ±Tr1 = ±d. (A4)
We also observe that the derivation applies to the case of a
fixed boundary condition as well. Denote the state by |ΨB〉.
It is amount to insert a projector to |B〉〈B| into the two out-
ermost lines in the evaluation of the trace, so in the end we
have
〈ΨB |Rr|ΨB〉 = 〈B|UTU†|B〉 = ±〈B|1|B〉 = ±1. (A5)
49
(a)
(b)
Γ Λ Γ Γ Λ Γ
Γ∗ Λ∗ Γ∗ Γ∗ Λ∗ Γ∗
Γ∗ Λ∗ Γ∗ Γ∗ Λ∗ Γ∗
Γ Λ Γ Γ Λ Γ
U+ U
(c)
U+ U
FIG. 36: Diagrammatic evaluation of the trace of the reflection oper-
ator.
Appendix B: (1+1)D TQFTs
Some basic properties of (1+1)D TQFTs were reviewed in
Sec. VI C 1. Here, we briefly review some additional as-
pects of (1+1)D TQFTs, from the point of view of extended
TQFTs and category theory. While this perspective utilizes
several mathematical results, the subsequent computations do
not require familiarity with these theorems. This perspective
provides us a simple way to generalize to unoriented (1+1)D
TQFTs and to compute the path integral on non-orientable
surfaces.
A (1+1)D extended TQFT assigns a vector space V(I; a, b)
to the interval I , with boundary conditions a and b associated
to the left and right boundary. The boundary conditions a
and b are chosen from a given set of allowed boundary condi-
tions {a, b, · · · }. The (1+1)D TQFT is further equipped with
a “gluing map”
g : V(I; a, b)⊗ V(I; b, c)→ V(I; a, c). (B1)
We use the notation
eα ∪ eβ ≡ g(eα, eβ) (B2)
for eα ∈ V(I; a, b) and eβ ∈ V(I; b, c).
This provides us the structure of a 1-category C, where
the objects of C are the set of boundary conditions, the one-
morphisms are the vector spaces V(I; a, b), and the composi-
tion of morphisms is the gluing map. Note that the morphisms
form a vector space over complex numbers, which implies that
C is a C-linear 1-category.
The (1+1)D TQFT also assigns a vector space V(S1) to the
circle.128 We have the gluing map to V(S1):
g˜ : V(I; a, a)→ V(S1). (B3)
We will also extend the notation
eα ∪ eβ ∈ V(S1 unionsq S1), (B4)
for eα, eβ ∈ V(S1).
Thus, we see that the classification of (1+1)D TQFTs is
closely related to the classification of 1-categories. It is a the-
orem that the 1-categories of interest to us can all be related
to a direct sum of trivial categories.129 This means that we can
take C to consist of a single object a, and n morphisms from
that object into itself. In this case, since there is only one ob-
ject, we can drop the boundary condition label in V(I; a, a)
and write simply V(I). We have:
dim V(I) = dim V(S1) = n, (B5)
with each morphism corresponding to a state in V(I). We let
eα form a basis of states in V(I) . g˜(eα) therefore forms a
basis in V(S1). In what follows, we will sometimes drop the
g˜ in the notation and keep it implicit. We further have the
important requirement that, for eα, eβ ∈ V(I),
eα ∪ eβ = δαβeα. (B6)
Eq. (B6) implies that eα ∈ V(I) are idempotents, because
they square to themselves under the gluing map.
A (1+1)D TQFT assigns a complex number, the path inte-
gral Z(Σ2), to closed surfaces Σ2. For surfaces with bound-
ary, Z(Σ2) is a map:
Z(Σ2) : V(∂Σ2)→ C. (B7)
As we explain, it suffices to specify the path integral on a disk:
Z(D2) : V(S1)→ C. (B8)
We define:
Z(D2)[eα] = λα, (B9)
where λα, for α = 1, · · · , dim V(S1), are the parameters of
the (1+1)D TQFT. Z(D2) defines an inner product on V(I)
as follows:
〈eα|eβ〉V(I) ≡ Z(D2)[eα ∪ eβ ] = λαδαβ . (B10)
Path integrals for TQFTs satisfy an important gluing for-
mula. Let us consider a surface Σ2cut which, when glued along
a one-manifold M1, gives rise to a surface Σ2. Fig. 37 shows
an example where Σ2 = D2, Σ2cut = D
2⊔D2, and M1 = I .
The gluing formula is
Z(Σ2)[eα] =
∑
x∈V(M1)
Z(Σ2cut)[eα;1 ∪ x ∪ eα;2 ∪ x]
〈x|x〉V(M1) .
(B11)
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x x
e↵;1 e↵;2
e↵;1 e↵;2
FIG. 37: Gluing two disks along an interval to obtain a single disk.
FIG. 38: Left: I × I . Right: Boundary is “crushed” as explained in
the text.
Here, eα ∈ V(∂Σ2), ∑x∈V(M1) is a sum over orthogonal
states x ∈ V(M1), and eα;1∪x∪eα;2∪x is a state in V(∂Σ2cut).
Importantly, the gluing maps imply
eα = eα;1 ∪ eα;2. (B12)
The inner product on V(M1) can be defined in terms of the
path integral as
〈x|y〉V(M1) = Z(M1 × I)[x ∪ y]. (B13)
In this context, we defineM1×I by “crushing” the boundary,
that is, by identifying points (b, t) ∼ (b, s) for b ∈ ∂M1 and
s, t ∈ I (see Fig. 38 for an illustration for the case M1 = I).
Thus, by this definition, ∂(M1 × I) = M1 ∪M1.
1. Path integral on oriented closed surfaces
From Z(D2) and the gluing formula, we can determine the
path integral on any surface Σ2. The result is:
Z(Σ2) =
∑
α
λχ(Σ
2)
α , (B14)
where χ(Σ2) is the Euler characteristic of Σ2.
Below we will derive this from the gluing formula. As a
warmup, let us first consider the following applications of the
gluing formula. First, let us consider gluing a disk to itself
along an interval, to obtain an annulus:
Z(S1 × I)[eα ∪ eβ ] =
∑
x∈V(I)
Z(D2)[eα ∪ x ∪ eβ ∪ x]
〈x|x〉V(I)
=
∑
x∈V(I)
δαxδxβ
λα
λx
= δαβ . (B15)
Here, we used the fact that 〈x|x〉V(I) = Z(D2)(x ∪ x) = λx,
and the fact that eα ∪ x ∪ eβ ∪ x = δαxδxβeα.
Next, let us consider gluing an annulus to a disk to obtain a
disk:
Z(D2)[eα] =
∑
eβ
Z(S1 × I)[eα ∪ eβ ]Z(D2)[eβ ]
〈eβ |eβ〉V(S1) (B16)
Observe that
〈eβ |eβ〉V(S1) = Z(S1 × I)[eβ ∪ eβ ]. (B17)
Using Eq. (B15) and (B17) then gives Z(D2)[eα] =
Z(D2)[eα], as expected.
To derive (B14), we pick a handle decomposition for Σ2.
This corresponds to taking a triangulation of Σ2 and thicken-
ing the vertices, edges, and triangles all to disks. The thick-
ened vertices form the 0-cells and the thickened edges form
the 1-cells, which are glued to the 0-cells along two disjoint
intervals, forming the 1-skeleton Σ21. Σ
2 is then formed by
gluing the faces of the triangulation, which are the 2-cells, to
Σ21. For an illustration, see Fig. 39.
We can computeZ(Σ2) by using this handle decomposition
together with the gluing formula. First we consider gluing the
2-cells to Σ21 (see Fig. 39):
Z(Σ2) =
∑
e
(N2)
α ∈V(S1)N2
Z(Σ21)[e(N2)α ]Z(2-cells)[e(N2)α ]
〈e(N2)α |e(N2)α 〉V(S1)N2
.
(B18)
Here, N2 is the number of 2-cells (i.e. the number of faces of
the triangulation), and e(N2)α =
⋃
i eαi is a state in V(S1)N2 ,
with eαi ∈ V(S1) and i = 1, · · · , N2. We have
Z(2-cells)[e(N2)α ] =
∏
i
λαi . (B19)
Moreover,
〈eα|eβ〉V(S1) = Z(S1 × I)[eα ∪ eβ ]
= δαβ (B20)
where in the second line we used Eq. (B15). Therefore,
Z(Σ2) =
∑
e
(N2)
α ∈V(S1)N2
Z(Σ21)[e(N2)α ]
N2∏
i=1
λαi . (B21)
Applying the gluing formula again, it is straightforward to
see that Z(Σ21)[e(N2)α ] = 0 unless all eαi are equal to each
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e↵1
e↵1
e↵2
e↵2
e↵3
e↵3
e↵4
e↵4
e↵1
e↵1e↵1
e↵1
e↵2
e↵2
e↵2
e↵2
e↵3 e↵4
FIG. 39: Top: Gluing 2-cells (shaded dark disks) to the 1-skeleton.
The boundary conditions eαi are labelled. Bottom: Gluing the 1-
cells to the 0-cells, with some of the boundary conditions labelled.
other: eαi = eα (see Fig. 39). This follows from Eq. (B6).
Thus:
Z(Σ21)[e(N2)α ] =
∑
eα∈V(S1)
Z(Σ20)[e(N0)α ]Z(1-cells)[e(N1)α ]
〈eα|eα〉2N1V(I)
.
(B22)
Here, Σ20 is the collection of 0-cells and e
(N0)
α =
⋃N0
i=1 eα is
the union of the boundary conditions for Σ20. Similarly, N1
is the number of 1-cells and e(N1)α =
⋃N1
i=1 eα is the union of
boundary conditions for the collection of 1-cells.
Thus Z(Σ20)[e(N0)α ] = λN0α and Z(1-cells)[eα] = λN1α . The
denominator of Eq. (B22) is raised to the 2N1 power because
each 1-cell is glued to the 0-skeleton along two disjoint in-
tervals (see Fig. 39). Putting everything together we get Eq.
(B14), where the Euler characteristic is determined by
χ(Σ2) = N0 −N1 +N2. (B23)
2. Unoriented (1+1)D TQFTs
Now let us proceed to generalize the above discussion to
the case of unoriented (1+1)D TQFTs, which we can define on
non-orientable manifolds. In the unoriented case, the (1+1)D
TQFT possesses a reflection map:
r : V(I)→ V(I), (B24)
(a)
(b)
(c)
2D 1-handle D2  Ue  1-handleD1�irst
D1second
3D 1-handle( D1 x D2, S0 x D2 ) D3  Ue  1-handle
3D 2-handle( D2 x D1, S1 x D1 ) D3  Ue  2-handle
FIG. 40: Examples of handles in various dimensions, with the at-
taching regions shown in bold.
such that r2 is the identity on V(I). The reflection map also
acts on elements of V(S1).
One can prove97 that, up to the appropriate flavor of Morita
equivalence, we may assume that rmerely permutes the idem-
potents
r(eα) = er(α), (B25)
for eα ∈ V(I). Therefore, either eα is fixed under r: r(eα) =
eα, or two idempotents eα and eβ are mapped to each other
under r.
With the action of reflection, we can now define the path
integral on a non-orientable manifold via the gluing formula.
Importantly, to obtain the path integral on a non-orientable
manifold, we must pick a one-dimensional manifold along
which we apply an orientation reversal, using the action of
r.
Proceeding through the gluing constructions, it is imme-
diately clear that, for non-orientable Σ2, only those bound-
ary conditions eα such that r(α) = α can contribute to the
sum. (For unoriented but orientable Σ2, all eα contribute to
the sum.)
Therefore, for a generic (1+1)D TQFT described by a set of
complex numbers {λi} and the action of reflection, we have
Z(Σ2) =
∑
α|α=r(α)
λχ(Σ
2)
α . (B26)
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FIG. 41: A cell decomposition can be viewed built from handle at-
tachments as illustrated. The small circles correspond to 0-handles,
the edges connecting them to 1-handles, and the larger square corre-
sponds to a 2-handle.
Appendix C: Handle decompositions of manifolds
A d-dimensional p-handle is a pair (Dp×Dq, (∂Dp)×Dq),
with p + q = d. The submanifold (∂Dp) × Dq ⊂ ∂(Dp ×
Dq) is called the “attaching region” of the p-handle. We can
think of a d-dimensional p-handle as a p-cell which has been
thickened up to be d-dimensional. The non-attaching region
is Dp × ∂Dq . Given a d-manifold with boundary (M,∂M),
we attach h by embedding ∂Dp ×Dq e↪→ ∂M . The effect on
the boundary is ∂M → (∂M \ e(∂Dp×Dq))∪ (Dp×∂Dq).
See Figs. 40 for illustration.
Every manifold has a handle decomposition. For example,
one can take a cellulation of a d-dimensional manifold, and
thicken the 0-cells into d-balls Dd. Next, one can take the
1-cells and thicken them to d-balls as well, and glue them to
the one cells along two points, S0 × Dd−1. The 2-cells can
be thickened to d-balls, and glued to the 0- and 1- cells along
S1 ×Dd−2, and so on. See Fig. 41 for an illustration.
1. Handle decomposition of CP2
CP2 can be obtained by gluing a 0-handle, a 2-handle, and a
4-handle together. Since the 2-handle is glued along S1×D2,
one must choose a circle S1 in the boundary of the 0-handle
along which to glue the 2-handle. The key property of CP2 is
that this circle has a +1 framing. In other words, if we thicken
the S1 of the attaching region to a ribbon, this ribbon twists
around itself once along the S1.
The +1 framing ensures that the signature of the resulting
manifold is +1 . The 2-handle introduces a second homology
class to the manifold: the 2-handle introduces a sphere S2
inside of the resulting manifold which is not the boundary of
any 3-manifold that is also inside of the manifold.
2. Handle decomposition of RP4
RP4 can be obtained by gluing together one handle of every
index. First, one glues the 1-handle to the 0-handle, along an
S0×D3 of the 1-handle. Importantly, one of theD3’s is glued
2αα
(a) (b)
FIG. 42: The loops α and 2α on the Mobius band
with an orientation reversal. The result is Mb × D2, where
Mb refers to the Mobius band. This attachment is illustrated
in Fig. 42.
Next, we attach the 2-handle along an S1 × D2. To see
which S1, observe that attaching a 2-handle to a particular
circle renders that circle contractible, and thus a trivial ele-
ment of the first homology of the resulting manifold. The
previous 1-handle introduced a first homology to the mani-
fold, generated by a loop that we denote α; in order to ensure
that H1(RP4;Z) = Z2, we thus glue the 2-handle along 2α,
shown in Fig. 42. Moreover, we must attach the 2-handle to
2α with a +1 framing, similar to the case of CP2. (We want
the self-intersection of the RP2 inside RP4 to be 1.)
Finally, the 3-handle is attached along S2 × D1 and the
manifold is closed off with a 4-handle attached along the final
boundary, S3.
Appendix D: String operators and their transformations under
reflection/time-reversal symmetries
In the Kitaev quantum double model D(H), the quasipar-
ticles can be created in pair by string operator. Following the
treatment in Ref. 109, we can construct the (minimal) string
operator Fh,g which acts on the green edges in Fig. 43 such
that
Fh,g
∣∣∣∣∣
y
x1 x2
〉
= δg,y1
∣∣∣∣∣
y
hx1 g¯hgx2
〉
, (D1)
where h, g ∈ H . As is shown in Fig. 43, when acted on the
ground state, Fh,g creates a vertex (red) and a plaquette (or-
ange) excitation on each end of the string. It is easy to check
that under the reflection r about the dotted line, the string op-
erators transform as
Rr
−1Fh,gRr = F g¯hg,g¯, (D2)
where Rr is the operator that generates the reflection r.
However we notice that the string Fh,g does not create ex-
citations with a definite topological charge type. But we can
use them to build string operators associated to a certain anyon
type. For C = {c1, c2, ...}, we define {q1, q2, ...} such that
ci = qirC q¯i, (D3)
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Fh,g
FIG. 43: The (minimal) string operator Fh,g acts only on the green
edges. When apply Fh,g to the ground state, it creates a vertex (red)
and a plaquette (orange) excitation on each end of the string. The
dotted line is the mirror plane for the reflection symmetry r
with i labeling the elements inC. Also, we will label the basis
of the vector space associated to the irrep pi with j (and j′).
The string operator that creates a pair of quasi-particles with
a fixed anyon type (C, pi) and its anti-particle is given by
F
(i′,j′);(i,j)
(C,pi) =
∑
h,g
δci′ ,hδci,g¯hgpi(q¯i′gqi)j′jF
h,g. (D4)
Here (i′, j′) and (i, j) each labels the basis of the “local”
Hilbert spaces associated to the anyons ((C, pi) and its anti-
particle) created on the ends of the string operator. Under the
reflection r, the string operator transforms as
R−1r F
(i′,j′);(i,j)
(C,pi) Rr =
∑
h,g
δci′ ,hδci,g¯hgpi(q¯i′gqi)j′jF
g¯hg,g¯
=
∑
h,g
δci′ ,g¯hgδci,h
(
pi(q¯igqi′)
†)
j′j F
h,g,
=
∑
h,g
δci′ ,g¯hgδci,hpi(q¯igqi′)
∗
jj′F
h,g,
= KF (i,j);(i′,j′)(C,pi) K (D5)
where we’ve made a change of variables g¯hg → h and g¯ → g
in the second line, and K is the complex conjugation. Notice
that the action ofK does not change the conjugacy classC and
only act on the representation pi. We can say that under r the
anyon (C, pi) becomes (C−1, pi). Notice we pick rC and r−1C
as the representative elements for C and C−1. They share the
same centralizer group ZrC = Zr−1
C
. Hence, the anyon label
(C−1, pi) indeed makes sense.
A set of string operators F (i
′,j′);(i,j)
(C,pi) are symmetric under r
if and only if there exists local unitary transformations U and
U ′ (acting on the vector space associated to pi) such that
R−1r F
(i′,j′);(i,j)
(C,pi) Rr =
∑
k,k′
U ′j′k′UjkF
(i,k);(i′,k′)
(C,pi) . (D6)
For reflection symmetric string operators, the fact that R2 is
an trivial action leads to the condition that
UU ′ = U ′U = ±1. (D7)
In fact, UU ′ (or U ′U ) are exactly the accumulated “local
transformations” on a single anyon (C, pi) (or its anti-particle)
after we perform the reflection r twice. We will label the ±
sign in this equation as ηr(C,pi). Eq. (D5) and D6, in fact,
require that the following must hold for symmetric string op-
erators:
pi(q¯igqi′)
∗
jj′ =
∑
k,k′
UjkU
′
j′k′pi(q¯igqi′)kk′ , (D8)
for all g ∈ H such that ci′ = g¯cig or equivalently rC =
q¯i′ g¯qirC q¯igqi′ . When we pick q¯igqi′ = 1, we obtain that
UU ′T = 1. (D9)
Therefore, the transformation given by U and U ′ is in fact
conjugation of the irrep pi by U . Such U exists only when the
irrep pi is real or pseudoreal. We can now rewrite Eq. (D7) as
UUT = ηr(C,pi) · 1. (D10)
To summarize, a string operator creating (C, pi) is symmet-
ric if pi is self-conjugate and we can associate a r2 eigenvalue
to the anyon (C, pi), given by the value of UUT. For a real
irrep pi, ηr(C,pi) = 1. For a pseudoreal irrep pi, η
r
(C,pi) = −1.
In fact, ηr(C,pi) coincides exactly with the Frobenius-Schur in-
dicator of the irrep pi:
ηr(C,pi) =
1
|ZrC |
∑
g∈ZrC
Tr
(
pi(g2)
)
, (D11)
where |ZrC | is the order of ZrC . This expression automati-
cally evaluates to 0 when pi is neither real or pseudoreal.
In Sec. III B, we define ηr(C,pi) a (1+1)D SPT invariant, or
the eigenvalue of r of the two-anyon state. Let |vac〉 denotes
the vacuum state of D(H) on the sphere. We can consider the
following states
|(i′, j′); (i, j)〉 ≡ F (i′,j′);(i,j)(C,pi) |vac〉. (D12)
We can think of the states {|(i′, j′); (i, j)〉} as the states on
two-punctured sphere, which is topologically equivalent to a
cylinder. Once we fixed (C, pi), we can view the cylinder as
an effective (1+1)D system and analyze its (1+1)D SPT prop-
erties under reflection r. In this case, the labels (i′, j′) and
(i, j) are simply labeling the local degrees of freedom lying
on the two ends of the cylinder. The requirement Eq. (D6)
that the string operator is symmetric under r becomes
Rr|(i′, j′); (i, j)〉 =
∑
k,k′
UjkU
′
j′k′ |(i, k); (i′, k′)〉, (D13)
which is of course the condition for the effective (1+1)D sys-
tem (together with the degrees of freedom localized on the
boundary) to be reflection invariant. The reflection SPT in-
variant can be calculated via analyzing how the local degrees
of freedom (i′, j′) and (i, j) transform under r, as we did
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above, or can be obtained through the trace ofRr in the Hilber
space spanned by {|(i′, j′); (i, j)〉}:∑
i′j′ij
〈(i′, j′); (i, j)|Rr|(i′, j′); (i, j)〉 (D14)
=
(∑
ii′
δii′
)Ñ∑
jj′
Ujj′U
′
j′j
é
(D15)
= |C|dimpi × ηr(C,pi) (D16)
= d(C,pi)η
r
(C,pi), (D17)
where dimpi is the dimension of the irrep. pi and d(C,pi) is the
quantum dimension of the anyon (C, pi).
It is then straightforward to derive
T−1Fh,gT = Fh,g, (D18)
and
T−1F (i
′,j′);(i,j)
(C,pi) T (D19)
=
∑
h,g
δci′ ,hδci,g¯hgpi(q¯i′gqi)
∗
j′jF
h,g (D20)
= KF (i′,j′);(i,j)(C,pi) K. (D21)
From the last equation, we see that the TR symmetry is quite
similar to the reflection symmetry except that it neither ex-
changes the two ends of the string operator nor does it change
the gauge flux to its inverse. The TR symmetry generates the
following mapping among anyons:
T : (C, pi)→ (C, pi∗). (D22)
For TR-invariant anyons, pi has to be real or pseudoreal. The
eigenvalue of the TR-invariant anyon (C, pi) underT2 is again
given by the Frobenius-Schur indicator
ηT(C,pi) =
1
|ZrC |
∑
h∈ZrC
Tr
(
pi(g2)
)
. (D23)
Appendix E: Consistency of Z(RP2 × S1) in Kitaev’s quantum
double model D(H)
Eq. (214) and Eq. (215) provide two different expression of
Z(RP2 × S1) for the Kitaev’s quantum double model D(H).
In the following, we will prove that the two expression are in
fact equal to each other. The topological S-matrix element
S(1,1)(C,pi) in Eq. 215 is given by
S(1,1)(C,pi) =
|C|dimpi
|H| , (E1)
which is the ratio between the quantum dimension d(C,pi) =
|C|dimpi of the quasiparticle (C, pi) and the total quantum
dimension of D(H) given by |H|. Here, |C| is the cardinality
of the conjugacy class C and dimpi is the dimension of the
representation pi.
Let us start from Eq. (215). Combining the expression of
S(1,1)(C,pi) with Eq. (209), we have
Z(RP2 × S1)
=
∑
(C,pi)∈BT
S(1,1)(C,pi)νpi,
=
∑
all (C,pi)
S(1,1)(C,pi)νpi,
=
∑
all (C,pi)
|C|dimpi
|H|
1
|ZrC |
∑
g∈ZrC
Tr
(
pi(g2)
)
=
∑
conj. class C
∑
g∈ZrC
|C|
|H|
1
|ZrC |
∑
pi∈irrep. of ZrC
Tr (pi(1)) Tr
(
pi(g2)
)
=
∑
conj. class C
∑
g∈ZrC
|C|
|H|δ1,g2
=
∑
g∈H
∑
conj. class C
|C|
|H|δ1,g2δrCg,grC
=
∑
g∈H
∑
h∈H
1
|H|δ1,g2δhg,gh (E2)
Several keys steps in this derivation are as follows. From
the second line to the third line, we’ve used the fact that
for (C, pi) /∈ BT, νpi is automatically 0. In the fourth line,
we’ve plugged in the expression of S(1,1)(C,pi) and Eq. (209).
From the forth line to the fifth line, we’ve rewritten dimpi as
Tr (pi(1)) (where 1 stand for identity element in H). In deriv-
ing the sixth line, we’ve made use of the identify that
1
|ZrC |
∑
pi∈irrep. of ZrC
Tr (pi(1)) Tr
(
pi(g2)
)
= δ1,g2 . (E3)
As we see, in the end of this derivation, we arrive at Eq. (214).
Therefore, Eq. (214) and Eq. (215) are equal to each other.
Now, we prove that Eq. (214) is equal to the number of
conjugacy classes C that square to 1. We notice that
Z(RP2 × S1) =
∑
g∈H
∑
h∈H
1
|H|δ1,g2δhg,gh
=
∑
g∈H
|Zg|
|H| δ1,g2
=
∑
g∈H
1
|[g]|δ1,g2 , (E4)
where Zg = {h|gh = hg, h ∈ H} is the centralizer of g
and [g] denotes the conjugacy class that contains g. The car-
dinality (or the number of element) of Zg and [g] are denoted
as |Zg| and |[g]| respectively. In the derivation above, we’ve
used the fact that |H| = |Zg| · |[g]| for any group element
g ∈ H . Notice that if g2 = 1, any element in [g] also squares
to 1. Therefore, the expression above counts the number of
conjugacy classes that square to 1.
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Appendix F: Fractionalization constraints for D(S3) with
unconventional symmetry action
In this section, we derive the condition
ηTB ≡ ηB(T,T) = −1, (F1)
for the time-reversal symmetry action given in Eq. (270),
which we repeat here for convenience:
T : C ↔ F,
G↔ H. (F2)
Here we use the notation ηB(T,T) to connect with the dis-
cussion presented in Ref. 22. Eq. (F1) is a consequence
of the following two consistency conditions on ηa(T,T) and
UT(a, b, c), which were derived in Ref. 22,45:
UT(a, b; e)UT(e, c; d)
UT(b, c; f)UT(a, f ; d)
F abcdef =
Ä
F
TaTbTc
TdTeTf
ä∗
, (F3)
UT(
Ta, Tb; Tc)
UT(a, b; c)
=
ηa(T,T)ηb(T,T)
ηc(T,T)
. (F4)
To see how Eq. (F1) follows from the above conditions, we
need to use the fusion rules and F -symbols of D(S3), which
can be found in Ref. 108. Applying Eq. (F4) to the fusion
rule B ×G = G, we obtain
ηB(T,T) =
UT(B,H;H)
UT(B,G;G)
. (F5)
Using the F -symbol FBGGBGA = 1, F
BHH
BHA = −1, we have
UT(B,G;G)UT(G,G;B)
UT(G,G;A)
= −1. (F6)
where we have also used the fact that UT(B,A;B) = 1 (note
that for all a, Ug(a, 0; a) = Ug(0, a; a) = 1 in general22).
Furthermore, we need the following F matrices:
FGGHH = −
1√
2
Ç
1 1
1 −1
å
, FHHGG = −
1√
2
Ç
1 1
−1 1
å
.
(F7)
The rows of the matrices are indexed asA,B and the columns
as C,F . Applying Eq. (F3) to each entry of FGGHH , F
HHG
G
and using UT(A,H;H) = 1, leads to
UT(G,G;A) = UT(G,G;B)UT(B,H;H). (F8)
Combining Eqs. (F8), (F6), and (F5), we obtain ηB(T,T) =
UT(B,H;H)
UT(B,G;G)
= −1.
Appendix G: Q8 and Rep(Q8)
Here we collect some facts about Q8 and Rep(Q8). The
group Q8 is the quaternion group of order 8. It has 8 group
elements and can be given by the group presentation
Q8 = 〈−1, i, j, k|(−1)2 = 1, i2, j2, k2 = ijk = −1〉, (G1)
where 1 is the identity element and −1 commutes with all
other elements of the group.
Q8 has 5 distinct irreducible representations, which means
there are 5 simple objects in Rep(Q8). We label them as 1,
X , Y , Z and σ. 1 correspond to the trivial representation of
Q8. X , Y and Z label three different 1-dimensional represen-
tations. σ stands for the 2-dimensional representation. The
non-trivial fusion rules in Rep(Q8) are given by
X ×X = Y × Y = Z × Z = 1,
X × Y = Y ×X = Z
Y × Z = Z × Y = X
Z ×X = X × Z = Y
a× σ = σ × a = σ, a = X,Y, Z
σ × σ = 1 +X + Y + Z. (G2)
This is an example of the Tambara-Yamagami category for
Abelian group A = Z2 × Z2.120 Here, the Abelian group A
refers to the Abelian group {1, X, Y, Z} with group multipli-
cation given by fusion. Following the general classification of
Ref. 120, the non-trivial F-symbols of Rep(Q8) are:
[
F aσbσ
]
σσ
= [Fσaσb ]σσ = χ(a, b)
[Fσσσσ ]ab =
νσ√|A|χ(a, b) , (G3)
where νσ = −1 is the Frobenius-Schur indicator of the repre-
sentation σ. Here a, b = 1, X, Y, Z and χ(a, b) is a symmetric
bicharacter on A, where χ(a, b) = χ(b, a) and
χ(1, 1) = χ(1, X) = χ(1, Y ) = χ(1, Z) = 1,
χ(X,X) = χ(Y, Y ) = χ(Z,Z) = 1,
χ(X,Y ) = χ(Y,Z) = χ(Z,X) = −1.
(G4)
The Drinfield center D(Rep(Q8)), which is equivalent to
the quantum double D(Q8), has 22 simple objects.
The group Q8 is closely related to the group D8, the dihe-
dral group of 8 elements which corresponds to the group of
symmetries of a square. The two groups have the same char-
acter table. As fusion categories, Rep(Q8) and Rep(D8) are
only slightly different. The difference only lies in the choice
of Frobenius-Schur indicator νσ , where νσ = 1 for Rep(D8)
and −1 for Rep(Q8).
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