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Figure 1. Le calculateur Eniac. Photo US Army.
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Résumé
Cet article présente brièvement les
perspectives d’évolution des supercal-
culateurs au cours de la décennie en
cours, tant du point de vue de leur
puissance de calcul que de celui de
leur architecture informatique et de
leur utilisation. Les modèles du climat
nécessitant de recourir à des puissan-
ces de calcul de plus en plus grandes,
ils pourront bénéficier de ces nouvel-
les machines et de leur puissance de
calcul, au prix d’évolutions de leur
structure numérique, dont certaines
sont déjà amorcées. Ils seront alors à
même, via une augmentation de leur
résolution spatiale, de conduire à des
simulations dont la convergence
mathématique aura été vérifiée et qui
seront encore plus réalistes du point
de vue physique.
Abstract
Supercomputers and climate
simulation: what vision for 2020?
This paper briefly presents the likely
evolution of supercomputers during
the present decade, from the points of
view of computing power, architecture
and easiness of use.As climate models
require access to ever increasing com-
puting power, they will benefit from
these new supercomputers and their
increased capabilities, provided some
evolution of their numerical structure
takes place, a process that has already
started. They will then be able,
through an increase of their spatial
resolution, to lead to simulations
which will be both mathematically
justified and even more realistic from
the physical point of view.
Les supercalculateurs,
d’hier à aujourd’hui…
Sans remonter au calcul numérique « à
la main » illustré par la fameuse expé-
rience de Lewis Richardson (1922), les
tout premiers ordinateurs ont affiché
comme objectif de parvenir à prévoir
l’état de l’atmosphère. En 1950, le cal-
culateur Eniac (figure 1) avait comme
mission, à côté de l’établissement de
tables balistiques, de parvenir à l’inté-
gration temporelle d’un modèle baro-
trope2 (équation de la vorticité)
développé par Jule Charney et ses col-
lègues du Meteorology Project à
Princeton. Il est à noter que ces calculs,
« formidables » à cette époque, deman-
deraient aujourd’hui 1 seconde, ou
moins, de calcul sur un téléphone por-
table… En un peu plus de 60 ans, la
puissance de calcul a été multipliée
par 1012 (1 million de millions) : la puis-
sance de l’Eniac était en effet
de 5 000 additions ou 330 multipli-
cations à 10 chiffres par seconde, alors
qu’aujourd’hui les calculateurs les plus
puissants sont capables de réaliser
quelques millions de milliards (1015)
d’opérations par seconde.
De leur côté, les modèles de prévision
numérique du temps et les modèles
de climat sont aujourd’hui couramment
résolus, à l’échelle globale, avec
des mailles d’environ 10 km pour les
premiers et de l’ordre de 100 km pour
les seconds. Cette différence de résolu-
tion vient, d’une part, du fait que les
modèles de climat sont plus complexes
1. Cet article est une version développée d’un
texte plus court paru dans le numéro de juillet
2013 de Météo et Climat Infos, la lettre d’infor-
mation de SMF-Météo et Climat.
2. Un modèle atmosphérique est dit barotrope lors-
qu’il suppose une relation de concomitance entre
la pression et la température, ce qui correspond à
modéliser l’atmosphère par une seule couche (on
dit parfois aussi « modèle à une couche »).
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Figure 2. L’augmentation de puissance des supercalculateurs (données de novembre 2013) : en
rouge, l’évolution de la puissance du supercalculateur classé n° 1 ; en vert, celle du supercalculateur
classé n° 500 ; et en bleu, l’évolution de la puissance agrégée des 500 supercalculateurs les plus
puissants. Les pointillés sont de simples extrapolations linéaires. L’échelle des ordonnées va de
108 d'opérations par seconde (100 Mflop/s) à 1018 opérations par seconde (Eflop/s), en passant par le
gigaflop par seconde (Gflop/s, 109 opérations par seconde), le téraflop par seconde (Tflop/s, 1012 opé-
rations par seconde), et le pétaflop par seconde (Pflop/s, 1015 opérations par seconde).
Cf. http://www.top500.org/. Crédit figure : Jack Dongarra
puisqu’ils doivent représenter à la fois
l’atmosphère, l’océan et leurs coupla-
ges et, d’autre part, du fait qu'ils doi-
vent être intégrés sur des périodes de
temps beaucoup plus longues. Ce sont
ces modèles qui assurent la base des
prévisions météorologiques de plus en
plus précises aujourd’hui disponibles
et qui dessinent le futur du climat de
notre planète en réponse à l’augmenta-
tion de la concentration des gaz à effet
de serre.
…et à la fin de la présente
décennie ?
La première question concerne la
poursuite de la montée en puissance
des supercalculateurs. Celle-ci a été
régulière sur près de 50 ans, avec une
loi de puissance, soit un doublement
tous les 12 à 18 mois3 (f igure 2).
Pendant très longtemps, l’augmenta-
tion de la puissance s’est accomplie à
« architecture de machine constante »,
l’augmentation de performance étant
principalement liée à une diminution
de la taille de la gravure des puces en
silicium. Ce type d’évolution était
transparent pour l’utilisateur, la pro-
grammation n’étant pas elle-même
affectée. Un changement important
intervint au début des années 1970,
avec l’apparition du calcul vectoriel :
l’augmentation de puissance fut alors
liée à la possibilité d’enchaîner un flot
d’opérations identiques sur les termes
successifs de longs vecteurs. La pro-
grammation dut alors changer assez
sensiblement, mais les efforts consen-
tis permirent de mettre en place une
programmation vectorielle qui se
révéla relativement pérenne. La fin des
années 1980 vit ensuite arriver le
parallélisme, le gain de puissance étant
alors obtenu par la multiplication des
processeurs capables de réaliser, en
parallèle, des calculs, sinon indépen-
dants, du moins synchronisés explici-
tement au niveau de la programmation.
Le parallélisme concerna tout d’abord
quelques processeurs, puis quelques
dizaines ou centaines, tout en restant
d’une complexité de programmation
relativement maîtrisable.
Une rupture est actuellement en train
de se produire, qui s’accentuera tout au
long de la décennie 2010, avec l’arri-
vée de machines d’architecture
hybride : dans ces nouvelles machines
coexistent des cœurs de calcul clas-
siques et des processeurs particuliers,
dits « accélérateurs » (ou encore « pro-
cesseurs graphiques »), plus rapides
mais plus difficiles à programmer, et à
parallélisme hypermassif (de quelques
centaines de milliers à quelques
millions de cœurs de calcul). Sans
pouvoir entrer ici dans les détails, la
programmation de ces nouvelles
machines, qui atteindront proba-
blement la puissance de 1018 opéra-
tions par seconde (on parle alors
d’« exascale ») vers 2020 ou juste
avant (figure 2), devra être considéra-
blement revue afin de bénéficier de
toute la puissance informatique
potentiellement disponible.
Qu’est-ce que cela
peut signifier pour
un modèle de climat ?
Afin de pouvoir être parallélisé de
façon efficace sur un tel nombre de
cœurs de calcul et de processeurs, les
modèles numériques de climat devront
être sensiblement modifiés. Pour ne
donner qu’un seul exemple des évolu-
tions nécessaires, les méthodes de dis-
crétisation spatiale actuellement
utilisées par le plus grand nombre de
ces modèles se révèlent déjà inadaptées.
Il peut tout d’abord s’agir de méthodes
reposant sur une représentation spec-
trale (où l’écoulement est décomposé
sur une base de « fonctions propres »,
solutions de l’opérateur de diffusion sur
une sphère), pour lesquelles il est néces-
saire de faire de nombreux allers et
retours entre l’espace spectral, où se fait
le calcul de la dynamique, et l’espace
physique, où se font les calculs relatifs à
la physique (rayonnement, convection,
turbulence…) : ces allers et retours sont
alors générateurs de trop nombreuses
communications entre les différents
processeurs et sont donc sources d’im-
portantes pertes d’efficacité.
Il peut aussi s’agir de méthodes fondées
sur la discrétisation en points de grille
directement dans l’espace physique,
moins gourmandes en temps de commu-
nication entre processeurs. Pourtant, si
cette discrétisation est opérée sur une
grille régulière en latitude-longitude,
comme c’est encore aujourd’hui le cas
dans un très grand nombre de modèles, et
si l’on souhaite profiter de l’augmentation
de la puissance des supercalculateurs en
diminuant la taille de la maille spatiale,
l’accumulation de points au voisinage des
pôles et la diminution concomitante de la
taille de la grille conduiraient à des pas de
temps devenant rapidement prohibitifs
parce que trop courts4. Pour échapper à de
tels pas de temps beaucoup trop courts,
l’introduction de filtres spatiaux sur les
cercles de latitude occasionne de nom-
breuses communications qui se révèlent à
leur tour très pénalisantes pour une paral-
lélisation efficace.
3. Cette règle approximative est souvent impro-
prement appelée « loi de Moore », car la véritable
loi de Moore est relative à la vitesse de diminu-
tion de la taille de gravure du silicium.
4. Le pas de temps est en général lié à la taille de
maille par le critère dit CFL (pour Courant,
Friedrichs et Lewy), qui stipule que le rapport de
la taille de maille au pas de temps, qui a les
dimensions physiques d’une vitesse, ne peut pas
excéder la vitesse des phénomènes susceptibles de
se propager à travers la grille de calcul.
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Figure 5. Un exemple de « pré »-convergence des résultats de modèles climatiques (nombre annuel
de cyclones tropicaux) en fonction de la résolution. Les flèches jaunes soulignent le début de conver-
gence obtenu en passant de résolutions spatiales de 270 km (N48), puis 135 km (N96), puis 90 km
(N144) et enfin 60 km (N216). Les barres grises, ocres, oranges et rouges représentent les résultats
de quatre climatologies différentes. D’après Strachan et al. (2013).
Dans l’un comme dans l’autre cas, les
modèles climatiques ainsi construits
ne peuvent fonctionner de façon effi-
cace que sur des configurations de
quelques milliers de processeurs au
plus. Il est donc nécessaire de repenser
les méthodes de discrétisation
spatiale ; on parle alors de la mise au
point de nouveaux « cœurs dyna-
miques »5, ceci se faisant actuellement
sur la base de nouvelles grilles dans
l’espace physique issues d’une repré-
sentation polyédrique, le plus souvent
icosaédrique, de la sphère (figure 3).
Il est intéressant de noter que ces
« nouvelles » classes de méthodes de
discrétisation spatiale ont été étudiées
dès la fin des années 1960 (voir par
exemple Sadourny et al., 1968), mais
qu’elles n’avaient été que très peu
exploitées jusqu’à aujourd’hui ! Dans
ces conditions, les modèles ainsi déve-
loppés, dont, en Europe, les toutes
premières versions sont actuellement
en phase de test ou de premières vali-
dations, se révèlent capables d’utiliser
très efficacement plusieurs dizaines de
milliers de processeurs. Ces modèles
sont donc adaptés aux nouvelles archi-
tectures de supercalculateurs comme
le chinois Tianhe-2 ou l’américain
Titan, les deux supercalculateurs
actuellement les plus puissants au
monde, disposant respectivement de
3 120 000 et 560 000 cœurs de calcul
(figure 4).
Qu’apporteront
ces modèles de climat
de la fin de la décennie ?
Les questions posées à la simulation
numérique du climat sont toujours très
nombreuses et les résultats des simula-
tions actuellement disponibles posent
encore plusieurs types de défis, comme
schématisé dans l’encadré. Nous ne
retiendrons ici qu’un seul de ces défis,
celui de la résolution spatiale qu’il est
nécessaire d’atteindre pour que les
simulations climatiques elles-mêmes
correspondent de « façon convergée »
au modèle climatique utilisé, c’est-à-
dire que le résultat des simulations ne
change plus si l’on augmente encore la
résolution spatiale. Pour être un peu
plus précis, la question est : à quelle
résolution spatiale un modèle clima-
tique donné doit-il être intégré numéri-
quement pour que ses résultats puissent
être considérés comme devenant inva-
riants si la taille de maille est encore
réduite6 ? Cette question est posée de
façon permanente par l’analyse numé-
rique, dont l’un des objectifs est de pré-
ciser les conditions de convergence
d’une méthode numérique. Qu’en est-il
dans le cas particulier des simulations
climatiques ?
Ce problème possède une première
facette : à modèle climatique donné,
quelle est la résolution spatiale à partir
de laquelle les résultats de ce modèle
commencent réellement à converger ?
Cette question n’a encore été que très
peu étudiée par les modélisateurs du cli-
mat, probablement parce que les résolu-
tions spatiales qu’il est possible
d’utiliser sont encore, le plus souvent,
trop loin de la gamme où l’on peut
espérer un début de convergence. La
conséquence est que si l’on s’intéresse à
un problème particulier, comme par
5. Dans « cœur dynamique », expression consa-
crée par l’usage, le mot « cœur » a un sens diffé-
rent de celui qu’il a dans « cœur de calcul » :
dans le premier cas, il s’agit d’un élément de base
(cœur) du code de calcul (software) ; dans le
second cas, il s’agit de la composante matérielle
de base (cœur) du processeur de calcul (hard-
ware).
6. Cette préoccupation était déjà apparue dans
les années 1980 lorsque s’était posée la question
de la résolution spatiale à atteindre pour repré-
senter correctement la circulation des pertur-
bations aux moyennes latitudes. Il avait alors été
montré qu’une résolution spatiale dite T42 (dans
l’espace spectral, soit 280 km dans l’espace
physique) était nécessaire. Cette résolution, pre-
mier seuil apparu en modélisation climatique,
s’est toutefois révélée insuffisante par la suite
pour décrire correctement d’autres caractéris-
tiques de la circulation atmosphérique (comme
les blocages).
Figure 3. Grille icosaédrique utilisée par les nou-
veaux cœurs dynamiques des modèles clima-
tiques japonais, américains et européens.
Figure 4. À gauche, supercalculateur Tianhe-2, n° 1 mondial, de l’Université nationale de technologies de défense de Chine (photo : Jack Dongarra).
À droite, supercalculateur Titan, n° 2 mondial, du Laboratoire national d’Oak Ridge aux États-Unis (avec l'aimable autorisation du Laboratoire national Oak
Ridge, US Dept. of Energy). Classement de juin 2013, http://www.top500.org/.
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Les différentes causes d’augmentation de la puissance
de calcul requise par les futurs modèles climatiques
La nécessité d’atteindre une résolution spatiale suffisamment fine n’est pas la seule raison qui motive l’augmentation des puissan-
ces de calcul pour la simulation numérique du climat. Deux autres raisons plaident en faveur d’une telle augmentation.
Le climat met en jeu de nombreux phénomènes, tant dans l’atmosphère que dans les autres milieux qui sont en interaction avec
elle. En premier lieu, il faut coupler l’atmosphère avec l’océan, ce dernier jouant un rôle extrêmement important pour réguler les
échanges de chaleur. Il faut aussi tenir compte des phénomènes chimiques qui peuvent altérer la composition chimique de
l’atmosphère et donc ses propriétés radiatives ; et la biogéochimie est déterminante dans l’océan pour moduler, via la biosphère
marine, les capacités d’absorption du dioxyde de carbone. Un autre type de phénomènes doit aussi être pris en compte à la sur-
face des continents, où la contribution de la végétation aux échanges d’énergie et de dioxyde de carbone est un des éléments
importants contrôlant le climat. Un modèle de climat devra donc comporter de plus en plus de « sous-modèles composants », de
l’atmosphère à l’océan, des sols à l'hydrologie, de la biogéochimie marine à la dynamique de la végétation, … Le besoin en puis-
sance de calcul d’un modèle climatique suffisamment complet est donc multiplié par 5 à 10 par rapport à un « simple » modèle
d’atmosphère.
Une seconde raison nécessitant le recours à des puissances de calcul de plus en plus grandes est la nécessité de bien prendre en
compte le caractère chaotique de l’évolution du fluide atmosphérique (et océanique). On sait depuis Lorenz (1969) que le fluide
atmosphérique est chaotique et que, au-delà d’un certain temps (le « temps de prévisibilité »), les évolutions possibles d’un même
écoulement partant de conditions initiales très proches, mais néanmoins différentes, divergent les unes des autres. Il est possible au
tout premier ordre de considérer que la moyenne dans le temps des résultats d’une seule intégration numérique d’un modèle peut
fournir une certaine approximation de son état moyen*. Mais cette simplification s’avère très pénalisante, la moyenne dans le
temps d’un paramètre au cours d’une simulation particulière donnée différant de la moyenne dans le temps du même paramètre
au cours d’une simulation voisine (au sens de Lorenz, voir ci-dessus), tout au moins pour des simulations correspondant à des
échelles de quelques décennies ou siècles. Il est alors
nécessaire de réaliser un ensemble de simulations indivi-
duelles, différant les unes des autres par de petites varia-
tions des conditions initiales (ou d’autres paramètres) et
de calculer le climat correspondant à ce modèle en
moyennant ces différentes simulations. Le nombre de
simulations individuelles permettant de calculer ce climat
moyen de façon raisonnable est de quelques dizaines,
nécessitant une augmentation de la puissance de calcul
d'autant. Sans oublier que ce raisonnement est valable
non seulement pour l’atmosphère, mais aussi pour
l’océan…
Il est d’usage de représenter ces nécessaires augmenta-
tions de la puissance informatique (augmentation de la
résolution des simulations, augmentation de la
complexité du modèle climatique, réalisation de simula-
tions d’ensemble, auxquelles on peut ajouter le besoin
d'introduire des méthodes d'assimilation de données)
sur les différents axes du graphique (Mitchell et al., 2012),
ci-contre.
* Ce qui est équivalent à postuler que le système intégré numériquement vérifie l’hypothèse d'ergodicité (notion introduite par Boltzmann pour la théorie cinétique des
gaz). Toutefois, la validité de l’hypothèse d'ergodicité en mécanique des fluides, dont les équations gouvernent tant l’atmosphère que l’océan, n’a pas pu être démontrée.
exemple celui de la modification de
l’activité cyclonique en réponse à l’aug-
mentation de l’effet de serre, la littéra-
ture scientifique abonde de résultats de
simulations variant de façon le plus
souvent inexplicable d’un modèle à
l’autre. Chaque modèle est intégré à
une résolution particulière, souvent dif-
férente d’un modèle à l’autre, et conduit
à des nombres de cyclones tropicaux
tantôt en augmentation, tantôt en dimi-
nution… Ce n’est que très récemment
qu’un travail de vérif ication de la
convergence, sur ce critère du moins,
des simulations numériques a été
abordé (Strachan et al., 2013 ; figure 5).
Il reste encore pratiquement tout à faire
dans ce domaine, qu’il s’agisse de
qualifier la convergence sur d’autres cri-
tères, potentiellement plus difficiles à
cerner, ou d’étendre la pratique à l’en-
semble des modèles climatique utilisés !
La seconde facette de la question est
d’apprécier et de qualifier, une fois
atteinte une résolution numérique
convergée, la validité physique du
modèle climatique utilisé ; dans un
grand nombre de cas, ceci revient à se
poser la question de la validité des para-
métrisations de sous-maille utilisées7.
Le « juge de paix » pour cette question
sera très probablement de réaliser des
simulations numériquement convergées
de modèles de climat pour lesquels les
paramétrisations, par exemple celles de
la convection et des nuages reconnues
depuis de très longues années comme
les plus difficiles et incertaines, auront
été rendues d’influence négligeable en
descendant à des résolutions spatiales
kilométriques, avec les améliorations
attendues de la disparition des approxi-
mations et des incertitudes qui en résul-
tent. Bien entendu, la convergence
numérique des simulations correspon-
dant à de tels modèles climatiques à très
7. Les modèles climatiques sont bien entendu
l’objet de validations aussi soigneuses que possi-
ble, quelle que soit la résolution spatiale utilisée.
Mais ces validations ne sont pas définitives, au
sens où elles doivent être reprises si, même à
modèle inchangé, on fait varier la taille de maille.
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haute résolution devra être vérifiée, ce
qui pourra nécessiter de travailler, au
moins à quelques occasions et sur un
mode de validation, à des résolutions spa-
tiales encore plus fines. Les climatolo-
gues ont effectivement identif ié la
simulation climatique à l’échelle kilomé-
trique comme le défi principal qui pourra
être relevé avec, sinon les supercalcula-
teurs exaflopiques de la fin de la décen-
nie, du moins avec leurs proches
successeurs. Des premières simulations
« coup de poing » ont déjà été réalisées
dans certains groupes (figure 6) et les cli-
matologues européens s’organisent pour
relever ce défi (Mitchell et al., 2012).
Pour terminer par un petit calcul très
approximatif, on peut considérer
qu’aujourd’hui, avec les supercalcula-
teurs pétaflopiques disponibles, les
modèles climatiques sont intégrés de
façon courante à une résolution spatiale
de 100 km, avec des simulations excep-
tionnelles réalisées dans quelques cas
particuliers à des résolutions spatiales
de 10 km. C’est donc un facteur d’au
moins 103 qu’il faudra gagner sur la
puissance des supercalculateurs pour
arriver à des simulations avec des réso-
lutions dans la gamme de 10 à 1 km ;
ceci correspond aux supercalculateurs
exaflopiques espérés et attendus pour la
fin de la décennie8. Mais c’est un fac-
teur supplémentaire de 102-103 qu’il
faudra gagner pour pouvoir réaliser ces
simulations climatiques numériquement
convergées avec des modèles travaillant
à une résolution spatiale les libérant des
inconnues liées au plus grand nombre
des paramétrisations de sous-maille,
comme celles de la convection et des
nuages9. Ces calculateurs de la géné-
ration « zettaflopique » (capables de
réaliser 1021 opérations par seconde)
existeront-ils un jour et, si oui, quand ?
Sur quelles technologies seront-ils
construits ? Trop difficile de répondre
aujourd’hui à ces questions, mais une
chose est sûre : ce n’est pas demain que
les climatologues cesseront de deman-
der plus de puissance de calcul !
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8. Si l’on considère qu’à cet horizon le rapport
entre les tailles de maille des modèles climatiques
et des modèles de prévision numérique reste de
l’ordre de 10, il est possible que ces derniers puis-
sent être intégrés avec des résolutions hectomé-
triques, voire encore un peu plus fines ! Ils
seraient alors capables de simuler la quasi-tota-
lité des types de nuages et de circulations d’é-
chelle fine, avec très peu de paramétrisations
restant nécessaires en dehors de celles de la tur-
bulence et de la microphysique nuageuse. Il reste-
rait toutefois à estimer la prévisibilité de ces
structures hectométriques, difficiles à initialiser
et donc rapidement soumises à la perte de prévisi-
bilité liée à la propagation des erreurs initiales.
9. La résolution kilométrique ne libérera toutefois
pas de toutes les paramétrisations, puisqu’il fau-
dra toujours, par exemple, inclure celles de la tur-
bulence, de la microphysique nuageuse…
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