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FIELDS OF RATIONALITY OF CUSP FORMS
JOHN BINDER
Abstract. In this paper, we prove that for any totally real field F , weight
k, and nebentypus character χ, the proportion of Hilbert cusp forms over F
of weight k and character χ with bounded field of rationality approaches zero
as the level grows large. This answers, in the affirmative, a question of Serre.
The proof has three main inputs: first, a lower bound on fields of rationality
for admissible GL2 representations; second, an explicit computation of the
(fixed-central-character) Plancherel measure for GL2; and third, a Plancherel
equidsitribution theorem for cusp forms with fixed central character. The
equidistribution theorem is the key intermediate result and builds on earlier
work of Shin and Shin-Templier and mirrors work of Finis-Lapid-Mueller by
introducing an explicit bound for certain families of orbital integrals.
1. Introduction
Given a cuspidal Hecke eigenform f , define its field of rationality Q(f) to be the
number field generated by all its Fourier coefficients an(f).
In [Ser97], Serre proved the following:
Theorem 1.0.1 ((Serre, 1997)). Fix an even weight k, a prime p, and an integer
A ∈ Z≥1. Let (Nλ) be a sequence of levels coprime to p with Nλ →∞. As λ→∞,
the proporition of cusp forms of level Γ0(Nλ) whose field of rationality satisfies
[Q(f) : Q] ≤ A approaches 0.
The argument was as follows: first, he used a trace formula argument to show
that, as Nλ →∞, the eigenvalues of Tp are distributed according to the Plancherel
measure on [−2p
k−1
2 , 2p
k−1
2 ]. He then noted that all points have measure zero,
and that the set of Weil-p-integers of weight k and degree at most A is finite.
In particular, the proportion of cusp forms with [Q(ap(f)) : Q] ≤ A must be
asymptotically zero.
On page 89 that paper, Serre posited that his theorem could be extended to
arbitrary sequences. It is our goal to answer Serre’s question in the affirmative
and extend the result in three directions. First, we look at Hilbert cusp forms
over an arbitrary totally real field F . Second, instead of restricting to cusp forms
with trivial character, we allow ourselves to look at forms of an arbitrary (fixed)
character. Third, we’ll be able to look at cusp forms of either even or odd weight.
We’ll fix here some notation that will be in use throughout the paper. Fix
a totally real field F with [F : Q] = n, a weight k = (k1, . . . , kn), and a level
n ⊆ oF ; let χ : (oF /n)× → C× be a character. Let Bk(Γ1(n), χ) be a basis of Hecke
eigenforms of weight k, level Γ1(n), and character χ. Fix moreover an integer
A ∈ Z≥1. We define
Bk(Γ1(n), χ)≤A = {f ∈ Bk(Γ1(n), χ) | [Q(f) : Q] ≤ A}.
In our notation, Serre’s theorem can be rephrased as follows:
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Theorem 1.0.2. Let F = Q. Fix an auxiliary prime p, an even weight k, and an
integer A ≥ 1. Let nλ → ∞ be a sequence of levels with (nλ, p) = 1 for all nλ.
Then
lim
λ→∞
Bk(Γ1(nλ), 1)≤A
Bk(Γ1(nλ), 1)
= 0
where 1 denotes the trivial character.
Let χ : (oF /n)
× → C× be a character and k be a weight. There is an obstruc-
tion to the existence of a cusp form of weight k and character χ. The weight k
determines the central character χ∞ of the associated automorphic representation
at the Archimedean places. As such, if such a cusp form exists, then there must
be an automorphic character Z(F )\Z(AF ) → C× that restricts to χ on ô
×
F and
χ∞ on Z(F∞). If such an automorphic character exists, we say χ occurs in weight
k. For instance, when F = Q, a character χ occurs in weight k if and only if
χ(−1) = (−1)k. When F 6= Q this requirement is more stringent because o×F is
infinite.
Our Main Theorem is:
Theorem 1.0.3 ((Theorem 10.0.1)). Fix a totally real field F , a weight k =
(k1, . . . , kn), a character χ : F
×\A×F → C
× of conductor f occurring in weight
k, and an integer A ≥ 1. Let (nλ) be any sequence of ideals with f | nλ and
N(nλ)→∞ as λ→∞. Then
lim
λ→∞
Bk(Γ1(nλ), χ)≤A
Bk(Γ1(nλ), χ)
= 0.
The key intermediate result in our paper is the Plancherel equidistribution the-
orem:
Theorem 1.0.4 ((Plancherel equidistribution theorem, 9.0.1)). Fix F and let S be
a finite set of finite places of F . Fix a discrete series representation π∞ of GL2(F∞)
and let χ : F×\A×F → C
× be an automorphic character of conductor f extending
χπ∞. Let nλ be a sequence of levels coprime to S, so that f
S | nλ and N(nλ)→∞.
As λ → ∞, the S-components of cuspidal automorphic representations π =
πS ⊗ πS,∞ ⊗ π∞, where πS,∞ has conductor dividing nλ, and where χπ = χ, are
equidistributed according to the Plancherel measure µ̂plS,χ, when counted with the
appropriate multiplicity.
Once this is proved, the Main Theorem follows by relating the field of ratio-
nality of certain local representations to their conductors (Proposition 3.1.2) and
from explicit computations with the (fixed central character) Plancherel measure
over GL2(Fp) (Computation 6.3.1). Indeed, for a large prime and p and a given
conductor, r 6= 1 at p, we show that only a small proportion of automorphic rep-
resentations (by Plancherel measure) of conductor r have small field of rationality.
Thus, if we take a large enough prime and break our sequence of levels (nλ) into
subsequences depending on ordp(nλ), we can use the Plancherel equidistribution
theorem to handle each subsequence separately. There is some difficulty with the
r = 1 case, which we get around by taking a large set of large primes. The details
are the crux of the proof in Chapter 10.
We have stated the Plancherel equidistribution theorem in greater generality
than necessary to prove the main theorem. Indeed, our main theorem is (conjec-
turally) vacuous in certain situations: for instance, if k = (k1, . . . , kn) and there is
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an i, j with ki 6≡ kj mod 2, then the associated representation is not C-algebraic
and therefore, at least conjecturally, will not have a finite-degree field of rationality
(see [ST14, section 2] for a discussion of C-algebraicity; the failure of C-algebraicity
for mixed-parity cusp forms is basically [RT11, Theorem 1.4 (2)]). However, be-
cause the methods we use to prove the Plancherel equidistribution theorem are
representation-theoretic in nature, we can prove it without any algebraicity as-
sumptions.
We will briefly mention three papers that include results in this direction, and
which are the inspiration for our ideas:
• Shin proves an equidistribution theorem for Hilbert modular forms of level
Γ, where (Γ) is a sequence of open-compact subgroups that ‘converge to
one’ in the appropriate sense. For instance, if (nλ) is a nested sequence of
ideals of oF whose intersection is the zero ideal, then the sequence (Γ(nλ))
converges to one, but the sequence (Γ0(nλ)) does not. However, his method
is sufficiently general to extend to representations of other algebraic groups.
• In [ST12], Shin and Templier prove an equidistribution theorem for rep-
resentations of G(AF ) of increasing level when G is a cuspidal group. In
[ST14] they prove, as a corollary, that if nλ is a sequence of ideals with
ordp(nλ)→∞ for some prime p, then
lim
λ→∞
Bk(Γ1(nλ), 1)≤A
Bk(Γ1(nλ), 1)
= 0.
• Finis, Lapid, and Mueller have done considerable work on the Limit Multi-
plicity Problem, which is analogous to our Plancherel equidstribution. The
primary difference is that we follow [Shi12] and [ST12] by fixing a discrete
series representation at ∞ and examine the limit multiplicities only at fi-
nite places, whereas they look at limit multiplicities at infinite places. In
[FLM14] they solved the Limit Multiplicity Problem for a large class of
groups (specifically those satisfying properties (BD) and (TWN) as given
in Section 5 of that paper. These groups include GLn and SLn). Since this
paper was released as a preprint they have solved the Limit Multiplicity
Problem in even greater generality by reducing the restriction on the se-
quence of level subgroups (see [FL15]); we discuss the relationship between
our work and theirs more below.
The broad ideas for proving our Plancherel equidistribution theorem stem from
the proofs of similar theorems in these papers. Like them, we will use the trace
formula, Harish-Chandra’s Plancherel theorem, and Sauvageot’s density theorem.
However, in our case it is necessary to adapt these existing tools suitably to our
situation. We will need versions of the Harish-Chandra Plancherel theorem and the
Sauvageot density theorem over local fields to the fixed-central-character setting, at
least for GL2. We also need a fixed-central-character version of the trace formula.
For GL2, the fixed-central-character trace formula is classical and has been stated
in [Shi63], [GJ79], [KL06], [Pal12] and elsewhere; a more general invariant fixed-
central-character version has been stated in [Art02]. Versions of Arthur’s (non-fixed
central character) trace formula in [Art88] and [Art89], however, are significantly
more ‘user friendly’ in that it is easier to bound the noncentral terms. Therefore,
we will adapt the invariant trace formula to the fixed-central-character setting.
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Once these are in place, a key step of our proof is a careful asymptotic esti-
mation of the geometric side of the trace formula. Specifically, we will examine
the asymptotic behavior of the geometric terms of the trace formula for charac-
teristic functions of Γ0(n) as N(n) → ∞. This builds on the work of Shin and
Shin-Templier, who chose sequences of functions whose orbital integrals eventually
vanished, and their constant-term computations were simplified because they used
characteristic functions of normal subgroups of the maximal compact subgroup
K∞. The function 1Γ0(n) has nonzero orbital integrals for many γ ∈ GL2(F ), but
we will be able to bound these orbital integrals explicitly as N(n)→∞.
As part of their work on the Limit Multiplicity Problem, Finis and Lapid have ob-
tained bounds on trace formula terms for characteristic functions of level subgroups
(see, for instance [FL13, Section 5]). This has allowed them to solve the Limit Mul-
tiplicity Problem for all groups satisfying their conditions (BD) and (TWN) and
any sequence of level subgroups whose level approaches ∞. Even though we give
bounds only for Γ0-level subgroups of GL2, we hope that our work will not appear
redundant, for the following reasons: first, our method of achieving bounds through
a careful analysis of Bruhat-Tits buildings is intuitively different from their meth-
ods, even if it is perhaps more difficult to generalize to higher-rank groups; second,
we obtain a concrete description of the rate at which our terms approach zero. It
is also worth noting that because they do not work with cuspidal functions at ∞,
they use a non-invariant version of the trace formula.
The outline of this paper is as follows. In section 2, we discuss the tempered
spectrum GL2(L)
∧,t of GL2(L) for a p-adic field L, and recall how it is naturally
endowed with the structure of a disjoint union of countably many compact real
orbifolds. In section 3, we discuss fields of rationality of cusp forms and tempered
representations. A necessary result (Proposition 3.1.2) is that if the residue charac-
teristic of L is sufficiently large and π is a tempered representation of GL2(L) with
conductor at least 3, then its field of rationality must be large.
In section 4, we define the Plancherel transform f̂ for a function f in various
Hecke algebras. In section 5, we discuss Euler-Poincare´ functions on GL2(R); these
will allow us to apply the trace formula to count cuspidal automorphic represen-
tations whose Archimedean component is a fixed discrete series representation. In
section 6, we state the necessary representation-theoretic fixed-central-character
prerequisites for our proof of the Plancherel equidistribution theorem: the trace
formula, the Plancherel formula, and Sauvageot’s density theorem. We do not
prove these results until the appendix, since they follow from the standard (non-
fixed central character) analogs in the literature from elementary abelian Fourier
analysis. Indeed, the proofs are not necessary on first reading. We also give an
explicit description of the fixed-central-character Plancherel measure for GL2(L).
In section 7, we introduce counting measures and construct explicit test functions
whose Plancherel transforms count the cusp forms of fixed character, weight, and
level. In section 8, we show an asymptotic vanishing result for orbital integrals
and constant terms. In section 9, we use the results from section 6-8 to prove the
Plancherel equidistribution theorem.
Finally, in section 10, we prove our main theorem. The proof follows from the
Plancherel equidistribution theorem and a careful assessment of the explicit (fixed-
central-character) Plancherel measure on GL2(Fp).
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In the appendix (section 11), we prove the fixed-central-character trace formula
and necessary properties of the fixed-central-character Plancherel measure.
1.1. Notation and Conventions. We will fix here the following conventions:
• F will always refer to a totally real field, and L, L′ will always refer to
p-adic fields. K will be reserved for compact subgroups of GL2(R), where
R is a local field or an ade`le ring AF .
• The notation x 7→ x̂ takes many uses, so we fix a convention here. We will
reserve lower-case Greek letters φ̂, ψ̂ for Plancherel transforms of elements
of the Hecke algebra of GL2 (see Definition 5.0.2). Latin letters f̂ , ĥ will
always denote general functions in F0(GL
∧
2 ) (see Definition 7.0.4). Both f̂
and φ̂ are complex-valued functions on the unitary spectrum of GL2, but
the former is more general. Upper case Greek letters such as Φ and Ψ
are used to denote functions on a subgroup of the center of GL2. In this
case, Φ̂ and Ψ̂ will denote their Fourier transforms as functions on a locally
compact abelian group.
• Lower-case fraktur letters will refer to integral ideals in F or L. oF , oL will
always refer to the ring of integers, and p will always refer to a prime. p
will be reserved for rational primes.
• By a sequence of levels (nλ), we mean a sequence (nλ) of ideals of oF . We
always assume N(nλ)→∞.
• Given a representation π of GL2(L), the conductor c(π) will take values
0, 1, 2 . . .. For a representation of GL2(AF ), the conductor f(π) will always
be an ideal in oF . As such, if π is a representation of GL2(AF ), then
f(π) =
∏
p p
c(πp).
• All characters χ, χ′, η, etc, will be unitary characters, and if they are
characters on the ade`le group A×F , they will be assumed to be trivial on F
×.
If π is a representation of a p-adic or ade`lic group, its central character will
be denoted χπ. A character χ0, η0, etc. will always refer to a character on
the elements of absolute 1.
• ξ will always be used to denote a finite-dimensional irreducible representa-
tion of GL2(F∞). If k = (k1, . . . , kn) is a weight, then ξk denotes the finite-
dimensional complement of the discrete series representation associated to
any cusp form of weight k; in particular, ξk will decompose as a tensor prod-
uct of irreducible representations of the form Symki−2(R2)⊗ | det |
−ki−2
2 .
1.2. Acknowledgements. I would like to thank Ruthi Hortsch, Padma Srini-
vasan, Nicolas Templier, and the anonymous referee for their helpful suggestions.
I am especially indebted to my adviser, Sug Woo Shin, for his unfailing support
and friendship, without which this paper would have been impossible.
2. The Tempered Spectrum of GL2(L)
The goal of this section is to briefly recall some topological properties of the
tempered spectrum of GL2(L) where L is a p-adic field. Throughout, q will denote
the cardinality of the residue field of L. We recall some definitions and preliminary
results. Let GL2(L)
∧ denote the set of irreducible unitary admissible representa-
tions of GL2(L) (up to isomorphism); in particular, if π ∈ GL2(L)∧, its central
character χπ is unitary.
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Definition 2.0.1. Let G be a connected, reductive group over a p-adic field L
and let π be an admissible representation of G(L). We say (π, Vπ) is a discrete
series representation if the matrix coefficient g 7→ 〈π(g)v, v˜〉 is in L2(G(L)/Z(L))
for every v ∈ Vπ, v˜ ∈ Vπ˜.
We say π is tempered if, instead, every matrix coefficient lies in L2+ǫ(G(L)/Z(L))
for every ǫ > 0.
Throughout this paper, we will denote the set of unitary representations of G(L)
as G(L)∧, and the set of tempered unitary representations of G(L) as G(L)∧, t.
For the rest of the subsection we assume G = GLn. The following results are
classical:
Proposition 2.0.2. A representation π ∈ GLn(L)∧ is a discrete series representa-
tion if and only if it is a generalized Steinberg representation St(σ, m) for a unitary
supercuspidal representation σ ∈ GLd(L)∧, and n = md.
A representation π ∈ GLn(L)∧ is tempered if and only if it is of the form
IGP (π1 ⊗ . . .⊗ πr)
where πi is a discrete series representation of GLni(L), with n = n1+ . . .+nr, and
IGP denotes normalized induction.
Fix a standard parabolic P with Levi subgroup M , and let Xu(M) denote the
group of unramified unitary characters of M . Then Xu(M) acts on the set of
discrete series representations ω of M via χ · ω = ω ⊗ χ. Each orbit OM under the
action of Xu(M) naturally acquires the topology of a compact orbifold, and as such
the set of discrete series representations of M acquires the topology of a countable
union of disjoint compact orbifolds.
Denote by Θ the set of pairs (M, OM ) where OM is an orbit of discrete series
representations of M . Say two pairs (M, OM ) and (M ′, O′M ′ ) associated if there is
an element s ∈ WG, the Weyl group of G, such that s ·M =M ′ and s ·OM = O′M ′ .
The normalized induction functor gives a surjective map∐
Θ/assoc
(M, OM )→ GLn(L)
∧,t.
(The fact that IGP (ω) is irreducible when ω is a discrete series representation of M
follows from [Zel80, Theorem 4.2]; we note here that this does not hold for general
reductive p-adic groups).
Moreover, for a given orbit (M, OM ), the stabilizer
Stab(M, OM ) = {s ∈ W
G/WM : s ·M =M, s · OM = OM}
acts on OM . The map above descends to a bijection∐
Θ/assoc
(M, OM )/ Stab(M, OM )
∼
−→ G∧,t.
This gives the tempered spectrum of G the structure of a countable disjoint union
of compact orbifolds.
Throughout this paper, we will use OM to refer to an orbit of discrete series
representations of a Levi subgroup M of G. We will use O to refer to an orbit in
G∧,t; that is, O will refer to the image of an orbit (M, OM ) under the normalized
induction functor.
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2.1. Tempered Orbits of GL2(L). In this subsection, we’ll recall some facts
about the tempered orbits of GL2(L). We’ll follow the standard practice of writing
σ1 × σ2 for IGP (σ1 ⊗ σ2) when σ1 ⊗ σ2 is a discrete series representation of a Levi
subgroup M . π is irreducible since σ1 and σ2 are unitary.
It is convenient to partition the set of orbits into four types:
Type (1): O consists of elements χ× χ′, where χχ′−1 is unramified;
Type (2): O consists of elements χ× χ′, where χχ′−1 is ramified;
Type (3): O consists of elements St(χ) where χ is a character; and
Type (4): O consists of supercuspidal representations π.
It is worth recalling the following:
Definition 2.1.1. Let L′/L be a quadratic extension, let ψL be an additive char-
acter on L, and let η be a multiplicative character on L′ that is not Gal(L′/L)-
invariant. The dihedral representation πη of GL2(L) is defined as follows. First, let
ω1η,ψ be the Weil representation of SL2(L) on the subspace of functions f ∈ C
∞
c (L
′)
satisfying the transformation property
f(yv) = η(y)−1f(v) for all v ∈ E, y ∈ ker(NL′/L).
Upgrade this to a representation ωη, ψ of
GL2(L)
L′ = {g ∈ GL2(L) : det(g) ∈ NL′/L(L
′×)}
by setting (
ωη,ψ
(
a 0
0 1
)
f
)
(v) = |a|
1/2
F η(b)f(bv), a = NL′/L(b).
Let πη = Ind
GL2(L)
GL2(L)L
′ (ωη,ψ); this is independent of the choice of additive character
ψ.
We have the following facts:
(i) The central character of πη is χL′/L · η|F× . Here χL′/L : L
× → C× is the
unique nontrivial character whose kernel is NL′/L(L
′×).
(ii) πη ∼= πη′ iff η and η′ are characters on the same quadratic extension L′, and
η and η′ are Gal(L′/L)-conjugate.
(iii) If the residue characteristic of L is odd, then all supercuspidal representations
of GL2(L) are dihedral.
(iv) If χ is a character of L× then πη ⊗ χ ∼= πη⊗(χ◦NL′/L).
Facts (i) and (iv) are on page 121 of [Sch02], while (iii) is on page 120. Fact
(ii) follows by noting that πη corresponds to the irreducible Weil representation
I
W (L)
W (L′)(η) under the Local Langlands correspondence.
When the residue characteristic is odd, we have the following characterization of
the orbits:
Proposition 2.1.2. Assume the residue characteristic of L is p > 2.
(1) The orbits of type (1) are in correspondence with characters χ0 : o
×
L → C
×.
(2) The orbits of type (2) are in correspondence with pairs of characters χ0 6=
χ′0 : o
×
L → C
×.
(3) The orbits of type (3) are in correspondence with characters χ0 : o
×
L → C
×.
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(4) The orbits of type (4) are in correspondence with pairs (L′, {η0, η0}) where
L′/L is a quadratic extension, and {η0, η0} : o
×
L′ → C
× is a Gal(L′/L)-
conjugate pair of characters with η0 6= η0.
Proof. For the first statement, we note that χ1 × χ2 and χ′1 × χ
′
2 are in the same
orbit if χ′1χ
−1
1 and χ
′
2χ
−1
1 are unramified. Moreover, χ1χ
−1
2 is unramified, so any
two characters differ by an unramified twist. As such, χi and χ
′
i all share the
same restriction to o×L : this determines a canonical bijection between orbits and
characters χ0 : o
×
L → C
×.
The proofs of (2) and (3) are exactly the same.
For (4), because p > 2, every supercuspidal representation of π of GL2(L) is a
dihedral representation, so there is a pair (L′, η) as above such that π = πη. The
proof will follow once we show that, given characters η, η′ of L′
×
, then πη and πη′
differ by an unramified twist if and only if η and η′ differ by an unramified twist.
On the one hand, assume η = θη′ for an unramified θ : L′
× → C×. Since θ is
unramified we can write θ = χ ◦NL′/L for an unramified character χ; then we have
πη′ = πη⊗(χ◦NL′/L)
∼= πη ⊗ χ.
On the other hand, if χ is an unramified character of L× and πη′ = πη ⊗χ, then
πη′ = πη⊗(χ◦NL′/L), and so η(χ ◦NL′/L) = η
′ or η′.
Therefore, the supercuspidal orbits are parameterized by pairs of {η, η} up to
unramified twist, and giving a character up to unramified twist is the same as giving
its restriction to o×L′ as above, completing the proof. 
It follows immediately from above that if π and π′ are in the same orbit, then
χπ|o×L
= χπ′ |o×L
. We define χO = χπ|o×L
for any π ∈ O.
A list of conductors of tempered representations is given in [Sch02, p. 122]:
• If π = χ× χ′, then c(π) = c(χ) + c(χ′).
• If π = St(χ), then
c(π) =
{
1 if χ is unramified
2 · c(χ) if χ is ramified.
• If π is the dihedral representation πη, then
c(π) =
{
2 · c(η) if L′/L is unramified
c(η) + 1 if L′/L is ramified.
Since the conductor of a character χ or η depends only on its restriction to o×L or
o×L′, we can make the definition:
Definition 2.1.3. Let O be an orbit in GL2(L)∧,t. We define its conductor c(O)
to be the conductor c(π) for any π ∈ O.
3. Preliminaries on Fields of Rationality
Throughout, let F be a totally real field.
Definition 3.0.1. Let f be a Hilbert modular form over F of level Γ1(n), weight
k, and character χ that is a Hecke eigenform. Then Q(f) ⊆ Q is the field generated
by all the Fourier coefficients of f .
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Definition 3.0.2. Fix a level n, a weight k, a character χ : (oF /n)
× → C× occuring
in weight k, and an integer A ∈ Z≥1. We denote by Bk(Γ1(n), χ) a basis of
normalized Hecke eigenforms in Sk(Γ1(n), χ), and define
Bk(Γ1(n), χ)≤A = {f ∈ Bk(Γ1(n), χ) | [Q(f) : Q] ≤ A}.
Definition 3.0.3. Let G be a reductive group over a p-adic field L and let π be
an admissible G(L)-representation. The field of rationality Q(π) is the fixed field
of the subgroup
{σ ∈ Aut(C) : σπ ∼= π}.
If π is an automorphic representation of G(AF ), then π decomposes as π ∼=⊗
v πv, and Q(π) is the compositum of the fields Q(πv) over the finite places v of
F .
Lemma 3.0.4. Let f be a Hecke eigenform of weight k, level n, and character χ,
and let πf be the associated GL2(AF )-representation. Then Q(f) = Q(πf ).
Proof. This is [RT11, Theorem 1.4 (5)]. We omit the proof. 
3.1. Fields of rationality of tempered orbits of GL2(L). In this subsection,
we switch back to the local theory. Let p > 2. We assume L is a p-adic field whose
residue field has cardinality q. Throughout, π will denote an irreducible unitary
admissible representation of GL2(L).
Definition 3.1.1. Let O be an orbit in GL2(L)∧,t. We define Q(O) to be the
intersection of all Q(π) for π ∈ O.
The goal of this subsection is to prove the following, in analogy with Corollary
3.12 of [ST14]:
Proposition 3.1.2. Let the p be the residue characteristic of L, and assume p >
2A+1. Let O be a tempered orbit of GL2(L) of conductor at least 3. Then [Q(O) :
Q] > A.
It is worth comparing this result to [ST14, Corollary 3.12]
We begin with three lemmas, which rely on the characterization of orbits given
in Proposition 2.1.2.
Lemma 3.1.3. Let O be the supercuspidal orbit corresponding to η0 : o
×
L′ → C
×.
Let η0(x) = ζ for some x ∈ o
×
L′ . Then [Q(ζ) : Q] ≤ 2[Q(O) : Q].
Proof. Recall the construction of the dihedral representation in Definition 2.3, and
let σ ∈ Aut(C); it is easy to check if GL2(L)L
′
acts on f via ωη,ψ, then it acts on
σ ◦ f as ωσ◦η, σ◦ψ . This exhibits an isomorphism σωη,ψ ∼= ωσ◦η, σ◦ψ .
But the representation πη is independent of the choice of ψ, so upon induction
we get
σπη =
σπη,ψ ∼= πσ◦η, σ◦ψ = πσ◦η.
As such, if σπ ∼= π for some π ∈ O then σ permutes the character η0 with its
conjugate η0 under Gal(L
′/L). Therefore, σ fixes (η0 + η0)(x) and (η0η0)(x) for
x ∈ o×L′ so both these quantities are in Q(O). As such, ζ = η0(x) is a root of the
polynomial
T 2 − (η0 + η0)(x)T + (η0η0)(x) ∈ Q(O)[T ]
and so ζ is of degree at most 2 over Q(O), completing the proof. 
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Lemma 3.1.4. Let O be a Steinberg orbit corresponding to χ0 : o
×
L → C
×. Then
Q(O) ⊇ Q(χ0).
Proof. Let t =
(
t1 0
0 t2
)
, and let f : G → C satisfy f(tug) = χ(t1t2)f(g) for some
χ with χ|o×L
= χ0 Then σ ◦ f satisfies σ ◦ f(tug) = σ(χ(t1t2)), exhibiting an
isomorphism between σ St(χ) and St(σ(χ)). Now the proof follows exactly as above.

Lemma 3.1.5. Let O be an orbit consisting of principal series representations
corresponding to χ0, χ
′
0 : o
×
L → C
×, with χ0(x) = ζ for x ∈ o
×
L . Then, [Q(ζ) : Q] ≤
2[Q(O) : Q].
Proof. Assume π = χ × χ′ and assume σπ ∼= π. Arguing as above, we have an
isomorphism σχ × χ′ ∼= (σ(χ)) × (σ(χ′)) and therefore σχ × χ′ ∼= χ × χ′ if and
only if σ permutes χ and χ′. As such, σ fixes both χ + χ′ and χχ′. Therefore,
χ0(x) + χ
′
0(x) and χ0(x)χ
′
0(x) are in Q(O) for all x ∈ o
×
L .
If χ0(x) = ζ then ζ is a root of
T 2 − (χ0(x) + χ
′
0(x))T + χ0(x)χ
′
0(x) ∈ Q(O)[T ].
In particular, ζ is of degree at most 2 over Q(O), completing the proof. 
With these lemmas in hand, we can prove Proposition 3.1.2.
Proof. From the discussion of conductors before Definition 2.1.3, we see that if
c(O) ≥ 3 then O takes one of the following forms:
• O is a supercuspidal orbit corresponding to η0 : o
×
L′ → C
×, with c(η0) ≥ 2
• O is a Steinberg orbit corresponding to χ0 : o
×
L → C
×, with c(χ0) ≥ 2
• O is a principal-series orbit corresponding to χ0×χ′0, where c(χ0) ≥ 2 (up
to switching χ0 and χ
′
0).
In the second two cases, χ0 is nontrivial on 1 +̟LoL, a pro-p-group and so ζp ∈
c(χ0). In the first case, η0 is nontrivial on 1 + ̟L′oL′ , again a pro-p group, so
ζp ∈ Q(η0). Therefore, in all cases, [Q(O) : Q] ≥
1
2 [Q(ζp) : Q] =
p−1
2 > A. 
4. Fixed-Central Character Hecke Algebras and Plancherel
Transforms
In this section, we briefly introduce fixed-central-character Hecke algebras and
Plancherel transforms.
Throughout this section, F is a totally real field with [F : Q] = n and A is the
ring of ade`les over F . R will be used to denote A or Fv for some place v of F .
The definitions and lemmas below will depend upon a choice of Haar measure.
Fix once and for all the following Haar measures:
• If L is a p-adic field, and G(L) the group of L-points of some reductive
group, the we choose the Haar measure giving a maximal compact subgroup
measure 1.
• We choose the Euler-Poincare´ measure on GL2(R) (see section 5) and the
standard Haar measure on R×.
• On an ade`lic group such as GL2(AF ) or A
×
F , we take the product measure
of the local measures just described.
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Definition 4.0.1. Let X be a closed subgroup of the center Z(GL2(R)), and let
χ : X → C× be a unitary character. The Hecke algebra H(GL2(R), X, χ) is the
convolution algebra of smooth functions φ : GL2(R) → C that are compactly-
supported modulo X and that satisfy the transformation property
φ(gx) = φ(g)χ(x)−1 for all g ∈ G, x ∈ X.
Definition 4.0.2. Let φ ∈ H(GL2(R), X, χ). We define its Plancherel transform
φ̂ as a complex function on the space of representations π with χπ|X = χ, by
φ̂(π) = trX π(φ) = tr
(
v 7→
∫
X\GL2(R)
φ(g)π(g)v dg
)
.
The integrand is well-defined since φ(gx)π(gx) = φ(g)χ−1(x)χ(x)π(g) = φ(g)π(g)
for all g ∈ G, x ∈ X.
We repeat here a piece of notation that will be in effect throughout the paper.
Greek letters like φ and ψ are reserved for functions in some Hecke algebra, and then
φ̂, ψ̂ will be denote their Plancherel transforms on the tempered spectrum. Latin
letters like f̂ , ĥ will be used to denote elements of the larger set F0 of complex-
valued functions on GL2(L)
∧; see Definition 6.2.3.
5. Euler-Poincare´ measures and Euler-Poincare´ functions
Let ξ be an irreducible, finite-dimensional representation of GL2(F∞) and let πξ
be its discrete-series complement: that is, for every v | ∞, ξv + πξ,v is equivalent
to an induced representation in the Grothendieck group. In this section, we will
prove the existence of a function φξ ∈ H(GL2(F∞), Z(F∞), χξ) such that for any
infinite-dimensional representation π′ of GL2(F∞),
(5.1) trZ(F∞) π
′(φξ, µ
EP) =
{
(−1)[F :Q] π′ ∼= πξ
0 otherwise;
here the trace is taken with respect the Euler-Poincare´ measure on GL2(F∞)/Z(F∞):
Definition 5.0.2. Let G be the compact inner form of GL2(R)/Z(R), and let µ
EP
be the Haar measure onG of total measure 1. We define the Euler-Poincare measure
on GL2(R)/Z(R) as the unique Haar measure such that the induced measure on G
is µEP.
The Euler-Poincare measure on GL2(F∞)/Z(F∞) is given by the product mea-
sure under the identification
GL2(F∞)
Z(F∞)
∼=
∏
v|∞
GL2(Fv)
Z(Fv)
∼=
∏
v|∞
GL2(R)
Z(R)
.
To construct φξ, it’s enough to have local functions φξv and let φξ =
∏
v φξv .
Let K ′v = Fv,>0 · O(2)v ⊆ GL2(Fv). For an irreducible finite-dimensional repre-
sentation ξv of GL2(Fv) and an admissible representation πv such that ξv and πv
have the same central character on Fv,>0, we define the Euler-Poincare´ character-
istic:
χEP(πv ⊗ ξ
∨
v ) =
∑
i≥0
(−1)i dimHi(LieGL2(Fv), K
′
v, πv ⊗ ξ
∨
v );
(here the cohomology is (g,K)-Lie algebra cohomology).
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Clozel and Delorme [CD90, The´ore`me 3] have constructed a function φξv ∈
H(GL2(Fv), Fv,>0, χξv ) such that
trFv,>0 πv(φξv , µ
EP) = χEP (πv ⊗ ξ
∨
v ).
It is moreover well-known that χEP(πv⊗ξ∨v ) = 0 unless πv has the same infinitesimal
character as ξv (see the bottom of page 43 of [ST12]). Since πv and ξv also have the
same central character (restricted to Fv,>0), then the Langlands classification for
admissible representations of GL2(R) tells us that if tr πv(φξv ) 6= 0, then πv must
be of one of the following three forms:
• πv = ξv
• πv is the discrete series complement of ξv; i.e., there is an exact sequence
0→ ξv → µ1 × µ2 → πv → 0
where µ1 × µ2 is the representation induced from the character µ1 ⊗ µ2 on
the Borel subgroup.
• If µ1, µ2 is as above, then πv = µ1 × (µ2 · sgn) or πv = (µ1 · sgn)× µ2.
However, in the third case, πv is in the continuous series, and since tr π
′
v(φξv ) = 0
for all other continuous-series representations π′v, then we must have trπv(φξv ) = 0.
We have therefore proved:
Proposition 5.0.3. Assume π′v is infinite-dimensional, that χEP(π
′
v ⊗ ξ
∨
v ) 6= 0,
and that χπ′v and χξv agree on AG,∞. Then π
′
v is the discrete-series complement
of ξv.
If πξv is the discrete-series complement of ξv, then trFv,>0 πξv (φξv ) = −1 (see
the fact at the top of page 44 of [ST12]). By replacing φξv with g 7→
1
2 (φξv (g) +
χξv (−1)φξv (−g)), we may assume φξv ∈ H(GL2(Fv), Z(Fv), χξv ). In this case we
have
trF×v πξv (φξv ) = −1.
Here we are making a choice of Haar measure that will be in effect for the rest of
the paper: the Haar measure on GL2(Fv)/Z(Fv) is chosen so that the finite group
Z(Fv)/Fv,>0 ∼= {±1} gets total measure 1, the measure on GL2(Fv)/Fv,>0 is the
Euler-Poincare´ measure, and the measures are compatible under
1→
Z(Fv)
Fv,>0
→
GL2(Fv)
Fv,>0
→
GL2(Fv)
Z(Fv)
→ 1.
We will need later that φξv (1) = − dim(ξv). This basically follows from the
Plancherel theorem for real groups, and is proven at the bottom of p. 276 in
[Art89].
Let ξ =
⊗
v ξv, and let φξ =
∏
v φξv . Its discrete-series complement is
⊗
v πξv .
We have proven the following:
Corollary 5.0.4. Let F be a totally real field and let ξ be an irreducible finite-
dimensional representation of GL2(F∞), whose complementary discrete series rep-
resentation is πξ. Then there is a function φξ ∈ H(GL2(F∞), Z(F∞), χξ) such
that
• for any generic representation π of GL2(F∞),
trZ(F∞) π(φξ) =
{
(−1)[F :Q] if π = πξ
0 otherwise.
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• φξ(1) = (−1)[F :Q] dim ξ.
Proof. The only point that needs to be made is that ξ is generic (i.e. has a Whit-
taker model) if and only if it is infinite-dimensional at every place. 
6. Representation-Theoretic Results for Fixed Central Character
In this section, we will state three important representation-theoretic results
for fixed central character: first, a simple version of the invariant Trace formula;
second, a description of the fixed-central-character Plancerhel measure; and third,
a fixed-central-character version of Sauvageot’s density theorem. To our knowledge,
these results as stated are not explicitly written down in the literature, though they
are known to the experts.
We make a brief note on the proofs of these results. The results can be derived
from the non-fixed central character versions stated in the literature with abelian
Fourier analysis; this is the tack we will take. Because the proofs are long but
elementary, we have decided to put them in the appendix; we will simply state the
results here.
For the fixed-central-character trace formula, it is worth noting that the ver-
sions of the trace formula for GL2 stated, for instance, in [GJ79, (7.14)-(7.19)],
[Shi63],[KL06, Theorem 22.1] and [Pal12] are all fixed-central-character versions.
However, we believe it is easiest to take the version from [Art02] as a starting point
since it fits most nicely into the framework of [Art88] and [Art89], and the geometric
terms of trace formulae in these papers are easiest to manage.
6.1. Fixed-Central-Character Invariant Trace Formula for GL2. We begin
with a definition:
Definition 6.1.1. Let φ : GL2(A) → C be smooth and compactly-supported
modulo the center.
• Let γ ∈ GL2(A) and let Gγ(A) be its centralizer in GL2(A). We define the
orbital integral
Oγ(φ) =
∫
Gγ(A)\G(A)
φ(g−1γg) dg
• Let γ ∈ T (A∞), the torus of diagonal elements. We define the constant
term
Qγ(φ) =
∫
K∞
∫
A∞
φ
(
k−1γ
(
1 a
0 1
)
k
)
da dk.
If φ is a product of local functions, the the constant terms and orbital integrals
decompose as products of local constant terms and local orbital integrals.
Definition 6.1.2. Let γv ∈ GL2(Fv). We say γv is elliptic if it is semisimple and
the split component of the center of the centralize Gγv is AG(Fv). Equivalently,
in the case of GL2, γv is either central, or it is semisimple but not diagonal in
GL2(Fv). Let φ =
∏
v be smooth and compactly-supported modulo the center. We
say φ is cuspidal at a place v if for every element γv ∈ GL2(Fv) that is not elliptic,
the orbital integral Oγv (φv) vanishes.
Here we note that the Euler-Poincare functions φξ at∞ from the previous section
are cuspidal (see, for instance, page 267 of [Art89]). this will allow us to use simpler
forms of the trace formula.
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Proposition 6.1.3 ((Fixed-Central-Character Invariant Trace Formula)). Let F be
a totally real field and let A be its ade`le ring. Let χ be an automorphic character of
A×. Let φ = φ∞φξ ∈ H(GL2(A), Z(A), χ), where φξ is an Euler-Poincare function
as in Corollary 5.0.4.
• If F = Q then∑
π
trZ(φ) = vol(G(F )Z(A)\G(A))φ(1)
+
∑
γ∈(G(F )−Z(F ))/Z(F )
γ semisimple
γ∞ elliptic
C(G, γ) vol(Z(F )AG,∞\Z(A))Oγ(φ)
+
∑
γ∈T (F )/Z(F )
C(T, γ) vol(Z(F )AG,∞\Z(A))Qγ(φ)
• If F 6= Q then∑
π
trZ(φ) = vol(G(F )Z(A)\G(A))φ(1)
+
∑
γ∈(G(F )−Z(F ))/Z(F )
γ semisimple
γ∞ elliptic
C(G, γ) vol(Z(F )AG,∞\Z(A))Oγ(φ)
Here C(G, γ), C(T, γ) are constants that depend only on γ and not on φ.
It will be useful to name the expressions in the above equation. We denote the
left-hand, or spectral side, as Ispec(φ, Z(A), χ). The right hand, or geometric side,
we will denote by Igeom(φ, Z(A), χ).
Remarks 6.1.4. The exact values of the constants C(G, γ) and C(T, γ) are unnec-
essary for our purposes since we will show that these terms vanish asymptotically.
The interested reader can see Theorem 6.1, and the subsequent remark, in [Art89],
or (4.2), (4.3), and (4.4) of [Shi12].
Proof. Only a sketch will be necessary, since the leg work has been done in [Art88],
[Art89], and [Art02] (in fact, we will simply piece these results together). To this
end, consider the fixed central character invariant trace formula given in [Art02].
The geometric side is given in [Art02][Proposition 2.2]; this contains the same terms
as the geometric side of the trace formula given in [Art88], except that the sum is
over conjugacy classesmodulo center. The spectral side given in [Art02][Proposition
3.1] and matches the spectral side in Art88, except that it restricts to the set of
representations where the central character is fixed.
With this in hand, the versions of the trace formula given above follow exactly as
the proofs of the non-fixed central character analogs. For the first version, we can
follow the arguments of sections 2-6 of [Art89] to discern (i) as the analog of Theo-
rem 6.1 there. The second version follows similarly as an analog of [Art88][Corollary
7.5].

6.2. The Fixed-Central-Character Plancherel Measure. We now turn away
from the trace formula to a pair of local results involving the Plancherel measure.
For reference, we begin with the following result, following [Wal03]:
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Theorem 6.2.1 ((Harish-Chandra’s Plancerhel Theorem)). Let L be a local field
and let GL2(L)
∧,t be the tempered spectrum of GL2(L). Given a measure on
GL2(L), there is a unique measure µ̂
pl on GL2(L)
∧,t, called the Plancherel measure,
such that, for any function φ ∈ C∞c (GL2(L)), we have
φ(1) =
∫
GL2(L)∧,t
φ̂(π) dµ̂pl(π).
We also have the following density theorem of Sauvageot [Sau97, Thm 7.3]:
Theorem 6.2.2. [(Sauvageot’s Density Theorem)] Let f̂ : GL2(L)
∧ → C be sup-
ported on a finite number of Bernstein components and assume it is continu-
ous outside a set of Plancherel measure zero. Given ǫ > 0, there are functions
φ, ψ ∈ C∞c (GL2(L)) such that
(i) |f̂(π)− φ̂(π)| ≤ ψ̂(π) for all π ∈ GL2(L)∧, and
(ii) µ̂pl(ψ̂) < ǫ
In view of this theorem, we make the following definition:
Definition 6.2.3. The set F0(GL2(L)
∧) is the set of complex-valued function that
are supported on a finite number of Bernstein components and that are continuous
outside a set of Plancherel measure zero.
Indeed, Sauvageot proves that the function in F0 are precisely those for which
Sauvageot’s density theorem holds, but we will not need this fact here.
Remark 6.2.4. We note that Harish-Chandra’s Plancherel Theorem and Sauvageot’s
density theorem apply equally well to a finite set of places, in the following sense:
if F is a global field and S a finite set of finite places, we may replace the L in the
statements above with FS .
In order to state the properties of the fixed-central-character Plancherel theorem,
we’ll need to briefly recall some facts about the construction of the Plancherel
measure from [Wal03] and [AP05]. Let O be a tempered orbit in GL2(L)∧,t and
let π ∈ O. Then there is a parabolic subgroup P , a Levi subgroup M ≤ P , and a
discrete series representation ω of M such that π ∼= IGP (ω).
Let Xu(M) be the group of unramified characters on M(L), and let OM be the
set {ω ⊗ τ : τ ∈ Xu(M)}. Then there are surjections
Xu(M)։ OM ։ O
where the first map is τ 7→ ω ⊗ τ and the second map is ω′ 7→ IGP ω
′.
Definition 6.2.5. Let i : X → Y be a surjective, finite map of orbifolds equipped
with measures µX , µY . We say i locally preserves measures if there is an open X
′ ⊆
X and an open cover {Uα} of X ′ such that µX(X −X ′) = 0, µY (i(X −X ′)) = 0,
and for each U ⊆ Uα, µX(U) = µY (i(U)).
This definition may be ugly, but has the following useful property: if i : X → Y
locally preserves measures and E ⊆ X is an open fundamental domain for the map
(so that E → Y is injective and covers Y up to a set of measure 0), then for any
function h : Y → C we have∫
Y
f dµY =
∫
E
(f ◦ i) dµX .
We now define the canonical measure.
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Definition 6.2.6. Let M ⊆ GL2(L) be a Levi subgroup with center Z(M). Let O
be an orbit in GL2(L)
∧,t induced from M . Consider the surjective, finite maps
Xu(Z(M))
i
←− Xu(M)
j
−→ O.
We give Xu(Z(M)) the Haar measure with total measure 1. If measures dχM on
Xu(M) and dπ on O are chosen so that i, j locally preserve measures, then we call
dπ the canonical measure on O.
The Plancherel measure µ̂pl is absolutely continuous with respect to the canonical
measure dπ: there is a continuous function ν̂pl such that dµ̂pl(π) = ν̂pl(π) dπ. The
Plancherel density function is given explicitly by
ν̂pl(IGP ω) = c(G|M)
−2γ(G|M)−1µG|M (ω)d(ω)
= γ(G|M)−1j(ω)−1d(ω).
The γ and c factors is as described and computed on p. 241 of loc. cit. The
term d(ω) is the formal degree of ω; this is defined by the condition that∫
AM\M
〈ω(m)v1, v˜1〉 〈v2, ω˜(m)v˜2〉 dm = d(ω)
−1 〈v1, v˜2〉 〈v2, v˜1〉
for v1, v2 ∈ Vω and v˜1, v˜2 ∈ Vω˜, where ω˜ is the contragredient representation.
The j(ω) is the scalar given by an intertwining operator IGP ω → I
G
P ω; these
intertwining operators are defined in ch. I of loc. cit. Finally µG|M (ω) is chosen to
be equal to c(G|M)2j(ω).
Remark 6.2.7. Note the dependence on Haar measures: φ̂(π) depends on a Haar
measure on G, whereas j(ω)−1 and d(ω) depend inversely on Haar measures on
N, M respectively (where N is the unipotent radical of P =MN); we choose Haar
measures dg, dm, dn, dk so that dk is the restriction of dg to the maximal compact
subgroup K and so that∫
G
φ(g) dg =
∫
M
∫
N
∫
K
φ(mnk) dk dn dm
for any φ ∈ C∞c (G).
We define similarly the fixed-central-character canonical measure. Fix a char-
acter χ : L× → C× and let Oχ be the subset of O where χπ = χ. Fix ω such
that π = IGP ω and χπ = χ, and let Xu(M)0 be the kernel of the restriction map
Xu(M) → Xu(Z(G)). Then the surjection Xu(M) → O restricts to a surjection
Xu(M)0 → Oχ, and we define the canonical measure on Oχ so that
• There is a Haar measure on Xu(M)0 such that the map Xu(M)0 → Oχ
locally preserves measures, and
• O and Oχ have the same canonical measure.
We now discuss the fixed-central-character Plancherel measure, and list some of
its properties.
Proposition 6.2.8. Let L be a local field, let χ : L× → C be a character. Let
GL2(L)
∧,t,χ be the subset of the tempered spectrum consisting of those representa-
tions π with χπ = χ. There is a unique measure µ̂
pl
χ on GL2(L)
∧,t,χ such that, for
any φ ∈ H(GL2(L), Z(L), χ) we have
φ(1) =
∫
GL2(L)∧,t,χ
φ̂(π) dµ̂plχ (π).
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Moreover, the fixed-central-character Plancherel measure satisfies the following prop-
erties:
(i) Let dπ be the canonical measure on GL2(L)
∧,t, let ν̂pl be the Plancherel density
function with respect to the dπ, and let dπχ be the canonical measure on
GL2(L)
∧,t,χ. Then dµ̂plχ = ν̂
pldπχ.
(ii) Let π ∈ GL2(L)∧,t,χ. Then µ̂plχ (π) 6= 0 if and only if π is a discrete series
representation. In this case, µ̂plχ (π) = d(π).
(iii) Sauvageot’s density theorem holds for the fixed-central-character Plancherel
measure, in the following sense: given f̂χ on GL2(L)
∧,χ that is supported
on a finite set of Bernstein components and that is continuous outside a set
of Plancherel measure zero, we may find φ, ψ ∈ H(GL2(L), Z, χ) such that
|f̂χ(π) − φ̂(π)| ≤ ψ̂(π), and such that µ̂plχ (ψ̂) < ǫ.
Property (iii) will be necessary to extend the methods of [?], [Shi12], and [ST12]
to the fixed-central-character setting. Properties (i) and (ii) will be necessary to
apply the computations of [CMS90] and [AP05] to the fixed-central-character set-
ting.
6.3. Explicit Computation of the Fixed Central Character Plancherel
Measure. In this section, we use the results of [CMS90] and [AP05] to determine
explicitly the fixed-central-character Plancherel measure for GL2(L), where L is a
local field. Throughout this section, q is the cardinality of the residue field of L.
Computation 6.3.1. Parts (1), (2), (3), and part of (4) have been computed by
[Shi12], and we recall the results here, with appropriate citations in [AP05], and
give an explicit value of the formal degree for supercuspidal representations, as
computed in [CMS90]. Note that Aubert-Plymen’s function µG|M (ω) satisfies
µG|M (ω)c(G|M)
−2γ(G|M)−1 = γ(G|M)j(ω)−1.
Here c(G|M) is defined as in Waldspurger directly following the definition of γ(G|M);
for G = GL2(L), we have c(G|M) = 1 for all Levi subgroups M .
(1) IfO corresponds to χ0×χ0, then ω(O) =
1
2 . We haveM = T so γ(G|M) =
q+1
q ,
and d(ω) = 1. [AP05, Theorem. 4.4] then gives
µG|M (χ⊗ χ
′) =
(q + 1)2
q2
∣∣∣∣ 1− (χ′χ−1)(̟)1− q−1(χ′χ−1)(̟)
∣∣∣∣2
so that
νpl(χ⊗ χ′) =
q + 1
q
∣∣∣∣ 1− (χ′χ−1)(̟)1− q−1(χ′χ−1)(̟)
∣∣∣∣2 .
Integrating this function on S1 × S1 yields 2, so that µ̂pl(O) = 1.
We remark that the density function is independent of choice of uniformizer
since χ2 and χ1 differ by an unramified character.
If we fix the central character, note first that we must have χ20 = χ
2|o×L
. The
canonical measure of Oχ is still 1/2 and the Plancherel density function still
integrates to 1.
(2) If O is a principal series orbit corresponding to χ0 × χ′0, then the canonical
measure is 1. [AP05, Theorem 4.3] says that νpl is constant on such orbits and
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equal to
γ(G|M)qc(χ
−1
0 χ
′
0) =
q + 1
q
qc(χ
−1
0 χ
′
0)
so that µ̂pl(O) = q+1q q
c(χ−10 χ
′
0).
If we fix a central character χ where Oχ 6= ∅, then Oχ is topologically
isomorphic to S1. The canonical measure of O is the Haar measure of S1, and
the Plancherel measure has uniform density q+1q q
c(χ−10 χ
′
0 .
(3) If O is a Steinberg orbit, thenM = G and thus the canonical measure is 2. The
γ and j-terms are uniformly 1, so we simply need to find the formal degree. The
formal degree of a Steinberg representation of GL2(L) is
q−1
2 , so ν
pl = q−12 and
µ̂pl(O) = q − 1; see [AP05, (17)] or [CMS90, (2.2.2)] and note that the formal
degree of a Steinberg is invariant under twisting by any unitary character.
If we fix a central character then Oχ consists of two disjoint points, each of
measure d(π) = q−12 .
(4) If O is a supercuspidal orbit, then the same logic as above says that νpl(π) =
d(π) and that this is constant on O, so that µ̂pl(O) = 2d(π)r(π) .
Let π = πη for η : L
′× → C×, with conductor c(η). By fact (iv) after
Definition 2.3, if L′/L is unramified then r(π) = 2, and if L′/L is ramified then
r(π) = 1. Moreover, the formal degrees are computed in [CMS90, Theorem
2.2.8]. From the remark between (2.1.2) and (2.1.3) of loc. cit., we deduce that
α(η) is the minimal conductor of all characters of the form η · (χ ◦NL′/L), as
χ ranges over all characters of L×.
Then Theorem 2.2.8 of loc. cit. proves that if L′/L is unramified, then
d(π) = (q− 1)qα(η)−1 (note that the quantity given in 2.2.8 must be multiplied
by q−12 because they choose their Haar measure so that vol(KZ/Z) = d(St) =
q−1
2 , whereas we choose it to be 1, and the formal degree depends inversely on
the choice of Haar measure). Similar logic says that if L′/L is ramified, then
d(π) = 12 (q
2 − 1)q
α(η)
2 −1. If L′/L is ramified and η is trivial on 1 + p2r+1L′ then
we can pick χ : L× → C× such that η ·(χ◦NL′/L) is trivial on 1+p
2r
L′; therefore,
α(n) is even in this case.
In either case, if we fix a central character χ, then each supercuspidal rep-
resentation of central character χ satisfies µ̂plχ (π) = d(π).
Remark 6.3.2. It is worth comparing the tempered orbits of our situation to Wein-
stein’s inertial types at finite places [Wei09]. Using our characterisation of orbits O,
we see that if π and π′ are tempered representations in the same orbit, then their
associated Weil-Deligne representations ρ(π), ρ′(π) have the same restriction to the
inertia subgroup IL and the same monodromy operator. As such, two tempered
representations are in the same orbit if and only if they have the same inertial type.
We claim that if an inertial type τ∞ = (τp)p∤∞ is unramified outside the finite
set S of finite places, and τp corresponds to the orbit Op, then
d(τ∞) = µ̂plS
∏
p∈S
Op
 .
When O is non-supercuspidal, this follows simply by comparing d(τp) in [Wei09,
pp. 1390, 1393] to µ̂plp (Op) as given in Computation 6.3.1.
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There is a discrepancy when O is a supercuspidal orbit corresponding to a char-
acter η on a ramified extension. We believe this to be a minor miscomputation.
The value of dim τ(π) is given on page 1394 and should be equal to |GL2(OF ) : J0|,
where J0 is given as in (3) on page 1398. An explicit computation of J0 shows that
the index is (q2 − 1)q
c(η)−2
2 , not (q2 − 1)qc(η)−2 as on page 1394. This matches up
with the Plancherel measure of the supercuspidal orbit as given in Computation
6.3.1 (4), following [CMS90].
7. Counting Measures and Test Functions
In this section, we switch back to the global setting. We’ll adapt the counting
measure of (9.4) of [ST12] to our setting. Throughout this section we fix
• a totally real field F ,
• an irreducible, finite-dimensional representation ξ of GL2(F∞) with discrete-
series complement πξ and Clozel-Delorme function φξ (see Corollary 5.0.4)
• an automorphic character χ : A× → C× extending χξ,
• a finite set S of finite places. We set FS =
∏
v∈S Fv, so that GL2(FS) =∏
v∈S GL2(Fv).
We also fix the following notation:
• Kv = GL2(oF,v) for any finite place v,
• φS ∈ H(GL2(FS), Z(FS), χS) with Plancherel transform φ̂S on GL2(FS)
∧,χS ,
• f̂S , ĥS denote elements of F0(GL2(FS))∧ (or F0(GL2(FS)∧,χ)), and
• φS,∞ is a product of smooth functions φv ∈ H(GL2(Fv), F×v , χv) for finite
places v 6∈ S. We will assume that φv = 1F×v Kv at all but finitely many
places, and such that φv is supported on F
×
v Kv everywhere.
We will begin with a definition:
Definition 7.0.1. Fix S and χ as above. Given a tuple (f̂S , φ̂
S,∞, ξ), we define a
multiset
F = Fdisc,χ(f̂S , φ̂
S,∞, ξ)
as follows: for a discrete automorphic representation π = πS ⊗ πS,∞ ⊗ π∞ with
χπ = χ, π occurs in F with multiplicity
aF(π) = (−1)
[F :Q]mdisc(π) · f̂S(πS) · φ̂
S,∞(πS,∞) · trZ(F∞) π(φξ).
Here mdisc(π) is the multiplicity of π in the discrete spectrum of GL2(A).
Define Fcusp,χ similarly, but with mdisc replaced by mcusp, the multiplicity in
the cuspidal spectrum.
It follows from Harish-Chandra’s finiteness theorem that, for F as defined above,
aF(π) = 0 for all but finitely many π. Moreover, mdisc(π) = 0 or 1 by strong
multiplicity one. Also, residual spectrum of GL2(A) consists of one-dimensional
representations, so if dim ξ > 1 then Fcusp = Fdisc as a multiset.
Definition 7.0.2. Given a multiset F , say π ∈ F if aF(π) 6= 0. If F is finite, we
define
|F| =
∑
π
aF(π).
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Remark 7.0.3. We have borrowed the multiset notation from [Shi12] and [ST12],
but we have both simplified and generalized to match our needs. For instance, we
have eliminated their set S1 (or rather, assumed S1 is empty) and let S = S0. On
the other hand, we have generalized their insistence that φS,∞ be an idempotent
element corresponding to an open-compact subgroup; this will slightly simplify our
proof, and will be strictly necessary when we show a partial extension of our result
to newforms. We have also restricted to an arbitrary fixed central character.
Definition 7.0.4. Fix an irreducible finite dimensional representation ξ of GL2(F∞),
an automorphic character χ extending χξ, and φ
S,∞ ∈ H(GL2(AS,∞), Z(AS,∞), χS,∞).
We define the counting measures µ̂cusp
φS,∞,ξ,χ
and µ̂discφS,∞,ξ,χ as linear functionals on
F0(GL2(FS)
∧,χ) by
µ̂cuspφS,∞,ξ,χ(f̂S) =
|Fcusp, χ(f̂S , φ̂
S,∞, ξ)|
τZ(G) · φS,∞(1) · dim ξ
and
µ̂discφS,∞,ξ,χ(f̂S) =
|Fdisc, χ(f̂S , φ̂S,∞, ξ)|
τZ(G) · φS,∞(1) · dim ξ
Here τZ(G) is the measure of GL2(F )Z(A)\GL2(A), computed using the Euler-
Poincare´ measure at ∞ and the canonical measure at all finite places.
7.1. Test Functions for Counting Cusp Forms. We begin by defining the test
functions we’ll use to count cusp forms:
Definition 7.1.1. Let χ be an automorphic character with conductor f(χ) and let n
be a nonzero ideal in oF with f(χ) | n. We define φn,χ ∈ H(GL2(A∞), Z(A∞), χ∞)
as a product of local factors, as follows
• At all places p not dividing n, φn,χ,p is supported on F
×
p Kp, with φ(z ·Kp) =
χ−1p (z).
• Otherwise, if ordp(n) = r, then φn,χ,p is supported on F
×
p Γ0(p
r), and
φn,χ,p
(
a b
c d
)
= vol(Γ0(p
r))−1χ−1p (a).
Lemma 7.1.2. Let πp have central character χp and let ordp(n) = r. Then
trπ(φn, χ, p) is the dimension of the space of vectors v ∈ Vp such that π(γ)v = χ(a)v
for any γ =
(
a b
c d
)
∈ Γ0(pr).
Proof. Let
φ0(g) =
{
φn,χ,p(g) | det(g)| = 1
0 otherwise
so that φn, χ, p is the average of φ0 with respect to χp. As such, for any πp with
χπp = χp, we have trZ(Fp) π(φn,χ,p) = tr π(φ0).
On the other hand, it is elementary to check that π(φ0) is a projection from Vπ
onto the space of vectors v so that π
(
a b
c d
)
v = χp(a) · v for
(
a b
c d
)
∈ Γ0(pr). This
completes the proof. 
Proposition 7.1.3. Fix the following data:
• A finite set S of finite places;
• an irreducible finite-dimensional representation ξ of GL2(F∞), with com-
plementary discrete series representation πξ;
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• an automorphic character χ of conductor f extending χξ;
• a nonzero ideal n of oF wih f | n. Write n = nSnS, where nS is divisible
only by primes in S and nS is coprime to S; and
• a function ĥS ∈ F0(GL2(FS)∧).
Let
F = Fcusp,χ(ĥS · φ̂nS , χ, φ̂nS ,χ, ξ).
Then |F| counts the cuspidal GL2(A)-representations with χπ = χ, π∞ ∼= πξ,
and conductor d dividing n; such a representation π is counted with multiplicity
ĥS(πS)d(n/d).
Proof. Let π be an irreducible cuspidal automorphic representation with central
character χ and conductor d. Then it has a Whittaker model, so each of its
archimedean components has a Whittaker model. If πv is generic and tr πv(φξ,v) 6=
0, then πv = πξv , and tr πi(φξ,v) = −1 by Corollary 5.0.4.
By Lemma 7.1.2 and the classical result of Casselman (see Theorem 4.24 and the
discussion before Remark 4.25 of [Gel75]), we have that tr πS,∞(φnS ,χ) = d(n
S/dS).
Similarly, ĥS(πS)φ̂nS ,,χ(πS) = ĥS(πS)d(nS/dS), completing the proof. 
Corollary 7.1.4. Let S, ĥS be as above. Let k be a weight and χ a character of con-
ductor f occurring in weight k. Let ξk =
⊗
v|∞ ξkv , where ξkv = Sym
kv−2(R2)| det |
−kv−2
2 .
If f | n and nS , nS are as above, and
F = Fcusp,χ(ĥS · φ̂nS , χ, φ̂nS ,χ, ξk)
then |F| counts the number of cusp forms of weight k, level n, and character χ,
where a cusp form f is counted with multiplicity ĥS(πf,S).
Proof. This follows directly from the previous proposition and the correspondence
between cusp forms and cuspidal representations, once we note the following two
facts:
• If f is a cusp form of weight k and ξk is as above, then πf,∞ = πξk [RT11,
Theorem 1.4]; and
• If f is an newform of level d and character χ, then the multiplicity of f in
Sk(Γ1(n), χ) is d(n/d).

Corollary 7.1.5. Let ξ, χ, f, n be as above. Define φnewn,χ ∈ H(GL2(A
∞), Z(A∞), χ∞)
by
φnewn,χ,p =

φn,χ,p ordp(n/f) = 0
φn,χ,p − 2 · φn/p,χ,p ordp(n/f) = 1
φn,χ,p − 2 · φn/p,χ,p + φn/p2,χ,p ordp(n/f) ≥ 2
.
Assume ξ is a finite dimensional representation with χξ = χ∞. If
F = Fcusp,χ(ĥSφ̂
new
nS , χ, φ̂
new
nS ,χ, ξ)
then |F| counts the number of automorphic representations π of exact conductor n,
χπ = χ, and π∞ = πξ, with multiplicity aF (π) = ĥS(πS).
When ξ = ξk is as in Corollary 7.1.4, |F| counts the newforms of weight k, level
n, and conductor χ with multiplicity aF(f) = ĥS(πf,S).
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Proof. The second statement follows from the first as in the proof of Corollary 7.1.4.
To prove the first statement, we just need to prove that φ̂newn,χ (π) is 1 if f(π) = n,
and zero otherwise. By writing the trace as a product of local traces, it’s enough to
show that if if ordp(n) = r, then we need to show that φ̂
new
n,χ, p(πp) is 1 if c(πp) = r
and zero otherwise.
If c(πp) = r, then φ̂n,χ,p(πp) = 1 and φ̂n/p,χ,p(πp) = φ̂n/p2,χ,p(πp) = 0.
If c(πp) > r then evidently φ̂
new
n,χ,p(πp) = 0. If c(πp) = r
′ ≤ r − 1, then we have
φnewn,χ,p(πp) = φn,χ,p(πp)− 2 · φn/p,χ,p(πp) + φn/p2,χ,p(πp)
= (r + 1− r′)− 2 · (r − r′) + (r − 1− r′)
= 0

Recall the counting measures defined in (7.0.4). The goal of the next sections is
to prove the following:
Theorem 7.1.6 ((Plancherel equidistribution theorem)). Let S be a finite set of
places, ξ an irreducible finite-dimensional GL2(F∞)-representation, χ an automor-
phic character with χ∞ = χξ, and (nλ) a sequence of levels divisible by f
S and
coprime to S, such that N(nλ) → ∞. For simplicity let µ̂S,λ = µ̂S,φn,χ,ξ, with
superscript cusp or disc. Then
lim
λ→∞
µ̂cuspS,λ (f̂S) = limλ→∞
µ̂discS,λ (f̂S) = µ̂
pl
S,χS
(f̂S).
We conclude this section with a lemma, which will start the proof of the theorem.
Lemma 7.1.7. In Theorem 7.1.6, the second equality implies the first.
Proof. If dim ξ > 1 then any discrete automorphic representation π with π∞ = πξ
is cuspidal, and so we are done in this case.
Otherwise, assume dim ξ = 1. Fix f̂S and let 1̂
t be the characteristic function of
GL2(FS)
∧, t in GL2(FS)
∧. The Plancherel measure is supported on the tempered
spectrum, so µ̂pl(f̂S) = µ̂
pl(f̂S · 1̂t). For a positive function ĥS , we have
0 ≤ µ̂discλ (ĥS)− µ̂
cusp
λ (ĥS) ≤ µ̂
disc
λ (ĥS)− µ̂
disc
λ (ĥS · 1̂
t);
this follows because ĥS is positive and because every discrete representation that
is tempered at S is cuspidal, since the residual spectrum of GL2(A) consists of
one-dimensional representations. (It is conjectured that every cuspidal representa-
tion is, in fact, tempered everywhere; this is the generalized Ramanujan-Petersson
conjecture). We therefore have
|µ̂discλ (f̂S)− µ̂
cusp
λ (f̂S)| ≤ (µ̂
disc
λ − µ̂
cusp
λ )(|f̂S |)
≤ µ̂discλ (|f̂S | − 1̂
t · |f̂S |)
As λ→∞, the final term approaches µ̂pl(|f̂S |−1̂t·|f̂S|). But the Plancherel measure
is supported on the tempered spectrum, so this is zero, finishing the proof. 
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8. Asymptotic Bounds on Constant Terms and Orbital Integrals
The goal of this section is to bound the constant terms Qγ(1(Z(A∞Γ0(n)) and
orbital integralsOγ(1Z(A∞)Γ0(n)). We will begin by computing local orbital integrals
and constant terms and then summarize the global consequences in subsection 8.3.
Throughout, we will choose measures on G = GL2(Fp), T the diagonal torus,
N the subgroup of upper-triangular unipotent matrices, and Kp = GL2(oF,p) so
that maximal compact subgroups are given measure 1; this also ensures that dg =
dt dn dk under the Iwasawa decomposition G = TNK.
The key tool will be an analysis of the Bruhat-Tits tree for SL2. We recall a
definition:
Definition 8.0.1. Consider the p-adic field Fp. The Bruhat-Tits tree X of SL2(Fp)
is a graph consisting of the following data:
• The set of vertices is the set of equivalence classes of rank-two lattices
Λ ⊆ F 2p , with Λ ∼ Λ
′ if they differ only by a scalar multiple.
• Two equivalence classes [Λ], [Λ′] are adjacent if and only if there are lattices
Λ ∈ [Λ], Λ′ ∈ [Λ′] such that Λ ) Λ′ ) ̟ · Λ.
We briefly recall some facts:
(1) The degree of every vertex v ∈ X is q + 1. To see this, fix a lattice Λ. If
Λ′ ⊂ Λ with index q, then ̟Λ ⊂ Λ′ ⊂ Λ, and so Λ′ corresponds uniquely to
a one-dimensional subspace in Λ/̟Λ ∼= F2q. On the other hand, if Λ
′ ⊃ Λ
with index q, then Λ′ is equivalent to̟Λ′, which is a sublattice of Λ of index
q. Moreover, if Λ1 ∼ Λ then all index-q sublattices of Λ1 are equivalent to
an index-q sublattice of Λ.
(2) X is a tree [Ser80, Theorem 1].
Let {e1, e2} be the standard basis of F 2p . X has a distinguished line A0 whose
vertices correspond to the lattices with bases {e1, ̟ie2}; this is known as the
standard apartment. For fixed g ∈ GL2(Fp), A = g · A0 is called an apartment.
Given a vertex w and an apartment A, let d(w, A) be the distance from w to A.
Because X is a tree, there is a unique vertex w′ ∈ A such that d(w, A) = d(w, w′);
we define bA(w) = w
′.
By the Iwasawa decomposition, every vertex has an associated lattice Λ with
basis {e1, ae1 +̟se2}, where s ∈ Z and a ∈ Fp. We denote this vertex by wa,s.
Note that wa,s = wa′,s′ if and only if s = s
′ and a− a′ ∈ oF,p, and that wa,s ∈ A0
if and only if a ∈ oF,p. It is elementary to check by induction that if a 6∈ oF,p then
d(wa, s, A0) = −vP (a) and that bA0(wa,s) = w0,s−v(a); this follows because wa,s is
adjacent to w̟·a,s+1.
We say a set of vertices {w0, . . . , wr} is a segment (of length r) if d(wi, wj) = i−j
for all 0 ≤ i, j ≤ r.
The action of GL2(Fp) on the set of lattices in F
2
p descends to an action on X
by graph automorphisms. We have the following:
Lemma 8.0.2. Let γ ∈ GL2(Fp). Then γ ∈ Z · Γ0(pr) if and only if γ fixes the
length-r segment Sr = {w0,0, w0,1, . . . , w0,r}.
Moreover, g−1γg ∈ Z · Γ0(pr) if and only if γ fixes g · Sr.
Proof. The second statement follows from the first. To prove the first, a quick com-
putation yields that γ fixes the lattice Λi if and only if γ ∈ Z ·
(
1 0
0 ̟i
)−1
Kp
(
1 0
0 ̟i
)
.
The intersection of such subgroups from i = 0 to i = r is Z · Γ0(pr). 
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8.1. Computation of Constant Terms. Let t =
(
t1 0
0 t2
)
; we wish to compute
the constant term Qt(1Z·Γ0(pr)). We begin with a lemma:
Lemma 8.1.1. Let t =
(
t1 0
0 t2
)
∈ Kp and let w ∈ X be a vertex. Then t fixes w if
and only if d(w, A0) ≤ vp(t1 − t2).
Proof. Write w = wa,s, and note that t fixes wa,s if and only if(
t1 (t1 − t2)a
0 t2
)
=
(
1 a
0 ̟s
)−1(
t1 0
0 t2
)(
1 a
0 ̟s
)
∈ K · Z
which occurs if and only if (t1 − t2)a ∈ oF,p.
Since d(wa,s, A0) = −vp(a), this completes the proof. 
Proposition 8.1.2. Let t1 6= t2 ∈ o
×
F,p. Then
Qγ(1Z·Γ0(pr)) ≤
{
1 r ≤ vp(t1 − t2)
2qvp(t1−t2) vol(Γ0(p
r)) r > vp(t1 − t2).
Proof. Fix a strictly upper-triangular matrix n and note that for any k ∈ K we
can only have k−1tnk ∈ K if n ∈ K. Since t1 6= t2, there is a g so that g−1tng = t
and therefore the set Xtn of vectors fixed by tn is of the form g ·Xt. If A = g ·A0,
then w ∈ Xtn if and only if d(w, A) ≤ vp(t1 − t2).
Fix n ∈ N∩K; we have k−1tnk ∈ Z ·Γ0(pr) if and only if the segment k·Sr ⊂ Xtn.
We note that the initial vertex of k · Sr is w0,0; we will show that there number of
such segments contained in Xtn is at most [K : Γ0(p
r)] if r ≤ v(t1 − t2), and is at
most 2qvp(t1−t2) otherwise. The first statement is obvious simply by counting the
total number of segments of length r with a given initial point.
For the second case, we note the following: since X is a tree, if S = (w0, . . . , wℓ)
is a segment with d(w1, A) > d(w0, A), then d(wi+1, A) > d(wi, A) for all i. As
such, if k ·Sr is a segment contained in Xtn, then for all 1 ≤ i ≤ r− vp(t1− t2), we
have d(wi, A) ≤ d(wi−1, A). As such, we claim that there are at most 2qvp(t1−t2)
segments of the form k · Sr = {w′0, . . . , w
′
r} contained in X
tn. Because k ∈ K, we
have w′0 = w0. For each 1 ≤ i ≤ r − vp(t1 − t2), if wi−1 6∈ A, then wi is the unique
neighbor of wi−1 with d(wi, A) < d(wi−1, A). If the wi−1 ∈ A and wi−2 6∈ A, then
wi must be one of the two neighbors of wi−1 in A. Finally, if wi−1, wi−2 ∈ A, then
wi must be the other neighbor of wi−1 in A. Finally, if i > r− vp(t1 − t2), then wi
can be any of the q neighbors of wi−1 which are not equal to wi−2. This completes
the proof of the claim.
Therefore, for any n ∈ N ∩K we have∫
K
1Z·Γ0(pr)(k
−1tnk) dk ≤
{
1 r ≤ vp(t1 − t2)
2qvp(t1−t2) vol(Γ0(p
r)) r > vp(t1 − t2).
and so integrating over n ∈ N ∩K completes the proof. 
We will also need to compute the constant term Qz(1Z·Γ0(pr)) for a central
element z.
Proposition 8.1.3. Let z ∈ Z(Fp). Then
Qz(1Z·Γ0(pr)) =
{
2
q+1q
−k r = 2k + 1
q−k r = 2k.
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In particular, Qz(1Z·Γ0(pr)) ≤ q
−r/2.
Proof. We can assume that z = 1 and once again find the fixed subspace Xn for
n = ( 1 b0 1 ) ∈ K. Let wa, s be as in the beginning of the section. Since(
1 a
0 ̟s
)−1(
1 b
0 1
)(
1 a
0 ̟s
)
=
(
1 b̟s
0 1
)
we see that wa,s ∈ Xn if and only if s ≥ −v(b). In particular, if bA0(w) = w0,s,
then d(w, w0,s) ≤ s+v(b). Alternatively, Xn is the union of balls of radius s+v(b)
around w0,s ∈ A0, for s ≥ −v(b).
For fixed n, the volume of the set
{k ∈ K : k−1nk ∈ Z · Γ0(p
r)}
is the product of vol(Γ0(p
r)) with the number of segments {w0, . . . , wr} whose
basepoint is w0 = w0,0 and which are contained in X
n. Let n = ( 1 b0 1 ). If vp(b) ≥ r
then all length-r segments with basepoint w0 are contained in X
n, so the total
volume is 1. If r > vp(b), then for any i ≤ ⌈
r−v(b)
2 ⌉ we must have wi = w0, i; for
each subsequent step there are q choices, so the total number of segments contained
in Xn is q⌊
v(b)
2 ⌋.
As such, we compute∫
N
∫
K
1Z·Γ0(pr)(k
−1nk) dk dn = q−r +
1
qr−1(q + 1)
r−1∑
j=0
(q − 1)q−j−1q⌊j/2⌋.
An elementary computation using induction shows that this is equal to the quantity
stated. 
8.2. Computation of Orbital Integrals. The goal of this section is to prove:
Proposition 8.2.1. Let γ be a non central, semisimple element of GL2(Fp). Then
Oγ(1Z·Γ0(pr)) ≤ 2 · vol(Γ0(p
r)) ·Oγ(1Z·K)
2.
We’ll break this into two cases: the case where γ is elliptic, and the case where
γ is non-elliptic.
Lemma 8.2.2. If γ is elliptic and noncentral then the set Xγ is finite.
Proof. We can compute the fixed set directly, assuming γ ∈ K by conjugating and
multiplying by an element of the center. If γ is elliptic then it is conjugate to a
matrix of the form (
x y
αy x
)
where α is either a unit that is not a square, or α is a uniformizer.
If α is a unit, then the Xγ is the single point {w0,0}. If α is a uniformizer, then
Xγ consists of those vertices w with d(w, S1) ≤ v(y), where S1 is the length-one
segment {w0,0, w0, 1}. In either case, Xγ is finite. 
We will now prove Proposition 8.2.1.
Proof of Proposition 8.2.1. Assume first that γ is elliptic, and by conjugating as-
sume γ ∈ Γ0(pr). Then Oγ(1Z·Kp) is the cardinality of X
γ . As such, for a given
length r, there are at most Oγ(1Z·Kp)
2 segments of length r contained in Xγ since
each segment is determined uniquely by its two endpoints. For a given segment S′r,
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the volume of the set {g ∈ Gγ\GL2(Fp) : g · Sr = S′r} is vol(Γ0(p
r)). This finishes
the proof when γ is elliptic.
If γ is diagonalizable, we can assume γ =
(
t1 0
0 t2
)
∈ K. In this case, [van72,
Lemma 9] tells us that
Oγ(1Z·Γ0(pr)) = |D
G
T (γ)|
−1/2
p Qγ(1Z·Γ0(pr))
where DGM (γ) is the determinant of 1 − Ad(γ) acting on Lie(G)/Lie(T ). In our
situation we have
|DGT (γ)| =
∣∣∣∣(1− t1t2
)(
1−
t2
t1
)∣∣∣∣ = |t1 − t2|2.
First, this lemma and Proposition 8.1.2 prove that Oγ(1Z·Kp) = |t1 − t2|
−1
p =
qv(t1−t2). Applying these results to 1Z·Γ(pr) gives
Oγ(1Z·Γ0(pr)) ≤ 2 ·Oγ(1Z·K)
2 · vol(Γ0(p
r))
completing the proof. 
8.3. Summary of global consequences. We summarize the global consequences
for use in subsequent sections below:
Proposition 8.3.1. Let γ ∈ GL2(F ) be semisimple and let n ⊆ oF be an ideal.
Then
(1) If γ ∈ Z(F ), then
Qγ(1Z(A∞)Γ0(n)) ≤ N(n)
−1/2
(2) If γ =
(
t1 0
0 t2
)
∈ T (F )− Z(F ), then
Qγ(1Z(A∞)Γ0(n)) ≤ |NF/Q(t1 − t2)|R · 2
P (n) ·N(n)−1
where P (n) is the number of primes dividing n.
(3) If γ ∈ GL2(F )− Z(F ) is semisimple, then
Oγ(1Z(A∞)Γ0(n)) ≤ Oγ(K
∞)2 · 2P (n) ·N(n)−1.
Proof. This follows from Propositions 8.1.2, 8.1.3, and 8.2.1 upon decomposing
the orbital integrals and constant terms as a product of local orbital integrals and
constant terms. 
Because 2P (n) · N(n)−1 decreases as o(N(n)−1+ǫ) for every ǫ > 0, we have the
following
Corollary 8.3.2. For every semisimple, noncentral γ ∈ GL2(F ) and every ǫ > 0,
there is a Cǫ,γ > 0 such that
Qγ(1Z(A∞)Γ0(n)), Oγ(1Z(A∞)Γ0(n)) < Cǫ,γN(n)
−1+ǫ
for all ideas n ⊆ oF,p.
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9. The Plancherel Equidistribution Theorem
In this section, we use the results of the previous section to prove our key inter-
mediate result:
Theorem 9.0.1 ((Plancherel equidistribution theorem)). Fix a finite set of places
S. Let ξ be a finite-dimensional GL2(F∞)-representation, let χ be a character of
conductor f with χ∞ = χξ, and let f̂S ∈ F0(GL2(FS)∧,χ). Let (nλ) → ∞ be a
sequence of levels coprime to S with fS | nλ and N(nλ)→∞. Then
lim
λ→∞
µ̂cuspφnλ,χ ξ, χ
(f̂S) = lim
λ→∞
µ̂discφnλ,χ ξ, χ
(f̂S) = µ̂
pl
χ (f̂S).
Before the proof, we’ll need a lemma:
Lemma 9.0.2. Fix a compact set CS of GL2(FS)/Z(FS). Then there are only
finitely semisimple conjugacy classes {γ} ∈ GL2(F )/Z(F ) such that {γ∞} inter-
sects CSK
S,∞, and such that γ is elliptic at all infinite places.
Proof. First, because | det γ|p = 1 for all p 6∈ S, and | det γ|S can be chosen to lie in
the finite set IS/P
2
S (where IS is the group of ideals divisible only by primes in S,
and PS is the subgroup of principal ideals), then | det γ|S can be chosen in a finite
set. Because o×F /(o
×
F )
2 is finite, we can actually assume that det γ lies in a finite
set by shifting by an element of Z(F ).
Because {γ} intersects CSKS,∞, its trace lies in some fractional ideal a in F .
Let a∞ be image of a under F →֒ Rn. Fix a determinant D ∈ F×. If γ is elliptic at
each infinite place we must have tr(γ)2v ≤ 4Dv for each infinite place, so tr(γ)∞ lies
in some compact set. Since a∞ is a lattice, then there are at most finitely many
traces γ can take for each determinant. A semisimple conjugacy class is determined
by its trace and determinant, completing the proof. 
We now prove the theorem.
Proof of Plancherel equidistribution theorem. For simplicity we write
φλ = φnλ, χ ∈ H(GL2(A
S,∞), Z(AS,∞), χS,∞)
and
µ̂discλ = µ̂
disc
φnλ ,ξ,χ
.
Let’s first assume that f̂S = φ̂S for some φS ∈ H(GL2(FS), Z(FS), χS). In this
case, we have
Ispec(Z(A), χ, φSφλφξ) =
∑
π
(tr πS(φS)) · (tr π
S,∞(φλ)) · tr(π∞(φξ))
= (−1)[F :Q]|Fdisc,χ(φ̂S , φ̂λ, ξ)|
where in each sum, π runs over the discrete automorphic representations of GL2(A)
with central character χ.
As such, we have
µ̂discλ (φ̂S) = (−1)
[F :Q] Ispec(Z(A), χ, φS · φλ · φξ)
τZ(G) · φλ(1) · dim(ξ)
= (−1)[F :Q]
Igeom(Z(A), χ, φS · φλ · φξ)
τZ(G) · φλ(1) · dim(ξ)
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Recall from the comment after 6.1.3 that Igeom consists of three terms: a central
term, an sum of orbital integrals of elliptic elements, and a sum of constant terms
of diagonal elements. By Lemma 9.0.2, there are only finitely many nonvanishing
orbital integrals, and there are only finitely many constant terms because in a
given compact subset of T (A∞) there are only finitely many cosets T (F )/Z(F ).
The central term of (−1)[F :Q]Igeom,χ(Z(A), χ, φS · φλ · φξ) is simply
(−1)[F :Q]τZ(G) · φS(1) · φλ(1) · φξ(1) = τZ(G) · φS(1) · φλ(1) · dim(ξ)
so upon dividing by τZ(G) · φλ(1) · dim(ξ) we are left with φS(1) = µ̂
pl
S,χ(φS).
Each orbital integral term in Igeom,χ is of the form
D(γ) ·OγS (φS) · OγS,∞(φλ) ·Oγ∞(φξ).
As we let λ→∞, the only nonconstant term is OγS,∞(φλ). Upon dividing by φλ(1)
and taking absolute values, this is bounded by
OγS,∞(1Γ0(nλ)·Z(AS,∞)).
This goes to zero by Corollary 8.3.2. The same argument shows that each constant
term vanishes asymptotically.
As such, we have
lim
λ→∞
µ̂discλ (φS) = lim
λ→∞
(−1)[F :Q]
Igeom(Z(A), χ, φS · φλ · φξ)
τZ(G) · φλ(1) · dim(ξ)
= φS(1)
= µ̂plS,χ(φS)
This completes the proof of the equidistribution theorem for Plancherel trans-
forms φ̂S of functions φS ∈ H(GL2(FS), Z(FS), χS). When f̂S ∈ F0(GL2(FS)∧) is
arbitrary, we use Sauvageot’s density theorem for fixed central character. (This is
exactly as in Shin and Templier’s proof of Corollary 9.22 in [ST12], except that we
use Sauvageot’s density theorem for fixed central character. We repeat the proof
here for completeness).
Fix ǫ > 0 and pick φS , ψS ∈ H(GL2(FS), Z(FS), χ) such that |f̂S − φ̂S | ≤ ψ̂S
on GL2(FS)
∧,χ and so that µ̂plχ (φ̂S) < ǫ/3. Then we have
|µ̂plχ (f̂S)− µ̂
disc
λ (f̂S)| ≤ |µ̂
pl
χ (f̂S − φ̂S)|+ |µ̂
pl
χ (φ̂S)− µ̂
disc
λ (φ̂S)|+ |µ̂
disc
λ (φ̂S − f̂S)|
≤ |µ̂plχ (ψ̂S)|+ |µ̂
pl
χ (φ̂S)− µ̂
disc
λ (φ̂S)|+ |µ̂
disc
λ (ψ̂S)|
The first term is at most ǫ/3. The second term approaches 0 as λ → ∞, so it
is eventually at most ǫ/3. The third term approaches |µ̂pl(ψ̂S)| < ǫ/3 as λ →
∞, so for large λ it is eventually at most ǫ/3. Therefore, for large λ we have
|µ̂plχ (f̂S)− µ̂
disc
λ (f̂S)| < ǫ, finishing the proof. 
Corollary 9.0.3. Fix a weight k and let χ of conductor f occuring in weight k. Let
(nλ) be a sequence of levels divisible by f. Then
dimSk(Γ1(nλ), χ) = τZ(G) · [GL2(oF ) : Γ0(n)] · dim(ξk) + o(N(n)
1/2)
as λ→∞.
If F 6= Q then the error term is o(N(n)ǫ).
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Proof. Apply the above to S = ∅ with φS = 1, use the bounds on the constant terms
and orbital integrals in Proposition 8.3.1 and Corollary 8.3.2, and note that when
F 6= Q, there are no constant terms on the geometric side of the trace formula. 
Remark 9.0.4. It is worth here comparing our results to those of [Wei09]. First,
Shin has computed τZ(GL2 /F ) = (−1)[F :Q]ζF (−1)21−[F :Q] (see (iii) in the proof
of Lemma 6.2 in [Shi12]), whereas Weinstein’s main term counting the number of
cusp forms of fixed inertial type is
(−1)[F :Q] · ζF (−1) · 2
1−[F :Q] · hF · dim(ξ) · [GL2(oF ) : Γ0(n)].
The discrepancy occurs because he fixes an inertial type, which only determines
the central character on
Z(F ) · ô×F · F
×
∞ ⊆ Z(A).
This subgroup has index hF . As such, given an inertial type τ , and π of inertial
type π, χπ may be one of hF different characters.
We also have a Plancherel equidistribution theorem for newforms. Since the
proof is the same in spirit as the Plancherel equidistribution theorem, we give a
sketch:
Corollary 9.0.5. Let χ be a character with conductor f and let f̂S ∈ F0(GL2(FS)∧,χ).
Let (nλ) → ∞ be a sequence of levels coprime to S with f
S | nλ and N(nλ) → ∞.
Then
lim
λ→∞
µ̂cuspφnew
nλ,χ
ξ, χ(f̂S) = limλ→∞
µ̂discφnew
nλ,χ
ξ, χ(f̂S) = µ̂
pl
χ (f̂S).
Proof. We can assume the conductor f is not divisible by any primes of norm 2. In
this case, a quick computation shows
φnewnλ,χ,p
φnewnλ,χ,p(1)
= c0
φnλ,χ,p
φnλ,χ,p(1)
+ 2c1N(p)
−1 φnλ/p,χ,p
φnλ/p,χ,p(1)
+ c2N(p)
−2 φnλ/p2,χ,p
φnλ/p2,χ,p(1)
where c0, c1, c2 are real constants of absolute value at most 2.
Therefore, if ordp(n) = r, Proposition 8.3.1 tell us that the orbital integrals
Oγp(φ
new
nλ,χ,p
)
are bounded in absolute value by 16 · Oγ(1Z(Fp)Kp)
2 · N(pr). As such, we get a
bound on the global orbital integral:
|Oγ(φSφ
new
n,χ φ∞)| ≤ C
′16P (n)Oγ(1Z(AS,∞)KS,∞)
2N(n)−1,
for some constant C′ depending only on φ∞ and φS ; this goes to zero as o(N(n)
−1+ǫ).
The analogous proof works for constant terms, and the corollary follows exactly
as in Theorem 9.0.1; we apply the trace formula and then use Sauvageot density to
adapt to the case when f̂S ∈ F0(GL2(FS)∧,χ) is arbitrary. 
10. Proof of the Main Theorem
The goal of this section is to prove the our Main Theorem:
Theorem 10.0.1. Let F be a totally real field, k a weight with k1 ≡ . . . ≡ kn mod
2, χ an automorphic character occurring in weight k, and (nλ) a sequence of levels.
Let Bk(Γ1(n), χ) denote the standard basis of Hecke eigenforms of weight k, level
30 JOHN BINDER
n, and character χ. For any A ∈ Z≥1, let Bk(Γ1(n), χ)≤A be the subset consisting
of those forms with [Q(f) : Q] ≤ A. Then
lim
λ→∞
#Bk(Γ1(nλ), χ)≤A
#Bk(Γ1(nλ), χ)
= 0.
Proof. We’ll begin the proof with three lemmas:
Lemma 10.0.2. Fix ǫ > 0. Then there is a P0 ∈ Z so that, for all rational primes
p > P0, all places p|p, and all levels n with ordp(n) ≥ 3, we have
#Bk(Γ1(n), χ)≤A
#Bk(Γ1(n), χ)
< ǫ.
Proof. By Proposition 3.1.2, for p > 2A+1, if p | p, ordp(n) ≥ 3, and f is a newform
of level n, then [Q(f) : Q] > A. We will henceforth assume p > 2A+ 1.
Let p | p, let f ∈ Bk(Γ1(n), χ) and assume f satisfies [Q(f) : Q] ≤ A. As such,
f must come from a newform of level d with ordp(d) ≤ 2.
Write n = pBt. By [AL70] We can write
Sk(Γ1(n), χ) =
⊕
f(χ)|d|n
Snewk (Γ1(d), χ)
d(n/d)
and let
Sk(Γ1(n), χ)
≤2 =
⊕
f(χ)|d|n
ordp(d)≤2
Snewk (Γ1(d), χ)
d(n/d).
We claim
dimSk(Γ1(n), χ)
≤2 ≤ (B − 1) dimSk(Γ1(p
2t), χ).
To prove this, it’s enough to show that for any d dividing p2t, the multiplicity of
Snewk (Γ1(d), χ) in Sk(Γ1(n), χ) is bounded above by (B−1) times its multiplicity in
Sk(Γ1(p
2t), χ). We note that the multiplicity of Snewk (Γ1(p
ba), χ) in Sk(Γ1(n), χ)
is
(B − b+ 1)d(t/a),
and the multiplicity of Snewk (Γ1(p
ba), χ) in Sk(Γ1(p
2t), χ) is (3 − b)d(t/a). Since
x+ y + 1 ≤ (x+ 1)(y + 1) for nonnegative x, y, we have
(B − b+ 1) ≤ (B − 1)(3− b)
proving the claim.
By Corollary 9.0.3, for large N(n), we have
α[GL2(oF ) : Γ0(n)] ≤ dimSk(Γ1(n), χ) ≤ β[GL2(oF ) : Γ0(n)]
for some constants α, β. In particular, we’ll assume p is large enough that this
holds whenever N(n) ≥ p2.
Therefore, assuming p is large enough, we have
dimSk(Γ1(n), χ)
≤2
dimSk(Γ1(n), χ)
≤ (B − 1)
dimSk(Γ1(p
2t), χ)
dimSk(Γ1(n), χ)
≤ (B − 1)
β · [GL2(oF ) : Γ0(p2)] · [GL2(oF ) : Γ0(t)]
α · [GL2(oF ) : Γ0(pB)] · [GL2(oF ) : Γ0(t)]
≤
β
α
(B − 1)N(p)2−B.
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Note that (B−1)N(p)2−B is decreasing on B ≥ 3 assuming N(p) ≥ 2, so we just
need to pick p large enough so that p−12 > A and
β
α
2
p < ǫ, finishing the proof. 
Recall from Section 3 that, given an orbit O, Q(O) is the intersection of Q(π)
for π ∈ O.
Lemma 10.0.3. Fix a character χ and ǫ > 0. Let Bp ⊆ GL2(Fp)∧,t,χp be the
union of those orbits Oχp with c(Oχp) ≤ 2 and [Q(Oχp) : Q] > A. Then if p is
coprime to f(χ) and N(p) is sufficiently large, we have
µ̂plχp(Bp)
µ̂plχp(φ̂p2,χ,p)
> 1− ǫ
where φp2,χ,p is the p-component of the function φp2,χ defined in 7.1.1.
Proof. Given A, let f(A) be large enough that if ζ is any root of unity with [Q(ζ) :
Q] ≤ 2A, then ζ ∈ Q(ζf(A)). Because (oF /p)
× is cyclic of order q − 1, there are at
least q−1−f(A) characters χ0 : o
×
F,p → C
× of conductor 1 with [Q(χ0(x)) : Q] > 2A
for some x. As such, there are at least q−1−f(A)2 conjugate pairs of such characters.
If O is the principal-series orbit corresponding to such a pair, then [Q(O) : Q] > A
by Proposition 3.1.2. By Computation 6.3.1, each such orbit has Plancherel measure
q + 1, so the total Plancherel measure of these orbits is at least (q+1)(q−1−f(A))2 .
We must also count supercuspidal orbits. We note that if L′/L is ramified, then
the map (oL/̟L)
× → (oL′/ωL′)× is an isomorphism, so there are no characters
η0 : o
×
L′ → C
× of conductor 1 such that η0 6= η0. Therefore, all such supercuspidal
representations of conductor 2 come from characters η : L′× → C× where L′/L
are unramified, and η has conductor 1. The central character of πη is the map
x 7→ (−1)vL(x) · η(x).
As such, if η has conductor 1 and πη has unramified central character, then η0
factors through o×L′/(o
×
L(1 + pL′)); this is cyclic of order q + 1. Let η0 send the
generator to a root of unity ζ. Then ζq+1 = 1, and if η = η we have ζq = ζ; thus
η0 6= η¯0 if η0 does takes values outside of ±1. As such, there are
q+1−f(A)
2 conjugate
pairs {η0, η0} with η0(x) = ζr for r > f(A).
Therefore, there are at least q+1−f(A)2 supercuspidal representations π of con-
ductor 2 and fixed unramified central character with [Q(π) : Q] > A. Each has
formal degree q − 1 by Computation 6.3.1 (4), and so the total measure of these
is (q − 1) q+1−f(A)2 . Therefore, the total Plancherel measure of all the orbits of
conductor 2 with large enough field of rationality is at least q2 − 1− f(A).
On the other hand,
µ̂plχ (φ̂p2,χ,p) = φp2,χ,p(1) = q(q + 1)
and
lim
q→∞
q2 − 1− f(A)
q(q + 1)
= 1
completing the proof. 
Lemma 10.0.4. Fix a character χ and let p be any prime that does not divide the
conductor f of χ. Let (nλ) be a sequence of levels that are divisible by f and prime
to p. Then
lim
λ→∞
#Bk(Γ1(nλ), χ)≤A
#Bk(Γ1(nλ), χ)
= 0.
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Proof. This argument is due to Serre in the case F = Q (see [Ser97]) and all changes
are simply cosmetic. We repeat it here for reference and completeness.
Let f be a modular form of level nλ with [Q(f) : Q] ≤ A. Then [Q(ap(f)) : Q] ≤
A. Because nλ is prime to p, then ap is the sum of two Weil-q-integers α, β of weight
max{k1}− 1 [RT11, Theorem 1.4 (1)]. Since [Q(ap) : Q] ≤ A, then Q(α), Q(β) are
of degree at most 2A over Q. Thus α, β must satisfy monic polynomials in Z[x]
of degree at most 2A and whose coefficients are bounded for fixed q and max{ki};
thus α, β take only finitely many values.
In this case, πf,p is the unramified representation χ1 × χ2, where χ1, χ2 take a
uniformizer to α, β. As such, πf,p takes only finitely many possible values in the
unramified orbit Oχ. Let 1̂0,≤A be the characteristic function of this finite set of
points. Because the Plancherel measure on the unramified orbit has no points of
positive measure, we have µ̂plχp(10,≤A) = 0, and because it is supported on fintiely
many points, it lives in F0(GL2(Fp)
∧). As such, the Plancherel equidistribution
theorem completes the lemma. 
With this in hand, we complete the proof of the Main Theorem.
Fix A ∈ Z≥0 and ǫ > 0. Fix P > 2A+ 1 so that for any rational prime p > P ,
and any prime p of F lying above p, we have
µ̂plχ (Bp)
µ̂plχ (φ̂p2,χ,p)
> 1− ǫ
(where Bp is as in Lemma 10.0.3), and such that for any n with ordp(n) ≥ 3, we
have
#Bk(Γ1(n), χ)≤A
#Bk(Γ1(n), χ)
< ǫ
Fix, once and for all, primes p1, . . . , pr coprime to the conductor f, with pi | pi >
P , and so that
r∏
i=1
qi − 1
qi + 1
< ǫ.
This is possible because the Dedekind zeta function ζF has a pole at 1, and because
qi−1
qi+1
≤ 1− 1qi .
With this in hand, let t = (t1, . . . , tr) be a tuple, where ti is either 0, 1, 2,
or ‘≥ 3’. For such a tuple, define the subsequence (nλ,t), where nλ ∈ {nλ,t} if
ordpi(nλ) = ti for i = 1, . . . , r (and where if ti = ‘≥ 3’ then ordp(nλ,t) ≥ 3). This
breaks the sequence (nλ) into finitely many subsequences. We can assume each is
either empty or infinite.
We’ll show that for every t, if λ is sufficiently high we have
#Bk(Γ1(nλ,t), χ)≤A
#Bk(Γ1(nλ,t), χ)
< ǫ.
If ti is ‘≥ 3’ for some i, we are done because each pi is chosen to be sufficiently
large. If ti = 0 for some i, we are done by Lemma 10.0.4.
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If ti = 2 for some i, let S = {pi}, and let n′λ,t = nλ,t/p
2
i . Then we have
#Bk(Γ1(nλ,t), χ)≤A
#Bk(Γ1(nλ,t), χ)
≤ 1−
|Fcusp,χ(1̂Bpi , φ̂n′λ,t,χ, ξk)|
|Fcusp,χ(φ̂p2i , χ, φ̂n′λ,t,χ, ξk)|
→ 1−
µ̂plpi, χ(Bpi)
µ̂plpi, χ(φ̂p2i , χ)
< ǫ
(where the third line follows by the Plancherel equidistribution theorem) so that
eventually we have
#Bk(Γ1(nλ,t), χ)≤A
#Bk(Γ1(nλ,t), χ)
< ǫ.
The only remaining case is t1 = . . . = tr = 1. Let Cp be the finite set consisting
of the two Steinberg points of conductor 1 and central character χp along with the
finite set of points {πp} in the unramified orbit where the Frobenius eigenvalues
are Weil-q-integers of small enough degree. As in Lemma 10.0.4, the characteristic
function 1̂Cp lives in F0(GL2(Fp)
∧) (the set of discontinuities is a finite set in the
unramified orbit), and moreover we have
µ̂plχ, p(1̂Cp) = q − 1,
because there are two Steinberg representations with central character χp (corre-
sponding to its two square roots) and because each has formal degree q−12 .
As such, if we take S = {p1, . . . , pr} and
f̂S =
r∏
i=1
1̂Cp ,
then the same logic as in the ti = 2 case tells us:
lim sup
λ→∞
#Bk(Γ1(nλ,t), χ)≤A
#Bk(Γ1(nλ,t), χ)
≤
µ̂plS,χ(f̂S)
µ̂plS,χ(φ̂p1...pr ,χ)
=
r∏
i=1
µ̂plS,χ(Cp)
φpi,χ(1)
=
r∏
i=1
qi − 1
qi + 1
< ǫ
so in particular, we eventually have
#Bk(Γ1(nλ,t), χ)≤A
#Bk(Γ1(nλ,t), χ)
< ǫ
for this subsequence. This completes the proof. 
We also have a partial result for fields of rationality of newforms, which we
briefly discuss. We would like to say that, as the norm of our ideals increases,
that a smaller percentage of the set of newforms has bounded field of rationality.
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But there is an obstruction to our methods. Consider, for example, the case where
F = Q, χ is the trivial character, and (nλ) is the sequence
(2, 2 · 3, 2 · 3 · 5, . . .).
In this case, for any prime p, our sequence will eventually satisfy ordp(nλ) = 1,
so in particular, the associated representation will always be Steinberg. Indeed, if
we pick any finite set of primes S and look at the representations πf,S , the field
of rationality at these places will eventually be Q. However, the corollary below
shows that this is, in effect, the only obstruction.
Corollary 10.0.5. Let Bnewk (Γ1(n), χ) be the canonical basis of newforms of weight
k, character χ occuring in weight k, and level n, and define Bnewk (Γ1(n), χ)≤A as
above. Let (nλ) be a sequence of levels satisfying the following condition:
For any P ∈ Z, there is a finite set p1, . . . , pr with pi | pi > P ,
and for all sufficiently high λ, there is an i so that ordpi(nλ) 6= 1.
Then
lim
λ→∞
Bnewk (Γ1(nλ), χ)≤A
Bnewk (Γ1(nλ), χ)
= 0.
Proof. Fix ǫ > 0 and let P be large enough that the results of Lemmas 10.0.2 and
10.0.3 hold. By hypothesis we can find primes p1, . . . , pr such that, for λ sufficiently
high we have some ordpi(nλ) 6= 1 for some i. Break the sequence into subsequences
(nλ,i,x) where i = 1, . . . , r and x = 0, 2 or ‘≥ 3’; say nλ ∈ {nλ,i,x} if ordpi(nλ) = x.
Each subsequence eventually satisfies:
Bnewk (Γ1(nλ,i,x), χ)≤A
Bnewk (Γ1(nλ,i,x), χ)
< ǫ
by the same logic as in the proof of the main theorem. 
11. Appendix: Proofs of Fixed-Central-Character
Representation-Theoretic Prerequesites
In this section we will prove some properties of the fixed central character
Plancherel measure for GL2. We begin with a couple of remarks: first, the proofs
rely on little more than abelian Fourier analysis after we accept the non-fixed cen-
tral character versions of these results. Second, we have written the proofs to be as
applicable as possible to larger groups. In fact, we hope to use analogous results in
future works. We begin with some very basic lemmas on Hecke algebras.
11.1. Basic Results on Hecke Algebras. Recall the definition of the a fixed
central datum Hecke algebra. As before, R is either a local field L or the ring of
ade´les over a number field F :
Definition 11.1.1. Let X be a closed subgroup of the center Z(GL2(R)), and
let χ : X → C× be a unitary character. The Hecke algebra H(GL2(R), X, χ) is
the convolution algebra of smooth functions φ : GL2(R) → C that are compactly-
supported modulo X and that satisfy the transformation property
φ(gx) = φ(g)χ(x)−1 for all g ∈ G, x ∈ X.
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Definition 11.1.2. Given (X, χ), (X′, χ′) with X ⊇ X′ and χ|X′ = χ′, we define
the averaging map
H(GL2(R), X
′, χ′)→ H(GL2(R), X, χ)
φ 7→ φX,χ
where φX,χ is defined by
φX,χ(g) =
∫
X′\X
φ(gx−1)χ(x)−1 dx.
In this case, we say φX, χ is the average of φ over X with respect to χ.
The rest of this subsection will be a sequence of Fourer-analytic lemmas that
will be useful in the proofs of the fixed-central-character trace formula, Plancherel
theorem, and Sauvageot theorem.
Lemma 11.1.3. Let (X, χ), (X′, χ′) be as above and let φ ∈ H(GL2(R), X′, χ′).
Assume the Haar measures on GL2(R)/X, GL2(R)/X
′, and X/X′ are chosen com-
patibly. Then for any π with χπ|X = χ we have
trX′ π(φ) = trX π(φX,χ).
Proof. The proof is a quick application of Fubini’s theorem:
trX′ π(φX′,χ′) = tr
(∫
X\GL2(R)
∫
X′\X
φ(gx)χ(x)π(g) dx dg
)
= tr
(∫
X′\X
χ(x)
∫
X\GL2(R)
φ(gx)π(g) dg dx
)
= tr
(∫
X′\X
χ(x)
∫
X\GL2(R)
φ(g)π(gx−1) dg dx
)
= tr
(∫
X′\X
χ(x)χ(x−1)
∫
X\GL2(R)
φ(g)π(g) dg dx
)
= tr
(∫
X′\GL2(R)
φ(g)π(g) dg
)
= trX π(φ)

Definition 11.1.4. Let φ ∈ H(GL2(R), X
′, χ′), let X be a closed subset of Z(GL2(R)),
and let ΦX be smooth and compactly supported on X. We define the convolution
φ ⋆ΦX by
(φ ⋆ ΦX)(g) =
∫
X
φ(gx−1)ΦX(x) dx.
Definition 11.1.5. Let Φ be smooth and compactly supported on X, a closed
subset of Z(GL2(R)). We define its Fourier transform Φ̂ : X̂→ C by
Φ̂(χ) =
∫
X
Φ(x)χ(x) dx.
36 JOHN BINDER
Here, we apologize for the re-use of notation. We’ll distinguish the following
cases: when we use lower-case Greek letters like φ, ψ, we mean elements of some
Hecke algebra on GL2(R), and φ̂, ψ̂ will denote their Plancherel transforms. Upper-
case Greek letters Φ, Ψ will always denote functions on some closed subset of the
center, and Ψ̂, Φ̂ will always denote their Fourier transforms as functions on a
locally compact abelian group.
Lemma 11.1.6. Let ΦX be as above and let φ ∈ H(GL2(R), X′, χ′) with X ⊇ X′.
Then
(1) φ ⋆ ΦX ∈ H(GL2(R), X′, χ′).
(2) For any π with χπ|X′ = χ′,
trX′ π(φ ⋆ ΦX) = Φ̂X(χπ|X) · trX′ π(φ).
Proof. (1) is clear, so we will prove (2). We have
trX′ π(φ ⋆ ΦX) = tr
(∫
X′\GL2(R)
∫
X
φ(gx−1)Φ(x)π(g) dx dg
)
= tr
(∫
X
Φ(x)
∫
X′\GL2(R)
φ(gx−1)π(g) dg dx
)
= tr
(∫
X
Φ(x)
∫
X′\GL2(R)
φ(g)π(gx) dg dx
)
= tr
(∫
X
Φ(x)χπ(x)
∫
X′\GL2(R)
φ(g)π(g) dg dx
)
completing the proof. 
Lemma 11.1.7. Let L be a p-adic field and let χ : L× → C× be a character.
Define
ΦM,χ(z) =
1
M2
M−1∑
j=0
∫
−j≤vL(z)≤j
χ−1(z) dz.
Then
(1) if χ and τ differ by a ramified character, then Φ̂M,χ(τ) = 0,
(2) if τ 6= χ then Φ̂M,χ(τ)→ 0 as M →∞, and
(3) if τ = χ then Φ̂M,χ(τ) = 1 for all M .
Proof. We have
Φ̂M,χ(τ) =
1
M2
M−1∑
j=0
∫
q−jL ≤|z|≤q
j
L
(τχ−1)(z) dz
=
1
M2
(
M−1∑
i=1−M
(M − |i|) · (τχ−1)(̟)i
)(∫
o
×
L
(τχ−1)(z) dz
)
If τχ−1 is ramified, then the integral vanishes. If τχ−1 = 1, then the integral is
1 and the sum is M2, completing (3). For (2), if τχ−1 is unramified, the sum is
1
MFm(τχ
−1(̟)), where FM is the Feje´r kernel from real Fourier analysis. For all
z 6= 1 we have 1M FM (z)→ 0, finishing the proof. 
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11.2. Fixed-Central-Character Plancherel Measure. The goal of this section
is to prove Proposition 6.2.8. To begin, we construct a family of fixed-central-
character Plancherel measures. To this end, let L be a local field and let χ : L× →
C× be a character, and let O be an orbit in GL2(L)∧,t. Let Oχ = O∩GL2(L)∧,t,χ;
then Oχ is either empty or an orbiforld of codimension 1 in O. Henceforth, we’ll
assume Oχ is nonempty.
Let π0 = I
G
P (ω0) where P is a parabolic subgroup with Levi subgroupM and let
ω be a discrete series representation of M . Assume χπ0 = χ. Then are surjective
maps
Xu(M)→ OM → O
given by
τ 7→ ω ⊗ τ 7→ IGP (ω ⊗ τ).
Let Xu(M)0 be the kernel of the restriction Xu(M) → Xu(Z(G)). Then the
above map restricts to a surjection Xu(M)→ Oχ.
Henceforth, if Y → Z is a finite surjective map of orbifolds, say E ⊆ Y is a nice
fundamental domain if E → Z is bijective, and if there is an open set U ⊆ E ⊆ U .
Lemma 11.2.1. Let E be a nice fundamental domain of Xu(M)0 → O, let D0 be
a nice fundamental domain of Xu(G)→ Xu(Z(G)), and let D be the image of D0
under Xu(G) → Xu(M). Then D × E → Xu(M) is injective, and its image is a
nice fundamental domain for Xu(M)→ O.
Proof. The proof is elementary after realizing that if τ ∈ Xu(M) and d ∈ D, if
τ 7→ π then dτ 7→ π ⊗ τ . 
Recall that the canonical measure on O is chosen so that the maps Xu(Z(M))←
Xu(M)→ O locally preserve measures when the Haar measure on Xu(M) has total
measure 1, and that the Plancherel measure is absolutely continuous with respect
to the canonical measure. If Oχ is nonempty, we define the canonical measure on
Oχ so that Xu(M)0 → Oχ locally preserves measures for a choice of a Haar measure
on Xu(M)0, and such that O and Oχ have the same canonical measure.
Proposition 11.2.2. Let dχ be the Haar measure on L̂× giving each unramified
orbit total measure 1. Then for any f̂ ∈ L1(GL2(L)∧,t), we have∫
GL2(L)∧,t
f̂ dπ =
∫
L̂×
∫
GL2(L)∧,t,χ
f̂ dπχ dχ.
Proof. By summing over all orbits, we just need to prove this for f̂ supported on a
single orbit O. Consider the nice fundamental domain DE ⊆ Xu(M) constructed
in Lemma 11.2.1; if we fix d, we that dE maps surjectively and injectively onto
Oχ⊗dZ(G) , where dZ(G) is the restriction of d to Z(G). Therefore, if we pull back f̂
to f̂DE on DE, we have∫
O
f̂ dπ =
∫
DE
f̂DE(de) dd de
=
∫
D
∫
E
f̂DE(de) de dd
=
∫
Oχ′ 6=∅
∫
Oχ′
f̂(π) dπχ dχ
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where the last equality holds because fixing dE maps surjectively and injectively
onto Oχ⊗dZ(G) , and because the total measure on DE is the same as the total
measure on O. 
Corollary 11.2.3. Let dχ be as above and let νpl be the Plancherel density func-
tion from the previous section, and let µ̂plχ = ν
pldχ on GL2(L)
∧,t,χ. For any
f̂ ∈ F0(GL2(L)
∧), we have
µ̂pl(f̂) =
∫
L̂×
µ̂plχ (f̂) dχ.
Proof. Apply the above proposition to the function π 7→ νpl(π)f̂(π). 
The measure above is the fixed-central-character Plancherel measure. We must
prove it has the properties stated in Proposition 6.2.8. We’ll prove the statements
separately.
Proposition 11.2.4. Fix φ ∈ H(GL2(L), Z(L), χ). We have
φ(1) =
∫
GL2(L)∧,t,χ
φ̂(π) dµ̂plχ (π).
Proof. We will use the Fourier-theoretic ideas from Subsection 11.1. Let
φ0(g) =
{
φ(g) | det(g)|L = 1 or qL
0 otherwise
so that φ0,χ = φ, and therefore if χπ = χ we have trZ(L) π(φ) = tr π(φ0) by Lemma
11.1.3.
Let Aj be the annulus {z ∈ L× : −j ≤ vL(z) ≤ j}, and let
ΨM,χ(z) =MΦM,χ =
1
M
M−1∑
j=0
1Aj(z)χ
−1(z)
where ΦM,χ is as in Lemma 11.1.7. Define
φM (g) = (φ0 ⋆ΨM,χ)(g)
=
1
M
M−1∑
j=0
∫
Aj
φ0(gz)χ(z) dz
so that
φ(1) = lim
M→∞
φM (1) = lim
M→∞
µ̂pl(φ̂M ).
Moreover, we have
lim
M→∞
µ̂pl(φ̂M ) = lim
M→∞
∫
π
tr π(φM ) dµ̂
pl
χ (π)
= lim
M→∞
∫
χ′∈L̂×
∫
χpi=χ′
tr π(φM ) dµ̂
pl
χ′(π) dχ
′
= lim
M→∞
∫
χ′∈L̂×
∫
χpi=χ′
Ψ̂M,χ(χ
′) · tr π(φ0) dµ̂
pl
χ′(π) dχ
′ by Lemma 11.1.6
= lim
M→∞
∫
χ′∈L̂×
Ψ̂M,χ(χ
′)
(∫
χpi=χ′
tr π(φ0) dµ̂
pl
χ′(π)
)
dχ′
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By Lemma 11.1.7, Ψ̂M,χ(χ
′) = 0 if χ′χ−1 is ramified. If χ′χ−1 is ramified, then
Ψ̂M,χ(χ
′) = FM (χ
′χ−1(̟)), where FM : S
1 → C is the Feje´r kernel. Since∫
S1
FM (s) ds = 1
and
lim
M→∞
∫
S1−U
FM (s) ds = 0
for any open neighborhood of 1 in S1, then for any continuous function h : S1 → C
we have
lim
M→∞
∫
S1
FM (s)h(s) ds = h(1).
As such, we have
lim
M→∞
∫
χ′∈L̂×
Ψ̂M,χ(χ
′)
(∫
χpi=χ′
tr π(φ0) dµ̂
pl
χ′ (π)
)
dχ′ =
∫
χpi=χ
tr π(φ0) dµ̂
pl
χ (π)
=
∫
χpi=χ
trZ(L) π(φ) dµ̂
pl
χ (π) by Lemma 11.1.3
= µ̂plχ (φ̂)
completing the proof. 
Lemma 11.2.5. Let dπ be the canonical measure on O and let dπχ be the canonical
measure on Oχ. If dµ̂pl = ν̂pldπ, then dµ̂plχ = ν̂
pldπχ.
Proof. This is evident from the construction. 
Lemma 11.2.6. If π is not a discrete series representation, then µ̂plχ = 0. If π is
a discrete series representation, then µ̂plχ (π) = d(π), the formal degree of π.
Proof. Assume π ∈ Oχ is not a discrete series, and that it is of the form IGP (ω) where
ω is a discrete series representation of a Levi subgroupM 6= G. Then dimXu(M) =
dim(Z(M)) ≥ dimZ(G) and therefore Xu(M)0 has positive dimension. As such,
the canonical measure on Oχ has no points of positive measure, and so neither does
the Plancherel measure.
Now assume that π ∈ O is a discrete series representation with central character
χ. We will first show that the Plancherel density function ν̂pl on O is simply
π 7→ d(π). To this end, we recall that the Plancherel density function is given by
ν̂pl(π) = c(G|M)−2γ(G|M)−1j(ω)d(ω)
where π = IPG (ω) and M ≤ P is a Levi subgroup. Since π is a discrete series
representation, then M = G and ω = π. From [Wal03, p. 240-241] we have that
c(G|G) = γ(G|G) = 1. Moreover, from the definition of j as a composition of two
intertwining operators on [Wal03, p. 236] it is clear that j(π) = 1. This proves the
claim. In fact, if π′ = τ ⊗ π for any character τ then d(π) = d(π′) by the definition
of d(π) on [Wal03, p. 265] (so that ν̂pl is constant on a discrete series orbit).
We now compute the canonical measure of the orbit O. Assume Xu(G) →
Xu(Z(G)) is an n-to-one cover and that Xu(G) → O is an r-to-one cover. Then
the canonical measure of O is n/r.
Therefore, it’s enough to prove that Oχ consists of precisely n/r isomorphism
classes of discrete series representations. First, because Xu(G) → Xu(Z(G)) is an
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n-to-one cover then Xu(G)0 has cardinality n; therefore, there is a surjection from
a group of order n to Oχ via a choice of basepoint. Finally, since Xu(G) → O is
r-to-one, then so is Xu(G)0 → Oχ (note that if π′ = τ ⊗ π, then π′ and π′ have the
same stabilizers under the action of Xu(G) by tensoring). As such, each singleton
in Oχ has canonical measure 1, and therefore its fixed-central-character Plancherel
measure is its formal degree. 
Lemma 11.2.7. Sauvageot’s density theorem holds for the fixed-central-character
Plancherel measure.
Proof. Let D be a nice fundamental domain for Xu(G) → Xu(Z(G)), and define
f̂ on GL2(L)
∧ by f̂(π) = f̂χ(π ⊗ d), where d ∈ D is chosen uniquely so that
χπ ⊗ dZ(G) = χ. Note that f̂ remains bounded and supported on a finite number
of orbits. If Cχ is the set where f̂χ is continuous, then f̂ is continuous on CχD,
which has measure equal to the measure of O.
Therefore, we can choose functions φ, ψ ∈ C∞c (GL2(L)) with |φ̂ − f̂ | ≤ ψ and
µ̂pl(ψ̂) ≤ ǫ. Let Uχ be the unramified orbit of χ in L̂×. Then we have∫
Uχ
µ̂plχ′(ψ̂) dχ
′ ≤
∫
L̂×
µ̂plχ (ψ̂) dχ
′ < ǫ
and since Uχ has measure 1, there is a χ
′ ∈ Uχ with µ̂
pl
χ′(ψ̂) ≤ ψ. Let χ
′ = χ · dZ(G)
for some d ∈ D. Let φ⊗ d be defined as (φ⊗ d)(g) = φ(g)d(g), so that φ̂⊗ d(π) =
φ̂(π ⊗ d). As such, we have
µ̂plχ (ψ̂ ⊗ d) = µ̂
pl
χ′(ψ̂) ≤ ǫ,
since the Plancherel density function is unchanged by twisting by an unramified
character.
Letting ψχ be the average of ψ ⊗ d with respect to χ, and defining φχ similarly,
we see that φχ and ψχ satisfy (1) and (2) in the statement of the proposition,
completing the proof. 
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