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Abstract
This paper reports the LEAP submission to the CHiME-6 chal-
lenge. The CHiME-6 Automatic Speech Recognition (ASR)
challenge Track 1 involved the recognition of speech in noisy
and reverberant acoustic conditions in home environments with
multiple-party interactions. For the challenge submission, the
LEAP system used extensive data augmentation and a factor-
ized time-delay neural network (TDNN) architecture. We also
explored a neural architecture that interleaved the TDNN layers
with LSTM layers. The submitted system improved the Kaldi
recipe by 2% in terms of relative word-error-rate improvements.
Index Terms: ASR, Reverberation, Time Delay Neural Net-
works, Data Augmentation.
1. Introduction
Automatic speech recognition (ASR) systems find widespread
use in applications like human-machine interface, virtual assis-
tants, smart speakers etc, where the input speech is often rever-
berant and noisy. the degradation of the systems in presence of
noise and reverberation continues to be a challenging problem
due to the low signal to noise ratio [1]. For e.g. Peddinti et al,
[2] reports a 75% rel. increase in word error rate (WER) when
signals from a far-field array microphone are used in place of
those from headset microphones in the ASR systems, both dur-
ing training and testing. This degradation could be primarily
attributed to reverberation artifacts [3, 4]. The availability of
multi-channel signals can be leveraged for alleviating these is-
sues as most of the real life far-field speech recordings are cap-
tured by a microphone array.
The presence of noise and reverberation in the far field
speech signal degrades the performance of the ASR leading to
increased Word Error Rates (WER). Many methods have fo-
cused on alleviating the degradation in the WER by using multi-
channel microphones for far field speech recognition. The tradi-
tional approach to multi-channel far-field ASR combines all the
available channels by beamforming [5] and then processes the
resulting single channel signal effectively. Weighted Prediction
Error (WPE) [6] is another classical signal processing technique
used to remove reverberations from the far field signals.
For automatic speech recognition acoustic modeling, the
most popular modeling approach is the use of time delay neural
networks [2] that is trained with a lattice free maximum mu-
tual information (MMI) criterion [7]. The lattice free MMI
model enable sequence cost function training and the model
performs an efficient approximation to simplify computations
without any lattice construction. Further, another powerful tool
for dealing with noisy and reverberant speech in ASR is the use
of data augmentation [8].
The CHiME-6 represents the sixth version in a series of
challenges attempting to address automatic speech recognition
in realistic home environments [9]. The speech material was
elicited using a dinner party scenario with efforts taken to cap-
ture data that is representative of natural conversational speech.
This paper summarizes the LEAP submission to the Track-1 of
the CHiME-6 challenge.
In our submission, we extend the previous literature of us-
ing data augmentation with a factorized version of time-delay
neural network [10]. In addition, we also explore the use of
LSTM models in the factorized TDNN. The system description
is given below followed by the section which reports the ASR
results in the CHiME-6 development data.
2. The CHiME-6 challenge dataset
The dataset for CHiME-6 challenge is same as the dataset for
CHiME-5 challenge. The dataset is made up of the recording of
20 separate dinner parties taking place in real homes. Record-
ings were made in kitchen, dining and living room areas with
eachphase lasting for a minimum of 30 mins. Each dinner party
has 4 participants. Each party has been recorded with a set of 6
Microsoft Kinect devices and in-ear Soundman OKM II Classic
Studio binaural microphones. Each Kinect device has a linear
array of 4 sample-synchronised microphones. The data is split
into training, development, and evaluation sets as follows.
The training set consist of 16 parties with 32 speakers in
total. The number of utterances in the training set is 79, 980
adding up to around 41 hours. Development set has 2 parties
with 8 speakers and 7, 440 utterances with nearly 4.5 hours of
audio. Similarly 2 parties with 8 speakers and 11, 028 utter-
ances comprising of 5.1 hours of audio is used as the evaluation
set.
3. Proposed system
The proposed system consists of a pre-processing step using
guided source separation based beamforming. Acoustic Model
consists of an 18 layer facorized time delay neural network (F-
TDNN) trained with lattice free MMI cost function with L2
weight regularization and 15-fold data augumentation.
3.1. Guided Source Separation (GSS)
In the CHiME-6 challenge, clean uncorrupted speech is not
available for training a mask estimating neural network [11]
based beamformer. Here, one has to resort to unsupervised
mask estimation techniques, which, e.g., have been used in the
context of Blind Source Separation (BSS) [12] employing spa-
tial mixture models. In [13, 14] the BSS approach is modified
to make efficient use of the available time and speaker annota-
tions provided with the challenge data. The GSS outputs time-
frequency masks, from these mask spatial covariance matrices
are estimated, and from these matrices, in turn, the coefficients
of the statistically optimum Minimum Variance Distortionless
Response (MVDR) beamformer [15] are computed.
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Figure 1: Standard TDNN and TDNN layers with semi-orthogonal weight constraint.
Table 1: Various model architectures and Word Error Rates (WER) % results for the CHiME-6 development set.
Models (No. of layers) S02 DINING S02 Kitchen S02 Living S09 Dining S09 Kitchen S09 Living Overall
Kaldi-Recipe-Results [9] 53.80 56.47 47.78 53.76 50.30 49.92 51.75
HMM-GMM 84.39 86.12 78.63 86.00 83.67 84.17 83.27
F-TDNN (15) 55.40 57.78 48.49 54.92 50.95 50.95 52.79
F-TDNN (18) 53.53 55.50 46.64 53.45 50.31 48.93 51.04
F-TDNN (18) LSTM (3) 56.80 59.79 49.91 57.68 52.65 53.42 54.65
3.2. Factorized Time Delay Neural Networks (F-TDNN)
Recently factorized typologies of conventional networks such
as TDNN are suggested [10] as an improvement over TDNN-
LSTM architectures with faster decoding. The basic idea is
to factorize the weight matrix W of a TDNN layer into two
matrices as W = M × N . Here, N is constrained to be
semi-orthogonal (a non-square matrix with orthogonal rows or
columns). Figure 1 shows this difference more apparently. In
our case, we trained the model with F-TDNN architecture with
different number of layers and with data augmentation. The F-
TDNN experiments used hidden layers of size 1536 with a bot-
tleneck dimension of 160. In addition, we also explore an archi-
tecture of F-TDNN with a LSTM layer interleaved after every
5 layers of F-TDNN architecture. In the F-TDNN-LSTM im-
plementation, the hidden dimension of TDNN layers was kept
at 1024 with a bottleneck dimension of 160. The LSTM layers
had a recurrent projection of 512 dimensions and non-recurrent
projections of 512 dimensions. All the F-TDNN models also
used a L2 weight regularization and were trained with LF-MMI
cost function [7].
3.3. Data Augmentation
All the results for the F-TDNN models used a data augmenta-
tion of artificial room reverberation using 5 small and medium
rooms [8]. In addition, a 3-way speed perturbation was also
employed yielding 15 copies of the original training data.
4. Experiments and results
A mono-phone model is trained initially with MFCC features,
using this a tri-phone model improved the WER. A tri-phone
model with linear discriminant analysis (LDA) and maximum
likelihood linear transform (MLLT) is trained, which improved
the performance. Finally, speaker adaptive training (SAT) is
performed further improving the WER and is reported in Ta-
ble 1 as HMM-GMM.
The WER results for various systems are reported in Ta-
ble 1. As seen here, the WER results for F-TDNN model with
15 layers improved drastically over the HMM-GMM frame-
work. This is further improved by the model with 18 layers.
However, the inclusion of LSTM layers did not benefit the ASR
performance. The final submitted system from the LEAP team
was the F-TDNN (18 layer) model. This submitted system im-
proved the Kaldi recipe by 2% in terms of relative word-error-
rate improvements.
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