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Abstract
Szego˝’s procedure to connect orthogonal polynomials on the unit circle and ortho-
gonal polynomials on [−1, 1] is generalized to nonsymmetric measures. It generates
the so-called semi-orthogonal functions on the linear space of Laurent polynomials Λ,
and leads to a new orthogonality structure in the module Λ × Λ. This structure can
be interpreted in terms of a 2 × 2 matrix measure on [−1, 1], and semi-orthogonal
functions provide the corresponding sequence of orthogonal matrix polynomials. This
gives a connection between orthogonal polynomials on the unit circle and certain classes
of matrix orthogonal polynomials on [−1, 1]. As an application, the strong asymptotics
of these matrix orthogonal polynomials is derived, obtaining an explicit expression for
the corresponding Szego˝’s matrix function.
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1. Introduction. Semi-orthogonal functions
From long time ago, it is well known that there exists a simple relation between
orthogonal polynomials (OP) on the unit circle (T) and OP on [−1, 1] (see [9, 24]).
This close relationship provides a method to translate results from OP on T to
OP on [−1, 1]. For instance, this idea was largely exploited to get asymptotic
properties of OP on [−1, 1] starting from the asymptotics of OP on T [18, 19, 20,
24]. However, this relation is valid only for symmetric measures on T. Recently
it has been shown that above procedure can be generalized to arbitrary measures
on T, giving a connection between any sequence of OP on T and the so-called
semi-orthogonal functions [1, 4].
As we will see, semi-orthogonal functions are given in terms of a sequence
of two-dimensional matrix polynomials. The orthogonality properties of semi-
orthogonal functions implies that these matrix polynomials are quasi-orthogonal
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with respect to some two-dimensional matrix measure related to the measure on
T. A sequence of matrix OP with respect to this matrix measure can be explicitly
constructed from above quasi-orthogonal matrix polynomials. This gives a con-
nection between OP on T and a class of two-dimensional matrix OP on the real
line.
Matrix OP on the real line appear in the Lanczos method for block matrices
[12, 13], in the spectral theory of doubly infinite Jacobi matrices [23] and discrete
Sturm-Liouville operators [2, 3], in the analysis of sequences of polynomials sat-
isfying higher order recurrence relations [8], rational approximation and system
theory [10]. Unfortunately their study is much more complicated and few things
are known if compared with the scalar case (some nice surveys are [17, 21, 23]).
Previous connections between scalar and matrix OP appear in [14] ([15]) where
it is derived a relation between scalar OP on an algebraic harmonic curve (lem-
niscata) and matrix OP on the real line (unit circle). Using a similar technique,
a connection between scalar OP with respect to a discrete Sobolev inner product
and matrix OP is presented in [8] (which is a consequence of the fact that OP
with respect to a discrete Sobolev inner product satisfy a higher order recurrence
relation, see [16]). These connections are more general than the one given in this
paper because they deal with matrix OP of arbitrary dimension. However, they
link matrix OP with “unknown words”, in the sense that not too much is known
about the different kind of OP that they connect with matrix OP. So, they are
not too useful to get new results for matrix OP.
On the contrary, the connection presented in this paper, although much more
restricted, let us translate results from the more “known word” of scalar OP on
the unit circle to a great variety of two-dimensional matrix OP. So, it provides
many models of matrix OP where many things can be known and that, therefore,
can be used to get or check some ideas about new results for matrix OP. Here we
have to point out that for certain applications, like the study of the doubly infinite
matrices that appear in discrete Sturm-Liouville problems on the real line, only
two-dimensional matrix OP are needed [3, 23].
As an example of the utility of the present connection we derive the strong
asymptotics of these matrix OP when the corresponding matrix measure belongs
to the Szego˝’s class. General results about this situation can be found in [2], where
a generalization of the connection between the real line and T for matrix OP is
used again to obtain the asymptotics in the real line from the asymptotics in T.
However, the problem is far from being closed since there is no explicit expression
for the Szego˝’s matrix function that gives the asymptotic behavior and only some
general properties are known. The connection given here let us obtain explicitly
this Szego˝’s matrix function for a class of two-dimensional matrix measures. Other
results about asymptotics of matrix OP, such as ratio and relative asymptotics,
appear in [7] and [25] respectively.
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Now, we proceed to introduce the starting point of our discussion, the semi-
orthogonal functions, summarizing some results in [1, 4] with a sketch of some
proofs there for the convenience of the reader.
First of all we fix some notations. The real vector space of polynomials with
real coefficients is denoted by P, the subspace of P of polynomials with degree less
than or equal to n is Pn and P#n is the subset of Pn constituted by those polyno-
mials whose degree is exactly n. Also, Λ is the complex vector space of Laurent
polynomials, that is, Λ =
⋃∞
n=0 Λ−n,n where Λm,n =
{∑n
k=m αkz
k
∣∣αk ∈ C} for
m ≤ n. The elements of Λm,n such that αm, αn 6= 0 form the subset Λ#m,n. For an
arbitrary complex number α, their real and imaginary parts are denoted ℜα and
ℑα respectively.
Taking into account the usual identification between the unit circle T =
{eiθ| θ ∈ [0, 2π)} and the interval [0, 2π), we talk about a measure on T when
we deal with a measure with support on [0, 2π). With this convention, in what
follows dµ is a measure on T with finite moments. Unless we say explicitly that
it is an arbitrary measure on T, we suppose that dµ is a positive measure with
infinite support. Then, the sesquilinear functional
〈·, ·〉
dµ
on Λ defined by
〈
f, g
〉
dµ
=
∫ 2pi
0
f(eiθ)g(eiθ) dµ(θ), f, g ∈ Λ,
is an inner product and, hence, there exists a unique sequence (φn)n≥0 of monic
OP with respect to
〈·, ·〉
dµ
. If, as it is usual, φ∗n denotes the reversed polynomial
of φn (φ
∗
n(z) = z
nφn(z
−1)), then, it is well known that OP are determined by the
so-called Schur parameters an = φn(0) through the recurrence
φ0(z) = 1,
φn(z) = zφn−1(z) + anφ
∗
n−1(z), n ≥ 1.
(1)
If we denote by bn the coefficient of z
n−1 in φn(z), from (1) we have that
bn = bn−1 + anan−1, n ≥ 1. (2)
Notice that b0 = 0 and
bn =
n∑
k=1
akak−1, n ≥ 1. (3)
We can use (1) to show that the positive constants εn =
〈
φn, φn
〉
dµ
are related to
the Schur parameters by
εn
εn−1
= 1− |an|2, n ≥ 1. (4)
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This relation implies that |an| < 1 for n ≥ 1 and that the sequence (εn)n≥0
must be strictly decreasing. Besides, (4) gives the following expression for εn
εn =
n∏
k=1
(1− |ak|2)ε0, n ≥ 1. (5)
Orthonormal polynomials are defined up to a factor with unit module, but
they can be fixed if we ask for their leading coefficients to be real and positive. In
this case we denote the n-th orthonormal polynomial by ϕn, and the corresponding
leading coefficient by κn. It is clear that κn = ε
−1/2
n and, thus, (κn)n≥0 is strictly
increasing.
The symmetric measure of dµ is
dµ˜(θ) = −dµ(2π − θ), θ ∈ [0, 2π),
and the measure dµ is said to be symmetric iff dµ˜ = dµ. This is equivalent to
affirm that the monic OP have real coefficients, which, in sight of (1), is in fact
equivalent to state that the Schur parameters are real.
With the intention of connecting T with the interval [−1, 1], for z ∈ C\{0} we
write x = (z+z−1)/2 and y = (z−z−1)/2i (therefore z = x+ iy, z−1 = x− iy and
x2 + y2 = 1). Both expressions give a transformation in the complex plane that
maps T on the interval [−1, 1]. Moreover, they map bijectively onto C\ [−1, 1] the
exterior of T as well as its interior excepting the origin. So, when restricted to these
domains we can invert the transformations giving, for example, z = x +
√
x2 − 1
(the choice of the square root must be done according to the location of z: exterior
or interior to T). Also, the transformation x = (z + z−1)/2 maps biyectively the
upper as well as the lower closed half T onto [−1, 1] (in this case, writing z = eiθ, it
is x = cos θ). So, by composition with the corresponding inverse transformations,
the measure dµ provides two projected measures dν1, dν2 on [−1, 1], being
dν1(x) = −dµ(arccosx),
dν2(x) = −dµ˜(arccosx).
(6)
The condition of symmetry for dµ is equivalent to the equality dν1 = dν2.
Now, we wish to arrive at a family of polynomials with real coefficients, or-
thogonal with respect to an inner product defined through the measures dν1, dν2.
To this end, and following [1, 4], we start by introducing previously the so called
semi-orthogonal functions.
Definition 1. The semi-orthogonal functions (SOF) associated to the measure
dµ are the functions f
(k)
n :C \ {0} → C, n ≥ 1, k = 1, 2, defined by
f (1)n (z) =
zφ2n−1(z) + φ
∗
2n−1(z)
2nzn
,
f (2)n (z) =
zφ2n−1(z)− φ∗2n−1(z)
i2nzn
,
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where φn, n ≥ 1, are the monic OP with respect to
〈·, ·〉
dµ
.
The expressions in above definition are the same used in Szego˝’s method,
with the difference that we consider here monic OP with complex instead of real
coefficients. Let us go to summarize some interesting properties of SOF [1, 4]:
Proposition 1. The SOF associated to dµ satisfy:
i) f
(k)
n (z
−1) = f
(k)
n (z) and there is a unique decomposition
f (k)n (z) = f
(k1)
n (x) + y f
(k2)
n (x), f
(kj)
n ∈ P.
More precisely, f
(11)
n ∈ P#n , f (22)n ∈ P#n−1, both monic polynomials, and
f
(21)
n ∈ Pn−1, f (12)n ∈ Pn−2.
ii) The family of functions Bn = {1}∪
(⋃n
m=1{f (1)m , f (2)m }
)
is a basis of Λ−n,n for
all n ≥ 1. The matrix of 〈·, ·〉
dµ
with respect to the basis B = ∪n≥1Bn of Λ
is a diagonal-block one 
ε0 0 0 . . .
0 C1 0 . . .
0 0 C2 . . .
...
...
...
. . .
 , (7)
where
Cn =
ε2n−1
22n−1
(
1− ℜa2n −ℑa2n
−ℑa2n 1 + ℜa2n
)
, n ≥ 1, (8)
being an the Schur parameters related to dµ and εn given in (5).
Proof. From the definition of φ∗n we have that
f (1)n (z) = 2
−n(z−n+1φ2n−1(z) + z
n−1φ2n−1(z
−1)),
f (2)n (z) = −i2−n(z−n+1φ2n−1(z)− zn−1φ2n−1(z−1)),
and, thus, f
(k)
n (z
−1) = f
(k)
n (z).
If the decomposition given in i) exits, it must be unique. If we suppose two
such decompositions
f (k)n (z) = f
(k1)
n (x) + y f
(k2)
n (x) = g
(k1)
n (x) + y g
(k2)
n (x), f
(kj)
n , g
(kj)
n ∈ P,
then
f (k)n (z
−1) = f (k1)n (x)− y f (k2)n (x) = g(k1)n (x)− y g(k2)n (x),
5
and above equalities give f
(kj)
n = g
(kj)
n for k = 1, 2.
To see that this decomposition exist, let us write φn(z) =
∑n
k=0 αkz
k, αk ∈ C,
with αn = 1. Then,
f (1)n (z) = 2
−nz−n
2n−1∑
k=0
(αkz
k+1 + αkz
2n−k−1)
= Tn(x) +
n−1∑
j=0
2j−nℜ(αn−j−1 + αn+j−1)Tj(x)
+ y
n−2∑
j=0
2j+1−nℑ(αn−j−2 + αn+j)Uj(x),
(9)
where Tj(x) = 2
−j(zj + z−j) and Uj(x) = −iy−12−j−1(zj+1 − z−j−1) are respec-
tively the j-th Tchebychev monic polynomials of first and second kind (see for
example [5] or [24]). This proves i) for f
(1)
n . The proof for f
(2)
n is similar.
Notice that f
(k)
n ∈ Λ#−n,n for i = 1, 2. In fact, f (1)n (z) = 2−n(zn + z−n) + . . .
and f
(2)
n (z) = −i2−n(zn − z−n) + . . ., where the dots mean terms belonging to
Λ−n+1,n−1. Thus, it is obvious that Bn is a basis of Λ−n,n. The block-diagonal
structure (7) of the matrix of
〈·, ·〉
dµ
with respect to B,
〈
1, 1
〉
dµ
〈
1, f
(1)
1
〉
dµ
〈
1, f
(2)
1
〉
dµ
. . .〈
f
(1)
1 , 1
〉
dµ
〈
f
(1)
1 , f
(1)
1
〉
dµ
〈
f
(1)
1 , f
(2)
1
〉
dµ
. . .〈
f
(2)
1 , 1
〉
dµ
〈
f
(2)
1 , f
(1)
1
〉
dµ
〈
f
(2)
1 , f
(2)
1
〉
dµ
. . .
...
...
...
. . .

is just a direct consequence of the orthogonality relations for φn and φ
∗
n, that
is, the only conditions
〈
φn, z
k
〉
dµ
=
〈
φ∗n, z
k+1
〉
dµ
= 0 for 0 ≤ k ≤ n − 1 imply〈
1, f
(k)
n
〉
dµ
=
〈
f
(k)
n , f
(j)
m
〉
dµ
= 0 for n 6= m and k, j = 1, 2.
Finally, the expression (8) for the matrix
Cn =
(〈
f
(1)
n , f
(1)
n
〉
dµ
〈
f
(1)
n , f
(2)
n
〉
dµ〈
f
(2)
n , f
(1)
n
〉
dµ
〈
f
(2)
n , f
(2)
n
〉
dµ
)
follows straightforward from the relations
〈
φ∗n, φ
∗
n
〉
dµ
=
〈
φn, φn
〉
dµ
= εn and〈
zφn, φ
∗
n
〉
dµ
= −εnan+1, the last one obtained from the recurrence formula (1).
Notice that the property i) implies that SOF are real on T. The incomplete
orthogonality expressed in ii) of previous proposition is the origin of the name
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“semi-orthogonal functions” given to the functions f
(k)
n . Notice that, when the
measure dµ is symmetric, the monic OP φn have real coefficients and it follows
from previous proof that f
(12)
n = f
(21)
n = 0, n ≥ 1. Moreover, in this case the
Schur parameters are real and, then, the SOF are indeed strictly orthogonal.
Before continuing, it is useful to introduce a new notation.
Definition 2. The vector semi-orthogonal functions (VSOF) associated to the
measure dµ are the functions fn:C \ {0} → C2, n ≥ 0, defined by
fn(z) =
(
f
(1)
n (z)
f
(2)
n (z)
)
,
where f
(1)
0 (z) = 1, f
(2)
0 (z) = 0 and f
(k)
n (z), n ≥ 1, k = 1, 2, are the SOF related
to dµ.
Remark 1. Proposition 1 i), that is given for n ≥ 1, holds for n = 0 too, being
f
(11)
0 (x) = 1, f
(12)
0 (x) = f
(21)
0 (x) = f
(22)
0 (x) = 0. We will refer to (f
(k)
n ) n≥0
k=1,2
, as
the complete family of SOF associated to dµ.
Remark 2. The fact that Bn is a basis of Λ−n,n ensures that (fm)nm=0 is a set of
generators for the modulus Λ2−n,n over the ring C
(2,2) of 2 × 2 complex matrices.
Hence, (fm)m≥0 is a set of generators for Λ
2. Although (fn)n≥0 is not a basis, it
is not difficult to see that in the decomposition of an arbitrary element of Λ2 as a
linear combination of (fn)n≥0, all the matrix coefficients are univocally determined
excepting the one related to f0, whose first column is determined whereas the
second one is arbitrary.
Definition 3. Given an arbitrary measure dµ on T we define the sesquilinear
functional
〈·, ·〉
dµ
: Λ2 × Λ2 → C(2,2) in the following way
〈
f , g
〉
dµ
=
∫ 2pi
0
f(eiθ)g(eiθ)∗ dµ(θ), f , g ∈ Λ2,
where, for an arbitrary matrix A, we write A∗ = A
T
and the symbol T denotes
the operation of transposition.
Remark 3. If f =
(
f (1)
f (2)
)
, g =
(
g(1)
g(2)
)
with f (k), g(k) ∈ Λ for k = 1, 2, then
〈
f , g
〉
dµ
=
(〈
f (1), g(1)
〉
dµ
〈
f (1), g(2)
〉
dµ〈
f (2), g(1)
〉
dµ
〈
f (2), g(2)
〉
dµ
)
.
Notice that for all f , g ∈ Λ2 it is 〈zf , zg〉
dµ
=
〈
f , g
〉
dµ
and
〈
g, f
〉
dµ
=
〈
f , g
〉∗
dµ
.
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The orthogonality properties of SOF, translated to the language of VSOF,
give the following result.
Proposition 2. The VSOF associated to dµ are orthogonal with respect to
〈·, ·〉
dµ
.
More precisely, 〈
fn, fm
〉
dµ
= Cnδn,m, n,m ≥ 0,
where Cn is given in (8) for n ≥ 1 and C0 = ε0C with C =
(
1 0
0 0
)
.
Definition 4. The Schur matrices associated to the measure dµ are the following
real symmetric traceless matrices
Hn =
(ℜan ℑan
ℑan −ℜan
)
, n ≥ 0,
where an are the Schur parameters related to dµ.
Remark 4. Notice that we can write
Cn =
ε2n−1
22n−1
(I −H2n), n ≥ 1. (10)
For n ≥ 1, the condition |an| < 1, which is equivalent to | detHn| < 1, ensures
that Cn is positive definite and, therefore, nonsingular. With above notation,
C−1n =
22n−1
ε2n
(I +H2n), n ≥ 1, (11)
where we have used (4).
Bearing in mind that (fm)
n
m=0 is a set of generators for Λ−n,n, we get from
Proposition 2 the following consequence.
Corollary 1. The VSOF associated to dµ satisfy for n ≥ 1〈
fn, f
〉
dµ
= 0, ∀f ∈ Λ2−n+1,n−1.
2. Recurrence relation for semi-orthogonal functions
The VSOF associated to a measure form a set of orthogonal vector Laurent
polynomials, where the orthogonality is respect to some sesquilinear functional
related to the measure. The natural question that arises is if, analogously to OP,
they satisfy a three-term recurrence relation. The answer to this question is given
in the following proposition.
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Proposition 3. The VSOF associated to dµ satisfy the recurrence relation
zfn(z) = (I + iJ)fn+1(z) + Lnfn(z) +Mnfn−1(z), n ≥ 1,
where I is the 2× 2 identity matrix and
J =
(
0 1
−1 0
)
,
Ln =
1
2
{(I −H2n)H2n−1(I + iJ)− (I + iJ)H2n+1(I +H2n)} , n ≥ 1,
Mn =
1
4
det(I −H2n−1)(I −H2n)(I − iJ)(I +H2n−2), n ≥ 1,
being Hn the Schur matrices related to dµ.
Proof. As it is usual, we begin by decomposing zfn with respect to the set of
generators (fn)n≥0. Since zfn ∈ Λ2−n+1,n+1 ⊂ Λ2−n−1,n+1, it is obvious that
zfn(z) =
n+1∑
k=0
A
(n)
k fk(z), A
(n)
k ∈ C(2,2), n ≥ 1.
From Remark 2 we know that the matrix coefficients A
(n)
k are univocally deter-
mined for k ≥ 1, while for A(n)0 only the product A(n)0 f0 is fixed, that is, the first
column of A
(n)
0 is determined whereas the second one is arbitrary.
Now, by projecting above decomposition of zfn over fj , with j ≤ n + 1, we
find that
〈
zfn, fj
〉
dµ
= A
(n)
j Cj .
When j = 0 and n ≥ 2 we get A(n)0 C0 =
〈
fn, z
−1f0
〉
dµ
= 0 due to Corollary 1.
Therefore, A
(n)
0 f0 = A
(n)
0 Cf0 = 0.
If 1 ≤ j ≤ n − 2, then A(n)j Cj =
〈
fn, z
−1fj
〉
dµ
= 0 again by means of
Corollary 1. Now, the regularity of Cj for j ≥ 1 forces A(n)j = 0.
Hence, we can write
zfn(z) = A
(n)
n+1fn+1(z) + A
(n)
n fn(z) + A
(n)
n−1fn−1(z), n ≥ 1, (12)
where the only indetermination is in the second column of A
(1)
0 that can be arbi-
trarily chosen. Notice that the coefficients A
(n)
n−1 and A
(n−1)
n are related for n ≥ 1
by A
(n)
n−1Cn−1 =
〈
zfn, fn−1
〉
dµ
=
〈
z−1fn−1, fn
〉∗
dµ
=
〈
zfn−1, fn
〉T
dµ
= Cn(A
(n−1)
n )T ,
where we have used the fact that VSOF, like SOF, are real on T. Thus,
A
(1)
0 f0 = ε
−1
0 A
(1)
0 C0f0 = ε
−1
0 C1(A
(0)
1 )
T f0
A
(n)
n−1 = Cn(A
(n−1)
n )
TC−1n−1
(13)
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This means that we only need to calculate A
(n)
n+1 and A
(n)
n . To this end we introduce
the following elements of Λ2
g0(z) = f0(z)
gn(z) =
(
zn
z−n
)
, n ≥ 1,
so that, (gn)n≥0 is a set of generators for the module Λ
2 with decomposition
properties similar to those above described for (fn)n≥0. Thus, we can decompose
both sides of (12) in (gn)n≥0 and, then, equal coefficients of gn for n ≥ 1.
We begin with the decomposition of fn for n ≥ 1. If Q =
(
1 1
−i i
)
, then
fn(z) = 2
−nQ
(
z1−nφ2n−1(z)
z−nφ∗2n−1(z)
)
= 2−nQ
{
gn(z) +
(
b2n−1 a2n−1
a2n−1 b2n−1
)
gn−1(z) + . . .
}
,
(14)
where the dots mean terms belonging to Λ2−n+2,n−2 for n ≥ 2 and no terms for
n = 1. Besides, we need the decomposition of zfn for n ≥ 1
zfn(z) = 2
−nQ
(
z2−nφ2n−1(z)
z1−nφ∗2n−1(z)
)
= 2−nQ
{
C0gn+1(z) +
(
b2n−1 a2n−1
a2n−1 b2n−1
)
C0gn(z) + . . .
}
,
(15)
where now the dots mean terms belonging to Λ2−n+1,n−1.
Introducing (14) and (15) into (12) and equaling coefficients of gn+1 and gn,
lead to
QC0 =
1
2
A
(n)
n+1Q,
Q
(
b2n−1 a2n−1
a2n−1 b2n−1
)
C0 =
1
2
A
(n)
n+1Q
(
b2n+1 a2n+1
a2n+1 b2n+1
)
+ A(n)n Q,
which have the solutions
A
(n)
n+1 = 2QC0Q
−1,
A(n)n = Q
(
b2n−1 − b2n+1 −a2n+1
a2n−1 0
)
Q−1
= Q
{
a2n−1
(−a2n 0
1 0
)
− a2n+1
(
a2n 1
0 0
)}
Q−1
= Q
{
a2n−1
(
1 −a2n
−a2n 1
)(
0 0
1 0
)
− a2n+1
(
0 1
0 0
)(
1 a2n
a2n 1
)}
Q−1.
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Here we have used relation (2) between an and bn. At this point it is useful to
notice that
QC0Q
−1 =
1
2
(I + iJ), J =
(
0 1
−1 0
)
Q
(
1 ±an
±an 1
)
Q−1 = I ±Hn, n ≥ 0,
anQ
(
0 0
1 0
)
Q−1 =
1
2
Hn(I + iJ), n ≥ 0,
anQ
(
0 1
0 0
)
Q−1 =
1
2
(I + iJ)Hn, n ≥ 0,
where Hn are the Schur matrices related to dµ. Thus, we finally find
A
(n)
n+1 = I + iJ, n ≥ 1,
A(n)n =
1
2
{(I −H2n)H2n−1(I + iJ)− (I + iJ)H2n+1(I +H2n)} , n ≥ 1.
(16)
Now, by using (4), (10), (11), (13) and (16), we see that
A
(1)
0 f0 =
1
2
(1− |a1|2)(I −H2)(I − iJ)f0,
A
(n)
n−1 =
1
4
(1− |a2n−1|2)(I −H2n)(I − iJ)(I +H2n−2), n ≥ 2.
It is possible to choose arbitrarily the second column of A
(1)
0 , so we can fixe it to
be null, that is
A
(1)
0 =
1
2
(1− |a1|2)(I −H2)(I − iJ)C = 1
4
(1− |a1|2)(I −H2)(I − iJ)(I +H0).
Hence, all the coefficients A
(n)
n−1 can be given by
A
(n)
n−1 =
1
4
det(I −H2n−1)(I −H2n)(I − iJ)(I +H2n−2), n ≥ 1.
Since Ln = A
(n)
n and Mn = A
(n)
n−1 the proposition is proved.
3. Semi-orthogonal functions and matrix measures
Now we are going to translate previous results on Λ2 to the modulus P(2,2)
of 2 × 2 matrices with coefficients in P. To do that we will associate a sequence
of matrix polynomials to any family of SOF.
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Definition 5. The matrix polynomials Fn ∈ P(2,2), n ≥ 0, associated to the
measure dµ, are defined by
Fn(x) =
(
f
(11)
n (x) f
(12)
n (x)
f
(21)
n (x) f
(22)
n (x)
)
,
where f
(k)
n (z) = f
(k1)
n (x)+ yf
(k2)
n (x), n ≥ 0, k = 1, 2, is the unique decomposition
given in Proposition 1 and Remark 1 for the complete family of SOF related to
dµ.
Remark 5. The VSOF and the matrix polynomials associated to dµ are related
by
fn(z) = Fn(x)
(
1
y
)
, n ≥ 0, (17)
and, thus,
( fn(z) fn(z
−1) ) = Fn(x)
(
1 1
y −y
)
, n ≥ 0,
from which we get
Fn(x) =
1
2
( fn(z) fn(z
−1) )
(
1 y−1
1 −y−1
)
, n ≥ 0, (18)
for x 6= ±1.
It is natural to expect for the above matrix polynomials to inherit some or-
thogonality properties from the ones satisfied by the corresponding SOF. To see
this we introduce the following matrix measure.
Definition 6. Given an arbitrary measure dµ on T the matrix measure dΩ asso-
ciated to dµ is the following 2× 2 symmetric matrix measure on [−1, 1]
dΩ(x) =
1
2
(
dρ(x)
√
1− x2dσ(x)√
1− x2dσ(x) (1− x2)dρ(x)
)
, (19)
where dρ and dσ are scalar measures on [−1, 1] given by
dρ(x) = dν1(x) + dν2(x),
dσ(x) = dν1(x)− dν2(x),
and dν1, dν2 are the projected measures of dµ defined in (6).
Remark 6. Notice that a matrix measure dΩ with the form (19), being dρ and dσ
arbitrary scalar measures on [−1, 1], is always associated to some measure dµ on
T. The related measure dµ is positive iff dν1, dν2 so are, which holds iff |dσ| ≤ dρ
12
(this implies that dρ is positive and that supp(dσ) ⊂ supp(dρ)). Therefore, when
dµ is positive it has an infinite support iff dρ so does.
Now, the results in Proposition 1 for SOF have the following consequences for
the corresponding matrix polynomials.
Proposition 4. The matrix polynomials (Fn)n≥0 and the matrix measure dΩ
associated to dµ satisfy:
i) degFn = n. More precisely, F0(x) = C, with the matrix C as in Proposition
2, and
Fn+1(x) = Cx
n+1 +
(
ηn 0
γn 1
)
xn + . . . , n ≥ 0,
where the dots mean terms with degree less than n and
ηn =
1
2
ℜ(a2n+1 + b2n+1), γn = 1
2
ℑ(a2n+1 + b2n+1),
being an the Schur parameters related to dµ and bn given in (3),
ii)
∫ 1
−1
Fn(x) dΩ(x)F
T
m(x) =
1
2Cnδn,m, n,m ≥ 0 .
Proof. The result i) follows straightforward from Proposition 1 i) and Definition
5, wherefrom we see that γn is the leading coefficient of f
(21)
n+1(x), while ηn is
the coefficient of xn in f
(11)
n+1(x). The expression (9) for f
(1)
n shows that ηn =
1
2ℜ(a2n+1+b2n+1) and a similar expression for f
(2)
n gives γn =
1
2ℑ(a2n+1+b2n+1).
To prove ii) it is enough to notice that, using (17), we get from Definition 3〈
fn, fm
〉
dµ
=
∫ 2pi
0
fn(e
iθ)fTm(e
iθ) dµ(θ)
=
∫ 1
−1
Fn(x)
(
1
√
1− x2√
1− x2 1− x2
)
FTm(x) dν1(x)
+
∫ 1
−1
Fn(x)
(
1 −√1− x2
−√1− x2 1− x2
)
FTm(x) dν2(x),
whit the positive choice for the square root. Taking into account Definition 6 we
see that 〈
fn, fm
〉
dµ
= 2
∫ 1
−1
Fn(x) dΩ(x)F
T
m(x),
and Proposition 2 gives ii).
Remark 7. From Proposition 4 i) we see that
(I − C)Fn+1(x) + Fn(x) = Γnxn + . . . , Γn =
(
1 0
γn 1
)
, n ≥ 0, (20)
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where, again, the dots mean terms with degree less than n. So, it is obvious
that every element of P(2,2)n is a linear combination of (Fm)n+1m=0, and, therefore,
(Fn)n≥0 is a set of generators for P(2,2).
Unfortunately, in spite of Proposition 4 ii), we can not say that (Fn)n≥0 is
a sequence of left orthogonal matrix polynomials with respect to dΩ. A sequence
(Pn)n≥0 of 2 × 2 real matrix polynomials is called a sequence of left orthogonal
matrix polynomials (LOMP) with respect to dΩ if it satisfies [6, 17, 23]:
(I) degPn = n, and the leading coefficient of Pn is nonsingular.
(II)
∫ 1
−1
Pn(x) dΩ(x) x
k = 0 for 0 ≤ k < n and ∫ 1
−1
Pn(x) dΩ(x) x
n is nonsingular.
However, the leading coefficient C of Fn is singular. Even more, although
∫ 1
−1
Fn(x) dΩ(x) x
k = 0, 0 ≤ k ≤ n− 2, (21)
since Fn is orthogonal to span{F0,F1, . . . ,Fn−1} ⊃ P(2,2)n−2 , we have from (20) that
∫ 1
−1
Fn(x) dΩ(x) x
n−1 =
1
2
Cn(I − C)T (Γ−1n−1)T =
1
2
Cn(I − C), n ≥ 1. (22)
In other words, all what we can say is that Fn is what we could call a left quasi-
orthogonal matrix polynomial of order n with respect to dΩ, that is, a non null
matrix polynomial with degFn ≤ n and left orthogonal to I, Ix, Ix2, . . . , Ixn−2
with respect to the measure dΩ (see for example [5] or [9] for introducing the
analogous conception in the scalar case).
Notice that, when the measure dµ is symmetric, both Fn and dΩ are diagonal.
Then, our quasi-orthogonal matrix polynomials provide two sequences of scalar OP
on [−1, 1], that is, we recover Szego˝’s result.
The complex recurrence formula for VSOF provides two real recurrence rela-
tions for the corresponding matrix polynomials.
Proposition 5. The matrix polynomials associated to dµ satisfy the recurrence
relations
xFn(x) = Fn+1(x) + LnFn(x) +MnFn−1(x), n ≥ 1,
Fn(x)Y (x) = JFn+1(x) + L˜nFn(x) + M˜nFn−1(x), n ≥ 1,
(23)
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where
Y (x) =
(
0 1
1− x2 0
)
,
Mn =
1
4
det(I −H2n−1)(I −H2n)(I +H2n−2),
M˜n = −1
4
det(I −H2n−1)(I −H2n)J(I +H2n−2),
Ln =
1
2
{(I −H2n)H2n−1 −H2n+1(I +H2n)} ,
L˜n =
1
2
{(I −H2n)H2n−1J − JH2n+1(I +H2n)} ,
(24)
and Hn are the Schur matrices related to dµ.
Proof. VSOF, like SOF, satisfy fn(z
−1) = fn(z). Therefore, from the recurrence
relation in Proposition 3 we get
z−1fn(z) = (I − iJ)fn+1(z) + Lnfn(z) +Mnfn−1(z).
Appropriate linear combinations of this new recurrence relation and the original
one give
xfn(z) = fn+1(z) + ℜLnfn(z) + ℜMnfn−1(z),
yfn(z) = Jfn+1(z) + ℑLnfn(z) + ℑMnfn−1(z).
(25)
From (17) we get
yfn(z) = Fn(x)Y (x)
(
1
y
)
, Y (x) =
(
0 1
1− x2 0
)
. (26)
Introducing (17) and (26) in (25) we find two relations for Fn with the form
A(x)
(
1
y
)
= B(x)
(
1
y
)
, A(x), B(x) ∈ P(2,2),
that are true if x = (z + z−1)/2, y = (z − z−1)/2i for any z 6= 0. Evaluating in z
and z−1 we obtain
A(x)
(
1 1
y −y
)
= B(x)
(
1 1
y −y
)
and, therefore, it must be A(x) = B(x). Taking into account the expressions for
Mn and Ln given in Proposition 3, we see that the two equalities that we find in
this way are exactly the desired recurrence relations for Fn.
From Proposition 4 we see that
F0(x) = C,
F1(x) = (xI − I +H1)C + I.
(27)
15
Therefore, starting from the Schur matrices Hn associated to dµ, the first recur-
rence relation in (23), together with the expressions (27) for the two first matrix
polynomials, let us obtain the complete sequence of matrix polynomials associ-
ated to dµ. Conversely, suppose that we have an arbitrary sequence (Hn)n≥0 of
2 × 2 real symmetric traceless matrices with H0 = 2C − I and | detHn| < 1 for
n ≥ 1. If a sequence (Fn)n≥0 of matrix polynomials satisfies a recurrence relation
like the first one in (23) with Mn and Ln given by (24) and the initial conditions
(27), then the matrix polynomials (Fn)n≥0 are associated to some measure on T
(and, therefore, they are left quasi-orthogonal with respect some matrix measure
on [−1, 1]). To see this, just notice that the matrix sequence (Hn)n≥0 provides,
through the relation an = H
(11)
n + iH
(12)
n , a complex sequence (an)n≥0 such that
a0 = 1 and |an| < 1 for n ≥ 1 (A(kj) denotes the (k, j)-th element of the matrix
A). Now, it is well known that this conditions for an ensure that the complex
polynomials (φn)n≥0 defined by (1) form a sequence of monic OP with respect to
some positive measure dµ on T. We have shown that the measure dµ generates
an associated matrix measure dΩ on [−1, 1] and that the OP (φn)n≥0 let us con-
struct a sequence of left quasi-orthogonal matrix polynomials with respect to dΩ
satisfying (23), (24), and (27). This sequence must be (Fn)n≥0.
4. Semi-orthogonal functions and left orthogonal matrix polynomials
We have discovered that the generalization of Szego˝’s method leads in general,
not to a sequence of scalar OP, neither a sequence of LOMP, but to a sequence
(Fn)n≥0 of left quasi-orthogonal matrix polynomials with respect to the matrix
measure dΩ. However, if dΩ is a positive matrix measure then there exists a
sequence of LOMP with respect to dΩ iff [6],∫ 1
−1
pT (x)dΩ(x)p(x) 6= 0, ∀p ∈ C(2,1)[x]\{0} (28)
As we see in the following proposition, when a matrix measure is associated to a
measure on T, it is possible to give simple conditions equivalent to (28).
Proposition 6. Let dµ be an arbitrary measure on T and let dΩ be the matrix
measure associated to dµ. Then, dΩ is positive iff dµ is positive. Moreover, when
dµ is positive the following statements are equivalent:
i) There exists a sequence of LOMP with respect to dΩ.
ii) There exists a sequence of OP with respect to dµ.
iii) supp(dµ) is infinite.
iv) supp(dΩ) is infinite.
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Proof. Let us suppose that dµ is positive. Then |dσ| ≤ dρ and, thus, dρ is positive
(see Remark 6). In order to prove the positivity of dΩ we have just to see that∫ b
a
dΩ(x) is a nonnegative definite matrix for all a, b ∈ [−1, 1], which is equivalent
to say that its trace and determinant are both nonnegative. Since dρ is positive,
tr
∫ b
a
dΩ(x) =
∫ b
a
(2− x2)dρ(x) ≥ 0.
Moreover, taking into account that |dσ| ≤ dρ we get that
det
∫ b
a
dΩ(x) =
∫ b
a
dρ(x)
∫ b
a
(1− x2)dρ(x)−
(∫ b
a
√
1− x2dσ(x)
)2
≥
≥
∫ b
a
dρ(x)
∫ b
a
(1− x2)dρ(x)−
(∫ b
a
√
1− x2dρ(x)
)2
≥ 0,
where we have used the Schwarz’s inequality. Thus, if dµ is positive then dΩ is
positive too.
To see the converse first notice that if p ∈ C(2,1)[x] then f(z) = ( 1 y ) p(x) is
a Laurent polynomial. Even more, for every f ∈ Λ there is a unique decomposition
f(z) = ( 1 y ) p(x), p ∈ C(2,1)[x]. This decomposition holds iff pT = (p1, p2) with
p1(x) = (f(z) + f(z
−1))/2 and p2(x) = (f(z) − f(z−1))/2y. Now, using the
Tchebychev polynomials of first and second kind we see that p1, p2 ∈ C[x]. This
provides an isomorphism between Λ and C(2,1)[x]. Let us consider an arbitrary
f ∈ Λ and the corresponding p ∈ C(2,1)[x]. Then,∫ 2pi
0
|f(eiθ)|2dµ(θ) = 2
∫ 1
−1
pT (x)dΩ(x)p(x).
If dΩ is a positive matrix measure then
∫ 1
−1
pT (x)dΩ(x)p(x) ≥ 0 for all p ∈
C(2,1)[x]. Therefore,
∫ 2pi
0
|f(eiθ)|2dµ(θ) ≥ 0 for all f ∈ Λ and, thus, dµ is po-
sitive too.
Now, assume that dµ is positive. The equivalence between ii) and iii) is
known. From (28) and above results we see that the statement i) means that∫ 2pi
0
|f(eiθ)|2dµ(θ) 6= 0 for all f ∈ Λ\{0}, which holds iff dµ has an infinite support.
So it is proved that i) is equivalent to iii). The equivalence between iii) and iv) is
just a consequence of the following facts that are true for any positive measure dµ
(see Remark 6): supp(dρ) is infinite iff supp(dµ) so is; supp(dσ) ⊂ supp(dρ) and,
hence, supp(dΩ) = supp(dρ).
In what follows we will suppose again that dµ is a positive measure on T with
infinitely many points in the support. Then, the next proposition gives a sequence
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of LOMP with respect to the related matrix measure in terms of the associated
matrix polynomials.
Proposition 7. Let dΩ and (Fn)n≥0 be the matrix measure and the matrix
polynomials associated to dµ, respectively. Then, the matrix polynomials (Pn)n≥0
given by
Pn(x) = αnFn+1(x) + βnFn(x), n ≥ 0,
αn = I − C, βn =
(
1 rn
0 0
)
,
rn = ℑa2n/(1 + ℜa2n),
define a sequence of LOMP with respect dΩ, where an are the Schur parameters
related to dµ. Moreover,
Fn(x) = α˜nPn(x) + β˜nPn−1(x), n ≥ 0,
α˜n = C, β˜n =
(
0 −rn
0 1
)
,
with the convention P−1 = 0.
Proof. Let (Pn)n≥0 be an arbitrary sequence of LOMP with respect to dΩ. From
the algebraic and orthogonality properties of Fn and Pn we have that, for n ≥ 0
Pn(x) = αnFn+1(x) + βnFn(x), αn, βn ∈ R(2,2),
Fn(x) = α˜nPn(x) + β˜nPn−1(x), α˜n, β˜n ∈ R(2,2),
(29)
where P−1 = 0 and the matrix coefficients must satisfy the relations
αnα˜n+1 = βnβ˜n = 0,
αnβ˜n+1 + βnα˜n = I.
(30)
Now, we proceed to determine αn, βn, α˜n, β˜n by imposing on Pn the conditions
(I) and (II) given after Remark 7.
From (29) and Proposition 4 i) we get
Pn(x) = αnCx
n+1 +
{
αn
(
ηn 0
γn 1
)
+ βnC
}
xn + . . . , n ≥ 0,
where the dots mean terms with degree less than n. Therefore, (I) is equivalent to
αnC = 0, n ≥ 0,
αn
(
ηn 0
γn 1
)
+ βnC nonsingular, n ≥ 0.
(31)
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The quasi-orthogonality of Fn implies that, for all αn, βn ∈ R(2,2), the matrix
polynomial Pn given in (29) is orthogonal to Ix
k, 0 ≤ k ≤ n − 2, with respect to
dΩ. For Ixn−1, we can use (21) and (22) to obtain∫ 1
−1
Pn(x) dΩ(x) x
n−1 =
1
2
βnCn(I − C), n ≥ 1.
Since this integral must vanish, with the aid of (20) we find∫ 1
−1
Pn(x) dΩ(x) x
n =
1
2
{αnCn+1(I − C) + βnCn} (Γ−1n )T , n ≥ 0.
Hence, (II) is equivalent to
βnCn(I − C) = 0, n ≥ 1,
αnCn+1(I − C) + βnCn nonsingular, n ≥ 0.
(32)
If Vn ∈ R(2,2) is nonsingular for all n ≥ 0, then
αn = Vn(I − C), n ≥ 0,
β0 = V0C,
βn = VnCC
−1
n , n ≥ 1,
are solutions of (31) and (32). The expressions given in the proposition for αn and
βn correspond to the choice V0 = I and
Vn =
( 1
(C−1n )(11)
0
0 1
)
, n ≥ 1.
The relations (30) give then α˜n and β˜n.
Remark 8. Taking into account Proposition 4 and Proposition 7, we get that the
leading coefficient of Pn is Γn (see (20)) and∫ 1
−1
Pn(x) dΩ(x)Pn(x) = 2
−2n
(
ε2n(1 + ℜa2n)−1 0
0 14ε2n+1(1 + ℜa2n+2)
)
,
where εn is given in (5). Therefore, for the matrix measure dΩ, the monic LOMP
are P˜n = Γ
−1
n Pn while Pˆn = WnPn are left orthonormal polynomials (LONP),
being
Wn = 2
n
(
κ2n(1 + ℜa2n)1/2 0
0 2κ2n+1(1 + ℜa2n+2)−1/2
)
. (33)
with κn = ε
−1/2
n .
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Given a matrix measure, LOMP are determined up to multiplication on the
left by a nonsingular constant matrix. Therefore, monic LOMP are unique but
LONP are defined up to multiplication on the left by an orthogonal constant
matrix. Thus, LONP can be fixed if we ask for their coefficients to be symmetric
and positive definite. We will refer to the standard LONP when this choice is
made. As for the measure dΩ, we see that (Pˆn)n≥0 is not the sequence of standard
LONP because the corresponding leading coefficients WnΓn are not symmetric.
The following proposition gives the standard LONP in this case.
Proposition 8. Let dΩ be the matrix measure associated to dµ and let (Pn)n≥0
be the corresponding LOMP defined in Proposition 7. Then, the sequence of
standard LONP (Qn)n≥0 with respect to dΩ is given by Qn = Ξ
T
nWnPn, where
Ξn =
1√
detΘn
Θn, Θn = Kn − JKnJ = Kn + adjKTn ,
being Kn =WnΓn with Γn and Wn defined in (20) and (33) respectively.
Proof. Since Pˆn =WnPn is a LONP, Qn will be a LONP too iff Ξn is an orthog-
onal matrix. To see that Ξn is indeed orthogonal, first notice that JAJ = −adjAT
for all A ∈ R(2,2). Therefore, the nonnegative definite matrix (A − JAJ)T (A −
JAJ) = ATA + adj(ATA) + AT (adjAT ) + (adjA)A = (tr(ATA) + 2(detA))I is a
multiple of the identity. Taking determinants in above expression we see that this
multiple is the nonnegative factor det(A + adjAT ). For A = Kn, this factor can
not vanish because detKn = detWn > 0. Thus, Ξ
T
nΞn = I.
Now, the leading coefficient of Pˆn is Kn = WnΓn. So, the leading coefficient
of Qn is Ξ
T
nKn = K
T
nKn + (detKn)I, which is symmetric and positive definite
because detKn > 0. Hence, (Qn)n≥0 are the standard LONP.
In the next section we will deal with the strong asymptotics of LOMP with
respect to a matrix measure associated to a measure on T. As usual, we will take
the standard LONP as a reference to express the asymptotic behavior.
5. Asymptotics of semi-orthogonal functions and matrix OP
Once we have shown above connection between scalar and matrix OP, it is
natural to take advantage of known properties for OP on T to develop new results
about the more unfamiliar world of matrix OP. As an example we present here
the implications of the asymptotics of OP on T when Szego˝’s condition,∫ 2pi
0
logµ′(θ) dθ > −∞, (34)
for the measure dµ holds (as it is usual, µ′ denotes the Radon-Nikodym derivative
of the absolutely continuous part of dµ with respect to the Lebesgue measure dθ).
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It can be proved [9, 24] that Szego˝’s condition is equivalent to (an)n≥0 ∈ ℓ2, which,
in sight of (5), means that ε = limn εn > 0 (or, in other words, κ = limn κn <∞).
Thus, a necessary condition for (34) is limn an = 0.
When Szego˝’s condition holds, asymptotic properties of OP on T are given in
terms of the function
D(dµ; z) = exp
(
1
4π
∫ 2pi
0
logµ′(θ)
eiθ + z
eiθ − z dθ
)
, |z| 6= 1,
which, for |z| < 1, it is known as Szego˝’s function for the measure dµ, and satisfies
the following remarkable property [9, 24],
lim
r→1−
D(dµ; reiθ)D(dµ; reiθ) = µ′(θ), a.e..
Notice that, for dµ˜, the symmetric measure of dµ,
D(dµ˜; z) = D(dµ; z) = D(dµ; z−1)−1.
It can be proved [9, 24] that, under (34),
κ =
1√
2π
D(dµ; 0)−1 (35)
and the orthonormal polynomials satisfy
lim
n
ϕn(z) = 0, |z| < 1,
lim
n
ϕ∗n(z) =
1√
2π
D(dµ; z)−1, |z| < 1,
where the convergence is uniform on compact sets. Therefore,
ε = 2πD(dµ; 0)2
and for the monic OP we get
lim
n
φn(z) = 0, |z| < 1,
lim
n
φ∗n(z) = D(dµ; 0)D(dµ; z)
−1, |z| < 1. (36)
From above results the following asymptotics of VSOF follows straightforward
lim
n
2nznfn(z) =
(
1
i
)
D(dµ; 0)D(dµ; z)−1, 0 < |z| < 1,
lim
n
2nz−nfn(z) =
(
1
−i
)
D(dµ; 0)D(dµ; z), |z| > 1,
(37)
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where, again, the convergence is uniform on compact sets.
As for matrix OP on [−1, 1], some general results are known, but they are not
so good as previous ones. More precisely, let us suppose that a positive matrix
measure dω on [−1, 1] satisfies the Szego˝’s matrix condition∫ 1
−1
log detω′(x)
dx√
1− x2 > −∞,
where ω′ is the Radon-Nikodym derivative of the absolutely continuous part of
dω with respect to the Lebesgue scalar measure dθ. If (qn)n≥0 is the sequence of
standard LONP with respect to dω then, for any other sequence of LONP (pn)n≥0
such that pn = ξnqn with (ξn)n≥0 convergent, we have that
lim
n
znpn(x) =
1√
2π
D(dω; z)−1, |z| < 1, (38)
where the convergence is uniform on compact sets and D(dω; z) is certain matrix-
valued analytic function on |z| < 1 without zeros there [2]. The Szego˝’s matrix
function D(dω; z) is uniquely determined by ω′ and satisfies the boundary condi-
tion
lim
r→1−
D(dω; reiθ)D(dω; reiθ)∗ = ω′(cos θ)| sin θ|, a.e..
Unfortunately, an explicit expression for D(dω; z) in terms of ω′ is not avai-
lable. On that score, all what we can state is that [2]
D(dω; z) =
y∫ 2pi
0
exp
(
M(θ)
eiθ + z
eiθ − z dθ
)
ζ, |z| < 1,
where ζ is a constant orthogonal matrix factor depending on limn ξn, and M(θ) is
a Hermitian matrix-valued integrable function on [0, 2π) such that
trM(θ) = log det{ω′(cos θ)| sin θ|}, θ ∈ [0, 2π).
The symbol
y∫ 2pi
0
means the multiplicative integral
y∫ 2pi
0
exp(F (θ)) dθ = lim
n
n∏
k=1
exp(F (tk))(θk − θk−1),
where tk ∈ [θk−1, θk) and the limit is taken in the usual sense over the partitions
0 = θ0 < θ1 < θ2 < · · · < θn−1 < θn = 2π of the interval [0, 2π).
When the matrix measure is associated to a measure on T above results can
be improved by translating the better known asymptotics of OP on T to matrix
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OP on [−1, 1]. As a consequence we can obtain in this case an explicit expression
for the Szego˝’s matrix function.
Theorem 1. Let
dΩ(x) =
1
2
(
dρ(x)
√
1− x2dσ(x)√
1− x2dσ(x) (1− x2)dρ(x)
)
be a positive matrix measure on [−1, 1] (dρ and dσ are scalar measures on [−1, 1])
that satisfies the condition∫ 1
−1
log det Ω′(x)
dx√
1− x2 > −∞.
Let R(z), I(z), γ be
R(z) = 1− z
2
4π
∫ 1
−1
log det Ω′(x)√
1− x2
dx
1− 2xz + z2 , |z| 6= 1,
I(z) = − z
2π
∫ 1
−1
log
{
ρ′(x) + σ′(x)
ρ′(x)− σ′(x)
}
dx
1− 2xz + z2 , |z| 6= 1,
γ = − 1
4π
∫ 1
−1
log
{
ρ′(x) + σ′(x)
ρ′(x)− σ′(x)
}
dx.
and let (Qn)n≥0 be the sequence of standard LONP with respect to dΩ. Then,
for x ∈ C \ [−1, 1], if we write z = x +√x2 − 1 with the choice of √x2 − 1 such
that |z| < 1, we have that
lim
n
znQn(x) =
1√
2π
D(dΩ; z)−1
where
D(dΩ; z) =
1√
9 + 4γ2
(
1 0
0 −√x2 − 1
)
exp(IR(z) + JI(z))
(
3 −2γ
2γz 3z
)
,
being the convergence uniform on compact sets.
Proof. Notice first that Szego˝’s matrix condition implies that dΩ has an infinite
support. Thus, from Proposition 6 we see that there exist LOMP with respect to
dΩ and that the matrix measure dΩ is associated to some positive measure dµ on
T with an infinite support (therefore, there exist OP with respect to dµ).
The expression that gives the Szego˝ condition for dµ can be rewritten in the
following way∫ 2pi
0
log µ′(θ) dθ =
∫ 1
−1
[
log
(
ν′1(x)
√
1− x2
)
+ log
(
ν′2(x)
√
1− x2
)] dx√
1− x2
=
∫ 1
−1
log
{
1
4
(
ρ′(x)2 − σ′(x)2) (1− x2)} dx√
1− x2
=
∫ 1
−1
log det Ω′(x)
dx√
1− x2 .
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Thus, Szego˝’s matrix condition for dΩ is equivalent to Szego˝’s condition for dµ.
Hence, under the assumptions of the theorem, the Szego˝’s function D(dµ; z) go-
verns the asymptotic behavior of the VSOF related to dµ in the way shown in
(37).
Then, from (18) we find for the quasi-orthogonal matrix polynomials associ-
ated to dµ that
lim
n
2nz−nFn(x) = D(dµ; 0) D(dµ; z)
(
1 0
0 iy
)−1
, |z| > 1,
where
D(dµ; z) =
(
Ds(dµ; z) iDa(dµ; z)
−iDa(dµ; z) Ds(dµ; z)
)
= IDs(z) + iJDa(z),
and Ds(dµ; z), Da(dµ; z) are what we could call the symmetric and antisymmetric
part of D(dµ; z), that is,
Ds(z) =
1
2
(D(dµ; z) +D(dµ˜; z)),
Da(z) =
1
2
(D(dµ; z)−D(dµ˜; z)).
Notice that, when dµ is symmetric, Ds(dµ; z) = D(dµ; z) and Da(dµ; z) = 0.
Hence, the matrix D(dµ; z) is diagonal. This is natural, because in this case the
quasi-orthogonal polynomials are diagonal.
Let us define
R(z) = 1
4π
∫ 2pi
0
log µ′(θ) ℜθ
(
eiθ + z
eiθ − z
)
dθ,
I(z) = 1
4π
∫ 2pi
0
logµ′(θ) ℑθ
(
eiθ + z
eiθ − z
)
dθ,
where ℜθ and ℑθ are real and imaginary part operators with conjugation acting
only on eiθ-dependence. Then, D(dµ; z) = exp(R(z) + iI(z)) and
D(dµ; z) = expR(z)
(
cos I(z) − sin I(z)
sin I(z) cos I(z)
)
= exp(IR(z)− JI(z)).
Notice that
D(dµ˜; z) = exp(IR(z) + JI(z)) = D(dµ; z)T = D(dµ; z) = D(dµ; z−1)−1.
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The asymptotic behavior of the LOMP given in Proposition 7 can now be
deduced. Since limn an = 0 we get
lim
n
2nz−nPn(x) = D(dµ; 0)
(
1 0
0 z/2
)
D(dµ; z)
(
1 0
0 iy
)−1
, |z| > 1.
As for the standard LONP, Proposition 6 together with (20), (33) and (35)
give
lim
n
z−nQn(x) =
1√
2π
1√
9 + 4γ2
(
3 2γz
−2γ 3z
)
D(dµ; z)
(
1 0
0 iy
)−1
, |z| > 1,
where γ = limn γn. This limit exits because, from the expression for γn given in
Proposition 4 i) and relation (3), we see that
γ =
1
2
ℑ
(
lim
n
bn
)
=
1
2
ℑ
(
∞∑
k=1
akak−1
)
,
and the convergence of
∑∞
k=0 ak+1ak follows from the convergence of
∑∞
k=0 |ak|2
and the Schwarz’s inequality.
By comparing with (38) we see that, in our case, the asymptotics of (Qn)n≥0
is governed by the Szego˝’s matrix function
D(dΩ; z) =
1√
9 + 4γ2
(
1 0
0 −iy
)
D(dµ; z)T
(
3 −2γ
2γz 3z
)
, |z| < 1.
To complete the proof it only remains to see that R(z), I(z) and γ are given
by the expressions that appear in the theorem. We can rewrite R(z) and I(z) in
terms of the matrix measure dΩ in the following way
R(z) = 1
4π
∫ pi
0
log{ν′1(cos θ)ν′2(cos θ) sin2 θ} ℜθ
(
eiθ + z
eiθ − z
)
dθ
=
1
4π
∫ pi
0
log det Ω′(cos θ) ℜθ
(
eiθ + z
eiθ − z
)
dθ,
I(z) = 1
4π
∫ pi
0
log{ν′1(cos θ)/ν′2(cos θ)} ℑθ
(
eiθ + z
eiθ − z
)
dθ
=
1
4π
∫ pi
0
log
{
ρ′(cos θ) + σ′(cos θ)
ρ′(cos θ)− σ′(cos θ)
}
ℑθ
(
eiθ + z
eiθ − z
)
dθ.
Now, the change of variables x = cos θ gives the desired expressions for R(z) and
I(z).
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Besides, we can give an expression for γ = 12ℑ(limn bn) in terms of dΩ. Notice
first that bn = φ∗n
′(0). Since (φ∗n)n≥0 is a sequence of analytic functions in the
complex plane that converges uniformly on compact subsets of |z| < 1, we can
write limn φ
∗
n
′(z) = (limn φ
∗
n)
′(z) for |z| < 1 (see [22]). Thus, from (36) we get
lim
n
bn = −(logD)′(dµ; 0) = − 1
2π
∫ 2pi
0
log µ′(θ) eiθ dθ.
Therefore,
γ = − 1
4π
∫ 2pi
0
logµ′(θ) sin θ dθ
= − 1
4π
∫ pi
0
log{ν′1(cos θ)/ν′2(cos θ)} sin θ dθ
= − 1
4π
∫ 1
−1
log
{
ρ′(x) + σ′(x)
ρ′(x)− σ′(x)
}
dx,
which completes the proof.
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