In this paper a unified theory for studying renewal processes in two dimensions is developed. Bivariate probability generating functions and bivariate Laplace transforms are the basic tools used in generalizing the standard theory of univariate renewal processes. Two examples involving the use of independent and correlated exponential distributions are presented.
We shall call the sequence of bivariate r.v.'s {(X ,Y)} a bivariate n n penewaZ ppoaess and observe that the marginal sequences, {X n } and {Y n } are each (univariate) renewal processes.
In order that we distinguish between the different renewal processes, we shall say that an X-renewal occurs at the point x on the X-axis if x,y This paper is concerned primarily with the development and derivation ofẽ xact results for the distribution, monlents and probability generating functions of the bivariate and two-dimensional renewal counting processes. The approach taken in this research is to generalize the univariate theory by using direct two dimensional analogs to derive exact results.
In Section 2, an outline of the properties of bivariate convolutions, bivariate probability generating functions (p.g.f. 's), and bivariate Laplace transforms (L.T.'s) is presented for use in subsequent sections.
Section 3 is devoted exclusively to the properties of bivariate renewal counting processes. The joint distribution of (N (1) x' , N(2», its joint y p.g.f.
(N(l) The distribution of N ,its p.g.f. and the L.T. of,this p.g.f. are disx,y cussed as is the two dimensional renewal function, renewal density.
EN
, and its associated x,y
The paper concludes with a detailed examination of a~bivariate distributions, viz. independent and correlated exponential distributions, and explicit determination of their properties in the above renewal theoretic context.
PRELIMINARIES 2.1 Convolutions of distribution functions and density functions.
In this paper F(·,.) and G(.,·) will be taken to be bivariate d.f. 's of non-negative r. v. 's • For such func tions, or Clny Stieltj es integrable functions-of two variables, we define their dou~le convolution as.
This operation is commutative with respect to F and G and the order of integration is immaterial in the work to follow.
For x,y~0, we define
where F(·,·) is taken to be the distribution function of (X ,Y). Then n n Fr (. , .) is the distribution function of the random pair (~l), s~2», 1. e. ,
8(2)~y} • r
Ue shall also use the notation that, for d.f.'s F(·,·), the marginal d.f.'s are given by
Note that either of the upper limits of integration in (2.1) may be replaced by + 00, since F(x-u, y-v) = 0 when u > x or v > y.
By virtue of this result (and the bounded convergence theorem) we may easily deduce the following: Lemma 2.1:
The next Lemma is used in simplifying some of the results in Section 3.
Lemma 2.2:
For any d.f. G(x,y),
In later parts of this paper we assume that F(·,.) is an absolutely continuous d.f. of the non-negative r.v.'s (X ,Y ) with joint probability n n
For any pair of j.p.d.f.'s, f and S we define their double con-
Thus, if we define, for x,y~0, Byexpanding (l-sl) (1-S 2 )Q(sl'sZ) and collecting the terms involving si~together we obtain The following three conditions are equivalent:
(i) X and Yare independent, (i.e., Pij = Pi.P.j for all i,j = 0,1,2, ••. )
(ii) P(sl,S2) = P(sl,l) P(1,s2)' lSI' $ 1, 1521 $ 1
The equivalence of (i) and (ii) is well known, e.g. Feller [3, p. 279 ].
The equivalence of (ii) and (iH) follows upon observing that from 
Proof: Equation (2.8) (and analogously (2.9) follows upon noting
To obtain (2.10), differentiate (2.2~with respect to s1 and then with respect
Taking the limits sl t 1 and s2 t 1 yields Q(l,l) = 1 + EX + EY + EXY, and the results follow upon using (2.8) and (2.9). Equation (2.11) follows by the definition of cov(X,Y). We do not discuss the region of convergence of these transforms other than to point out that this is discussed in some detail in both [2] and [10] for bivariate L. The first observation we make is that (2.13) (2.14)
The following lemma gives connections between the univariate and bivariate transforms for the marginal d.f.'s and p.d.f. 'so Lemma 2.6: (2.20) .
Equation (2.15) (and analogously (2.16» follows from the fact that 
As an obvious corollary to (2.26) we may use induction to show that
We conclude this section with a lemma that is used directly in Theorem 
2) Ps+n,s(X,y)
Proof: To facilitate a direct proof of these results we partition the positive quadrant of the (X,Y) plane into the following four regions. For fixed x and y define E = {(X,Y) xy
and E.o = (0,0).
We derive (J.l) as follows. For r~0,
In particular, making use of Lemma 2.2,
and for r~1,
To derive the expressions given by (3.2) (and analogously (3.3» note that for r > s, Thus for s~0, n~1
In the general case when s > 0 and n > 1, consider ' 1. e. ,~n~n
x y x-u 00
Ps+n,S(y,y) = I I I II
Simplification is carried out in stages, namely m=O n=O ' Theorem 3.3:
Equation (3.7) follows immediately on substitution from (3.6). ..,
It should be remarked that (3.9) and (3.10) giving the p.g.f.'s for the marginal distribution of N(I) and N (2) (3.14)
Equation (3.13) follows from (3.7) and Lemma 2.8 and simplifying by summing the geometric series.
To obtain (3.14) first note that from (2.3) we may write Substitution using (3.13) gives the required result.
Concerning the univariate L. 
The marginal renewal functions and renewal densities.
The moments of (N~l), N;2» for low orders are given by the follow1ag: The results of this theorem follow from Lemma 2.5 and Theorem 3.3.
In particular note that The following conditions are equivalent.
(i) Xl and Y l are independent.
(ii) cOV(N(l) N(2) = 0 for all x~0, y~0.
x ' Y (i-H) U(l) and N(2) are independent for all x~0, y~o. = Pk,k(x,y) + I P k k+n(x,y) + I Pk+ (x,y).
n=l ' n=l n,n Equation (4.1) follows upon substitution for the Pi,j(x,y) from Theorem 3.1.
Alternatively, we may consider the t1 ta il probabilities ll of N x,y given by equations (3.9) and (3.10) and the p.g.f. of
In fact, we note that TI(x,oo;s) • PI (x;s) and TI(oo,y;s) = P 2 (y;s).
Thus from the p.g.f. of N we can obtain the p.g.f. 's of N(l) and N(2). i.e., 00 (4.11) h(x,y) = Lf (x,y) • h=l n 32 From (4.9) we obtain the "two dimensional renewal density integral (4.12) .
x
Taking the bivariate L.T. of (1)
1,2, •.. , S a n d S are independent, respectively gamma 
This distribution has also b~en discussed by Nagao and Kadoga [6] who ".
also give details as to the estimation of the parameters.
Another expression for f(x,y) has been given by Vere-Jones Another expression for f (x,y) can be derived from (5.10) by using n generalized Laguerre polynomials L~a)(Z) and the Hille-Hardy formula (Szego [7, p. 101], cf. Vere-Jones [9] ) viz. 
