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i xi ∈ X yi ∈ Y 1 n
n xn = (x1, x2, · · · , xn) ∈ X n 1 n
n yn = (y1, y2, · · · , yn) ∈ Yn
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n, yn, xn+1), yn+1) =
 0 yn+1 = yˆn+11 yn+1 6= yˆn+1 . (2.3)
yn+1 pˆ
Loss(pˆ(yn+1|xn+1, xn, yn), θ) = log p(yn+1|xn+1, θ∗)− log pˆ(yn+1|xn+1, xn, yn). (2.4)
yn Pˆ


























pˆ∗(yn+1|xn+1, xn, yn) =
∫
Θ
p(yn+1|xn+1, θ)w(θ|xn, yn)dθ. (2.8)
Θ
pˆ∗(yn+1|xn+1, xn, yn) =
∑
Θ























i si ∈ S 1 n
sn = (s1, s2, · · · , sn) s ∈ S
θs ∈ Θs 1 n θsn =
(θs1 , θs2 , · · · , θsn) ∈ Θns θs ∈ Θs
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P (yn|xn,θsn , sn) = P (yn|xn,θS, sn). (2.12)








j Tsn = {tsn0 , tsn1 , · · · , tsnCsn} Csn
sn θtsnj j j+1
θTsn = {θt|t ∈ Tsn}















X = {0, 1, · · · , k} θ k












1 ) + β(xn+1)∑k
a=0(ν(a|xn) + β(a)
, (2.16)






m ∈ M m θm ∈ Θm



















































yn+1 sn+1 i 1 ≤ i ≤ n+1


























w(θS|xn, yn) θS sn θS




v(sn|xn, yn)wS(θS|xn, yn, sn). (2.24)
2 18
Γs(s
n) = {i|si = s, i = 1, 2, · · · , n} xΓs(sn) yΓs(sn) Γs(sn)
i xi, yi





































































(2.27) sn ∈ Sn
2 O(|S|n)
(2.27)


















v(sn|xn, yn) sn v(sn|xn, yn)









v(si|xi, yi, θˆS) EM





s |s ∈ S)









v(si|xi, yi,θ(l−1)S ) log p(yi|xi,θS, si).
(3.1)
















S θˆS (3.2) v(si|xi, yi, θˆS) i =
1, 2, · · · , n
step2: sˆi i = 1, 2, · · · , n
sˆi = argmax
si∈S
v(si|xi, yi, θˆS) (3.4)
ri = v(sˆi|xi, yi, θˆS)
step3: i = 1, 2, · · · , n ri η(ri)
ΩA = {i|η(ri) ≤ A, i = 1, 2, · · · , n}
S˜n(A) = {(s˜1, s˜2, · · · , s˜n)|s˜i ∈ S˜i(A), i = 1, 2, · · · , n}. (3.5)
S˜i(A) =




























P (yn|xn,θS, s˜n)wS(θS|s˜n)dθS , (3.8)
S˜n(A) EM
step3 A si sˆi
si ∈ S
si sˆi (3.7) θˆS
sn
Sn S˜n(A)








[16, 17, 18, 19]
3.2.2
i xi = (1, xi1, . . . , xip−1)t yi









θ0 = (β0, σ
2
0) ∈ Θ0 θ1 = (β1, σ21) ∈ Θ1




1) ∈ Θ yi
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p(yi|xi,θ) = (1− α)p0(yi|xi,θ0) + αp1(yi|xi,θ1)


























































 p(yi|xi,θ0) si = 0,p(yi|xi,θ1) si = 1. (3.14)
sn = (s1, s2, · · · , sn) ∈ Sn










n) = {i|si = 0, i = 1, 2, · · · , n} yΓ0(sn) = (yi|i ∈ Γ0(sn))
Γ1(s





 1− α si = 0,α si = 1, (3.16)
v(sn) = (1− α)|Γ0(sn)| α|Γ1(sn)|. (3.17)
w0(θ0), w1(θ1) θ0,θ1


































































































































3.1: 1: (n = 13, α = 0.1)
A = 0, 1, · · · , n S˜n(A)



















































































3.4: 2: (n = 30, 45, 60, α = 0.05)
EM
θˆ yˆ = xtn+1βˆ0 MCMC
2 3
3.5,3.6 3.7 EM
3.5,3.6 A = 2









































































































xi ∈ X N xN = (x1, x2, · · · , xN) ∈




xN P (xN |θ∗)
P (xN |θ∗) Pˆ (xN)
Loss(Pˆ (xN), θ∗) = logP (xN |θ∗)− log Pˆ (xN). (4.1)








logP (xN |θ∗)− log Pˆ (xN)
}
. (4.2)




















































xi ∈ X = {0, 1, · · · , k} N xN1 :








m Tm = {tm0 , tm1 , · · · , tm|Tm|−1}
m t0 = 1, t|Tm| = N +1 m
θm = (θtm0 , θtm1 , · · · , θtm|Tm|−1) ∈ Θm p(·|θ)
θ i.i.d. i.p.i.d.
xN1


































P (xN1 |θ∗m∗ ,m∗)
{























p(xn|θm,m)W (θm|m,xn−11 )dθmv(m|xn−11 ). (4.13)
m N






Mn mn ∈Mn n
mn
v(mn|xn1 ) =
v(mn|xn−11 )pˆ∗m(xn|mn, xn−11 )
pˆ∗(xn|xn−11 )
, (4.14)
pˆ∗m(xn|mn, xn−11 ) =
∫
Θmn
p(xn|xn−11 ,θmn ,mn)W (θmn |mn, xn−11 )dθmn , (4.15)
n + 1 mn n mn




m v(man+1|xn1 ) v(mbn+1|xn1 )
mn
v(man+1|xn1 ) = αv(mn|xn1 ). (4.16)







m′ m′′ m′ 6= m′′ m′ m′′
m′ = {· · · , i, j, · · · }, (4.18)





P (xn|xn1 ,θm,m)W (θm|m)dθm, (4.20)
i ≤ n ≤ j − 1
pˆ∗m(xn|xn−11 ,m′) = pˆ∗m(xn|xn−11 ,m′′), (4.21)
n τn











pτ (xn|τn, xn−11 )V (τn|xn−11 ). (4.23)
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pτ (xn|τn, xn−11 ) =
∫
Θ
p(xn|xn−11 , θτn)w(θτn|xn−11 )dθτn . (4.24)
step-3.
τn+1 = 1, 2, · · · , n+ 1 V (τn+1|xn1 )
τn+1 = 1, 2, · · · , n
V (τn+1|xn1 ) = (1− α)V (τn|xn1 )
= (1− α)pτ (xn|τn, x
n−1
1 )V (τn|xn−11 )
pˆalgo(xn|xn−11 )
. (4.25)
τn+1 = n+ 1





pτ (xn|τn, xn−11 ) =
ν(xn|xn−1τn ) + β(xt|τn)∑l−1
a=0(ν(a|xn−1τn ) + β(a|τn))
, (4.27)
































pτ (xn|xn−11 , τn)V (τn|xn−11 )
= pˆalgo(xn|xn−11 ). (4.30)















i.i.d. lj = tj+1 − tj Merhav[3] Willems[6]
|Tm| N N →∞
lj →∞ Shamir
[7, 8] lj O(logN)
N →∞ lj →∞
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|Tm| lj = O(logN)






































Pˆ ∗(xN1 |m) =
∫
Θm




5.1 i.p.i.d. N → ∞ |Tm| → ∞ lj/l¯



















m,m,Q) > 0. (5.6)
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Q , lj ² > 0
([13],Theorem 1)






k log lj. (5.9)






r(θ∗tj , Q). (5.10)

























































µQ <∞ Σ2Q <∞ Q Qm
5 56
5.1 5.1 N →∞ m ∈M ′ Q ∈ Qm
RiskN(θ
∗
































































































































































, lj) = µQ. (5.23)
(5.21) (5.23) θ∗m ∈ Θm
θ∗m ∈ Θm
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