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Abstract 
One of the tasks of great interest within process mining is the discovery of business process models, which consists of using an 
event log as input and producing a business process model by analyzing the data contained in the log and applying a process 
mining method, task and/or technique. The discovery allows the identification of the behaviors contained in the cases of the event 
log in order to detect possible deviations and/or validate that the business process is executed according to the business 
requirements. This paper presents an approach based on unsupervised learning techniques for the grouping of traces to generate 
simpler and more understandable models. The algorithms implemented for clustering are K-means, hierarchical agglomerative 
and density-based spatial clustering of applications with noise (DBSCAN). 
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1. Introduction  
Process mining aims to discover, monitor and improve process models through knowledge extraction from data 
contained in event records [2]. These objectives have been addressed in different areas, for example, healthcare [1], 
industry [3], education [4], etc.  Among the studies reported in the state of the art on the grouping of traces by means 
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of unsupervised learning techniques is the research conducted by [5] where 3 unsupervised learning algorithms are 
used, K-means, Hierarchical Agglomerative and the algorithm based on Self-Organization Map (SOM) neural 
networks. The tests carried out in this study included the execution of the unsupervised learning algorithms with 2 
raw profiles and with the profiles processed by the techniques of random projection dimensionality reduction, 
principal components analysis (PCA) and singular value decomposition (SVD). In the paper of [6], trace grouping is 
applied to discover similar behaviors in the event log, being very difficult to find them manually in large event logs. 
On the other hand, in the paper of [7], a hierarchical grouping is applied to discover the behavior in a collaborative 
environment where a set of event records from different systems can be kept. 
Therefore, this research presents an approach based on unsupervised learning techniques for trace grouping. The 
algorithms implemented for clustering are K-means, hierarchical agglomerative and DBSCAN. The proposal 
consists of performing the tuning or selection of the best parameters for each unsupervised learning algorithm using 
the Silhouette metric, which allows to measure the quality of the clusters performed, facilitating the acceleration of 
the selection of the best parameters in the clustering of the traces with an average aptitude close to 0.80, with which 
simple process models can be discovered. 
2. Methods  
2.1 Trace grouping 
 
Unsupervised learning techniques group elements based on a similarity given by a type of distance (e.g. 
Euclidean or Hamming distances [8]), which indicates how similar a trace is compared to other traces contained in 
the event log. Also, it indicates that the information of the traces contained in the event log should be represented in 
a numerical vector space to determine the similarity. In this sense, the papers [9] and [10] propose a series of 
transformations called "trace profiles" which is a representation of the traces in a numerical vector space. 
The first step in creating these profiles is to identify the unique events in the event log and their source [11]: 
 
• Transition profile. For any combination of two events (A, B), this profile contains an element that records 
the occurrence of an event A being followed directly by another event B.  
• Activity profile. For any event A, this profile contains an element that records the appearance of event A on 
the trace.  
• Origin profile. For any combination of an event A and a user X, this profile contains an element that 
measures how often an event A has been performed by user X.  
 
2.2 Unsupervised Learning Techniques 
 
In techniques based on hierarchical agglomerative algorithms [12], where there are two variants (see Figure 1): 
 
• All the elements are grouped in a single group and this is separated until there are as many groups as 
elements. 
• It starts with as many groups as there are elements in the dataset, and in each iteration pairs of more similar 
sets or elements are grouped together. This algorithm is based on the use of 3 types of linkage criteria for 
element formation or separation (minimum distance, maximum distance, and average distance).  
 
Fig. 1. Distances for the grouping of elements. a) Minimum distance b) Maximum distance c) Average distance. 
2.3 Optimization of the Parameters of the Unsupervised Learning Techniques 
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One of the main disadvantages of clustering algorithms is to define the number of groups that will be formed and 
that are related to the parameters they receive. The K-means algorithm receives the K parameter which is the number 
of groups that will be formed. In the hierarchical agglomerative algorithm, the number of groups will always be one 
or as many groups as elements exist in the data set, provided that the number of groups formed is not limited.  
In our proposal, the Silhouette Coefficient [13] is used to measure the quality of the groups formed and thus select 
the best parameters for the clustering algorithms. The Silhouette Coefficient refers to a method of interpretation and 
consistency validation within 𝑁𝑁𝑁𝑁 data sets. The value of this measure identifies how similar an object is to its own 
group (cohesion 𝑎𝑎𝑎𝑎(𝑥𝑥𝑥𝑥)) compared to other groups (separation 𝑏𝑏𝑏𝑏). The metric varies from -1 to +1, if the value is 
close to -1 it means a bad grouping, if the value is close to 0 the grouping is indifferent and if the value is close to 1 
it means a good grouping. To calculate the Silhouette metric 𝑠𝑠𝑠𝑠(𝑥𝑥𝑥𝑥) for a group, the equation 1 is used and the 







The following is a list of the steps followed by the methodology [1][3][5]: 
 
• The event log is represented using a trace profile (of activities and transitions). 
• The second stage consists of the execution of the grouping algorithms with a range of values between 2 and 
50 as parameters, as well as the profiles generated in the previous task. The value "50" was selected as the 
maximum value, which is arbitrary because the best number of groups for the dataset is unknown. For each 
execution, the groups formed are evaluated using the Silhouette metric. It should be noted that during these 
runs it is not necessary to discover the process models. 
• In the third stage, for each clustering algorithm, the parameters that obtained the best Silhouette metric are 
selected. 
• The parameters selected in the third stage are then used to run the unsupervised learning algorithms. The 
trace groups formed by these algorithms are used to create new event records and discover the simplest 
process models. The PROM 6.8 Framework is used for the discovery process.  
3. Results 
3.1 Case Study 
 
The event log generated by the EDS hospital information system [8], [11] is used in the evaluation of the 
implementation of the proposed unsupervised learning algorithms. The record comes from a hospital billing system, 
where each event refers to a service provided to a patient between 2015 and 2019. The event log is composed of 
1,254,321 different event names, 2548 cases and a total of 954,325 events. 
 
3.2 Test Scenario 1: Selecting the Best Parameters 
 
The K-means algorithm was executed varying the value of K between values 2 to 50. Figure 2 shows the behavior 
of the Silhouette metric for this range. Where K = 10 has the best Silhouette metric equal to 0.569, using the activity 
profile and using the transition profile with a Silhouette metric equal to 0.582. 
The hierarchical agglomerative algorithm was executed varying the total of groups formed between 2 and 50, this 
same configuration was executed with the 3 types of link criteria minimum, maximum and average distance. The 
average distance with the best Silhouette measure is 0.73, considering the formation of 21 groups and using the 
activity profile. The maximum distance with the best Silhouette measure is 0.57. On the other hand, using the profile 
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of transitions the best Silhouette measure is 0.85, using the average distance considering 6 groupings. The maximum 
distance with the Silhouette measure is 0.84. 
Figure 3 shows the behavior of the Silhouette metric for the different groups formed using the average distance 
bonding criterion. For the DBSCAN algorithm, the Eps and minPts parameters were calculated using the distances 
of the nearest neighbors (k-nearest) [12][14] [15]. The average of the distances of each trace to its K-nearest is 
calculated. The value of K used is equal to 4 and corresponds to the minPts parameter. The K distances are then 














Fig. 3. Silhouette metric for the groups formed by the Hierarchical algorithm. 
The objective is to determine the "knee" (drastic change), corresponding to the optimal Eps parameter. In this 
sense, a knee corresponds to a threshold where a sudden change occurs along the K-distance curve. Figure 4a shows 
the graph of the distances in the data set for the activity profile. The optimal value of the parameter Eps is between 
values 2.0 and 7.0. The algorithm was executed with all the values between these ranges, adding 0.1, producing the 
value of Eps equal to 3.4 with the best Silhouette measure equal to 0.59, considering the formation of 5 groups. For 
the transitions profile (Figure 4b), the optimal value of the Eps parameter is between values 2.0 to 4.5. Likewise, the 
activity profile, the DBSCAN algorithm was executed with all the possible values between this range obtaining the 
value of Eps equal to 3.7 with the Silhouette metric equal to 0.52, considering the formation of 3 groups. Figure 5 
shows the behavior of the Silhouette metric for the different values of the Eps parameter. 
 
3.2 Test Scenario 2: Evaluation of the Processes Discovered 
 
A means of validating that groups are well formed is discovering the process models and obtaining the average 
proficiency measure. Therefore, the aptitude of each group is measured and the average of the whole grouping is 
calculated, which is done for all the groupings made by the grouping algorithms considering the previously selected 
parameters. The result of the grouping of traces with a combination that shows the highest mean aptitude value is 
considered the best combination of grouping algorithm and event log representation. 
Table 1 shows the results of the proficiency measurement for each of the groups generated by the K-means 
algorithm using the transition profile. 
The results of the suitability of the groups formed by the hierarchical algorithm using the average distance linkage 
criterion are shown in Table 2 for the transition profile. 
Similarly, the results of the DBSCAN algorithm are shown in Table 3. The "Group" column indicates the number 
of the group, the "#Traces" column indicates the total number of cases or traces within the group, the "#Events" 
column indicates the total number of events within the group and the "Aptitude" column indicates the aptitude of 
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each group. Also, at the end of each table is the total number of traces, the total number of events and the average 












a) Activity profile                                          b) Transition profile 









Fig. 5. Silhouette metrics for different numbers of groups formed by DBSCAN. 
Table 1. Results of the K-means algorithm using the transition profile 
Group # Traces #Events # Aptitude  Group # Traces #Events # Aptitude 
1 14.254 7.524 0.3241  8 452 122.258 0.6752 
2 18.524 320.145 0.6478  5 451 352.147 0.8014 
3 10.458 314.258 0.9412  7 85 140.258 0.7954 
4 13.654 104.250 0.6895  10 75 251.254 0.8452 
5 1.254 208.148 0.8147  9 7 88.408 0.4574 
       954.325 Average: 0.6945 
Table 2. Results of the hierarchical algorithm using the transition profile. 
Group # Traces #Events # Aptitude 
1 20 542 0.6547 
2 15.254 415.254 0.8958 
3 10 2.524 0.7845 
4 15.478 245.247 0.4541 
5 58 102.254 0.7478 
6 12 188.504 0.7841 
  954.325 Average: 0.7885 
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Table 3. Results of the DBSCAN algorithm using the transition profile 
Group #Tracks # #Events # Aptitude 
1 512 548.254 0.7014 
2 544 258.254 0.1548 
3 141 147.817 0.7854 
  954.325 Average: 0.5412 
4. Conclusions  
In this research, a study of the application of unsupervised learning techniques for the grouping of traces in event 
records was presented. The characteristic of these techniques is the generation of a spaghetti-type process model. 
The proposed methodology involves the tuning or selection of the appropriate parameters of the clustering 
algorithms. According to the results obtained in the experimentation, it is concluded that the use of the Silhouette 
metric allows to speed up the clustering of traces and the discovery of simple process models to select the adequate 
parameters of the clustering algorithms, with an aptitude mean of 0.7885, which is the result obtained from the 
clustering of the hierarchical algorithm using the activity profile, considered with the best performance of the 3 
algorithms analyzed in this study.. 
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