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IMPROVEMENTS IN BIRCH’S THEOREM ON
FORMS IN MANY VARIABLES
T.D. BROWNING AND S.M. PRENDIVILLE
Abstract. We show that a non-singular integral form of degree d is soluble
over the integers if and only if it is soluble over R and over Qp for all primes
p, provided that the form has at least (d− 1
2
√
d)2d variables. This improves
on a longstanding result of Birch.
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1. Introduction
Let F ∈ Z[x1, . . . , xn] be a homogeneous polynomial of degree d > 3. A
fundamental ambition in number theory is to determine when the Diophantine
equation
F (x1, . . . , xn) = 0 (1.1)
has a non-trivial integral solution. The Hardy–Littlewood circle method has
been extraordinarily effective at answering this question for typical F when
the number of variables is sufficiently large in terms of d. An obvious necessary
condition for the solubility of (1.1) in integers is that it should be everywhere
locally soluble, by which we mean that it has non-trivial solutions over R andQp
for every prime p. According to a renowned result of Birch [1], these conditions
are sufficient provided that F is non-singular and n > (d− 1)2d. It is possible
to relax the non-singularity condition by imposing stronger constraints on n
and local solubility. For the latter, Birch asks instead for the system
F (x1, . . . , xn) = 0, ∇F (x1, . . . , xn) 6= 0 (1.2)
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to be everywhere locally soluble. We say that F satisfies the smooth Hasse
principle if this condition is sufficient to ensure that this system also has a non-
trivial integral solution. Allowing σ to denote the (affine) dimension of the
singular locus cut out by the system of equations ∇F (x1, . . . , xn) = 0, it fol-
lows from Birch’s investigation [1] that F satisfies the smooth Hasse principle
provided that
n− σ > (d− 1)2d. (1.3)
Note that σ ∈ {0, . . . , n− 1}, with σ = 0 if and only if F is non-singular.
Birch’s theorem has had an extensive impact on number theory, with the
underlying tools being adapted to handle numerous problems. This includes,
but is not limited to:
— the vanishing of F on general Z-linear subspaces (Brandes [2]);
— a generalisation to the function field Fq[t] (Lee [11]);
— a generalisation to bihomogeneous forms (Schindler [13]);
— a generalisation to arbitrary number fields (Skinner [15]).
Activity around reducing the lower bound (1.3) for n − σ in Birch’s original
result, however, has not been so vigorous.
The most impressive improvement to date arises in the case d = 3 of cu-
bic forms. Thus, it follows from work of Hooley [10] that the smooth Hasse
principle holds for integral cubic forms provided that n − σ > 9. Moreover,
Heath-Brown [8] has shown that any integral cubic form has a non-trivial in-
teger zero provided that n > 14, with no restriction on the singular locus, the
question of local solubility being automatic. The only other improvement to
date pertains to the case d = 4. In this setting, Browning and Heath-Brown
[3] have established the smooth Hasse principle for integral quartic forms pro-
vided that n − σ > 41, saving 8 variables over the approach taken by Birch.
Finally, this inequality has been sharpened to n− σ > 40 by Hanselmann [6].
Our main result improves on (1.3) for every degree.
Theorem 1.1. Let F ∈ Z[x1, . . . , xn] be a form of degree d > 3 with singular
locus of dimension σ. Suppose that
n− σ >
(
d− 1
2
√
d
)
2d.
Then the smooth Hasse principle holds for F .
As we shall see shortly the proof of this result is based on a generalisation
of the method in [3]. One verifies that the admissible range for n is weaker
than that provided by [3, Thm. 1] when d = 4. In fact, for smaller values of
d we are able to get a much more significant improvement, as in the following
result.
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Theorem 1.2. Let F ∈ Z[x1, . . . , xn] be a form of degree d ∈ {3, 4, 5, 6, 7, 8, 9}
with singular locus of dimension σ. Suppose that
n− σ > 3
4
d2d − 2d.
Then the smooth Hasse principle holds for F .
The question of determining when the system (1.2) is everywhere locally
soluble is far from being decided. Denoting by νd(p) the least integer n such
that every degree d form F ∈ Z[x1, . . . , xn] has a zero in Qp, Artin conjectured
that νd(p) = d
2 + 1 for every prime p (this is known to be false for even d but
is still open for forms of odd degree). Specialising to the case d = 5 of quintic
forms, where solubility over R is automatic, it was shown by Leep and Yeoman
[12] that ν5(p) = 26 for p > 47. This was strengthened by Heath-Brown [9],
so that this equality holds for p > 17. In particular, when Theorem 1.2 is
applied to non-singular quintic forms, it suffices to check the solubility over
Qp for primes p 6 13. In this range, the best result we have is due to Zahid
[16], who establishes that ν5(p) 6 4562912 for p 6 13.
We shall give an overview of the proof of our main results in §2. Taking d = 3
in Theorem 1.2, we obtain the Hasse principle for non-singular cubic forms in
at least 13 variables. It is no coincidence that this coincides with the constraint
arising in Skinner’s work [14] on non-singular cubic forms over number fields.
Indeed, when d = 3 our proof reduces to the argument in [14] (which over Q is
Heath-Brown’s seminal work [7] — without a Kloosterman refinement). When
d = 4 the inequality in Theorem 1.2 recovers the conclusions of [3] precisely.
When d = 5, for example, we witness a saving of 18 variables over Birch’s
result.
Birch [1] has an analogous result for general systems of integral forms
F1, . . . , FR of equal degree. It would be interesting to determine whether the
methods of this paper can be developed to produce comparable improvements
for R > 1. Similarly, once suitably modified, it is natural to hope that our ar-
gument yields corresponding improvements in the generalisations [2, 11, 13, 15]
discussed above.
Acknowledgements. While working on this paper the authors were sup-
ported by the Leverhulme Trust and ERC grant 306457.
2. Preliminaries
Our proof of Theorems 1.1 and 1.2 proceeds via the Hardy–Littlewood circle
method. In this section we outline the strategy of the proof, together with some
conventions regarding notation and some preliminary technical results.
4 T.D. BROWNING AND S.M. PRENDIVILLE
The overall goal is to establish an asymptotic formula for the quantity
Nω(F ;P ) :=
∑
x∈Zn
F (x)=0
ω(x/P ), (2.1)
as P → ∞, for a suitable weight function ω : Rn → [0,∞). We show that
under the assumptions of Theorem 1.1 or 1.2 on n − σ, there is a constant
cF > 0 such that
Nω(F ;P ) ∼ cFP n−d,
provided that the system (1.2) is everywhere locally soluble.
Our starting point is the identity
Nω(F ;P ) =
∫
T
S(α, P )dα,
where T = R/Z and
S(α, P ) :=
∑
x∈Zn
ω(x/P )e(αF (x)). (2.2)
The idea is then to divide the torus T into a set of major arcs M and minor
arcs m. Given ∆ > 0 we define the major arcs M = M(∆) to be the set
M =
⋃
q6P∆
⋃
a6q
(a,q)=1
{
α ∈ T : ∥∥α− a
q
∥∥ 6 P∆−d} . (2.3)
These are non-overlapping provided that ∆ < d
3
. We define the minor arcs
to be their complement m = T \M. In the usual way we seek to prove an
asymptotic formula ∫
M
S(α, P )dα ∼ cFP n−d, (2.4)
as P →∞, together with a satisfactory bound on the minor arcs∫
m
S(α, P )dα = o(P n−d). (2.5)
Here the constant cF turns out to be a product of local densities which will
be positive if the system (1.2) is everywhere locally soluble. The treatment of
(2.4) is standard and is the focus of §5.
Our main innovation lies in our treatment of (2.5). The plan is to develop
extensively the approach adopted in [3] to estimate S(α, P ) when F is a quartic
form. This relied on a single application of van der Corput differencing to
get a family of exponential sums involving cubic polynomials. These were
then estimated directly using Poisson summation, rather than through further
differencing operations. In our work, which deals with forms of degree d, we
produce two key estimates for S(α, P ) in §3. The first (Proposition 3.6) is
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obtained via d − k applications of van der Corput differencing together with
an application of Birch’s bound from [1] (suitably modified), as it applies
to exponential sums with underlying polynomials of degree at most k. The
second result (Proposition 3.7) is proved using d − 3 applications of van der
Corput differencing together with the bound for cubic exponential sums from
[3] obtained using Poisson summation.
The final treatment of (2.5) is carried out in §4. It is somewhat disappointing
that we are unable to cover all of the minor arcs when n− σ > 3
4
d2d − 2d for
any d > 3. As we shall see in Remark 4.8, however, the criterion that emerges
from our deliberations requires n− σ to be asymptotically d2d.
The remainder of this section is taken up with introducing notation and
proving some preliminary technical results. Given ǫ ∈ (N ∪ {0})n and a suffi-
ciently differentiable function g : Rn → C, put
∂ǫg =
∂ǫ1+···+ǫng
∂xǫ11 · · ·∂xǫnn
.
The following result follows from partial summation and induction on the
dimension.
Lemma 2.1 (Partial summation formula). Let ϕ : {1, . . . , N}n → C be a
function and let
Tϕ(t) :=
∑
16x16t1
· · ·
∑
16xn6tn
ϕ(x).
Then for any g ∈ Cn(Rn) we have∑
16x6N
g(x)ϕ(x)
=
∑
ǫ∈{0,1}n
(−N)ǫ1+···+ǫn
Nn
∫
[0,N ]n
∂ǫg
(
Nǫ + tǫ
)
Tϕ
(
Nǫ + tǫ
)
dt,
where ǫ = (1, 1, . . . , 1)−ǫ and tǫ denotes the vector whose ith coordinate equals
zero if ǫi = 0 and equals ti if ǫi = 1.
When α ∈ R we write ‖α‖ for the distance from α to the nearest integer, a
function which induces a metric on T = R/Z via d(α, β) = ‖α− β‖. We use
absolute values |x| to denote the norm maxi |xi|
Lemma 2.2 (Shrinking lemma). Given a symmetric n×n real matrix A, define
NA(H, λ) to be the number of h ∈ Zn satisfying |h| 6 H and ‖(Ah)j‖ 6 λ for
all j. Then for any H > 1, λ ∈ (0, 1/H ] and θ ∈ (0, 1], we have the estimate
NA(H, λ)≪ (H−1 + θ)−nNA(θH, θλ).
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Proof. This result is a consequence of a result by Davenport [4, Lemma 12.6],
which is proved using the geometry of numbers. To be precise the statement of
[4, Lemma 12.6] gives the bound NA(H, λ)≪ θ−nNA(θH, θλ). To see how this
implies the lemma, first note that if θ > H−1 then θ−1 6 2(H−1 + θ)−1 and
we are done. Next, if θ < H−1 then NA(θH, θλ) = 1 and (H−1 + θ)−1 > 12H.
Therefore the trivial estimate gives
(H−1 + θ)−nNA(θH, θλ) > 2−nHn ≫ NA(H, λ),
as required. 
Our next result involves Diophantine approximation. Given α ∈ T and
q ∈ N we say that α and q are primitive if there exists a ∈ Z with (a, q) = 1
such that ‖qα‖ = |qα − a|. Notice that if q and α are not primitive then
one can find a divisor q0 of q which is primitive to α and which satisfies
‖q0α‖ 6 q0q ‖qα‖ < ‖qα‖. The following simple result is due to Heath-Brown
[8, Lemma 2.3].
Lemma 2.3. Let α ∈ T and q ∈ N be primitive. Suppose that m ∈ Z satisfies:
(i) |m| < 1
2
‖qα‖−1;
(ii) ‖mα‖ < 1
2
q−1; and
(iii) |m| < q or ‖mα‖ < ‖qα‖.
Then m = 0.
Proof. Since α and q are primitive, there exists a ∈ Z with (a, q) = 1 and
‖qα‖ = |qα−a|. Our formulation of the lemma now follows from [8, Lemma 2.3]
with P0 = 2q. 
The remaining results in this section involve viewing various varieties that
are defined over Q over several different finite fields. To simplify the exposition,
write F∞ for Q. Given a form G ∈ Z[x1, . . . , xn] and ν a prime or the prime
at infinity, define the singular locus of G over Fν to be the algebraic set
Singν(G) :=
{
x ∈ AnFν : ∂eiG(x) = 0 for 1 6 i 6 n
}
. (2.6)
Here ei denotes the ith standard basis vector. Throughout we use the notation
σν(G) := dimSingν(G). (2.7)
Denote the positive part of a real number x by
x+ := max {x, 0} .
The following is Lemma 1 of Browning and Heath-Brown [3].
Lemma 2.4. Let G ∈ Z[x1, . . . , xn] be a form of degree d whose singular locus
over Fν has dimension σν(G). Define
Bν(G, s) :=
{
h ∈ AnFν : σν(h · ∇G) > s
}
.
IMPROVEMENTS IN BIRCH’S THEOREM 7
Then, provided ν is coprime to d, the set Bν(G, s) is an affine variety, defined
by Od(1) equations, each of degree Od(1), with
dimBν(G, s) 6 n− (s− σν(G))+.
Next, for a ∈ Zn, let us write [a]p for the image of a under the natural
projection Zn → Fnp . For consistency, we write [a]∞ for a. The following is a
simple consequence of Browning and Heath-Brown [3, Lemma 4].
Lemma 2.5 (Dimension growth bound). Let P ⊂ {p : p prime} ∪ {∞} be a
finite subset. To each ν ∈ P we associate an affine variety Xν ⊂ AnFν defined by
at most D equations with coefficients in Fν, each of degree at most D. Suppose
that the dimension of Xν is at most kν. Then there exists A(D, n) > 0 such
that for any T > 1 we have
#{a ∈ Zn ∩ [−T, T ]n : [a]ν ∈Xν for all ν ∈ P}
6 A(D, n)|P|
∑
ν∈P
T kν
∏
µ∈P
kµ<kν
µ−(kν−kµ),
where we interpret µ−1 to be 0 when µ =∞.
Proof. We describe how to deduce the above from [3, Lemma 4]. Let N(T )
denote the cardinality that is to be estimated. Define the set
{p1, . . . , pr} := {ν ∈ P : kν < k∞} . (2.8)
Notice that p1, . . . , pr are all necessarily finite primes. Writing κi for kpi, let
us order the pi so that
κ1 > κ2 > . . . > κr. (2.9)
We can then apply [3, Lemma 4], with l = k∞, to conclude that there exists
A(D, n) > 0 such that
N(T ) 6 A(D, n)r+1
(
T l
r∏
i=1
pκi−li +
r∑
i=1
T κi
r∏
j=i
p
κj−κi
j
)
.
By (2.8) we have r + 1 6 |P|. It therefore remains to show that
T l
r∏
i=1
pκi−li +
r∑
i=1
T κi
r∏
j=i
p
κj−κi
j 6
∑
ν∈P
T kν
∏
µ∈P
kµ<kν
µ−(kν−kµ). (2.10)
We have defined l to be k∞. Furthermore, by (2.8) we have kµ < k∞ if and
only if µ = pi for some i. Therefore
T l
r∏
i=1
pκi−li = T
k∞
∏
µ∈P
kµ<k∞
µ−(k∞−kµ).
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Next, fix i ∈ {1, . . . , r}. Then by (2.9) we have kµ < kpi if and only if µ = pj
for some j > i. Thus
T κi
r∏
j=i
p
κj−κi
j = T
κi
∏
j>i
p
κj−κi
j
= T kpi
∏
µ∈P
kµ<kpi
µ−(kpi−kµ).
We have shown that each term of summation in the left-hand side of (2.10)
has an identical term of summation in the right hand side, which therefore
completes the derivation of our lemma from [3, Lemma 4]. 
3. Exponential sum estimates
This section is the heart of our paper and is concerned with estimating a
very general family of multi-dimensional exponential sums with polynomial
arguments. We begin by introducing the following class of weight functions.
Definition 3.1 (Smooth weights S+(c)). Let c = (c, c0, c1, . . . ) be an increas-
ing infinite tuple of positive absolute constants which are super-exponential in
the sense that for any non-negative integers i, j we have ci+j > cicj. We define
S+(c) to be the set of smooth weight functions ω : Rn → [0,∞) satisfying
(i) supp(ω) ⊂ [−c, c]n;
(ii) for any ǫ ∈ (N ∪ {0})n we have ‖∂ǫω‖L∞(Rn) 6 cǫ1+···+ǫn.
Of central concern to us is the exponential sum
S(α, P ) :=
∑
x∈Zn
ω(x/P )e(αf(x)),
where ω ∈ S+(c) and f ∈ Z[x1, . . . , xn] is the underlying polynomial. Through-
out, we write f [k] for the homogeneous part of f of degree k. The height of
f , written Height (f), is the maximum absolute value of the coefficients of
f . We henceforth assume that the underlying polynomial f has degree at
most d, with leading form f [d] having singular locus (2.6) over Q of dimension
σ := σ∞(f [d]). In the statement of all results in this section we assume that
α ∈ T and q ∈ N are primitive.
Remark 3.2 (Implicit constants). Throughout this section, all implicit con-
stants may depend on ε, d, n and ci, where ci is a term of the super-exponential
sequence appearing in S+(c). We determine c for our particular choice of ω in
§5, from which it follows that ci = Oi,F (1), where F is the form occurring in
Theorem 1.1 or 1.2. However, since the ci increase with i, we emphasise that
the dependence of any implicit constant on ci is subject to the caveat that
i = Od,n(1), which can be guaranteed in all our results.
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Our first estimate is the classical Weyl bound for S(α, P ). However, un-
like the standard treatment found in, say, [1] or [4], we don’t assume that
Height
(
f [d]
)
= O(1).
Lemma 3.3 (Weyl bound). Suppose that Height
(
f [d]
)
6 H. Then∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ (logP )n
×
(
P 1−d + ‖qα‖H + qP−d +min{Hq−1, 1‖qα‖P d})n−σd−1 .
Note that σ = n when deg(f) < d, so that this estimate is trivial in that
case. Rather than giving a suitably modified sketch of the standard proof, we
opt for a detailed account based on van der Corput differencing. This affords
us the opportunity to introduce, in a less technical context, some of the key
ideas behind our later arguments.
Proof of Lemma 3.3. Let 1 6 H1, . . . , Hd−1 6 P be parameters to be deter-
mined later. Set χ(x) := ω(x/P )e(αf(x)). Changing variables and averaging
gives the identity
S(α, P ) =
1
⌊H1⌋n
∑
16h6H1
∑
x∈Zn
χ(x+ h).
The number of x ∈ Zn for which there exists 1 6 h 6 H1 with χ(x+h) 6= 0 is
O
(
P n
)
. Interchanging the order of summation and applying Cauchy–Schwarz,
it follows that
|S(α, P )|2 ≪ P
n
H2n1
∑
16h,h′6H1
∑
x∈Zn
χ(x+ h)χ(x + h′),
Let
ωh(x) := ω(x+ h)ω(x) and fh(x) := f(x+ h)− f(x). (3.1)
Applying the triangle inequality, it follows that
|S(α, P )|2 ≪ P
n
H2n1
∑
h1
rH1(h1)
∣∣∣∑
x∈Zn
ωh1/P (x/P )e(α(fh1(x)))
∣∣∣,
where
rH1(h1) := # {(h,h′) : 1 6 h,h′ 6 H1 and h− h′ = h1} .
Notice that rH1(h1) 6 H
n
1 and rH1(h1) = 0 if |h1| > H1. Thus∣∣∣∣S(α, P )P n
∣∣∣∣2 ≪ 1Hn1
∑
−H1<h1<H1
∣∣∣∣Sh1(α, P )P n
∣∣∣∣ , (3.2)
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where
Sh1(α, P ) :=
∑
x∈Zn
ωh1/P (x/P )e(α(fh1(x))). (3.3)
We call the derivation of (3.2) the method of van der Corput differencing.
We claim that ωh1/P ∈ S+(c′) with c′ = c and c′m = cm2m. Since ωh1/P is
a product of two non-negative smooth functions, it is itself non-negative and
smooth. Since one of the factors which comprise ωh1/P is ω, we have
supp(ωh1/P ) ⊂ supp(ω) ⊂ [−c, c]n.
Finally, by the product rule for differentiation and the super-exponential na-
ture of the cm, for any ǫ ∈ (N ∪ {0})n with ǫ1 + · · ·+ ǫn = m we have
|∂ǫωh1/P (x)| 6
∑
λ+µ=ǫ
(
ǫ1
λ1
)
· · ·
(
ǫn
λn
)
|∂λω(x+ P−1h1)∂µω(x)|
6 cm
∑
λ+µ=ǫ
(
ǫ1
λ1
)
· · ·
(
ǫn
λn
)
= cm2
m.
The claim follows.
Let us define ωh1,...,hr via (3.1) with ω = ωh1,...,hr−1 and h = hr. Then by
induction and our previous claim, we have ω(h1,...,hr)/P ∈ S+(c′) with c′ the
super-exponential sequence given by c′ = c and c′m = cm2
rm.
Define fh1,...,hr analogously, so that if g = fh1,...,hr−1 is defined, then we set
fh1,...,hr(x) := ghr(x) = fh1,...,hr−1(x + hr)− fh1,...,hr−1(x).
Notice that
fh1,h2(x) = f(x+ h1 + h2)− f(x+ h1)− f(x+ h2) + f(x)
= fh2,h1(x).
It follows from this, and the inductive definition, that fh1,...,hr is invariant
under permutations of the hi. Furthermore, by Taylor’s formula we have
f
[d−r]
h1,...,hr
= hr · ∇f [d−(r−1)]h1,...,hr−1. (3.4)
Consequently, f
[d−r]
h1,...,hr
is linear in each hi.
Iterating the argument that led to (3.2) and (3.3), we deduce that for each
1 6 r 6 d− 1 we have∣∣∣∣S(α, P )P n
∣∣∣∣2r ≪ 1(H1 · · ·Hr)n ∑−H1<h1<H1. . .
∑
−Hr<hr<Hr
∣∣∣∣Sh1,...,hr(α, P )P n
∣∣∣∣ , (3.5)
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where
Sh1,...,hr(α, P ) :=
∑
x∈Zn
ω(h1,...,hr)/P (x/P )e(α(fh1,...,hr(x))).
Since f
[1]
h1,...,hd−1
(x) is linear in x, we have
fh1,...,hd−1(x) =
∑
i
(
∂eif
[1]
h1,...,hd−1
)
xi + ch1,...,hd−1 ,
where ∂eif
[1]
h1,...,hd−1
and ch1,...,hd−1 are integers independent of x. Define the
function ϕ : [−cP, cP ]n ∩ Zn → C via ϕ(x) = e(αfh1,...,hd−1(x)). Then, in the
notation of Lemma 2.1, we have
|Tϕ(t)| =
∣∣∣∣∣
n∏
i=1
∑
−cP6xi6ti
e(α∂eif
[1]
h1,...,hd−1
xi)
∣∣∣∣∣
≪
n∏
i=1
min
{
P,
∥∥α∂eif [1]h1,...,hd−1∥∥−1} .
Let g(t) = ω(h1,...,hd−1)/P (t/P ). For ǫ1+ · · ·+ ǫn = m, it follows from the chain
rule that
|∂ǫg(t)| 6 P−m ∥∥∂ǫω(h1,...,hd−1)/P∥∥L∞(Rn) 6 cm2(d−1)mP−m.
Hence partial summation (Lemma 2.1) yields the existence of ǫ ∈ {0, 1}n such
that
Sh1,...,hd−1(α, P )≪
P ǫ1+···+ǫn
P n
∫
[−cP,cP ]n
∣∣∂ǫg(Nǫ + tǫ) Tϕ(Nǫ + tǫ)∣∣dt
≪
n∏
j=1
min
{
P,
∥∥α∂ejf [1]h1,...,hd−1∥∥−1} .
Write h as a shorthand for the vector (h1, . . . ,hd−1) and write
M(h) :=
(
∂ejf
[1]
h1,...,hd−1
)
16j6n
.
Let us view the vector αM(h) as an element of the torus Tn = Rn/Zn. Sub-
dividing this torus into sub-cubes of side-length P−1, each vector αM(h) has
jth coordinate lying in an interval [
rj
P
,
rj+1
P
), for some r ∈ Zn with 0 6 rj < P .
Let R(r) deonte this region. If αM(h) ∈ R(r) then ‖αM(h)j‖ > rj/P for
each j. Letting
T (r) := {h : αM(h) ∈ R(r) and |hi| < Hi for 1 6 i 6 d− 1} ,
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we have ∑
|h1|<H1
· · ·
∑
|hd−1|<Hd−1
n∏
j=1
min
{
1, (P ‖αM(h)j‖)−1
}
6
∑
06r<P
#T (r)
n∏
j=1
min
{
1, 1
rj
}
≪ (logP )nmax
r
#T (r).
Define
Nh1,...,hd−2(r) := # {hd−1 ∈ Zn : h ∈ T (r)}
and, in a similar fashion, let nh1,...,hd−2 denote the number of integer vectors
hd−1 such that |hd−1| < Hd−1 and ‖αM(h)j‖ 6 P−1 for all j. Now if hd−1 and
h′d−1 are counted by Nh1,...,hd−2(r) then h
′
d−1 − hd−1 is counted by nh1,...,hd−2 ,
whence Nh1,...,hd−2(r) 6 nh1,...,hd−2 for any r ∈ Zn. It therefore follows that
#T (r)≪MH1,...,Hd−1(P−1), where
MH1,...,Hd−1(P−1) := #
{
h ∈ Z(d−1)n : |hi| < Hi and ‖αM(h)j‖ < P−1
}
.
Combining these deliberations, we deduce that∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ ( logPH1 · · ·Hd−1
)n
MH1,...,Hd−1(P−1). (3.6)
Next, we claim that the linear map hi 7→ M(h) has a symmetric matrix
(with respect to the standard basis). Since M(h) = M(h1, . . . ,hd−1) is in-
variant under permutations of the hi, it suffices to establish the claim when
i = d− 1. By (3.4) and linearity of differentiation, we have
M(h1, . . . ,hd−1) =
(
∂ei
(
hd−1 · ∇f [2]h1,...,hd−2
))
16i6n
= hd−1 ·
(
∂ei+ejf
[2]
h1,...,hd−2
)
16i6n
16j6n
.
(3.7)
Since ei + ej = ej + ei, the claim follows
We can therefore apply the shrinking lemma (Lemma 2.2) to each block of
variables hi in h and conclude that for any θ1, . . . , θd−1 ∈ (0, 1] we have
MH1,...,Hd−1(P−1)≪
Mθ1H1,...,θd−1Hd−1(θ1 · · · θd−1P−1)
(H−11 + θ1)n . . . (H
−1
d−1 + θd−1)n
.
By iterating (3.4), one can check that we have the formula
M(h1, . . . ,hd−1)j =∑
16i16n
· · ·
∑
16id−16n
h1,i1 · · ·hd−1,id−1∂ei1+···+eid−1+ejf [d].
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Hence there exists a constant C = On,d(1) such that if |hi| < θiHi for all i
then
|M(h1, . . . ,hd−1)j| < CH(θ1H1) · · · (θd−1Hd−1).
Let us choose θ1, . . . , θd−1 ∈ (0, 1] so that
θ1 · · · θd−1 = min
{
1, 1
2‖qα‖CHH1···Hd−1 ,
P
2q
,max
{
q
CHH1···Hd−1 , ‖qα‖P
}}
. (3.8)
It follows that if |hi| < θiHi for all i and ‖αM(h)j‖ < θ1 · · · θd−1P−1 for all j,
then
(i) |M(h)j| < 12 ‖qα‖−1;
(ii) ‖αM(h)j‖ < 12q−1;
(iii) |M(h)j| < q or ‖αM(h)j‖ < ‖qα‖.
Applying Lemma 2.3, we deduce that M(h)j = 0 for j = 1, . . . , n. Incorpo-
rating this into (3.6) we obtain the estimate∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ (logP )n Lf (θ1H1, . . . , θd−1Hd−1)(1 + θ1H1)n . . . (1 + θd−1Hd−1)n , (3.9)
with θ1 · · · θd−1 as in (3.8) and where
Lf (H1, . . . , Hd−1) := #
{
h ∈ Z(d−1)n : |hi| < Hi and ∇f [1]h1,...,hd−1 = 0
}
.
We are therefore led to the estimation of Lf(H1, . . . , Hd−1).
Using the notation (2.7), we may partition the set of h1 ∈ (−H1, H1)n ∩Zn
according to the value of σ∞(f
[d−1]
h1
). Using this and the pigeon-hole principle,
we deduce the existence of an integer s1 ∈ [0, n], a set H1 ⊂ (−H1, H1)n ∩ Zn
and h1 ∈ H1 such that both of the following hold:
(i) For each h′1 ∈ H1 we have σ∞(f [d−1]h′1 ) = s1.
(ii) Lf (H1, . . . , Hd−1)≪ |H1|Lfh1 (H2, . . . , Hd−1).
Iterating this process, we can find integers s1, . . . , sd−2, sets H1, . . . ,Hd−2
and fixed elements hi ∈ Hi such that
(i) For each h′i ∈ Hi we have σ∞(f [d−i]h1,...,hi−1,h′i) = si.
(ii)
Lf(H1, . . . , Hd−1)≪ |H1| · · · |Hd−2|Lfh1,...,hd−2 (Hd−1). (3.10)
By Euler’s identity, the singular locus of f
[2]
h1,...,hd−2
is the set of x such that for
each i ∈ {1, . . . , n} we have
0 = ∂eif
[2]
h1,...,hd−2
(x) =
n∑
j=1
(
∂ei+ejf
[2]
h1,...,hd−2
)
xj .
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Hence by (3.7), the nullity of the linear map hd−1 7→ M(h1, . . . ,hd−1) (over
Q) coincides with the dimension sd−2 = σ∞(f
[2]
h1,...,hd−2
). By elementary linear
algebra (inducting on the nullity) one can show that for a given linear map
T : Cn → Cm and any y ∈ Cm we have the uniform estimate
# {x ∈ (−P, P )n ∩ Zn : Tx = y} ≪n P n−rank(T ).
Hence for H1 > 1 we have
Lfh1,...,hd−2 (Hd−1)≪ H
sd−2
d−1 . (3.11)
For each 1 6 i 6 d− 2, define the algebraic variety
Xi,∞ :=
{
y ∈ AnQ : σ∞(f [d−i]h1,...,hi−1,y) > si
}
.
From (3.4) we have f
[d−i]
h1,...,hi−1,y
= y · ∇f [d−i+1]h1,...,hi−1 . We may therefore employ
Lemma 2.4 with G = f
[d−i+1]
h1,...,hi−1
to deduce that Xi,∞ is an affine algebraic
variety defined by Od,n(1) equations of degree Od,n(1). Moreover, setting s0 :=
σ, we see that the dimension of Xi,∞ is at most n − (si − si−1)+. Taking
P = {∞} and k∞ = n − (si − si−1)+ in Lemma 2.5, we conclude that for
Hi > 1 we have
|Hi| ≪ Hn−(si−si−1)
+
i .
Combining this estimate for |Hi| with (3.10) and (3.11), we deduce that for
Hi > 1 there exist integers s1, . . . , sd−2 such that
Lf (H1, . . . , Hd−1)≪ Hn−(s1−s0)
+
1 · · ·Hn−(sd−2−sd−3)
+
d−2 H
sd−2
d−1 .
Set Bi := 1 + θiHi. Using this in (3.9), we see that for any H1, . . . , Hd−1
belonging to the interval [1, P ] and any θ1, . . . , θd−1 ∈ (0, 1] whose product is
equal to (3.8), we have∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ (logP )nB−(s1−s0)+1 · · ·B−(sd−2−sd−3)+d−2 B−(n−sd−2)d−1 .
As we have no control over the values of the integers si, to proceed any
further we must impose the condition that
θ1H1 = θ2H2 = · · · = θd−1Hd−1.
Then since s0 = σ we have
B
−(s1−s0)+
1 · · ·B−(sd−2−sd−3)
+
d−2 B
−(n−sd−2)
d−1 6 B
−(n−σ)
1 .
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Notice that B1 > θ1H1. Moreover, writing H˜ = H1 . . .Hd−1 it follows from
(3.8) that
θ1H1 =
(
θ1 · · · θd−1H˜
) 1
d−1
≍ min
{
H˜, 1‖qα‖H ,
PH˜
q
,max
{
q
H
, H˜ ‖qα‖P
}} 1
d−1
.
Thus we arrive at the estimate∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ (logP )nmax{ 1H˜ , ‖qα‖H, qP H˜ ,min{Hq , 1H˜‖qα‖P }}n−σd−1 .
This bound is minimised by taking H1 = · · · = Hd−1 = P , which yields∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ (logP )nmax{ 1P d−1 , ‖qα‖H, qP d ,min{Hq , 1‖qα‖P d}}n−σd−1 ,
which thereby completes the proof of the lemma. 
When the exponential sum S(α, P ) involves a cubic polynomial one can get
better estimates by applying Poisson summation instead of repeated applica-
tions of van der Corput differencing. This is one of the key innovations in
Heath-Brown [7], for example, and it also played a critical role in [3].
Given a fixed positive integer q we reserve the symbols b, c1 and c2 for the
following quantities
b :=
∏
pe‖q
e62
pe, c1 :=
∏
pe‖q
e>2
p⌊ e2⌋, c2 :=
∏
pe‖q
e>2, 2∤e
p, (3.12)
so that q = bc21c2. Define the r-values of f with respect to q to be the numbers
ri = r
[d]
i (f, q) :=
∏
pe||bd
σp(f [d])=i
pe, Rζ = R
[d]
ζ (f, q) :=
∏
ζ6i6n
ri−ζi . (3.13)
Define the relative height of f with respect to P at scale d by
HeightP,d (f) := Height
(
P−df(Px)
)
.
Notice that for P > 1 and d > deg(f) we have
Height
(
f [d]
)
= HeightP,d
(
f [d]
)
6 HeightP,d (f) 6 Height (f) .
Bearing this notation in mind, the following result is a reformulation of the
key estimate in Browning and Heath-Brown [3].
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Lemma 3.4 (Cubic Poisson bound). Suppose that deg(f) 6 3 and H is such
that HeightP,3 (f) 6 H 6 P
O(1). Then for any q 6 P 2, ‖qα‖ 6 P−1 and ζ in
the range σ∞(f [3]) 6 ζ 6 n we have
S(α, P )≪ R[3]ζ (f, q)
1
2P n+ε
(√
q
P
+
√
‖qα‖PH + H1/6min{c1,c2H}
1
6
b
1
2 (c1c2)
1
3
)n−ζ
.
Proof. The statement of the lemma is trivial if deg(f) < 3 since then we are
obliged to take ζ = σ∞(f [3]) = n. Suppose henceforth that deg(f) = 3. Let
V := max
{
qP−1,
√
q ‖qα‖HP
}
and
W := V +min
{
(c21c2H)
1
3 , (c1V )
1
2 + c
5
6
1H
1
6
}
.
Then by [3, Prop. 2] we have
S(α, P )≪ R
1
2
ζ P
n+ε
(
Wq−
1
2
)n−ζ
.
Using q = bc21c2, we see that
Wq−
1
2 ≪ V q− 12 +min
{
H
1
3
b
1
2 c
1
3
1 c
1
6
2
,
√
V
bc1c2
}
+min
{
H
1
3
b
1
2 c
1
3
1 c
1
6
2
,
H
1
6
b
1
2 c
1
6
1 c
1
2
2
}
,
with
V q−
1
2 6
√
q
P
+
√
‖qα‖HP.
It therefore suffices to establish that
min
{
H
1
3
b
1
2 c
1
3
1 c
1
6
2
,
√
V
bc1c2
}
≪ V q− 12 +min
{
H
1
3
b
1
2 c
1
3
1 c
1
6
2
,
H
1
6
b
1
2 c
1
6
1 c
1
3
2
}
. (3.14)
If
H
1
3
b
1
2 c
1
3
1 c
1
6
2
6
H
1
6
b
1
2 c
1
6
1 c
1
3
2
then (3.14) follows immediately. We may therefore assume that the opposite
inequality holds, or equivalently (after re-arrangement), that
Hc2 > c1. (3.15)
In this case, (3.14) follows if we can prove that√
V
bc1c2
6 max
{
V
b
1
2 c1c
1
2
2
,
H
1
6
b
1
2 c
1
6
1 c
1
3
2
}
.
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By the trivial inequality max {X, Y } > √XY , the right-hand side is at least(
V
bc1c2
) 1
2
(
Hc2
c1
) 1
12
,
so that the desired condition now follows from (3.15). 
In Lemma 3.3 we gave a detailed account of how d−1 applications of van der
Corput differencing can be used to transform the exponential sum S(α, P ) into
a family of linear exponential sums indexed by H1, . . . , Hd−1 ∈ [1, P ], which
we could ultimately estimate rather well. In the final stages of the argument
we made the specialisation H1 = · · · = Hd−1 = P , which brought us to the
usual Weyl estimate (as found in [4]). In the next result, we consider the effect
of van der Corput differencing d − k times only, for any 1 6 k 6 d. Rather
than ending up with something of the form (3.5), with r = d− k, it turns out
that it will be more efficient to make a judicious application of the pigeon-hole
principle at each differencing step separately, in order to control the singular
locus of the underlying polynomial.
Lemma 3.5 (van der Corput process). Suppose that q 6 PO(1) and that
Height (f) = O(1). For each 1 6 Q 6 P and 1 6 k 6 d, there exists an
exponential sum T (α, P ), with underlying polynomial g of degree at most k
and HeightP,k(g) ≪ Q2−2k+1−d , such that for some ζ > max
{
σ, σ∞(g[k])
}
we
have ∣∣∣∣S(α, P )P n
∣∣∣∣2d−k ≪ P ε
Qζ−σ
√
R
[k]
ζ (g, q)
∣∣∣∣T (α, P )P n
∣∣∣∣ .
Moreover, T (α, P ) has weight in S+(c′) where c′ is the super-exponential se-
quence given by c′ = c and c′m = cm2
(d−k)m.
Proof. After a single iteration of van der Corput differencing, as in (3.2) and
(3.3), we deduce that for any real H1 ∈ [1, P ] we have the bound∣∣∣∣S(α, P )P n
∣∣∣∣2 ≪ 1Hn1
∑
−H1<h1<H1
∣∣∣∣Sh1(α, P )P n
∣∣∣∣ ,
where
Sh1(α, P ) :=
∑
x∈Zn
ωh1/P (x/P )e(α(fh1(x))).
With b and c2 defined as in (3.12), let
V := {p : p | bc2} ∪ {∞} .
Notice that (
σν(f
[d−1]
h1
)
)
ν∈V ∈
∏
ν∈V
{0, 1, . . . , n} .
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Since |V| 6 ω(q) + 1, we see that there are at most On,ε(qε) choices for(
σν(f
[d−1]
h1
)
)
ν∈V . It follows from the pigeon-hole principle that there exists
a tuple of integers s1 and a set H1 ⊂ (−H1, H1)n ∩ Zn such that both of the
following hold
(i) For each h1 ∈ H1 we have
(
σν(f
[d−1]
h1
)
)
ν∈V = s1.
(ii) ∑
−H1<h1<H1
|Sh1(α, P )| ≪ qε
∑
h1∈H1
|Sh1(α, P )|.
Since q 6 PO(1), we deduce that there exists h1 ∈ H1 satisfying∣∣∣∣S(α, P )P n
∣∣∣∣2 ≪ P ε |H1|Hn1
∣∣∣∣Sh1(α, P )P n
∣∣∣∣ .
Next, let r := d − k. Applying the van der Corput differencing process to
Sh1(α, P ) and iterating, we deduce that for any 1 6 H1, . . . , Hr 6 P there
exist sets Hi ⊂ (−Hi, Hi)n ∩ Zn and elements hi ∈ Hi such that∣∣∣∣S(α, P )P n
∣∣∣∣2r ≪ P ε( |H1|Hn1
)2r−1 ( |H2|
Hn2
)2r−2
· · ·
( |Hr|
Hnr
)
×
∣∣∣∣Sh1,...,hr(α, P )P n
∣∣∣∣ .
(3.16)
Moreover, there exist tuples of integers si = (si,ν)ν∈V such that for any h′i ∈ Hi
we have (
σν(f
[d−i]
h1,...,hi−1,h′i
)
)
ν∈V = si. (3.17)
For notational convenience, let us define
s0 :=
(
σν(f
[d])
)
ν∈V .
For any prime p we have s0,p > s0,∞, with strict inequality for only finitely
many primes. It follows that there exists a constant C = Of(1) such that
C > d and for any p > C we have s0,p = s0,∞. Set
VC := {ν ∈ V : ν > C} .
For each ν ∈ VC define the sets
Xν :=
{
y ∈ AnFν : σν(f [d−r]h1,...,hr−1,y) > sr,ν
}
.
Notice that f
[d−r]
h1,...,hr−1,y
= y · ∇f [d−(r−1)]h1,...,hr−1 by (3.4). We may therefore employ
Lemma 2.4 with G = f
[d−(r−1)]
h1,...,hr−1
, and deduce that Xν is an affine algebraic
variety defined by Od,n(1) equations of degree Od,n(1). Moreover the dimension
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ofXν is at most n−(sr,ν−sr−1,ν)+. Taking P = VC and kν = n−(sr,ν−sr−1,ν)+
in Lemma 2.5, we conclude that
|Hr|
Hnr
≪ qε
∑
ν∈VC
H−(sr,ν−sr−1,ν)
+
r
∏
p∈VC
sr,p−sr−1,p>
(sr,ν−sr−1,ν)+
p−(sr,p−sr−1,p)+(sr,ν−sr−1,ν)
+
.
By the pigeon-hole principle, we see that there exists ν ∈ VC such that on
setting sr := sr,ν and tr := sr−1,ν we have
|Hr|
Hnr
≪ q2ε H−(sr−tr)+r
∏
p∈VC
sr,p−sr−1,p>
(sr−tr)+
p−(sr,p−sr−1,p)+(sr−tr)
+
. (3.18)
Next, define the set
V(r−1)C := {µ ∈ VC : sr−1,µ > tr} .
Repeating the argument leading to (3.18), we deduce that there is a µ ∈ V(r−1)C
such that on setting sr−1 := sr−1,µ and tr−1 := sr−2,µ, we have
|Hr−1|
Hnr−1
≪ qε H−(sr−1−tr−1)+r−1
∏
p∈V(r−1)C
sr−1,p−sr−2,p>
(sr−1−tr−1)+
p−(sr−1,p−sr−2,p)+(sr−1−tr−1)
+
.
Let us write V(r)C for VC and tr+1 := 0. Iterating the above process, we
obtain integers si and ti for 1 6 i 6 r, with si > ti+1, such that on setting
V(i)C = {ν ∈ VC : si,ν > ti+1} ,
we have the bound
|Hi|
Hni
≪ qε H−(si−ti)+i
∏
p∈V(i)C
si,p−si−1,p>
(si−ti)+
p−(si,p−si−1,p)+(si−ti)
+
. (3.19)
Let us set ζ0 := σ and for i > 1 set
ζi : = (si − ti)+ + ζi−1
= (si − ti)+ + (si−1 − ti−1)+ + · · ·+ (s1 − t1)+ + σ.
Notice that si,ν > si,∞ for all i and ν. Also t1 = s0,ν for some ν ∈ VC , and by
our choice of C this means that t1 = σ. We claim that
ζj > sj > max {tj+1, sj,∞} , for 0 6 j 6 r. (3.20)
20 T.D. BROWNING AND S.M. PRENDIVILLE
The second inequality follows since sj > tj+1 for each j 6 r. To see the first
inequality we argue by induction on j, the case j = 0 being trivial. For j > 0
we need to show that ζj = (sj−tj)++ζj−1 > sj. Now the induction hypothesis
implies that ζj−1 > sj−1. If sj > tj then ζj > sj − tj + sj−1 > sj. If, on the
other hand, sj < tj then ζj > sj−1 > tj > sj . This therefore establishes (3.20).
The estimate (3.19) now becomes
|Hi|
Hni
≪ qε H−(ζi−ζi−1)i
∏
p∈V(i)C
si,p−si−1,p>
ζi−ζi−1
p−(si,p−ζi)+(si−1,p−ζi−1).
An expression of the form
∏
p∈P p
ep is minimised by taking P = {p : ep < 0}
and maximised by taking P = {p : ep > 0}. Therefore∏
p∈V(i)C
si,p−si−1,p>
ζi−ζi−1
p−(si,p−ζi)+(si−1,p−ζi−1) 6
∏
p∈V(i)C
si,p>ζi
p−(si,p−ζi)+(si−1,p−ζi−1)
6
∏
p∈VC
si,p>max{ζi,ti+1}
p−(si,p−ζi)
∏
p∈VC
si−1,p>ζi−1
p(si−1,p−ζi−1).
By (3.20) we have max {ζi, ti+1} = ζi. Re-setting ε and using the estimate
q 6 PO(1), we see that
|Hi|
Hni
≪ P ε H−(ζi−ζi−1)i
∏
p∈VC
si,p>ζi
p−(si,p−ζi)
∏
p∈VC
si−1,p>ζi−1
p(si−1,p−ζi−1).
The above process produces a sequence ζr > . . . > ζ1 > ζ0 = σ such that,
on setting
Li :=
∏
p∈VC
si,p>ζi
psi,p−ζi ,
we have
|Hi|
Hni
≪ P ε H−(ζi−ζi−1)i
Li−1
Li
.
Hence ( |H1|
Hn1
)2r−1 ( |H2|
Hn2
)2r−2
· · ·
( |Hr|
Hnr
)
≪ P
εL2
r−1
0 L
−1
r
L2
r−2
1 L
2r−3
2 · · ·Lr−1
r∏
i=1
H
(ζi−1−ζi)2r−i
i .
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For each ν ∈ VC we have s0,ν = s0,∞ = σ = ζ0, so that L0 = 1. Also for all
1 6 i 6 r − 1 we have Li > 1. Therefore the left hand side is
≪ P εH(ζ0−ζ1)2r−11 H(ζ1−ζ2)2
r−2
2 · · ·H(ζr−1−ζr)r
∏
p∈VC
sr,p>ζr
p−(sr,p−ζr).
Let us take
Hj = Q
1
2r−j , for 1 6 j 6 r. (3.21)
Then we deduce that( |H1|
Hn1
)2r−1 ( |H2|
Hn2
)2r−2
· · ·
( |Hr|
Hnr
)
≪ P ε Qζ0−ζr
∏
p∈VC
sr,p>ζr
p−(sr,p−ζr). (3.22)
Let g = fh1,...,hr with each hi the fixed element of Hi determined by the
van der Corput process (3.16). Put ζ := ζr and s := sr,∞, so ζ > s by (3.20).
Recall that r = d−k so that by (3.17) we have σν(g[k]) = sr,ν. In the notation
(3.13) it therefore follows that
rζ := r
[k]
ζ (g, q) =
∏
pe‖bd
sr,p=ζ
pe.
Set
ρζ :=
∏
p|bd, p>C
sr,p=ζ
p.
We note that ρζ ≫ r
1
2
ζ . One can then re-write (3.22) using our above notation
to conclude that there exists an integer ζ > s such that( |H1|
Hn1
)2r−1 ( |H2|
Hn2
)2r−2
· · ·
( |Hr|
Hnr
)
≪ P ε Qσ−ζ(ρζ+1ρ2ζ+2 · · · ρn−ζn )−1
≪ P ε Qσ−ζ (rζ+1r2ζ+2 · · · rn−ζn )− 12
= P ε Qσ−ζR[k]ζ (g, q)
− 1
2 .
To complete the proof of Lemma 3.5 it remains to establish that g satisfies
the bound HeightP,k(g)≪ Q2−2k+1−d . Taylor’s formula implies that
fh(x) = f(x+ h)− f(x) =
∑
|m|>0
hm
m!
∂mf(x).
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Hence there exist forms Gl and Fl, each of degree l with Height(Gl)≪ 1 and
Height(Fl)≪ Height (f) = O(1) such that
fh(x) =
d−1∑
l=0
Gd−l(h)Fl(x).
Supposing that |h| 6 H 6 P we have
HeightP,d−1 (fh)≪
d−1∑
l=0
P l−d+1|Gd−l(h)|Height (Fl)≪ H.
Hence if H1, . . . , Hr are chosen as in (3.21) it follows from induction that
HeightP,d−r (fh1,...,hr)≪ H1 . . . Hr = Q
∑r−1
i=0 2
−i
,
as required. 
We are now ready to reveal our two main estimates for the exponential sum
S(α, P ). The first of these is Proposition 3.6. It is based on applying van der
Corput differencing d− k times (Lemma 3.5) before applying the Weyl bound
to the resulting exponential sum with underlying polynomial of degree at most
k (Lemma 3.3). The second result is Proposition 3.7. This is proved using
d − 3 applications of van der Corput differencing (Lemma 3.5) together with
an application of the bound for cubic exponential sums obtained via Poisson
summation (Lemma 3.4).
Proposition 3.6 (van der Corput + Weyl). Let Bk := (k − 1)2d−1 and let
Vk := 2
d+1−k − 2, for 1 6 k 6 d. Suppose that Height (f) = O(1). Then
S(α, P )≪ P n+ε
(
P−2
1−d
+ ‖qα‖ 1Bk+Vk + (qP−k) 1Bk
+min
{
q
− 1
Bk+Vk ,
(‖qα‖P k)− 1Bk })n−σ.
Proof. Let 1 6 Q 6 P . Applying Lemma 3.5 we obtain∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ P εQ(ζ−σ)2k−1
∣∣∣∣T (α, P )P n
∣∣∣∣2k−1 ,
for some exponential sum T (α, P ) with underlying polynomial g satisfying the
conclusions of the lemma. In particular ζ > max
{
σ, σ∞(g[k])
}
.
Setting τ := 2− 2k+1−d, θ := σ∞(g[k]) and applying Lemma 3.3, we see that
T (α, P )≪ P n+εΞn−θk−1 where
Ξ := P 1−k + ‖qα‖Qτ + qP−k +min{Qτq−1, (‖qα‖P k)−1} .
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Since ζ > θ, we have T (α, P ) ≪ P n+εΞn−ζk−1 (this is obvious when Ξ 6 1 and
follows from the trivial estimate T (α, P )≪ P n otherwise). We thus obtain∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ P εQ(n−σ)2k−1 (1 +Q(k−1)2k−1Ξ)
n−ζ
k−1
6
P ε
Q(n−σ)2k−1
(
1 +Q(k−1)2
k−1
Ξ
)n−σ
k−1
= P ε
(
Q−(k−1)2
k−1
+ Ξ
)n−σ
k−1
. (3.23)
Let us take Q such that Q(k−1)2
k−1
is equal to
min
{
P k−1, ‖qα‖−
(k−1)2k−1
τ+(k−1)2k−1 , P kq−1,max
{
q
(k−1)2k−1
τ+(k−1)2k−1 , ‖qα‖P k
}}
.
We may assume that q 6 P k, since the result is trivial otherwise. Using this
assumption, one can check that 1 6 Q 6 P , so that our choice of Q is indeed
valid. Moreover, with this choice, the Q−(k−1)2
k−1
term dominates in (3.23).
Hence ∣∣∣∣S(α, P )P n
∣∣∣∣2d−1 ≪ P εQ−(n−σ)2k−1
One can now check that the result follows with the appropriate exponents. 
Proposition 3.7 (van der Corput + cubic Poisson). Suppose that q 6 P 2,
‖qα‖ 6 P−1 and Height (f) = O(1). Then
S(α, P )≪ P n+ε
((
qP−2
) 1
2d−2 +
(‖qα‖P ) 12d−1−2 + η−1q )n−σ,
where
ηq := max
{
(b3c1c
2
2)
1
2d−2 , (b3c21c2)
1
5·2d−2−4
}
. (3.24)
Proof. Proceeding as before, we employ Lemma 3.5 to van der Corput differ-
ence down to a cubic exponential sum, which we then estimate with Lemma 3.4.
We thereby deduce that for any 1 6 Q 6 P there exists ζ > σ such that∣∣∣∣S(α, P )P n
∣∣∣∣2d−3 ≪ P ε Q−(n−σ)(1 + Q√qP +Q√‖qα‖PQτ
+
Q1+
τ
6
b
1
2 (c1c2)
1
3
min {c1, c2Qτ}
1
6
)n−ζ
,
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where τ := 2−24−d. Absorbing Q−(n−σ) into the brackets we see that the right
hand side is at most
P ε
(
Q−1 +
√
q
P
+
√
‖qα‖PQτ + Q
τ
6
b
1
2 (c1c2)
1
3
min {c1, c2Qτ}
1
6
)n−σ
.
Let us take
Q := min
{
P√
q
, (‖qα‖P )− 12+τ ,max
{
(b3c1c
2
2)
1
6+τ , (b3c21c2)
1
6+2τ
}}
.
Since q 6 P 2 and ‖qα‖ 6 P−1, we have 1 6 Q 6 P . One can also check that
Q−1 > max
{√
q
P
,
√
‖qα‖PQτ , Q
τ
6
b
1
2 (c1c2)
1
3
min {c1, c2Qτ}
1
6
}
,
whence the Q−1 term dominates and we find that∣∣∣∣S(α, P )P n
∣∣∣∣2d−3 ≪ P ε(√qP + ( ‖qα‖P
) 1
2+τ
+min
{
(b3c1c
2
2)
− 1
6+τ , (b3c21c2)
− 1
6+2τ
})n−σ
.
The desired result easily follows. 
4. The minor arc bound
It follows from the definition (2.3) of the major arcs that if α ∈ m then for
any q ∈ N either
q > P∆ or ‖qα‖ > P∆−d.
Our objective in this section is to establish the following estimate for the minor
arc contribution, which clearly suffices for (2.5).
Lemma 4.1. Suppose that
n− σ
{
> 3
4
d2d − 2d, if 3 6 d 6 9,
>
(
d− 1
2
√
d
)
2d, if d > 10.
Then ∫
m
|S(α, P )|dα≪ P n−d−Ω(1),
where the Ω(1) term depends at most on d and ∆.
The work in this section will involve a number of quantities that are defined
in terms of d and k ∈ {1, . . . , d} and it is convenient to record them here for
ease of reference. We put
Bk = (k − 1)2d−1, Vk = 2d+1−k − 2
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and
ξ :=
5− 24−d
3− 23−d , γ :=
1
3 · 2d−2 − 2 , (4.1)
together with
Ad := 7 · 2d−4 − 54 . (4.2)
In particular ξ 6 5
3
. It will also be convenient to define
C(α, q) :=
(‖qα‖P ) 12d−1−2 + (qP−2) 12d−2 + η−1q (4.3)
and
Wk(α, q) := P
−21−d + ‖qα‖ 1Bk+Vk + (qP−k) 1Bk
+min
{
q
− 1
Bk+Vk ,
(‖qα‖P k)− 1Bk }. (4.4)
Next, we define the minimum
M(α, q) := min {C(α, q),W3(α, q), . . . ,Wd(α, q)} .
In the following result we estimate the minor arc contribution in terms of these
quantities.
Lemma 4.2. There exists i ∈ {1, 2} such that∫
m
|S(α, P )|dα≪ P n−d−Ω(1)
+ P n+ε
∑
P∆i6q6P ξ
∫
P−di6‖qα‖6P−ξ
M(α, q)n−σdα,
where
∆1 := ∆, ∆2 := 0, d1 := d+ 2, d2 := d−∆.
Proof. Let
B(q, Q) := {α ∈ T : ‖qα‖ 6 Q−1 and α is primitive to q} .
Then by Dirichlet’s theorem on Diophantine approximation and the definition
of the minor arcs, we have
m ⊂
 ⋃
P∆6q6P ξ
B(q, P ξ)
 ∪
 ⋃
q6P ξ
B(q, P ξ) \ B(q, P d−∆)
 .
For α ∈ B(q, P ξ) it follows from Propositions 3.6 and 3.7 that
S(α, P )≪ P n+εM(α, q)n−σ.
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Hence by sub-additivity of integration and dropping the primitivity condition
on q and α, we deduce that∫
m
|S(α, P )|dα≪ P n+ε
∑
P∆6q6P ξ
∫
‖qα‖6P−ξ
M(α, q)n−σdα
+ P n+ε
∑
q6P ξ
∫
P∆−d6‖qα‖6P−ξ
M(α, q)n−σdα,
for any ε > 0. The second term above is of the required form. In the first
term, we need to remove the possibility that ‖qα‖ 6 P−d−2. But the trivial
bound M(α, q) 6 1 yields∑
P∆6q6P ξ
∫
‖qα‖6P−d−2
M(α, q)n−σdα≪ P ξ−d−2.
Thus the result follows with the Ω(1) term equal to any positive real strictly
less than 1
3
. 
Our aim is to show that when n − σ > 3
4
d2d − 2d then M(α, q)n−σ con-
tributes at most P−d−Ω(1) once integrated over the range of (α, q) afforded by
Lemma 4.2. We emphasise that for both i ∈ {1, 2} we have∑
P∆i6q6P ξ
∫
P−di6‖qα‖6P−ξ
dα≪ 1,
so that a pointwise bound of the form M(α, q)n−σ ≪ P−d−Ω(1) suffices for our
purposes. To this end, we first utilise the bound M(α, q) 6 C(α, q), and show
that for α and q in the range in question, all terms of C(α, q) are negligible
bar possibly the ηq term.
Lemma 4.3. Let α ∈ T and q ∈ N satisfy
q 6 P ξ and ‖qα‖ 6 P−ξ,
with ξ as in (4.1). Then provided that n− σ > 3
4
d2d − 2d we have
M(α, q)n−σ ≪ P−d−Ω(1) + η−(n−σ)q . (4.5)
Proof. This follows from the inequality M(α, q) 6 C(α, q) and by substituting
the bounds on q and ‖qα‖ into (4.3). 
Next recall the definition (4.1) of γ. When ηq > P
γ and n− σ > 3
4
d2d − 2d
then (4.5) implies that M(α, q)n−σ ≪ P−d−Ω(1). It follows that we can restrict
our estimation of M(α, q) to those q satisfying ηq 6 P
γ. It is helpful to have
an estimate for the number of q which lie in this range. This is provided by
the following lemma.
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Lemma 4.4. Define Let R > 1. Then
# {q ∈ N : ηq 6 R} ≪ RAd,
where Ad is given by (4.2).
Proof. Recall the definition of b, c1 and c2 given in (3.12). Setting
e :=
∏
p5‖q
p,
we have that e | c2 and that c1/(c2e) is a squareful positive integer. Since
ηq > (b
3c21c2)
1
5·2d−2−4 , we see that ηq 6 R implies that
c1
c2e
6
R5·2
d−3−2
b
3
2 c
3
2
2 e
.
As a squareful number is a product of a square and a cube, the hyperbola
method shows that the number of squareful integers less than or equal to X
is at most 3X1/2. Thus for a fixed choice of b and c2, the number of choices of
c1 for which ηq 6 R is at most
3
∑
e|c2
R5·2
d−4−1
b
3
4 c
3
4
2 e
1
2
.
Using the fact that ηq > (b
3c1c
2
2)
1
2d−2 we see that ηq 6 R implies that for fixed
b we have c2 6 R
2d−1−1/b
3
2 . Hence the number of choices for q for which ηq 6 R
is of order∑
b
∑
c26
R2
d−1
Rb
3
2
∑
e|c2
R5·2
d−4−1
b
3
4 c
3
4
2 e
1
2
≪ R5·2d−4−1
∑
b
b−
3
4
∑
ef6R
2d−1
Rb
3
2
f−
3
4 e−
5
4
≪ R5·2d−4−1
∑
b
b−
3
4
(
R2
d−1
Rb3/2
) 1
4
≪ R5·2d−4−1+2d−3− 14 .
This completes the proof of the lemma. 
We are now in a position to use information coming from Wk(α, q) in our
definition of M(α, q). We first show that both the P−2
1−d
and qP−k terms
appearing in Wk(α, q) are negligible when ηq 6 P
γ and n− σ > 3
4
d2d− 2d. To
this end, define
W ∗k (α, q) = max
{
‖qα‖ 1Bk+Vk ,min{η−1q , (‖qα‖P k)− 1Bk }} (4.6)
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and
M∗(α, q) := min {W ∗3 (α, q), . . . ,W ∗d (α, q)} .
Then we have the following result.
Lemma 4.5. Assume that n − σ > 3
4
d2d − 2d. Then there exists i ∈ {1, 2}
such that∑
P∆i6q6P ξ
∫
P−di6‖qα‖6P−ξ
M(α, q)n−σdα
≪ P−d−Ω(1) +
∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
M∗(α, q)n−σdα,
where
γi =
∆i
5 · 2d−2 − 4 .
Proof. If n− σ > 3
4
d2d − 2d and d > 3 then (n− σ)/2d−1 > d, so that
P−2
1−d(n−σ) ≪ P−d−Ω(1).
This deals with the P−2
1−d
term.
For the second term, we note from (3.24) that
ηq > q
1
5·2d−2−4 .
Combining this with (4.4) and (4.5) one sees that the lemma follows if for each
3 6 k 6 d we have ∑
P γi6ηq6P γ
P−ξ(qP−k)
n−σ
Bk ≪ P−d−Ω(1).
Here we have used the fact that the set {α ∈ T : ‖qα‖ 6 P−ξ} has measure
2P−ξ. Using Lemma 4.4 and the bound q 6 P ξ we have
P−ξ
∑
ηq6P γ
(qP−k)
n−σ
Bk 6 P
ξ
(
n−σ
Bk
−1
)
− k(n−σ)
Bk
∑
ηq6P γ
1
6 P
ξ
(
n−σ
Bk
−1
)
− k(n−σ)
Bk
+γAd.
One can check from the definitions (4.1) and (4.2) that γAd 6
7
12
and ξ 6 5
3
.
Incorporating this together with the fact that n−σ
Bk
− 1 > 0, we obtain
P
ξ
(
n−σ
Bk
−1
)
− k(n−σ)
Bk
+γAd
6 P
−(k− 5
3
)n−σ
Bk
− 13
12 .
To complete the proof of the lemma, we require that
(n− σ)(k − 5
3
)
Bk
+
13
12
> d
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for k > 3. This is equivalent to
n− σ > 1
2
(
k−1
k− 5
3
)(
d− 13
12
)
2d = 1
2
(
1 + 2
3k−5
)(
d− 13
12
)
2d.
But 2
3k−5 6
1
2
(as k > 3) and the required bound is thus implied by the
assumption that n − σ > 3
4
d2d − 2d, together with the estimate 3·13
4·122
d > 2d,
which is valid for d > 3. 
In view of the preceding result, it remains to analyse the contribution from
the term M∗(α, q). The following result represents a key step in our argu-
ment and provides us with a concrete condition under which the bulk of this
contribution is satisfactory.
Lemma 4.6. Let k > 3 and suppose that for each ℓ ∈ {k, . . . , d} we have
n− σ > Ad + dℓBℓ + (dℓ − 1)(Bℓ+1 + Vℓ+1). (4.7)
Then
M∗(α, q)≪ E(α, q) + ‖qα‖ 1Bk+Vk ,
where ∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
E(α, q)n−σdα≪ P−d−Ω(1). (4.8)
Proof. We proceed by inducting downwards on k, starting with k = d. By the
definition (4.6) of W ∗d (α, q), it suffices to prove that∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
min
{
η−1q ,
(‖qα‖P d)− 1Bd}n−σ dα≪ P−d−Ω(1).
Let us denote by Id the left hand side of this desired estimate. Since
[P γi, P γ]× [P−di, P−ξ] ⊂ [1, P ]× [P−d−2, 1],
we can partition the ranges of α and q occurring in Id into O(log
2 P ) dyadic
rectangles. Thus, by the pigeon-hole principle, there exists δ ≫d,∆ 1, R 6 P γ
and t 6 P−ξ such that
R > P δ or t > P δ−d,
and
Id ≪ (logP )2
∑
R6ηq62R
∫
t6‖qα‖62t
min
{
η−1q ,
(‖qα‖P d)− 1Bd}n−σ dα.
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Using Lemma 4.4, we find that
Id ≪ (logP )2 2t min
{
R−1,
(
tP d
)− 1
Bd
}n−σ ∑
R6ηq62R
1
≪ (logP )2tRAd min
{
R−1,
(
tP d
)− 1
Bd
}n−σ
.
Now for any a, b,X, Y > 0 we have the inequality min {X, Y }a+b 6 XaY b.
Hence to establish the base case, it suffices to find a, b > 0 with a+ b = n− σ
such that
RAd−at1−
b
BdP
− db
Bd ≪ P−d−Ω(1).
Notice that when ℓ = d, condition (4.7) reduces to n − σ > Ad + Bd. There
are two cases to consider. Suppose first that R > P δ. In this case we can take
a = Ad + Ω(1) and b = Bd, which gives
RAd−at1−
b
BdP
− db
Bd 6 P−Ω(δ)−d.
Alternatively, we suppose that t > P δ−d. But in this case we take a = Ad and
b = Bd + Ω(1), giving
RAd−at1−
b
BdP
− db
Bd 6 P
−Ω( δ
Bd
)−d
.
The base case then follows.
Next we turn to the induction step. Let us assume that 3 6 k < d. By the
induction hypothesis we have
M∗(α, q)≪ E(α, q) + ‖qα‖
1
Bk+1+Vk+1 ,
where E(α, q) satisfies (4.8). Combining this with the definition of W ∗k (α, q),
it suffices to prove that∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
min
{
η−1q ,
(‖qα‖P k)− 1Bk , ‖qα‖ 1Bk+1+Vk+1}n−σ dα
is O(P−d−Ω(1)). As before, breaking into dyadic rectangles, we see that it
suffices to find a, b, c > 0 with a + b + c = n − σ such that for R 6 P γ and
t 6 P−ξ we have
RAd−at
1− b
Bk
+ c
Bk+1+Vk+1P
− kb
Bk ≪ P−d−Ω(1).
Recall our assumption (4.7). Taking
a = Ad, b =
dBk
k
, c = ( d
k
− 1)(Bk+1 + Vk+1) + Ωd(1),
one readily verifies that the desired estimate holds. 
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The size of the term ‖qα‖ 1Bk+Vk in Lemma 4.6 is smallest when k is minimal.
When the condition (4.7) holds for every 3 6 ℓ 6 d, the following result
shows that the contribution from the term ‖qα‖ 1B3+V3 is satisfactory under the
assumptions of Lemma 4.1.
Lemma 4.7. Suppose that n− σ > 3
4
d2d − 2d and d > 3. Then∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
min
{
η−1q , ‖qα‖
1
B3+V3
}n−σ
dα≪ P−d−Ω(1).
Proof. An easy calculation reveals that
3
4
d2d − 2d > Ad + (dξ − 1)(B3 + V3),
for d > 3. Hence
n− σ > Ad + (dξ − 1)(B3 + V3), (4.9)
under the assumptions of the lemma. As before, we split into dyadic intervals
and deduce that it suffices to find a+ b = n− σ with
RAd−at1+
b
B3+V3 ≪ P−d−Ω(1),
where R 6 P γ and t 6 P−ξ. Taking a = Ad, the inequality (4.9) ensures that
b = (d
ξ
− 1)(B3 + V3) + Ωd(1).
Hence
RAd−at1+
b
B3+V3 6 P
−ξ(1+ b
B3+V3
)
6 P−d−Ωd(1),
as required. 
We now have everything in place to establish Lemma 4.1. Suppose first that
3 6 d 6 9 and n − σ > 3
4
d2d − 2d. Combining Lemma 4.2 and Lemma 4.5,
there exists i ∈ {1, 2} such that∫
m
|S(α, P )|dα≪ P n−d−Ω(1) + P n+ε
∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
M∗(α, q)n−σdα
One can check (most expediently by computer) that when 3 6 d 6 9 and
3 6 k 6 d we have
3
4
d2d − 2d+ 1 > Ad + dkBk + ( dk − 1)(Bk+1 + Vk+1).
The hypotheses of Lemma 4.6 are therefore satisfied with k = 3, so that∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
M∗(α, q)n−σdα
≪
∑
P γi6ηq6P γ
∫
P−di6‖qα‖6P−ξ
min
{
η−1q , ‖qα‖
1
B3+V3
}n−σ
dα.
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But the latter quantity is O(P−d−Ω(1)) by Lemma 4.7, which therefore con-
cludes the proof of Lemma 4.1 when 3 6 d 6 9.
Suppose now that d > 10 and n− σ > (d− 1
2
√
d)2d. As above it suffices to
show that for all k in the range 3 6 k 6 d we have
d2d −
√
d 2d−1 > Ad + dkBk + (
d
k
− 1)(Bk+1 + Vk+1).
Substituting the definitions of Ad, Bk and Vk into the right-hand side, we see
that it is strictly less than
d2d − (d
2
(
1
k
− 1
k2k−1
)
+ 1
2
(
k − 7
8
))
2d < d2d −
(
d
2
(
1
2k
)
+ 1
2
(
k
2
))
2d
= d2d −
√
d
4
(√
d
k
+ k√
d
)
2d
6 d2d −
√
d · 2d−1.
This therefore concludes the proof of Lemma 4.1.
Remark 4.8. It is somewhat disappointing that we are unable to do better
when n > 10. However, one easily confirms that the maximum of the condi-
tions (4.7) is asymptotically at least d2d. Thus one cannot obtain the required
minor arc bound with roughly 3
4
d2d variables.
5. The major arc asymptotic
The purpose of this section is to establish (2.4) under suitable hypotheses
on the form F and on the parameter ∆ occurring in the definition (2.3) of M.
According to our local solubility hypothesis in Theorems 1.1 and 1.2 we may
assume that the system (1.2) has a solution over the reals. Thus there exists
a vector x0 ∈ Rn such that F (x0) = 0 and ∇F (x0) 6= 0. This vector is to be
considered fixed once and for all in what follows. It will be convenient to work
with a weight function that forces us to count points lying very close to x0.
For any δ ∈ (0, 1], we define the function ω : Rn → R>0 by
ω(x) := w
(
δ−1‖x− x0‖2
)
,
where ‖y‖2 =
√
y21 + · · ·+ y2n and
w(x) :=
{
e
− 1
1−x2 , if |x| < 1,
0, if |x| > 1.
We will require δ to be sufficiently small, with 1 ≪ δ 6 1. It is clear that
ω belongs to the class S+(c) from Definition 3.1 for a suitable infinite tuple
c = (c, c0, c1, . . . ) depending on δ and x0.
Let us define
Sq(a) :=
∑
y (mod q)
eq
(
aF (y)
)
,
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for a ∈ Z such that (a, q) = 1, together with the associated truncated singular
series
S(R) =
∑
q6R
1
qn
∑
a (mod q)
(a,q)=1
Sq(a), (5.1)
for any R > 1. We put S = limR→∞S(R), whenever this limit exists. Next,
let
I(R) =
∫ R
−R
∫
Rn
ω(x)e
(
γF (x)
)
dxdγ, (5.2)
for any R > 0. We put I = limR→∞ I(R), whenever the limit exists. The
main aim of this section is to establish the following result.
Lemma 5.1. Assume that n − σ > 3
4
(d − 1)2d. Then the singular series S
and the singular integral I are absolutely convergent. Moreover, if we choose
∆ = 1
6
then ∫
M
S(α)dα = SIP n−d +O(P n−d−Ω(1)).
Here the leading constant SI is a product of local densities and, in the usual
way, one has SI > 0 under the local solubility assumptions of Theorems 1.1
and 1.2. Once taken in conjunction with Lemma 4.1, the proof of our main
results will therefore stand once Lemma 5.1 is verified.
Our treatment of Lemma 5.1 is standard and closely follows the argument
of Birch [1, §5], as revisited in [3, §10]. Thus we shall allow ourselves to be
brief. For q 6 P∆ and a ∈ Z coprime to q, let us put α = a/q + θ for any
α ∈Ma,q. To begin with, the argument of [1, Lemma 5.1] (cf. [3, Eq. (10.5)])
easily gives
S(α, P ) = q−nP nSq(a)I(θP d) +O
(
q|θ|P n+d−1 + qP n−1) , (5.3)
where Sq(a) is given above and we put
I(γ) =
∫
Rn
ω(x)e
(
γF (x)
)
dx
for any γ ∈ R. Recalling that |θ| 6 P−d+∆ and q 6 P∆ on the major arcs,
this implies that
S(α, P ) = q−nP nSq(a)I(θP d) +O(P n−1+2∆).
Noting that the major arcs have measure O(P−d+3∆), it now follows that∫
M
S(α, P )dα = P n−dS(P∆)I(P∆) +O(P n−d−1+5∆), (5.4)
where S(P∆) is given by (5.1), and I(P∆) is given by (5.2).
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Next we claim that
I(γ)≪ min
{
1, |γ|−
n−σ
(d−1)2d−1
+ε
}
. (5.5)
The argument for this is based on [1, Lemma 5.2] (cf. [3, Lemma 24]). The
estimate I(γ) ≪ 1 is trivial. In proving the second estimate we may clearly
assume that |γ| > 1. Taking a = 0 and q = 1 in (5.3), we deduce that
S(α, P ) = P nI(αP d) +O
(
(|α|P d + 1)P n−1),
for any P > 1. On the other hand, assuming that |α| < P− d2 , Lemma 3.3 gives
S(α, P )≪ P n+ε(|α|P d)−
n−σ
(d−1)2d−1 .
Writing αP d = γ, we may combine these estimates to obtain
I(γ)≪ |γ|−
n−σ
(d−1)2d−1P ε + |γ|P−1,
when |γ| < P d2 . Finally we observe that I(γ) is independent of P . Thus we
are free to choose P = |γ|1−
n−σ
(d−1)2d−1 , which thereby establishes (5.5).
Suppose that n− σ > 1
2
(d− 1)2d. It now follows from (5.5) that
I− I(R) =
∫
|γ|>R
I(γ)dγ ≪
∫ ∞
R
min{1, γ−
n−σ
(d−1)2d−1
+ε}dγ
≪ R1−
n−σ
(d−1)2d−1
+ε
.
This shows that I is absolutely convergent for n − σ > 1
2
(d − 1)2d, which is
more than enough for Lemma 5.1.
Next we need to show that
S−S(R)≪ R−η, (5.6)
for some η > 0, provided that for n−σ > 3
4
(d− 1)2d. Assuming this to be the
case for the moment and observing that I(P∆)≪ 1, it follows from (5.4) that∫
M
S(α, P )dα = SP n−dI(P∆) +O
(
P n−d−1+5∆ + P n−d−∆η
)
= SIP n−d
+O
(
P n−d−1+5∆ + P n−d−∆η + P
n−d−∆( n−σ
(d−1)2d−1
−1)+ε)
.
We therefore obtain the statement of Lemma 5.1 by choosing ∆ = 1
6
and
taking ε > 0 to be sufficiently small.
Turning finally to the proof of (5.6), we put
A(q) = q−n
∑
a (mod q)
(a,q)=1
Sq(a).
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This is a multiplicative function of q. It follows from Birch [1, Lemma 5.4]
that
A(pk)≪ pk(1−
n−σ
(d−1)2d−1
)+ε
. (5.7)
When k = 1 we instead call upon the estimate A(p) ≪ p1−n−σ2 . This is es-
tablished by induction on σ, the inductive base σ = 0 being taken care of
by Deligne’s estimate [5]. The general case is reduced to this situation by
appropriate hyperplane sections.
We now establish (5.6) under the assumption that n− σ > 3
4
(d− 1)2d. Let
us write q = uv, where u is the square-free part of q. Then, by multiplicativity,
we have A(u)≪ u1−n−σ2 +ε. Once combined with (5.7), this shows there exists
η > 0 such that ∣∣S−S(R)∣∣≪ ∑
q=uv>R
u1−
n−σ
2
+ε v
1− n−σ
(d−1)2d−1
+ε
≪
∑
q=uv>R
u−2−ηv−
1
2
−2η
≪ R−η
∞∑
u,v=1
u−2v−
1
2
−η,
provided that ε > 0 is taken to be sufficiently small. Since the number of
square-full integers v ∈ (V, 2V ] is O(V 1/2), the sum over v is seen to be con-
vergent, as is the sum over u. The bound recorded in (5.6) therefore follows.
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