Abstract. In the training of the classifier, Android malware detection based on the traditional SVM algorithm often mixed with some feature vector, which increase the burden of the training device and reduce the computational power of the classifier, the actual effect of test and training time is often affected. In order to solve this problem, this paper proposed an Android malware detection technology based on improved SVM algorithm. After the feature vector extraction of normal software and simulated malware, the training sample set is obtained. When training the classifer, the algorithm optimizes and complements the training set to make the training data more reasonable. Experiments show that the Android malware detection system based on improved SVM algorithm is superior to the traditional SVM algorithm in the classification accuracy and detection rate of false positives, and with the increase of the training sample set greatly reduces the training time, this Android malware detection technology is more suitable for Android malware detection environment.
Introduction
According to the Ministry of Industry and Information Technology recently released "Mobile Internet White Paper(2016)" shows that mobile Internet has become the largest information consumer market, only in 2016 China's smart mobile terminal has been reached to 1.13 billion, the Android operating system ratio is up to 78.9%. With the rapid rise of mobile devices, accompanied by intelligent terminal application software App show explosive growth [1] . Mobile App is changing many industries, people spend time in the App has more than the page since 2011, and the momentum diminished. Through the 2016 TOP 10 malicious application, we can see the proportion of illegal applications, advertising push is relatively large, this indicated that malware and other traditional black industry through cooperation has been a new profit space and survival model.
Due to the large number of applications of mobile intelligent terminal application software, the network security events caused by endless stream, mobile intelligent terminal black industry chain continues to develop. According to China Mobile recently provided statistics, China's 5% of smart phones have been infected with malicious code [2] . At present, China's mobile phone virus industry chain annual birth of 1 billion, mobile intelligent terminal has become an important way for lawless elements against the interests of users. In recent years, malicious applications for all types of mobile intelligent terminal are endless, these malicious applications steal the user's sensitive information or destruct the key information and equipment, caused a great threat to people's property security and even personal safety. Urgent need to detect and identify these malicious software [3] , to minimize harm, to ensure that mobile ecological security.
At present, the Android platform as today's most mainstream intelligent terminal platform [4] , which are more vulnerable to attack lawless elements because of open source. While the release of Android APP is lack of strict software review and self-discipline mechanism, make the number of Android platform malicious APP is increasing. Therefore, this paper selected Android platform as a mobile terminal malware detection environment, has a certain degree of universality.
Research on Improvement SVM Classification Algorithm

SVM Algorithm
SVM algorithm is a two-class classification model, its basic model is defined as the linear classifier with the largest interval in feature space. Its learning strategy is to maximize the interval and finally converted into a convex quadratic programming problem. The "Machine" is actually an algorithm, here follows the terminology in the field of machine learning, said classification algorithm for the classification machine. The "support vector" refers to the input that affects the problem of partitioning. The "linear classifier" is that given some data points, which belong to two different classes, and now find a way to divide these data into two categories, this method is called a linear classifier. If x is the data point and y is the category (y can take 1 or -1, representing two different classes), the learning objective of a linear classifier is to find a hyperplane in the n-dimensional data space. The hyperplane equation can be expressed as. (1) When f(x) is equal to 0, x is the point on the hyperplane, where the point where f(x) is greater than 0 corresponds to the data point of y=1, where f (x) is less than 0 corresponds to y=-1 of the points. As shown in Figure 1 . It can be seen from Fig. 1 , the hyperplane that satisfies this classification requirement may not be unique, when the "interval" of the hyperplane is larger from the data point, the greater the degree of confidence in the classification, the purpose of the SVM algorithm is to choose a hyperplane to maximize the interval, which is half of the Gap in Figure 1 .
The Improved SVM Algorithm
According to the principle of SVM algorithm, SVM classifier generally focuses on the boundary part of two feature points. In training classifier, there are some points that are mixed in another kind. These points usually cannot improve the performance of classifier, only can increase the burden of training. It can also cause over learning because of these points existence, and make the classifier classification ability weakened. Based on the above ideas, we propose an improved SVM algorithm, which first optimizes the training set, first pruning the points that only increase the burden on the trainer but do not improve the performance of the classifier. In order to make up for some of the trimmed training data caused by the training set is insufficient, the training set is supplemented, make the training data more reasonable.
Trim the Training Set
This method uses the Euclidean distance as the distance between two feature vectors, ( )
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We find the nearest four points of each point, if there are three points or more compared with the point are alien, then discard the point, on the contrary, retain the point. The aim of this algorithm is to make the points closer to the hyperplane points more valuable. For non-linear datasets, by trimming the training set, reduce the coupling of the points near the hyperplane. In this process, it is necessary to decouple the high coupling properties while maintaining the relatively high point position of the information entropy, since such points represent attributes of high impact on the classification results, such as high-risk data characteristics.
Differential Supplement the Training Set
In order to improve the accuracy of classifier training, we use the difference algorithm to supplement the training set after trimming, it can also make up for the training set may be caused by the lack of training and other issues at the same time. Find the nearest point of Euclidean distance for each point, insert a point at the midpoint of the two points, such as:
The nearest similar point to ( )
,then the inserted point is:
(5) The significance of the differential supplement training set is that the hyperplane segmentation line is not obvious after the trimming training set, that is, the division of the regional data points becomes sparse, resulting in the division effect is not clear enough, so we want to re-line from both sides of the dividing line. In this process, there is no need to worry about the flooding of low information entropy and the impact on high information entropy data, because the trimming process does not eliminate the high information entropy data object, but further decouples the higher coupling feature, and there is no negative effect on the classification result, but the process of classification becomes efficient and reliable.
After the trimming and differential supplementat the training set, we can continue the subsequent testing process, as shown in Figure 2 . 
Experiment Data Analysis Data Set Construction
Reference to the above detection ideas, we select the normal application software and simulate malicious software, construct Android application data set. A different number of sample data is selected as the training set, and the training set is trained by the improved SVM algorithm to form the classifier. The specific application of the Android application data set is shown in the following table: 
Simulation Experiment
The malware detection system uses the improved SVM algorithm and the traditional SVM algorithm respectively. By calculating the accuracy rate ACR, the missing report rate MRR, the false positive rate FPR, and the training time TT, to analyze and compare these two algorithms. In order to facilitate the calculation, here we introduce four parameters, N 1 represents the number that normal samples judged as normal samples, N 2 represents the number that malicious samples judged as normal samples, N 3 represents the number that normal samples judged as malicious samples, N 4 represents the number that malicious samples judged as malicious samples.
The Accuracy Rate (ACR): The training time comparison results shown in Figure 6 .: The data analysis from the above experimental results shows that, 1) Both the traditional SVM algorithm and the improved SVM algorithm show good results in terms of classification accuracy. Both the false positive rate and the missing report rate are within the acceptable range, and with the increase in the number of training sets of samples, the accuracy continues increase.
2) Compared with the traditional SVM algorithm, the improved SVM algorithm is superior to the traditional SVM algorithm in the classification accuracy rate and false positives rate. Because the improved SVM algorithm has a certain degree of trimming the training samples, there is no obvious advantage in the detection of the missing report rate, but within the acceptable range.
3) The improved SVM algorithm is more suitable for lightweight environments for Android malware detection. Under the premise that of ensuring the accuracy rate and false positive rate, the training time is greatly reduced, and decreases with the training sample set increases. It can be seen that the improved SVM algorithm has a better application effect in a large number of Android application detection environment.
Conclusions
Aiming at the phenomenon of malware in Android platform, this paper proposes an Android malware detection technology based on improved SVM algorithm, and uses the idea of machine learning to discriminate malware. First, by analyzing the running state of the malicious program in detail, proposed the feature vector should include the multi-dimensional dynamic behavior attributes such as CPU usage time, memory usage, traffic, power consumption and the number of click touch screen, and give the specific acquisition method of these attributes, these attribute parameters are dimensionally normalized to form the feature vector of the Android application at different moments. Then, the training samples are extracted by the feature vector extraction of the normal software and the simulated malware. When training classifier, we optimize and differential supplement the training set through the improved SVM algorithm. Finally, the dynamic behavior of the tested software is extracted, and the Android malware detection system based on the improved SVM algorithm is used to judge the training software. Experiments show that the malware detection technology based on the improved SVM algorithm is suitable for the Android platform, and has a good performance in the classification accuracy rate, the false positive rate and the training time, which provides a way for Android malware detection. In the next step, we intend to combine the static analysis technique to study the malware detection technology combined with the static behavior analysis.
