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8 On the N-integrality of instanton numbers
Vadim Vologodsky
Abstract
We prove the results announced in [KSV] modulo one general fact
on Voevodsky motives that does not exist in the published literature.
Namely, we assume that the functor of motivic vanishing cycles com-
mutes with the Hodge and l-adic realizations.
Introduction
This paper is a result of a joint work with Maxim Kontsevich and Albert
Schwarz. However, they decided not to sign it in the capacity of authors.
Let π : X → C be a family of Calabi-Yau n-folds over a smooth curve
and let a ∈ C − C be a maximal degeneracy point of π. We assume that
the pair (π : X → C, a) is defined over Z. It is predicted that the power
series expansion for the canonical coordinate on C at the point a has integral
coefficients ([M]). This is a higher-dimensional generalization of the classical
fact that the Fourier coefficients of the j-invariant are integers. This conjec-
ture was checked in a number of cases in [LY]. Another related conjecture
says the instanton numbers nd, defined from the Picard-Fuchs equation, are
integers (see loc. cit.). We do not know how to prove these conjectures.
However, in the present paper we indicate a proof of a weaker statement,
namely, that these numbers belong to the subring Z[N−1] ⊂ Q 1, where N
is an explicitly defined integer. 2
There are two main ingredients in our proof. The first one is the Frobe-
nius action on the p-adic de Rham cohomology. It easy to see, that under our
assumptions, both the coefficients of power series expansion for the canonical
coordinates and the instanton numbers are rational. Thus, to prove the in-
tegrality statement, it will suffice to show that for almost every prime p they
are p-adic integers. To do this we look at the relative de Rham cohomology
of our family over p-adic numbers. Then the Frobenius symmetry or, more
1i.e. nd =
m
Nk
, where m and k are integers.
2For example, for the quintic family [COGP], we can take N = 2× 3× 5.
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precisely, the existence of the Fontaine-Laffaille structure on the cohomology
bundle imply certain strong integrality properties of the parallel sections (i.e.
solutions to the Picard-Fuchs equation ). 3
The second ingredient is the motivic vanishing cycles. Assume, for the
purpose of Introduction, that dimHn(X/C) = n+ 1. Then the limit Hodge
structure of the variation Hn(X/C) is a mixed Hodge-Tate structure. Con-
sider the corresponding period matrix (aij). This is a matrix with highly
transcendental complex coefficients. On the other hand, we consider the
limit Fontaine-Laffaille module and look at the corresponding Frobenius ac-
tion (bij). This is a matrix with p-adic coefficients. To complete the proof of
the integrality statement we need to establish a certain relation between the
superdiagonal entries of the two matrices. Namely, we have to show, that
amm+1 = (2πi)
m−1log c (1)
bmm+1 = ±p
m−1log c1−p
for some rational number c. 4 Standard conjectures on motives imply the
existence of a mixed Artin-Tate motive T over Q whose Hodge and p-adic
realizations are the limit Hodge and Fontaine-Laffaille structure correspond-
ingly. This yields a certain explicit relation between all the coefficients of
matrices (aij) and (bij) and, in particular, formula (1). Unfortunately, the
motivic conjectures needed to justify this argument are very far from be-
ing proved. However, we construct in Section 4 a 1-motive Mt,n(XQ) that
should be thought of as the maximal 1-motive quotient of T ∗ and then use
it to prove (1).
Still, at one point we have to rely on a general fact that has not yet
appeared in the published literature. Namely, we have to assume the com-
patibility of Ayoub’s motivic vanishing cycles functor with the Hodge and
l-adic realization functors. Although not published the required compati-
bility is known to experts [A2], [BOV] and hopefully this piece of a general
theory will be written in a matter of time.
The paper is organized as follows. Section 1 contains statements of the
results. In Section 2 we recall some well known facts on vector bundles with
logarithmic connection, variations of Hodge structure, and give an interpre-
tation of the canonical coordinate as an extension class of certain variations
3The idea to use the Frobenius action is due, in a slightly different setting, to Jan
Stienstra [Sti].
4Logarithmic functions in these formulas have different meanings: in the first formula
log is the the usual complex-valued function while in the second formula log takes p-adic
values.
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of Hodge structure. In Section 3 we define, using p-adic Hodge Theory,
a p-adic analog of the canonical coordinate and Yukawa coupling (for 1-
parameter families of Calabi-Yau varieties over Zp) and prove, using Dwork’s
Lemma, the (p-adic) integrality statements for these objects. Finally, in the
last section (the most technical one) we show for families over Z that the
two constructions (complex and p-adic) give the same functions. 5 To do
this we give a third geometric definition (i.e. which makes sense over any
ground field) of the canonical coordinate. The construction is based on the
notion of motivic nearby cycles (due to Ayoub [A1]) and uses the language
of Voevodsky motives.
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1 Terminology and statements of the results
1.1. Definition of the canonical coordinate. The following con-
struction is due to Morrison [M]. Let π : X → C be a family of Calabi-Yau
varieties of dimension n over a smooth curve over C. This means that locally
on C the relative canonical bundle ΩnX/C is trivial. Assume that C is embed-
ded into a larger smooth curve C ⊃ C and a ∈ C − C is a boundary point.
The point a is called a maximal degeneracy point if the monodromy operator
M : Hn(Xa′ ,Q) → Hn(Xa′ ,Q), corresponding to a small loop around a is
unipotent and (M − Id)n 6= 0.
Remark. It is known that for any smooth proper family π : X → C
with a unipotent monodromy, (M − Id)n+1 = 0.
From now on we will assume that a is a maximal degeneracy point. Set
NB = logM . The following remarkable result was derived by Morrison from
5This amounts to proving relation (1).
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the very basic properties of the limit Hodge structure 6.
Lemma 1 ([M], Lemma 1.) dimQImN
n
B = 1 and dimQImN
n−1
B = 2.
Denote by TZ the local system over a punctured neighborhood D
∗ of
a, whose fiber over a point a′ ∈ C is Im(Hn(Xa′ ,Z) → Hn(Xa′ ,Q)). Let
δ1, δ2 be a basis for ImN
n−1
B ∩ (TZ)a′ such that δ1 generates ImN
n
B ∩ (TZ)a′
and such that NB(δ2) is a positive multiple of δ1. We may view δ1 as a
section of TZ over D
∗ and δ2 as a section of the quotient TZ/Zδ1. Choose a
non-vanishing section ω of π∗Ω
n
X/C over D
∗. We then see that
q = exp(2πi
∫
δ2
ω∫
δ1
ω
) (2)
is a well defined function on a punctured neighborhood D∗ and that q does
not depend on the choice of δi and ω we made. Moreover, the function q
extends to a and ordaq = k, where k is defined from the equation NB(δ2) =
kδ1.
7 We shall say the Betti monodromy of the family X → C is small if
k = 1. In this case, the function q is called the canonical (local) coordinate
on C.
1.2. Yukawa function. Denote by
H = (HZ = Im(R
nπ∗Z→ R
nπ∗Q), F
n ⊂ Fn−1 ⊂ · · · ⊂ F0 = HZ ⊗OD∗)
the variation of Hodge structure associated to π : X → C. The Kodaira-
Spencer operator
∇ : Fp/Fp+1 → Fp−1/Fp ⊗ Ω1D∗
extends to a homomorphism of graded algebras
S·TD∗ → EndOD∗ (
⊕
p
Fp/Fp+1).
Specializing, we get a morphism
κ : SnTD∗ → HomOD∗ (F
n,F0/F1) ≃ (Fn ⊗Fn)∗. (3)
6The proof is reproduced in 2.2.
7 The nontrivial part is to show that
R
δ1
ω does not vanish on a sufficiently small D∗
and that that q has regular singularity at a. This is another corollary of the existence of
the limit Hodge structure. See 2.2.
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The line bundle Fn⊗Fn is naturally trivialized over D∗. To see this, denote
by ω ∈ Fn the differential form such that∫
δ1
ω = (2πi)n.
The section ω⊗ω ∈ Fn⊗Fn defines the desired trivialization. 8 Define the
Yukawa function on D∗ to be
Y = κ((q
d
dq
)n) · (ω ⊗ ω).
One can check that Y extends to D.9
1.3. Statement of main results. Let S = specZ[N−1] be an open
subscheme of specZ, CS a smooth curve over S, and let a : S →֒ CS be a
section. Denote by t a local coordinate on a open neighborhood of a such
that t(a) = 0. Let π : XS → CS = CS − a be a smooth proper family of
Calabi-Yau schemes. We will make the following assumptions:
i) aC is the maximal degeneracy point of the complex family XC → CC
ii) π : XS → CS extends to a semi-stable morphism π : XS → CS
10
iii) All primes p ≤ dimXC are invertible on Z[N
−1]
iv) The Betti monodromy of the family XC → CC is small ( see 1.1 ).
Theorem 2 Assume that q′(0) is a rational number . Then
q(t) ∈ (Z[N−1]((t)))∗.
Remark: We shall see in Section 4.5 that, for any family XQ → CQ over
Q with a maximal degeneracy point at a ∈ CQ(Q), q
′(t)r ∈ Q((t)), for some
integer r.
For the next result we assume that dimXC = 4 (i.e. XC → CC is a
family of threefolds) and 11
rkH3DR(XC/CC) = 4. (4)
8The cycle δ1 is defined up to sign. But the trivialization of F
n ⊗ Fn is independent
of this choice.
9This is a corollary of a result of Schmid, which says that the Hodge filtration extends
to Deligne’s canonical extension of the underlying vector bundle. (See also 2.1).
10 i.e. locally for the etale topology π : XS → CS is isomorphic to
specZ[t, x1, · · ·xn]/(x1 · · ·xr − t)→ specZ[t], where r ≤ n .
11Observe that dimension of the space of first order deformations of a Calabi-Yau n-fold
Y is equal to dimH1(Y, TY ) = dimH
n−1(Y,Ω1). Thus the condition (4) implies that
π : XC → CC induces a dominant map from CC to an irreducible component of the moduli
space of Calabi-Yau threefolds. The case of a higher dimensional component in the moduli
space of Calabi-Yau threefolds will be considered elsewhere (also see [KSV], Section 3).
5
We also assume that q′(0) is a rational number.
Theorem 3 One has
Y (q) = n0 +
∞∑
d=1
ndd
3 q
d
1− qd
, (5)
where ni ∈ Z[N
−1]. 12
2 Hodge Theory
2.1. Logarithmic De Rham cohomology. We will need the following
construction from [Ste]. Let π : XS → CS be a semi-stable morphism.
YS = XS ×CS S →֒ XS ←֓ XSy
ypi
ypi
S
a
→֒ CS ←֓ CS
We then consider the relative logarithmic De Rham complex (Ω∗
XS/CS
(log YS), d)
on XS defined as follows. Let Ω
i
XS
(log YS) be the sheaf of differential
forms with logarithmic singularities along YS, and let Ω
∗
XS/CS
(log YS) be
the quotient of the sheaf of algebras Ω∗
XS
(log YS) by the ideal generated
by π∗η, η ∈ Ω1
CS
(log S). One immediately sees that Ω∗
XS/CS
(log YS) is
a locally free sheaf of OXS -modules and that the exterior differential d :
Ωi
XS
(log YS) → Ω
i+1
XS
(log YS) descends to Ω
∗
XS/CS
(log YS) . We then define
the logarithmic De Rham cohomology by
H ilog(XS/CS) = R
iπ∗(Ω
∗
XS/CS
(log YS), d).
H ilog(XS/CS) is a coherent sheaf on CS equipped with a logarithmic con-
nection:
∇ : H ilog(XS/CS)→ H
i
log(XS/CS)⊗ Ω
1
CS
(log S).
Assume that all primes p ≤ n = dim CSXS are invertible in Z[N
−1]. Then
i) the coherent sheaf H ilog(XS/CS) is locally isomorphic to a direct sum
of the sheaves OCS , OCS/p
e. In particular, the quotient of H ilog(XS/CS)
12One readily sees that any power series Y (q) ∈ C[[q]] can be written in the form (5),
with nd ∈ C. Thus the content of the theorem is the integrality property of the numbers.
These are the instanton numbers the title of our paper refers to.
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modulo torsion is locally free.
ii) the Hodge spectral sequence (i.e. the spectral sequence associated to
the stupid filtration on (Ω∗
XS/CS
(log YS), d)) degenerates in the first term.
Moreover the induced filtration F
·
⊂ H ilog(XS/CS) splits (in the category
of OCS -modules) locally on CS . In particular, R
0π∗(Ω
i
XS/CS
(log YS)) is a
locally free OCS -module.
iii) the residue of the connection
NDR = Res∇ : a
∗H ilog(XS/CS)→ a
∗H ilog(XS/CS)
is nilpotent. In particular, H ilog(XQ/CQ) is the Deligne canonical extension
of the vector bundle H iDR(XQ/CQ) equipped with the Gauss-Manin connec-
tion.
iv) there is a canonical pairing
< ·, · >DR: H
i
log(XS/CS)⊗H
2n−i
log (XS/CS)→ H
2n
log(XS/CS) ≃ OCS (6)
The induced pairing on the quotient of H∗log(XS/CS) modulo torsion is per-
fect.
Over C these facts are proven in [Ste]; the integral version is contained in
[Fa] (Theorems 2.1 and 6.2).
The De Rham isomorphism
H iDR(XC/CC) ≃ R
iπanC∗Z⊗Z OCC
and a choice of a local coordinate t on CC yield an integral structure (of a
topological nature) on the vector space a∗CH
i
log(XC/CC):
a∗CH
i
log(XC/CC) ≃ Ψ
an,un
t (R
iπanC∗Z)⊗Z C (7)
To see this, let Log∞ = OC∗ [log t] be the universal unipotent local system
on C∗ and let Log
∞
= OC[log t] be the Deligne extension of Log
∞ to C. Let
us view Log∞ as a subsheaf of the direct image (exp)∗OC of the structure
sheaf on the universal cover exp : C→ C∗. Define a Z-lattice Log∞Z ⊂ Log
∞
to be (exp)∗Z ∩ Log
∞. We have then
Log∞Z ⊗OC∗ ≃ Log
∞.
Let aC ∈ D ⊂ CC(C) be a disk such that the map t : D →֒ C defined by the
coordinate is an embedding. Given a Z-local system HZ over D
∗ we define
the space of unipotent vanishing cycles by
Ψan,unt (HZ) := H
0(D∗,HZ ⊗ (t|D∗)
∗Log∞Z ).
13
13This definition is borrowed from [B].
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Assume that HZ is unipotent and denote by H the Deligne extension of
H = HZ ⊗OD∗ to D. We shall define a canonical isomorphism:
a∗CH ≃ Ψ
an,un
t (HZ)⊗Z C. (8)
This will induce (7). To construct (8) observe that for any vector bundle E
over D with a logarithmic nilpotent connection (i.e. a logarithmic connection
such that NDR is nilpotent) we have
(E|D∗)
∇ ≃←− E∇
≃
−→ (a∗CE)
NDR=0. (9)
We apply (9) to the ind-object H ⊗ t∗(Log
∞
) and use a canonical isomor-
phism
(a∗CH⊗ a
∗
Ct
∗(Log
∞
))NDR=0 ≃ a∗CH,
which takes an element v⊗ logkt ∈ (a∗CH⊗ a
∗
Ct
∗(Log
∞
))NDR=0 to v if k = 0
and to 0 otherwise.
Denote by
NB : Ψ
an,un
t (R
iπanC∗Z)⊗Z Q→ Ψ
an,un
t (R
iπanC∗Z)⊗Z Q
the logarithm of the monodromy operator and by
< ·, · >B : Ψ
an,un
t (R
iπanC∗Z)⊗Ψ
an,un
t (R
2n−iπanC∗Z)→ Z
the pairing induced by the Poincare duality. We then have
NB = −2πiNDR , < ·, · >B= (2πi)
n < ·, · >DR .
2.2. A variation of mixed Hodge structure. Let πC : XC → CC be
a smooth family of Calabi-Yau schemes with a maximal degeneracy point at
aC ∈ CC and let πC : XC → CC be a semi-stable morphism which extends
πC. Set
H = Hnlog(XC/CC) , HZ = Im(R
nπC∗Z→ R
nπC∗Q).
Denote by W·Ψ
an,un
t (HZ) ⊂ Ψ
an,un
t (HZ) the monodromy filtration.
14 We
then consider the limit Hodge structure
ΨHodge,unt (H) = (W·Ψ
an,un
t (HZ) ⊂ Ψ
an,un
t (HZ) , a
∗
CF
·
⊂ a∗CH).
14By definition, this is a unique filtration such that the quotients
Ψan,unt (HZ)/W·Ψ
an,un
t (HZ) are torsion free, NB(WiΨ
an,un
t (HZ)) ⊂ Wi−2Ψ
an,un
t (HZ) ⊗ Q
and N iB : Gr
n+i
W Ψ
an,un
t (HZ)⊗Q ≃ Gr
n−i
W Ψ
an,un
t (HZ)⊗Q.
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Since F
n+1
= 0, we have
W−1Ψ
an,un
t (HZ) = 0 , W2nΨ
an,un
t (HZ) = Ψ
an,un
t (HZ)
ImNnB =W0Ψ
an,un
t (HZ)⊗Q.
Furthermore, since rkF
n
= rkF
0
/F
1
= 1 and ImNnB 6= 0 we must have
rkW0Ψ
an,un
t (HZ) = rkW1Ψ
an,un
t (HZ) = 1.
It follows that the map
Nn−1B : Ψ
an,un
t (HZ)→ ImN
n−1
B /ImN
n
B
factors through the quotient Ψan,unt (HZ)/W2n−1Ψ
an,un
t (HZ) of rank 1. In
particular, dim ImNn−1B = 2.
Note that for any monodromy invariant lattice PZ ⊂ Ψ
an,un
t (HZ) there
is a unique local system PZ ⊂ HZ over a punctured disk D
∗ ⊂ CC such that
Ψan,unt (PZ) = PZ. We apply this remark to LZ = ImN
n−1
B ∩Ψ
an,un
t (HZ) and
to W·Ψ
an,un
t (HZ). Call the corresponding local systems by LZ and W·HZ.
We claim that
LHodge = (W·LZ , F
·L),
where W−1LZ = 0, W0LZ = W1LZ = W0HZ, W2LZ = LZ and F
2L = 0,
F1L = F1 ∩ L, F0L = L = LZ ⊗OD∗ , is an admissible variation of mixed
Hodge structure over a sufficiently small punctured disk D∗.15 Indeed, over
a small disk we have W0H⊕F
1
= H. The claim follows.
Thus we get a class
[LHodge] ∈ Ext1VMHS(L
Hodge/W0L
Hodge,W0L
Hodge)
≃ Ext1VMHS(Z(−1),Z(0)) ⊗HomZ(LZ/W0Ψ
an,un
t (HZ),W0Ψ
an,un
t (HZ)).
Define
qC ∈ Ext
1
VMHS(Z(−1),Z(0)) ⊗Q (10)
to be the composition of [LHodge] with
N−1B :W0Ψ
an,un
t (HZ)⊗Q→ LZ/W0Ψ
an,un
t (HZ)⊗Q.
If the monodromy is small i.e. that the map NB : LZ/W0Ψ
an,un
t (HZ) →
W0Ψ
an,un
t (HZ) is an isomorphism, the class qC lifts canonically to
q˜C ∈ Ext
1
VMHS(Z(−1),Z(0)).
15Recall that a variation of mixed Hodge structure (W·LZ ⊂ LZ , F
·L ⊂ L) over D∗ is
called admissible if the Hodge filtration F · extends to the Deligne extension L of L.
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Recall that the group Ext1VMHS(Z(−1),Z(0)) of admissible extensions is
canonically identified with the group of invertible functions on D∗ with a
regular singularity at the origin. The following lemma immediately follows
from the construction.
Lemma 4 The class q˜C is equal to the canonical coordinate q.
We shall compute the logarithmic derivative
qC ∈ (C((t)))
∗ ⊗Q
d log
−→ C[[t]]
dt
t
.
Let e0 be a nonzero parallel section of W0L. Then there exists a unique
section e1 of F1L such that the projection of e1 to L/W0L is parallel and
−
1
2πi
NB(e
1(aC)) = NDR(e
1(aC)) = e
0(aC).
We have then
∇e1 = e0 ⊗ d logqC. (11)
Assume that we are in the situation of 1.3. It follows then that
logqC ∈ (1 + tQ[[t]])
dt
t
.
Indeed, we can normalize e0 such that e0(aQ) ∈ a
∗
QH
n
log(XQ/CQ). Then
e0, e1 ∈ Hnlog(XQ/CQ), and we are done by (11).
3 p-adic Hodge Theory
3.1. Fontaine-Laffaille modules. Fontaine-Laffaile modules over a scheme
is a p-adic analog of variations of Hodge structure. Below we recall this no-
tion in the special case of torsion free modules over a punctured disk. This
is sufficient for our applications. 16 The general definition can be found in
[Fa].
Let (D, a) be a formal disk over Zp with a point a : specZp →֒ D.
We view (D, a) as a logarithmic scheme (see [Il]). A logarithmic morphism
G : (D, a)→ (D′, a′) is morphism such that the scheme theoretical preimage
of the section a′ is supported on a i.e. G∗(t) = t′nf(t′), where t and t′ are
coordinates on D and D′ respectively, such that t(a) = t′(a′) = 0, and f is
16Except for the last section where we need the category of all Fontaine-Laffaille modules
over a point.
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an invertible function on D′. Denote by Ω1(log) the space of 1-forms on D
with logarithmic singularities at a.
Let E be a vector bundle over D with a logarithmic connection ∇ :
E → E ⊗ Ω1(log). For any logarithmic morphism G : (D′, a′) → (D, a),
G∗E is endowed with the induced logarithmic connection. Moreover, if two
logarithmic morphisms G and G′ are equal modulo p we have a canonical
parallel isomorphism
θ : G∗E ≃ G′∗E . (12)
In coordinates θ : E ⊗G Zp[[t
′]]→ E ⊗G′ Zp[[t
′]] is given by Taylor’s formula
θ(e⊗ 1) =
∞∑
i=0
(∇δ)
ie⊗
(log(G∗(t)/G′∗(t)))i
i!
,
where δ = td/dt is the vector field. One readily checks that (log(G
∗(t)/G′∗(t)))i
i! ∈
Zp[[t]] and that the series converges.
Let F˜ : (D, a) → (D, a) be a logarithmic lifting of the Frobenius mor-
phism (i.e. F˜ ∗(t) = tp(1 + ph(t)), where h(t) ∈ Zp[[t]] ). A (torsion free)
Fontaine-Laffaille module over the logarithmic disk (D, a) amounts to the
following data:
i) a vector bundle E over D with a filtration by sub-bundles
0 = F
p−1
⊂ F
p−2
⊂ · · · ⊂ F
0
= E ,
ii) a logarithmic connection ∇ : E → E ⊗ Ω1(log) satisfying the Griffiths
transversality condition: ∇(F
i
) ⊂ F
i−1
⊗ Ω1(log),
iii) a parallel morphism (“Frobenius”)
φ : F˜ ∗E → E
with the following properties
φ(F˜ ∗F
i
) ⊂ piE
and ∑
i
p−iφ(F˜ ∗F
i
) = E .
Remark. The definition we gave above depends on the choice of a lifting
F˜ . Still, the categories corresponding to different liftings are canonically
equivalent. To see this let F˜ ′ be another logarithmic lifting. By (12) there
is a canonical parallel isomorphism
θ : F˜ ∗E ≃ F˜ ′∗E .
11
The functor, that provides the equivalence, takes (E ,F
i
,∇) to the same
objects and sends φ to φθ−1. The Griffiths transversality condition implies
that
θ−1F˜ ′∗F
k
⊂
∑
i≥0
pi
i!
F˜ ∗F
k−i
⊂ F˜ ∗E .
Thus, thanks to the assumption on the range of the Hodge filtration ( F
p−1
=
0 and F
0
= E), (E ,F
i
,∇, φθ−1) satisfies the requirements in iii). Denote
the category of Fontaine-Laffaille modules over (D, a) by MF[0,p−2](D
∗). A
similar construction is used to define the pullback functor
G∗ : MF[0,p−2](D
∗)→MF[0,p−2](D
′∗), (13)
for a logarithmic morphism G : (D′, a′)→ (D, a).
3.2. Dwork’s Lemma. Denote by Zp(−k), (k ≥ 0), the constant
variation: E = O, F
k
= E , F
k+1
= 0, φ = pkId. Let O(D∗) be the space of
functions on the punctured disk (i.e. O(D∗) = Zp((t))).
Lemma 5 The group Ext1MF[0,p−2](D∗)(Zp(−1),Zp(0)) is canonically isomor-
phic (i.e. the isomorphism does not depend on the lifting F˜ ) to p-adic com-
pletion of the group O∗(D∗):
Oˆ∗(D∗) := lim
←−
O∗(D∗)/(O∗(D∗))p
i ∼
→ Ext1(Zp(−1),Zp(0)). (14)
Proof: Let t be a coordinate on D, and let F˜ : D → D send t to tp. Consider
an extension (E ,F
i
, φ):
0→ Zp(0)→ E → Zp(−1)→ 0
Note that F
0
= E ,F
2
= 0, and that last map in the exact sequence defines
an isomorphism F
1
≃ OD. Let e1 ∈ F
1
be the preimage of 1 under the
above isomorphism, and let e0 ∈ E be the image of 1 under the first map in
the exact sequence. Then e0, e1 form a basis for E . We have:
∇e0 = 0,∇e1 = e0 ⊗ ω
φ(F˜ ∗(e0)) = e0, φ(F˜
∗(e1)) = pe1 + phe0,
for some ω ∈ Ω1(log) and h ∈ O(D). Since φ is parallel, φ∇ = ∇φ. This
amounts to the following equation
1/pF˜ ∗ω − ω = dh.
12
Thus the set of extensions is in a bijection with the set of pairs (ω, h) sat-
isfying the above equation. One can easily see that the above bijection is
compatible with the group structure 17 Define a homomorphism
O∗(D∗)→ Ext1MF[0,p−2](D∗)(Zp(−1),Zp(0)). (15)
sending an invertible function q to the pair (d logq, 1p log
F˜ ∗q
qp ). One readily
sees that (15) extends to the p-adic completion of O∗(D∗). This is the map in
(14). The injectivity of (14) is clear from the definition and the surjectivity is
the content of the Dwork’s lemma 18. Let us check that (14) is independent
of the choice of the coordinate. Indeed, let t′ be another coordinate and let
F˜ ′ be the corresponding lifting of the Frobenius. The isomorphism (12):
θ : F˜ ∗E ≃ F˜ ′∗E
takes F˜ ∗(e0) to F˜
′∗(e0) and F˜
∗(e1) to
∞∑
i=0
(log(F˜ ∗(t)/F˜ ′∗(t)))i
i!
F˜ ′∗((∇δ)
ie1) = F˜
′∗e1 + log
F˜ ∗(q)
F˜ ′∗(q)
e0.
19
The claim follows.
3.3. Limit Fontaine-Laffaille module. Let t be a coordinate, F˜ the
corresponding lifting of the Frobenius, and let (E ,F
·
,∇, φ) ∈MF[0,p−2](D
∗)
be a Fontaine-Laffaille module. We define
ΨFLt ((E ,F
·
,∇, φ)) = (E = a∗E , F · = a∗F
·
, φa).
ΨFLt ((E ,F
·
,∇, φ)) is a Fontaine-Laffaille module over the point. The residue
of ∇ is a morphism of Fontaine-Laffaille modules:
NDR = Res∇ : Ψ
FL
t ((E ,F
·
,∇, φ))→ ΨFLt ((E ,F
·
,∇, φ))(−1).
In particular,
NDRφa = pφaNDR. (16)
17The group structure on the set of pairs (ω,h) is defined by the formula (ω, h)+(ω′, h′) =
(ω + ω′, h+ h′).
18 The Dwork’s lemma is the following statement:
Let ω ∈ Ω1log = Zp[[t]]
dt
t
with Res0ω ∈ Z. The following two conditions are equivalent:
i)1/pF˜ ∗ω − ω = dh, for some h ∈ Zp[[t]]
ii) ω = d logq, for some q ∈ O∗(D∗) .
19The last equality follows from the multiplicative version of Taylor’s formula f(eba) =
(exp(bδ)(f))(a) = f(a) + δf(a)b+ δ
2f(a)
2!
b2 + · · · .
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Remark. The functor ΨFLt depends on the choice of a coordinate t. If
t′ = bt+ · · · , b ∈ Z∗p is another coordinate we have
ΨFLt′ ((E ,F
·
,∇, φθ−1)) ≃ (E,F ·, φaexp(NDRlog b
p−1)).
In particular, ΨFLt does not get changed if we replace t by t
′ with the same
derivative.
3.4. p-adic canonical coordinate. Let π : X → D be a proper semi-
stable morphism. For any k < p−1, Faltings constructed in [Fa] a Fontaine-
Laffaille structure on the logarithmic De Rham cohomology Hklog(X/D). In
the rest of this section we assume that n := dimDX < p − 1, and let E :=
Hnlog(X/D)/p − torsion ∈ MF[0,p−2](D
∗). The cup product Hnlog(X/D) ⊗
Hnlog(X/D)→ H
2n
log(X/D) ≃ Zp(−n) induces a perfect paring
< ·, · >DR: E ⊗ E → Zp(−n). (17)
In particular,
< φ(F˜ ∗v), φ(F˜ ∗u) >DR= p
n < v, u >DR . (18)
Assume that X is a Calabi-Yau scheme over D∗ and that a is the maximal
degeneracy point. That means, by definition, that dimFn ⊗ Q = 1 and
the operator NnDR : E → E is not equal to 0. Assume, in addition, that
π : X → D extends to a semi-stable scheme over a curve. We have then
rk ImNnDR = 1 , rk ImN
n−1
DR = 2. (19)
This follows from Lemma 1 and ”the Lefschetz principle”.
Lemma 6 The Frobenius operator φa restricted to ImN
n
DR is equal to ±Id.
Proof: The lemma follows immediately from (16) and (18).
The above lemma implies the existence of a parallel section of E . Namely
we have the following result.
Lemma 7 Let E be a vector bundle over D with a logarithmic connection
and φ : F˜ ∗E → E be a parallel morphism. For any element w ∈ E such that
φa(w) = ±w there exists a unique parallel section s of E with s(a) = w. The
section s satisfies the property φ(F˜ ∗s) = ±s.
14
Proof: The uniqueness part is clear. To prove the existence we start with
any section s′ of E with s′(a) = w and consider the sections s′k = (φF˜
∗)2k(s′).
It is easy to see that ∇s′k ∈ p
2kE ⊗Ω1(log) and that s′k(a) = w. This implies
that the limit
s = lim
−→
s′k
exists and satisfies all the required properties.
The nilpotent operator NDR : E → E gives rise to a canonical filtration
W0 = W1 ⊂ W2 ⊂ · · · ⊂ W2n = E by Fontaine-Laffaille submodules. It is
a unique filtration with torsion free quotients Wi+1/Wi such that W· ⊗ Qp
is the monodromy filtration on E ⊗ Qp. The Frobenius φ preserves the
filtration W· and NDR(Wi) ⊂Wi−2. Let L
FL := ImNn−1DR ⊗Qp ∩E. This is
a Fontaine-Laffaille submodule of E. It follows from (6) that the eigenvalue
of φ on W0 (resp. L
FL/W0 ) is equal to ±1 (resp. ±p). Lemma (7) implies
that the inclusion W0 →֒ E extends uniquely to a parallel morphism W0 :=
W0 ⊗Zp OD →֒ E . Note that the projection W0 →֒ E → F
0
/F
1
is an
isomorphism. Thus the Frobenius φ : F˜ ∗(E/W0) → E/W0 is divisible by p.
Applying (7) again to φp : F˜
∗(E/W0)→ E/W0 we conclude that the inclusion
LFL/W0 →֒ E/W0 extends uniquely to a parallel morphism L
FL/W0 ⊗Zp
OD →֒ E/W0. Finally, let L
FL ⊂ E be the preimage of LFL/W0 ⊗Zp OD in
E . By construction, LFL is a unique Fontaine-Laffaille submodule of E with
ΨFLt (L
FL) = LFL. Thus we get a canonical class
[LFL] ∈ Ext1MF[0,p−2](D∗)(L
FL/W0,W0) ≃
Ext1MF[0,p−2](D∗)(Zp(−1),Zp(0))⊗HomZp(L
FL/W0,W0).
Composing this with N−1DR ∈ Hom(W0 ⊗ Qp, L
FL/W0 ⊗ Qp) we get the ”p-
adic canonical coordinate”:
qZp ∈ Ext
1
MF[0,p−2](D∗)
(Zp(−1),Zp(0)) ⊗Zp Qp ≃ Oˆ
∗(D∗)⊗Zp Qp. (20)
Observe that the order
ord : Oˆ∗(D∗)⊗Zp Qp → Qp
of qZp is equal to 1. In particular, qZp ∈ O
∗(D)⊗Z Q.
Let e0 be a nonzero parallel section of W0 ⊗ Qp and let e
1 be a section
of (F
1
∩LFL)⊗Qp whose projection to (L
FL/W0)⊗Qp is parallel and such
that NDR(e
1(a)) = e0(a). We then have
∇e1 = e0 ⊗ d logqZp . (21)
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We shall the p-adic monodromy is small, if the operatorNDR : L
FL/W0 →
W0 is an isomorphism. If this is the case, one has
qZp ∈ O
∗(D∗)/µp−1 ⊂ Oˆ
∗(D∗)⊗Qp. (22)
3.5. p-adic Yukawa map. In this subsection we assume that the p-
adic monodromy is small. Denote by q ∈ OD the p-adic canonical coordinate
(defined up to a (p-1)th root of unity). Let
SnTD,log → HomOD(F
n
,F
0
/F
1
) ≃ (F
n
⊗F
n
)∗ (23)
be the Kodaira-Spenser morphism. Here TD,log denotes the sheaf dual to
Ω1(log) i.e. the sheaf of vector fields onD vanishing at a. Choose a generator
e0 of W∇0 and let e0 ∈ F
n
be a section with (e0, e0) = 1
20. Applying (23)
to (q ddq )
⊗n and pairing the result with e0 ⊗ e0 we obtain the p-adic Yukawa
function Y ∈ OD. Observe that Y (q) is well defined up to multiplication by
a constant in Z∗p.
Proposition 8 Assume that n = 3 and that rk E = 4. Then
Y (q) = n0 +
∞∑
d=1
ndd
3 q
d
1− qd
,
where nd ∈ Zp.
Proof: We shall use the following elementary result:
Lemma 9 ([KSV]. Lemma 2.) Assume that a formal power series Y (q) ∈
Zp[[q]] is written in the form
Y (q) =
∞∑
d=1
ndd
3 q
d
1− qd
.
Then nd ∈ Zp if and only if Y (q)−Y (q
p) = δ3(ψ(q)), for some ψ(q) ∈ Zp[[q]].
Here δ = q ddq .
Lemma 10 The monodromy filtration W0 =W1 ⊂W2 =W3 ⊂W4 =W5 ⊂
W6 = E, extends to a filtration Wi ⊂ E by Fontaine-Laffaille submodules
such that either W2i/W2i−2 ≃ Zp(−i), for all 0 ≤ i ≤ 3, or W2i/W2i−2 ≃
ǫZp(−i). Here ǫZp(−i) denotes the constant Fontaine-Laffaille module with
F
i
= OD, F
i+1
= 0, φ = −piId.
20The paring W0 ⊗ F
n
→ OD is perfect. For the projection W0 →֒ E → F
0
/F
1
is an
isomorphism.
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Proof: Our assumptions imply that rkW2i/W2i−2 = 1, for 0 ≤ i ≤ 3. Thus,
by Lemma 6 and (16), the operator φ acts on W2i/W2i−2 as ±p
iId.
We prove by induction on i that W2i ⊂ E extends to a subbundleW2i of
E preserved by the connection and that F
i+1
⊕W2i = E . Indeed, for i = −1,
there is nothing to prove. Assume that we know the result for i = k. Then
(E/W2k = (F
k+1
+W2k)/W2k ⊃ · · · ⊃ (F
3
+W2k)/W2k, φ,∇) is a Fontaine-
Laffaille module. Applying Lemma 7 to E/W2k ⊗ Zp(k + 1) we see that
W2k+2/W2k ⊂ E/W2k extends to a subbundle of W2k+2/W2k ⊂ E/W2k. It
remains to show thatW2k+2/W2k⊕(F
k+2
+W2k)/W2k = E/W2k. We will be
done if we prove that this is true over the closed point ofD i.e. (W2k+2/W2k⊕
(F k+2 + W2k)/W2k) ⊗ Fp = (E/W2k) ⊗ Fp. Indeed, the operator p
−k−1φ
induces an action on (E/W2k)⊗ Fp which is 0 on ((F
k+2 +W2k)/W2k)⊗ Fp
and invertible on (W2k+2/W2k)⊗ Fp. The claim follows.
For the rest of the proof we assume that φ acts on W0 as +Id. The other
alternative is considered in a similar way.
By the definition of the canonical coordinate q we can find sections e0 ∈
W0, e
1 ∈ F
1
∩W2 such that
∇δe
0 = 0, φe0 = e0, ∇δe
1 = e0, φe1 = pe1,
and such that e0, e1 generateW2. Next, it follows from Lemma 10 that there
exist unique e1 ∈ F
2
∩W4, e0 ∈ F
3
such that
(e0, e0) = 1, (e
1, e1) = −1
Observe that ei, ei generate E . Thanks to the self-duality condition (17) we
have
∇δe1 = Y (q)e
1, ∇δe0 = e1
φe1 = p
2(e1 +m23(q)e
1 +m13(q)e
0), φe0 = p
3(e0 −m13(q)e
1 +m14(q)e
0),
where Y (q) is the Yukawa function. Finally, the relation ∇δφ = pφ∇δ
amounts to
Y (q)− Y (qp) = δ(m23), m23 = −δ(m13), δ(m14) = 2m13.
Thus
Y (qp)− Y (q) =
1
2
δ3m14,
and we are done by Lemma 9.
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4 Comparison
4.1. Plan of the proofs of Theorems 2 and 3.
Let π : XS → CS be a semi-stable morphism satisfying the conditions i)
- iii) from Section 1.3. Denote by qC ∈ (C((t)))
∗⊗ZQ the complex canonical
coordinate (10) and by qZp ∈ (Zp((t)))
∗ ⊗Z Q the p-adic one (20).
Proposition 11 a) For every prime prime p such that (p,N) = 1, we have
qC = qZp ∈ (Q((t)))
∗ ⊗Q.
b) Assume that the Betti monodromy of the family XS → CS is small (see
1.1 ). Then, for every prime p with (p,N) = 1, the p-adic monodromy is
also small (see 3.4 ).
c) Let ω be a nonvanishing section of the line bundle F
n
= π∗Ω
n
XS/CS
(log YS)
over an open neighborhood of the subscheme a : S →֒ CS. Then
(
1
(2πi)n
∫
δ1
ω)2 ∈ (Z[N−1][[t]])∗.
In the remaining part of this section we complete the proofs of Theorems
2 and 3 assuming Proposition 11. A proof of the proposition (which is the
hardest technical part of the argument) is given in Sections 4.2-4.5.
Proof of Theorem 2. Since q′(0) ∈ Q∗ and d log q(t) ∈ Q[[t]]dtt the
coefficients of q(t) are rational numbers. On the other hand, parts a) and
b) of Proposition 11 together with formula (22) show that, for every prime
p such that (p,N) = 1,
q(t) ∈ (Zp((t)))
∗ ∩ (Q((t)))∗ ⊂ (Qp((t)))
∗.
This completes the proof.
Proof of Theorem 3. Let ω×ω be a local section of π∗Ω
n
XC/CC
(log YC)⊗
π∗Ω
n
XC/CC
(log YC) defined by the equation
1
(2πi)n
∫
δ1
ω = 1.
Part c) of Proposition 11 shows that ω × ω yields a nonvanishing section
of π∗Ω
n
XS/CS
(log YS)⊗π∗Ω
n
XS/CS
(log YS) over the formal neighborhood DS .
This together with Theorem 2 imply that the coefficients of the Yukawa
function Y (q) are rational numbers and so are the instanton numbers nd.
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It also follows that Y (q) coincides (up to a constant factor in Z∗p) with the
p-adic Yukawa function from 3.5. Thus by Proposition 8 the numbers nd
are p-adic integers. This completes the proof.
4.2. Recollections on p-adic Comparison Theorem. Recall from
[FL] that there is an exact tensor fully faithful functor
U : MF[0,p−2] → Rep(Γ)
from the categoryMF[0,p−2] of Fontaine-Laffaille modules over specZp to the
category Rep(Γ) of finitely generated Zp-modules equipped with an action
of the Galois group Γ = Gal(Qp/Qp). We will use the following properties
of U :
1) U takes a finite (as a plain abelian group) Fontaine-Laffaille module
to a Γ-module of the same finite order.
2) U(Zp(i)) = Zp(i) and the induced morphism
lim
←−
Z∗p/(Z
∗
p)
pi ≃ Ext1MF[0,p−2](Zp(−1),Zp(0))
U
→֒ Ext1Rep(Γ)(Zp(−1),Zp(0))
Kummer
≃ lim
←−
Q∗p/(Q
∗
p)
pi
is identity.
3)Let π : XZp → CZp be a proper semi-stable (relative to Zp ) scheme.
Assume that dimCZp
XZp ≤ p− 2. Then there is a canonical isomorphism:
U(ΨFLt (H
k
log(XZp/CZp)))
≃
−→ Ψett (R
kπetQp∗Zp) (24)
Here πQp denotes the projection XQp → CQp and Ψ
et
t : Sh
et(CQp) →
Shet(aQp) = Rep(Γ) is the etale vanishing cycles functor. Moreover, we
have the following commutative diagram
U(ΨFLt (H
k
log(XZp/CZp)))
≃
−→ Ψett (R
kπetQp∗Zp)yNDR
yNet
U(ΨFLt (H
k
log(XZp/CZp))a)⊗ Zp(−1)
≃
−→ Ψett (R
kπetQp∗Zp)⊗ Zp(−1)
This follows from the main Comparison Theorem in [Fa].
4.3. 1-motives, the motivic Albanese functor LAlb. The main
references here are [D3] and [BK]. Let k be a field of characteristic 0. Fix
an algebraic closure k ⊃ k. A 1-motive over k is a triple
M = (Λ, G,Λ
u
−→ G(k)),
19
where Λ is a free abelian group of finite rank equipped with an action of
the Galois group Gal(k/k) that factors through a finite quotient, G is an
semi-abelian variety over k i.e. an extension
0→ T → G→ A→ 0 (25)
of an abelian variety by a torus, and u is a homomorphism of the Galois
modules. We shall denote by M1(k) the additive category of 1-motives
21.
Every 1-motive is equipped with a canonical (weight) filtration:
W−2M = (0, T ) ⊂W−1M = (0, G) ⊂W0M =M.
Thus W0M/W−1M = (Λ, 0) and W−1M/W−2M = (0, A). The category
M1(k;Q) := M1(k) ⊗ Q is abelian ([BK], Proposition 1.1.5) and any mor-
phism in M1(k;Q) is strictly compatible with the weight filtration.
Set Z(0) = (Z, 0) and Z(1) = (0,Gm). The same 1-motives Z(i) (i = 0, 1)
but viewed as objects of M1(k;Q) are denoted by Q(i). We have
Ext1M1(k)(Z(0),Z(1)) ≃ k
∗, Ext1M1(k;Q)(Q(0),Q(1)) ≃ k
∗ ⊗Q. (26)
For any prime p, we have the etale realizations functors ([D3], 10.1.5):
T etZp :M1(k)→ RepZp(Gal(k/k)),
T etQp :M1(k;Q)→ RepQp(Gal(k/k)).
We also set
T ∗etQp (M) = HomQp(T
et
Qp
(M),Qp) ∈ RepQp(Gal(k/k)).
If k = C the categoryM1(C) is equivalent to the category of torsion free
polarizable mixed Hodge structures of type {(0, 0), (0,−1), (−1, 0), (−1,−1)}
([D3], 10.1.3):
THodge :M1(C)
≃
−→MHS1 (27)
For k ⊂ C, M ∈ M1(k), T
Hodge(M ×k specC) = (W· ⊂ VZ, F
· ⊂ VC) there
is a functorial isomorphism of Zp-modules
VZ ⊗ Zp ≃ T
et
Zp
(M). (28)
21The Galois module Λ can be viewed as a discrete group scheme over spec k. Giving a
homomorphism Λ −→ G(k) of Galois modules is equivalent to giving a morphism Λ −→ G
of the e´tale sheaves represented by Λ and G. This remark provides a construction of the
category M1(k) that is independent of the choice of an algebraic closure k ([BK]).
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Abusing notation, we shall also denote by THodge the equivalence
M1(C;Q)
≃
−→MHSQ1 =MHS1 ⊗Q
induced by (27) and the corresponding equivalence of the derived categories
Db(M1(C;Q))
≃
−→ Db(MHSQ1 ).
Let
Db(M1(k;Q))
S
→֒ DM effgm (k;Q)
be embedding of the bounded derived category of 1-motives into the trian-
gulated category of Voevodsky motives ([O]). By [BK] S has a left adjoint
functor:
LAlb : DM effgm (k;Q)→ D
b(M1(k;Q)).
Denote by MHSQ the category of mixed polarizable Hodge structures over
Q and by MHSQeff the full subcategory of MHS
Q, whose objects are mixed
Hodge structures (W· ⊂ VQ, F
· ⊂ VC) with F
1 = 0. It is proven in [Vol] that
embedding of the derived categories
S : Db(MHSQ1 )→ D
b(MHSQeff )
admits a t-exact left adjoint functor 22
LAlb : Db(MHSQeff )→ D
b(MHSQ1 )
and that
THodge ◦ LAlb ≃ LAlb ◦RHodge : DM effgm (C;Q)→ D
b(MHSQ1 ).
Here
RHodge : DM effgm (C;Q)→ D
b(MHSQeff )
is the homological Hodge realization functor (i.e. RHodge(M) = RHodge(M)
∗,
where RHodge is Huber’s cohomological realization ([Hu1], [Hu2]).)
4.4. Motivic vanishing cycles. Let Xk
pi
−→ Ck be a smooth proper
scheme over a punctured curve Ck →֒ Ck
a
←֓ spec k over a field k ⊂ C. Fix
a local coordinate t at a and an integer m ≥ 0. Denote by
Hm(XC/CC) = (R
mπ∗Q, F
· ⊂ HmDR(XC/CC))
22We say that a triangulated functor T : D(A) → D(B) is t-exact if T (A) belongs to
the essential image of B in D(B).
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the variation of Hodge structure associated to the family XC
piC−→ CC and by
Hm(XC/CC) the dual variation. Let Ψ
Hodge,un
t (Hm(XC/CC)) be the unipo-
tent limiting mixed Hodge structure. The Hodge structure
LAlb(ΨHodge,unt (Hm(XC/CC)))
can be viewed as a 1-motive over C. In this subsection we explain how this
1-motive canonically descends to a 1-motive
Mt,m(Xk) = (Λ, G,Λ
u
−→ G(k)) ∈ M1(k;Q)
over k. In addition, Mt,m(Xk) comes equipped with a “monodromy” homo-
morphism N : Λ ⊗ Q → T∗ ⊗ Q of Gal(k/k)-modules. Here T∗ denotes the
group of cocharacters of the torus T : T∗ = Hom(Gm, T )(k). Equivalently,
N can be viewed as a morphism of 1-motives:
N : (W0Mt,m(Xk)/W−1Mt,m(Xk))(1)→W−2Mt,m(Xk).
The main properties of Mt,m(Xk) are the following.
1) There is a natural isomorphism:
LAlb(ΨHodge,unt (Hm(XC/CC))) ≃ T
Hodge(Mt,m(Xk))
23 (29)
compatible with the monodromy action.
2) There is a natural morphism Gal(k/k)-modules
α : T ∗etQp (Mt,m(Xk))→ Ψ
et,un
t (R
mπet∗ Qp) (30)
where
Ψet,unt : Sh
et(Ck)→ Sh
et(spec k)→ RepQp(Gal(k/k))
denotes the functor of unipotent vanishing cycles (see [B]). The morphism
α commutes with the monodromy action.
3) If k′ ⊃ k is any field extension, there is a natural isomorphism
Mt,m(Xk ×k spec k
′) ≃Mt,m(Xk)×k spec k
′ (31)
compatible in the obvious way with (30).
4) Assume that k ⊂ C. Set
THodge(Mt,m(Xk)) = (W· ⊂ VQ, F
· ⊂ VC).
23Abusing notation, we denote by THodge the composition of functors M1(k;Q) →
M1(C;Q)
THodge
−→ MHSQ1 .
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The following diagram is commutative.
V ∗Q ⊗Qp
(29)
−→ Ψan,unt (R
mπan∗ Q)⊗Qpy(28)
y
T ∗etQp (Mt,m(Xk))
α
−→ Ψet,unt (R
mπet∗ Qp)
The above properties of Mt,m(Xk) are sufficient for our applications. We
shall indicate a conceptual construction of Mt,m(Xk) based on the theory of
Voevodsky’s motives. Unfortunately, the construction relies on the following
general fact that is not explained in the published literature.
Let
Ψmot,unt : DM
eff
gm (η;Q)→ DM
eff
gm (k;Q)
the functor of (unipotent) motivic vanishing cycles from the triangulated
category of motives over the generic point η ∈ Ck to the category of motives
over a, and let
N : Ψmot,unt (1)→ Ψ
mot,un
t
be the monodromy operator (see [A1]). The fact, we will need, is that
the formation (Ψmot,unt , N) commutes with the etale and Hodge realizations
[Hu1], [Hu2]:
DM effgm (η;Q)
Ψmot,unt−→ DM effgm (k;Q)y
y
Db(RepQp(Gal(k(η)/k)))
Ψet,unt−→ Db(RepQp(Gal(k/k)))
DM effgm (η;Q)
Ψmot,unt−→ DM effgm (C;Q)yRHodge
yRHodge
Db(VMHSQeff (η))
ΨHodge,unt−→ Db(MHSQeff ).
Assuming this fact we constructMt,m(Xk) as follows. It is proven in [BK]
the fully faithful functor Db(M1(k;Q))→ DM
eff
gm (k;Q) has a left adjoint:
LAlb : DM effgm (k;Q)→ D
b(M1(k;Q)).
Set
Mt,m(Xk) := Hm(LAlbΨ
mot,un
t (Qtr[Xη ])).
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Let us just explain that Mt,m(Xk) has the key property 1. Indeed, by Theo-
rem 2 from [Vol] the Albanese functor commutes with the Hodge realization.
Thus, we have
THodge(Mt,m(XC)) ≃ Hm(LAlbR
HodgeΨmot,unt (Qtr[Xη ]))
≃ LAlbΨHodge,unt Hm(XC/CC).
Example. 24 Here we explain an elementary construction of the motive
Mt,1(Xk) for a family π : Xk → Ck of curves with a semi-stable reduction.
Choose a semi-stable model π : Xk → Ck, such that all the irreducible
components Yk,γ of the special fiber Yk := Xk×Ckk are smooth. Let Γ be the
free abelian group whose generators [γ] correspond to irreducible components
of Yk. For each singular point yµ of Yk we denote by Rµ the subgroup of
∧2Γ generated by [γ1] ∧ [γ2], where Yk,γ1 and Yk,γ2 are the two components
meeting at yµ (i.e. Rµ is isomorphic to Z but the isomorphism depends on
the ordering of the components meeting at yµ). Define a homomorphism
u : Rµ → Pic(Yk)
as follows. Consider the invertible sheaf O(yµ,γ1−yµ,γ2) on the normalization
Y˜k → Yk, where yµ,γ1 , yµ,γ2 are the preimages of yµ in Y˜k. We claim that
O(yµ,γ1−yµ,γ2) canonically descends to a line bundle u([γ1]∧[γ2]) over Yk: the
descend data are trivial outside of points yµ,γ1 , yµ,γ2 , and the identification
O(yµ,γ1 − yµ,γ2)yµ,γ1 ≃ O(yµ,γ1 − yµ,γ2)yµ,γ2
is given by a canonical isomorphism
TY
k,γ1
,yµ,γ1
⊗ TY
k,γ2
,yµ,γ2
≃ TC
k
,a ≃ k.
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Finally, let Λ ⊂
⊕
µRµ be the kernel of the degree map:
⊕
µ
Rµ
u
−→ Pic(Yk)
deg
−→
⊕
γ
Z.
Then Mt,m(Xk) = (Λ,Pic
0(Yk),Λ
u
→ Pic0(Yk)(k)).
4.5. Proof of Proposition 11. a) By (11) and (21) we have
d log qC(t) = d log qZp(t) ∈ (1 + tQ[[t]])
dt
t
. (32)
24The reader can skip this example: it will not be used in the main text below.
25The ismorphism TC
k
,a ≃ k is determined by the coordinate t.
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Thus, it suffices to prove that
q′C(0) = q
′
Zp
(0) ∈ Q∗ ⊗Q.
Consider the 1-motive Mt,n(XQ) = (Λ, G,Λ
u
−→ G(k)). By (29) we have
LHodge ⊂ T ∗Hodge(Mt,n(XQ)) =: (W· ⊂ VQ, F
· ⊂ VC) ⊂ Ψ
Hodge
t (H
n(XC/CC))
26.
Hence, W0L
Hodge ⊗ Q ≃ Λ∗ ⊗ Q and W−1Mt,n(XQ) = W−2Mt,n(XQ). We
claim that the image of the embeddingW2L
Hodge/W0L
Hodge⊗Q →֒ (T∗⊗Q)
∗
is Gal(Q/Q)-invariant. Indeed, this is clear from the commutative diagram
LHodgeQ ⊗Qp −→ VQ ⊗Qpy≃
y≃
Let ⊗Zp Qp := ImN
n−1
et −→ T
∗et
Qp
(Mt,n(XQ))
since all the arrows in the bottom row are morphisms of Gal(Q/Q)-modules.
It follows that there exists a unique quotient Lmot ∈ M1(Q;Q), γ :Mt,n(XQ)։
Lmot which fits into the following diagram
T ∗Hodge(L
mot) −→ T ∗Hodge(Mt,n(XQ))y≃
yId
LHodge −→ T ∗Hodge(Mt,n(XQ))
Observe that the operator N descends to Lmot and
N : (W0L
mot/W−2L
mot)⊗Q(1)
≃
−→W−2L
mot ⊗Q. (33)
Finally, we have from (30) a canonical isomorphism T ∗etQp (L
mot) ≃ Let⊗ZpQp
of Gal(Q/Q)-modules.
Let [Lmot, N−1] ∈ Ext1
M1(Q;Q)
(Q(0),Q(1)) be the class of the extension
0→W−2L
mot → Lmot →W0L
mot/W−2L
mot → 0 (34)
composed with N−1 from (33) and let κ be the corresponding (by (26))
element in Q∗ ⊗ Q. The functor T ∗Hodge takes this extension to the class
[LHodge, N−1B ] ∈ Ext
1
MHS(Q(0),Q(1)) ≃ C
∗ ⊗Q. The latter class is equal to
q′C(0). It follows that q
′
C(0) = κ
−1.
If we pull back the extension (34) on specQp and then apply the etale
realization functor T ∗Qp :M1(Qp;Q)→ RepQp(Γ) we get the extension [L
et⊗
26Here T ∗Hodge(Mt,n(XQ)) denotes the Hodge structure dual to T
Hodge(Mt,n(XQ)).
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Qp, N
−1
et ] equivalent (by 4.2 , 3)) to the one obtained from [L
FL⊗Qp, N
−1
DR]
by applying the Fontaine-Laffaille functor U . Hence q′Zp(0) = κ
−1, and we
are done.
Remark: The above argument shows that for any family XQ → CQ over
Q with a maximal degeneracy point at a ∈ CQ(Q)
qC ∈ (Q((t)))
∗ ⊗Q.
b) Assume that the Betti monodromy is small i.e.
NB : W2L
Hodge
Z /W0L
Hodge
Z ≃W0L
Hodge
Z (−1) (35)
We have to show that, for any prime p in S,
NDR : W2L
FL/W0L
FL →W0L
FL(−1) (36)
is an isomorphism as well. Indeed, by (by 4.2 , 3)) the functor U takes the
morphism (36) to
NB ⊗ Id : (W2L
Hodge
Z /W0L
Hodge
Z )⊗ Zp ≃W0L
Hodge
Z ⊗ Zp(−1).
The claim follows.
c) Let E be the quotient ofHnlog(XS/CS) modulo torsion, and let F
n
⊂ E ,
W0 ⊂ E be the Hodge and monodromy filtrations (3.3). As we explained
in loc. cit. the Poincare duality identifies the line bundle F
n
with the dual
to W0. It is also shown there that W0 is generated by a parallel section
e0 ∈ W∇0 . It suffices to prove the claim for a single nonvanishing section
ω ∈ F
n
. Let us choose ω such that (e0, ω) = 0. Then the integral
1
(2πi)n
∫
δ1
ω
is a constant function on DC. We have to show that the square of this
constant is in Z[N−1]∗. The following lemma does the job.
Lemma 12 Let E (resp. H ) be the torsion free part of a∗(Hnlog(XS/CS))
(resp. Ψant (R
nπanC∗Z[N
−1]) ) , and let
E →֒ E ⊗C ≃ H ⊗ C ←֓ H
be the isomorphism from (7). Then the two Z[N−1]-lattices
(W0E)
⊗2 →֒ (W0E)
⊗2 ⊗C ≃ (W0H)
⊗2 ⊗ C ←֓ (W0H)
⊗2
coincide.
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Proof: Indeed, consider the monodromy paring
Ξ :< ·, · >mon: (W0E)
⊗2 ⊗ C→ C,
< x, y >mon=< x,N
−n
DRy >DR= ± < x,N
−n
B y >B ,
where N−nB = (−2πi)
−nN−nDR : W0E ⊗ C → W2nE ⊗ C. The monodromy
paring takes (W0E)
⊗2 ⊗ Q and (W0H)
⊗2 ⊗Q into Q ⊂ C. Therefore, since
rkW0E = 1, (W0E)
⊗2 ⊗ Q = (W0H)
⊗2 ⊗ Q. Moreover, to prove that
(W0E)
⊗2 = (W0H)
⊗2 , it is enough to show that Ξ((W0E)
⊗2) = Ξ((W0H)
⊗2).
Since the pairings
< ·, · >DR:W0E ⊗W2nE → Z[N
−1], < ·, · >B: W0H ⊗W2nH → Z[N
−1]
are perfect, the claim would follow if we prove that, for any prime p in S, the
cokernels of the maps NnDR : W0E ⊗ Zp → W2nE ⊗ Zp, N
n
et : W0H ⊗ Zp →
W2nH ⊗ Zp have the same order. This follows from parts 1) and 3) in 4.2.
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