Introduction
According to still growing traffic demand, the advanced traffic control concepts in intelligent vehicle-highway system may be more extensively implemented in the near future. Macroscopic traffic flow models, which areable to handle large size of road network systems with the fast simulation time, are likely to be necessary for the research and development of new surveillance and control techniques. Such models contain a set of parameters, which has to be estimated according to real traffic data. Since model parameters have significant effects on the performance of the simulation, they have to be identified carefully. In general, the identification procedure is formulated as a parameter optimization problem, which can be solved based on iterative comparison of model estimates with real traffic variables. Various techniques can be used for this purpose. However, the choice primarily depends on the nature of the parameters: If they are insensitive to traffic situation, a static approach can be used. If they possess non-linearity, a random search technique will be effective to reach the optimum value. If they are sensitive to traffic condition, a dynamic method should be adopted.
Studies concerning macroscopic model parameters had been done by some researchers, however, there were few study on the comparison of model parameters estimation techniques. Cremer2) analysed the stability of model parameters for a small single road section using complex integral, and designed the ranges of the values of parameters. Cremer and Papageorgiou 3) used Box Complex technique to identify the model parameters and investigated the sensitivity of the model with respect to parameter changes. Nevertheless, the sensitivity of parameters with respect to traffic condition was not investigated. Cremer2) also suggested the possibility that model parameters can be identified by treating them as state variables in Kalman filtering technique (KFT), but neither formulation nor numerical experiment was proposed.
This study focuses on the comparison of those methods concerning with the parameter estimation of a particular macroscopic model. Two methods were selected for comparison; which are Nonlinear Least Square technique (NLT) as a gradient basis, and Box technique (BCT) as a random search technique. Next, the effects of traffic condition on the model parameters estimation and the accuracy of model prediction were investigated. Finally, it was investigated whether the estimation of traffic states using KFT is effective.
Macroscopic Traffic Flow Model
(1) Macroscopic Model Sapporo, ) ***Member ofJSCE , Dr. Eng, Associate Prof, Transportation and Traffic Systems, Graduate School of Engineering, Hokkaido University, Sapporo, wj(k): time mean speed at a point of boundary between segmentj and j+l at time k ri(k): ramp entry flow rate of segment j at time k sj(k): ramp exit flow rate of segment j at time k Macroscopic traffic model, which was first derived by Payne 12), is composed of a set of relationships among traffic volume, average traffic speed, and traffic density. Three relationships are required. The first relationship is fundamental relationship in traffic flow, volume, speed, and density:
(1) 3rd, 1998 . The total length of study area is about 6 Kilometers. The traffic data at the entrance and the exit were observed by video camera, whereas the ramp data were observed manually.
Two sets of data were collected during 14:00 to 15:30 hrs and 16:30 to 18:00hrs to cover the traffic situations of both off-peak and peak periods. These data are applied as cases 1 and 2 in numerical experiment. As shown in Fig. 2 , the road section with three lanes was divided into 9 subsections ranging from 300 meters to 800 meters. The observation points for estimation programs are the entrance and exit of study roadsection.
T o obtain reliable model parameters being robust for various traffic conditions, the parameters have to be identified for extensive traffic situations. Hence the wide ranges of data from free-flow to congested conditions are required. It was almost impossible to obtain such data of Bangkok Expressway, in which no detector was installed , from actual fields. It requires vast efforts for data collection and compilation. In this study, the traffic data were generated by TRAF-FRESIM. The field data collected at the study area during a certain time period were used as input for FRESIM. The outflow volume, and spot speed at the exits were used to calibrate the influential parameters of FRESIM. The parameters calibrated are:
Free-flow speed: 112 kph Parameter for collision avoidance time period: 1 Minimum separation for generation of vehicles: 1.7 tenths of a second Next the validation was performed so that the calibrated parameters were justified for the traffic data measured during another time period. The errors between FREESIM outputs and the real observation data were small enough for both peak and off-peak periods. After calibration and validation, extensive traffic data were produced using FRESIM by changing inflow volumes at entrances. Simulated data are used as case 3 in numerical experiment.
In order to examine the outcome of study at Bangkok, data from another site are applied in the second stage of study. The study data were selected from the 24-hr data observed by traffic detectors from Yokohane Line of Metropolitan Expressway in Tokyo, Japan, during February 20th to 26th, 1996. The study road section is between Taishi Ramp and Namamugi Junction on the direction of heading to Tokyo. It is a 2-lane expressway with two on-ramp and one off-ramp. The length of study road section is about 7 Kilometers, which is divided into 12 subsections as depicted in Fig. 3 . Although, detectors were installed in every subsection, the observation points applying in estimation programs are three points, which are he entrance and exit of study road section, and a point between subsection 5 and subsection 6. The real observed data from Tokyo site are applied to the numerical experiment as data cases 4, and 5. The objective function, which is nonlinear equation, has to be transformed to be linear form using Taylor expansion technique. Once the equation becomes linear, the least square estimation technique can be applied. The objective function, J, was set as the error between observed variables and model outputs:
To minimize the error, the differentiation of objective function with respect to model parameter is set to be zero,
where ƒÀm is the model parameter of ƒÑ, v, ƒÈ, and ƒ¿, and ƒÁ q ƒÁw are the weighting factors of both volume and the speed errors.
Normally, the reciprocals, 1/ƒÐq2 and 1/ƒÐw2, are used3). 
where (7) •\ 749 
Traffic State Estimation by Kalman Filter Technique (KFT)
KFT can be described as a method for combining measurement data, which are contaminated with noise. In this technique, the estimated state is updated based on the observation data. It has been widely used in different fields such as automatic control system, mechanical, chemical processes, telecommunication, biology, nuclear reactors, and aeronautical engineering, etc. It can be applied to variety types of problems including state estimation5).
The state variables, xk, compose of traffic density and space mean speed, while observation variable, yk, are flow rate and time mean speed at each observation point. First, in KFT formulation, Equations. 2 and 3 were treated as state equations, whileEquation.
1 wax treated as the observation eqution along with the following equation2): i indicates each road segment (i=l to n), whereas mi is subscripted to specify the observation point number (mi=ml to mn). In case that the entrance and exit points of study road section are observed the noises can be assigned as for the points that the data are not observed, for the observation points, Finally linearize the state and observation equation around the nominal solution, x(k) using Taylor's expansion.
where x(k) is the estimated state vector before observing new data, y(k). x(k) is the updated vector after obtaining actaul measurement variables, y(k). By following the Kalman filtering algorithm step by step, the state variables can be corrected.
,go back to step 1 untill the required time step is reached.
Numerical Experiments
The Table 2 , BCT produced better estimates for all 3 indices, including objective function (J), RMSE of volume and spot speed, than NLT in all cases. The initial values had small effect on the final solutions because BCT has such a mechanism that generates a number of random points automatically with avoiding a local minimum. Consequently, the method successfully yielded the parameters that were substantially different from the initial values. Moreover, the calculation process of BCT is much simpler than NLT because it does not require any derivative and matrix operations as NLT. In addition, Table 2 indicates that even BCT was effective in estimating the parameters for the off-peak of Case 1 and smooth traffic state of Case 3, but the error indices from model prediction are still large for case 2. By comparing three cases, the model with estimated parameter from both techniques can predict the traffic condition most accurately for Case 3 (quite smooth traffic state) and produces the worst outcome for case 2 (high volume and fluctuated traffic state). This feature reflects the efficiency of the macroscopic model itself. Table. 3 Parameter Estimation by NLT and BCT for Tokyo Data justified for the quite smooth traffic case (Case 4) but it was not justified for the traffic data that includes the rapid transient period (Case 5).
2) Effect of Traffic Condition( So far, the estimation is not successful in Case 2 and Case 5 as the error indices are still large comparing to other cases. Fig.5 shows the variation of spot speed observed at entrance and exit points as well as those predicted by the macroscopic model with the parameters estimated by BCT for Case 2. Although the estimated speed and volume approximately follow observed one on the average, the difference in the short term is still large. As shown in Fig. 5 , there was a sudden speed drop around 16:50. In other words, traffic situations became congested after the time point. To treat this phenomenon more precisely, the data set of Case 2 and Case 5 were divided into two parts; before and after the abrupt change of speed. Then the parameters were identified separately by BCT. Table  4 exhibits the new parameters for each time period. With being aggregated for both periods, the separation was effective in improving both the objective function and the RMSE of spot speed. Nevertheless, the RMSE of both volume and speed are still large compared to the other cases. Further improvement is required. So it suggests that parameters should be varying in time according to traffic condition. Or else, the real-time prediction should be applied to state estimation problem.
(3) Real Time Estimation of Traffic States using Kalman Filtering Technique
Up to now, model parameters were identified so that the different between model estimated and observed data were minimized. The traffic volume and speed were simplistically estimated by the macroscopic model, There was no adjustment by the observed data. Because of the inherence of the macroscopic model, traffic states cannot be properly identified by the model with lumped parameters in the case that traffic condition changes rapidly. That is, the real time estimation may work well in the ultimate sense. The KFT, which had been proven to be effective in state estimation problem in many fields, was used in this study as a real-time state estimation technique based on the feedback information, As shown in Tables 2 and 3 , the data of Case 2 and Case 5, which still have large errors while using the optimum parameters, were selected for this study. The traffic states first estimated by the macroscopic model were adjusted by the observed data using KFT with minimizing the difference in traffic volume. Table 5 shows the values of objective function and the errors of time mean speed estimated by the macroscopic model with KFT comparing to those estimated by the macroscopic model without KFT. It indicates that KFT improved the estimation precision for both Case 2 and Case 5. Table 4 Parameters before and after Speed Change (Case2) be considered to be a superior technique comparing with the NLT in estimating the macroscopic model parameters. Its mechanism used to optimize the objective function with constraints is quite effective. It provides better results, and requires less computation effort than the NLT. The NLT fails to estimate the parameters if appropriate initial values are not adopted. However, NLT estimation can be improved if the ranges of parameters are more confining. As a lumped estimation, BCT provides the superb outcomes in the cases that traffic volume is low or traffic condition gradually changes, but its performance deteriorates in the high volume with abrupt change in traffic condition. This means the model parameters strongly depend on the traffic condition. One could infer that the estimation can be improved if the model 
