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Abst ract - -One  of the crucial problems in solving polynomial equations is to state some kind 
of quantitative conditions that provide both safe and fast convergence. In the spirit of Smale's 
point estimation theory introduced in 1981, we construct in this paper computationally verifiable 
initial conditions which guarantee the convergence of the recently proposed one parameter family 
of methods of the fourth order for the simultaneous finding polynomial zeros. These conditions are 
computationally verifiable since they depend only on initial approximations, polynomial coefficients, 
and polynomial degree, which is of significant practical importance. (~) 2004 Elsevier Ltd. All rights 
reserved. 
Keywords - -Zeros  of polynomials, Point estimation, Family of methods, Simultaneous methods, 
Guaranteed convergence. 
1. INTRODUCTION 
T:he choice of good init ial approximations to the zeros of a nonlinear equation f (z)  = 0 is one 
of the most important  problems in the theory and practice of iterative processes. This problem 
is closely connected to the construction of initial conditions which enable the guaranteed and 
fast convergence of the applied iterative method. Many results concerning convergence analysis, 
published uring the last 50 years, operate with unattainable data, for example, with sufficiently 
close approximations to the zeros (without a proper est imate of their closeness), suitable (but 
unknown) constants, or even the wanted roots of an equation to be solved. These results are 
rather of theoretical importance. 
From a practical point of view, initial conditions, which guarantee the convergence of any 
iterative method for the determination of polynomial zeros, should be stated in such a way that 
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they depend only on polynomial coefficients, its degree, and initial approximations z (°). Such 
an approach, known as theory of point estimation, was introduced by Smale in 1981 [1] who 
studied Newton's method. After this Smale's contribution and his other fundamental work [2], 
the research on this subject has been widely extended by many authors who dealt with iterative 
methods for solving nonlinear equations (e.g., [3-9]) as well as simultaneous methods for the 
determination of all zeros of a given polynomial. The reader interested in this topic may find 
more details in the book [10], the survey paper [11], and the references cited there. 
The aim of this paper is to establish initial conditions which guarantee the convergence of a one 
parameter family of the fourth-order methods for the simultaneous approximations of all simple 
zeros of a polynomial 
P(z)  = z '~ + an_lz "~-1 +. . .  + alz + ao (a~ E C). 
These conditions are computationally verifiable; namely, they depend only on the polynomial 
coefficients ao, a l , . . . ,  an- l ,  its degree n, and initial approximations z~°),. . . ,z (°) to the zeros 
~1,.--, ~ of P. Throughout his paper we will always assume that the polynomial degree n 
is >3.  
For m- -  0,1, . . .  let 
d (m) = min z~ m) -z~ m) 
l <_i,j <_n 
be the minimal distance between approximations obtained in the m th iteration, and let 
w/(m) 
j=l 
w(m)= max W(m)[. 
1<.4<n 
According to the results of the papers [8-14], it turned out that suitable initial conditions, 
providing a guaranteed convergence of iterative methods for the simultaneous determination 
of polynomial zeros, are of the form of the inequality 
w (°) < c~d <°), (1.1) 
where c~ is the quantity which depends only on the polynomial degree n. Moreover, Wang and 
Zhao [8] came to form (1.1) in a quite natural way by applying their improvement of Smale's 
results for Newton's method. 
In Section 2 we give a short review of basic operations of circular complex arithmetic, necessary 
for finding bounds of some complex quantities. The convergence theorem, which provides very 
simple verification of the convergence of a rather wide class of iterative methods for the simul- 
taneous approximation of polynomial zeros under a given initial condition of the form (1.1), is 
given at the beginning of Section 4. This theorem is then applied to the considered fourth-order 
family of methods for the simultaneous determination of simple complex zeros of a polynomial, 
presented briefly in Section 3. Initial conditions which enable the guaranteed convergence of this 
family are stated in Section 4. These conditions are of a practical importance since they depend 
only on available features of a polynomial and initial approximations. 
2. COMPLEX INTERVAL AR ITHMETIC  
To provide some estimates, in this paper we use circular complex arithmetic. For this reason, we 
give some basic operations and properties of this arithmetic. For more details see the books [15, 
Ch. V; 16, Ch. 1]. 
Parallel Zero-Finding Methods 457 
A disk Z with center c = mid Z and radius r = rad Z will be denoted with Z = {c; r} = {z : 
Iz - c[ <_ r}. If 0 ¢ Z (that is, [c I > r), then the centered inverse of a disk Z is given by 
} zx :-- ; Ic l ( Ic l - r )  -~ :1 z e Z . (2.1) 
Furthermore, if Zk = {ca; rk} (k = 1,2), then 
Z 1 -}- Z 2 := {c 1 q-c2; r I q - r2} : -  {z 14-Z  2 : z E Z l ,  z 2 E Z2}. 
The product Z1. Z2 is defined as 
Then 
z~ = z , .  z~ (0 ¢ z2). 
Z2 
If F(Z) D {f(z) : z E Z} is a circular interval extension of a given closed complex function f 
over a disk Z, then 
If(z)l <_ ImidF(Z) [  +radF(Z) ,  for all z E Z, 
and 
e z ~/ (z )  e F(z) 
holds. In particular, if 0 ~ {c; r}, then 
I c l - r _< Izl _< Ic l+r,  for all z e {c;r}. (2.2) 
Two disks Z1 = {cl; r l}, and Z2 = {c2; r2} are disjoint if and only if 
I c l -c2} >r1+r2 .  (2.3) 
The square root of a disk {c; r} in the centered form, where c = IcIe ~e and [c[ > r, is defined 
as the union of two disks (see [17]) 
{c;r} '/2 :---- { v/~ei(e/2); X/~- Icix/T~z~- r } U { -v/~effe,2); v/~- ~}"  (2.4) 
3. FAMILY  OF  S IMULTANEOUS METHODS 
Let ~ be a function of z and let a be a fixed parameter. Hansen and Patrick [18] have derived 
a one parameter family of iterative functions for finding simple zeros of ~ in the form 
= z -- (a  + 1)qo(z) (3.1) 
~'(z )  + ~/~'(z) 2 -- (~ + 1)~(z)~"(z) 
Here, z is a current approximation and ~ is a new approximation to the wanted zero. This family 
includes various methods with a cubic convergence for a finite a and, as a limiting case (a --* oo), 
the quadratically convergent Newton method. 
Let T - P be a monic polynomial of order n with (real or complex) simple zeros. Obviously, 
the zeros of P coincide with the zeros of the rational function 
W,(z) . -  P(~) 
1~I (z - zk)' 
k=l k#i 
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where 31,. • •, Zn are distinct complex numbers, for instance, approximations to the zeros ~1, • • -, ~, 
of P. 
In what follows we will use the following abbreviations: 
p(k)(zi) n 1 (k = 1,2). 
j= l  
Applying Hansen-Patrick's formula (3.1) to the function Wi(z),  the following one parameter fam- 
ily of iterative methods for the simultaneous approximation of all simple zeros of a polynomial P 
has been derived in [19]: 
a+l  
Zi : Zi -- 
21 1/2 
~(31#- sl,0 + [(~+ 1) (a l , -  ~2#- 8~#) - ~(31,,- sl,0 J, (3.2) 
(i = 1,...,n). 
It  is assumed that two values of the (complex) square root are taken in (3.2). We have to 
choose a "proper" sign in front of the square root in such a way that a smaller step I~i - z~ I is 
taken. A criterion for the selection of the proper value of the square root, which has a practical 
importance, can be stated according to the following result of Henrici [20, p. 532]: The argument 
of the square root appearing in the denominator of the iterative formula (3.2) is to be chosen to 
differ by less than 7r/2 from the argument of P'(zi) .  
We present some special cases of the iterative formula (3.2). 
• a = O, Ostrowski-like method: 
1 
~i  = z i  - [~ , i  - ~2, i  - 2 ,q .  S 11/2 (i l , . . . ,n ) .  
This method was derived by Gargantini as a special case of the square-root interval method 
in circular complex arithmetic [17]. 
• a = 1, Euler-like method: 
2 
P.i = zi - 911/2 (i = 1 , . . . ,  n). 
+ [2 $1,,) j, 
• a = 1/(n - 1), Laguerre-like method: 
n 
~i=z i -  ( i= l , .  ,n). 
61, i _$1 , i+  [n (n_ l ) (62 , i _62 , i _S2 , i ) _ (n_ l ) (61 , i _S1 , i )2 ] : /2  "" 
• a = -1 ,  Halley-like method: 
2(S1,i - -  ~1,i) (i = 1 , . ,  n). (3.3) 
Zi ~- Zi -- ~2,i -- 2~2 i  -~- 2S1 i ~1 i -~ S2, i  - S 2 "" , , , 1,i 
The Halley-like method (3.3) is obtained from (3.2) for a --* -1  applying a limiting 
operation. This method was also derived by Sakurai, Torii and Sugiura [21] using a 
different way. 
• a --* c~, Newton-like method or the Ehrlich-Aberth method [22,23] of the third order 
1 
zi = zi (i = 1 , . . . ,n ) .  (3.4) 
51# - -  $1, i 
In this paper we will consider iterative methods from the family (3.2), which have the order 
of convergence four. For this reason we will assume that the parameter c~ is not too large in 
magnitude; see Remark 1 and the iterative formula (3.4). 
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4. SOME NECESSARY LEMMAS 
Before establishing the convergence theorem for the one parameter family (3.2) of simultaneous 
methods, we give some necessary preliminary results. 
Let 
Ui  ---- Z i  - -  ~ i ,  
uj 
A~ 
(z ,  - ¢~)(z, - zA '  
(2z~ - zj - Q)ui 
n Starting from the factorization P(z )  = 1-Ij=l(z -Q)  and using the logarithmic derivative, we 
find 
~P-~ 1 62 _62,/ k 1 
~1, i  --- Z i  - ~ j  , 1# ~" - " ~=1 j=1 (~' CJ) 2 
Hence, 
(~l, i  - -  S l , i  - -  1 Ai, 62,i 62 1 (4.1) u~ - 1# + $2,~ = B~ - --~. 
The following assertion was proved in [10, Ch. 1]. 
THEOREM 4.1. Let zl . . . .  , z~ be distinct numbers atisfying the inequality w < c~d, c~ < 1/(2n). 
TJhen the disks 
IW~l . Dn := z . ;  1 nc~ DI := Zl; l _ nc ,  ""  ' 
are mutual ly disjoint and each of them contains one and only one zero of the polynomial P,  that 
is { 1 } 
~i E zi; 1 _n~lW, I . (4.2) 
In the sequel, we will assume that the following condition: 
is fulfilled. 
hold. 
From (4.2) we obtain 
Then 
1 
w < c~d, c~ - 3n + 3 (4.3) 
Inequality (4.3) is stronger than w < d/(2n) so that the assertions of Theorem 4.1 
1 C n 
- -  - - .  (4 .4 )  I~ i l  = Iz, - C,l < i - ~ Iw ,  I < %d, where % = 1 - ncn 
1 -- (n + 1)c~ 
where wn -- (4.5) 
1 - nan 
I z~-  QI >- I z~-  zjl - IzJ -Q I  > d -%d = w~d, 
According to (4.4),(4.5) and the definition of the minimal distance d, we estimate 
(n - 1)%d (n - 1)an an (4.6) 
< wnd 2 - [1 - (n + 1)cn]d = -d- IA'I ~ ~ Iz, - Cj[[z, - zjl 
J--A~ 
and 
lujl 
IBil < ~ Iz~ - CjPIz, - zj[ j#¢ 
I~jl ) (n- 1)c~[2- (2n + 1)~] b. (4.7) 
+ ]zi _ ~jl]zi _ z j  P <- [l _ (n + l )cn]2d2 -- -~ ,  
where 
(n - 1)c~ b, (n - 1)c~[2 - (2n + 1)c~] 
a,~ = [1 - (n + 1)c~]' = [1 - (n + 1)c,~] 2
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Let us introduce 
G i 
s+l  
s + [1 - (s + 1)t,] 1/2' 
ti = 1+ (52,i &2 -- 1,i ~- S2,i) ((~1,i -- 81, i )  -2"  
Then the iterative formula (3.2) can be rewritten in the form 
Zi  "= Z i  - -  
Z i - -  
(s + 1)(61,i -- SI,i) -1 
s + [1 -  (s + 1)(1 + ( '2 , / -  5~,i + ,92,i)('1,i- Sl,i)-2)J 1/2"~ • 
(a + 1) (61,1 - SI,,/) -1 
1~t.11/2 ' s+[ l - - ( s+ j , j ,  
that is, 
Using (4.1) we obtain 
7"i = Zi  - -  V i (5 l , i  - -  $1, i ) -1 .  (4.8) 
u, (u,A 2 -F u iB , -  2A,) 
ti = (1 - uiAi) 2 
In our analysis we will always assume that a # -1.  For s = -1  the family (3.2) reduces to 
Halley-like method (3.3) whose convergence analysis is discussed in a forthcoming paper. 
Let 
"Yn (~/,,a~ + "y,~b,~ + 2an) h,~ := ~/1 - Is + l[q,~. 
qn := (1 - -  "ynan) 2 ' 
Here h ,  is a real nonnegative quantity which requires the validity of the inequality Is + 1] < 1/qn, 
wherefrom we find the range for s; the parameter s must belong to the disk K~(n)  := {-1; 1/q,}. 
LEMMA 4.1. Let (4.3) hold and let s 6 Ka(n)  = {-1; 1/qn}, then 
(i) Gi e {1; qn} -1 C {1; qn/ (1 -  qn)}; 
(ii) 1(51,i- $1,i)-11 < (3/2)lw~l; 
(iii) I~ ,  - z,I = IC, I < (45/28)1W, I < And, 
where ~n = 15/28(n + 1). 
PROOF. According to (4.4), (4.6), and (4.7) we estimate 
an 
I1 - u,A~[ k 1 - MIIA~I > 1 - "/nd. --~ = 1 - "ynan (4.3) 
and 
It~l < MI (MIIA~I 2 + MIIBd + 21A~I) ~.d (~.d . a~/d 2 + ~.d . b. /d 2 + 2~./d) 
- [1 - uiAi[ 2 < (1 - ~/nan) 2 = q"' 
where the denominator is bounded using (4.9). Under condition (4.3) we find that 
1 qn < Y~ (n _> 3). (4.1o) 
Since It~l _< q,~ we conclude that the entries of ti belong to the disk {0; qn}. In regard to this 
and using (2.4) for the square root of a disk, we find 
X/I - (s + l)t~ e X/1 - (s + 1){0; q,~) = X/{I; Is + llq~} 
{ 's+llqn}l+hn = {1;1 -  ~/1-- }s+ llqn} = 1; C {1; Is + 1]qn}. 
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Using this inclusion, we get (assuming that a ¢ -1 )  
+ [1 (~ + 1)t,]~./~ e - - -  _ c~ + {1; Is  + l lqn } {1; qn} C 1; , 
which proves Assertion (i). Let us note that we used the centered inversion of a disk (see (2.1)) 
in the above calculation. 
By inequalities (4.4) and (4.6) we obtain 
i(~1,~ _ &#)_x l  = u~ [ lud ~ IW~l 3 
-< 1 - Iz,,llA, I (1 - nc,~)(1 - "/nan) < [Wil 
and (ii) is proved. 
To prove (iii) we use Inclusion (i) and find 
~ - z i  = -C i  = -C i  (~1,i - S l , i )  -1  e (61,i - 1,i) 1; ~ . 
By (4.10), (2.2), and (ii) we estimate 
qn ) 1 
I~, - z,I = lc,1 < I(~1,, - s l#) - l t  1+ ~ < I(~1,, - 31,0-1[  • 1 -qn 
15 45 W, 15 _ S1#)_1 
Therefore, we have proved 
45 W. [£i - zi[ = [Cd < ~-~] i[ < And. (4.11) | 
REMARK 1. From (4.10) and the expression for hn we see that the values of the parameter a
must belong to the disk Ks(n) = {-1,  1/qn} C {-1;  15}. However, the above restriction on a 
should not be regarded as a disadvantage. It can be shown that large values of [a[ result in the 
methods whose convergence rate decreases and approaches three. In practice, in such situations 
the iterative method (3.2) behaves as the aforementioned cubically convergent Ehrlich-Aberth's 
method (3.4). 
LEMMA 4.2. If (4.3) holds, then 
(i) [~, - zj[ > (1 - An)d; 
(ii) I$i - ~j[ > (1 - 2A~)d; 
(iii) 
The proofs of Assertions (i)-(iii) of Lemma 4.2 are simple and are based on the triangular 
inequality and (4.11). We note that An < 1/2 if (4.3) holds. 
REMARK 2. From (ii) of Lemma 4.2 it follows 
d 
d < 1 - 2/~," (4.12) 
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LEMMA 4.3. /[ (4.3) is walid, then for ali i = 1,... ,n we have 
(i) Iff',l < (1/4)1W, I; 
(ii) @ < cad, ca = 1/(3n + 3). 
PROOF. For distinct points zl,...,z,~ let us define the polynomial Q of degree n by Q(z) = 
1-Ij~l (z - zj). Applying Heaviside's development into partial fractions we find 
n 
P(z) - Q(z) = E Aj where Aj = P(zj) - Q(zj) P(zj) = Wj. 
O(z) z - zj' Q,(zj) = Q,(zj 
j= l  
Hence, we obtain the following representation f the polynomial P: 
P(z)  = wj  + 1 I I (~  - zj), w j  = 
z - z~ I I  (zj - z~) j= l  j= l  kCj 
Putting z = ~i in (4.13), we obtain 
= ^,  
~i - zj Zi  - -  Zi  j¢ i  j= l  
After dividing by yIj#i(~i - ~j) we find 
P(~,) 
j#i 
: (~ i - - z i )  ( Wi -F1 -FE  WL )j~Ji(l+~--zJ) 
^ ~ - zj zi ~ " zi -- zi j#~ . . 
In our consideration we will also use the identity 
(~ l , i  - -  S l , i )Wi  = 1 + E W£ 
j~i zi - zj 
(see [24] and [10, Ch. 6]). 
Having in mind the definition of w and d, we bound 
1 - - -  4 + Wj < I+E IWjl <1-~ (n -1 )W<l+(n-1)ca<-~.  
- I z i  - z j [  - d - 
• • j#i 
Starting from the iterative formula (4.8), by using Lemma 4.1(i), (4.14)-(4.16), we find 
Zi  - -  Z i  
C 
Wi _ (51,i- SI,I)Wi ~ 1 a ,  ~ - (~, ,  - su )w, (1 ;  q) = -1  - ~ w j  ;q~ 
( j#i zi -- zj 
C{-1 - -~ WJ ; [X+(n-1)ca]qn}={- l -~  Wj } 
• . z i - z j  . . z~-z j ;~n , 
• . Z i - - ~  
where we put ~,~ = [1 + (n - 1)ca]qn. According to this we derive the following inclusion: 
- -  ~ i  - z~ z~ - z----~. £ i  zj '  rh~ P.i - zi j#i j#i j#i 
= - (s i  - z,) ~ (z, - ~ j ) ( s ,  - z j )  ;~  " 
(4.13) 
(4.14) 
(4.1s)  
(4.16) 
} 
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Hence, by (2.2) we estimate by Lemma 4.1(iii) and Lemma 4.2(ii) 
I w, + = +1 wj_. < l~-z , l~  IWjl +~,<A,d. (~-1)~ 
zi - zi j#i j#~ (4.17) 
< (n - 1 )Ar ian  
+ rh~. 
- 1 - An 
Using Lemma 4.1(iii), Lemma 4.2(iii), and (4.17), from (4.14) we obtain 
_<l~,-z,I ^ w' + l+Z~,_z  j z•: 
j#i 
< 45 W. An n-1 
2-8 ' i' [ (n -- l )Anan + ~Tn] ( 1+ --2An) 
that is, 
V¢, < AlWd, (4.18) 
where 
45 
i - - -~  1--2An} " 
The sequence {f~} is monotonically decreasing for n > 4 and fz = 0.232..., so that f~ < f4 = 
0.237... < 1/4. Therefore, from (4.18) we have 
< ¼1w, I (4.19) e¢, 
for all i = 1,.. .  ,n and Assertion (i) is proved. 
Since f~/(1 - 2A~) < 2/5 < 1, we have by (4.12) 
@ < f ,w  < f,,c~d < f'~ • c~d < c,~d, 
1 - -  2A n 
which proves (ii) of Lemma 4.3. | 
5. IN IT IAL  CONDIT IONS AND SAFE CONVERGENCE 
Most of the iterative methods for the simultaneous determination f simple zeros of a polyno- 
mial can be expressed in the form 
m=0,1 ,  ), 
i " ' ' '  " "  
where I~ {1,.. . ,  n} is the index set and z~'~),, z (m) = .., n are some distinct approximations to
simple zeros ~i,.-., #,, respectively, obtained in the mth iterative step by method (2.1). In what 
follows, the term 
will be called the iterative correction term or simply the correction. For simplicity, we will omit 
sometimes the iteration index m and denote quantities in the latter (m + 1) th iteration by ^  
("hat"). 
Let A(~i) be a reasonably close neighborhood of the zero ~ (i c I~). Let us assume that 
corrections Ci appearing in (2.1) can be expressed as 
P(zi) (i e I,~), (5.2) Cdz~,. . . ,  z,) = F~(~, . . . ,  ~,,) 
where the function (z l , . . . ,  Zn) ~ Fi(zl , . . . ,  zn) satisfies the following conditions for each i e In: 
(1 °) F~(¢~,...,¢,) # o, 
(2 °) Fi(zl , . . . ,  zr,) ~= 0 for distinct approximations zi C A(~i), 
(3 °) Fi(zl . . . .  , zn) is continuous in C ~. 
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In our analysis we will deal with a real function t ~-* g(t) defined on (0, 1) by 
1 
1+2t ,  O<t<~,  
g(t) = 1 1 
1- t '  ~<t<l .  
The following theorem (see [11]) has a key role in the convergence analysis of simultaneous 
methods for finding polynomial zeros. 
THEOREM 5.1. Let the iterative method (5.1) have the correction term of the form (5.2) for 
which Conditions (l°)-(3 °) hold, and let z~°),..., z (°) be distinct initial approximations to the 
zeros of P. If  there exists a real number/3 E (0, 1), such that the following two inequalities: 
(i) Ic}~+x) I _< ~lC}'~) I (re=o, 1,...), 
(ii) lz} °) - zJ°)l > g(~)(Ic}°) 1 + tc}°)l) (i ?£j; i , j  e In), 
are valid, then the iterative method (2.1) is convergent. 
Let us note that the class of iterative methods considered in Theorem 5.1 is rather large and 
includes most frequently used simultaneous methods for finding polynomial zeros. This theorem 
will be applied to the fourth-order simultaneous method (3.2) to state the main result concerning 
the initial conditions which guarantee the convergence of this method. 
THEOREM 5.2. Let n >_ 3 and a 6 K~(n). Then the one parameter family of iterative meth- 
ods (3.2) is convergent under the condition 
d(°) (5.3) 
w(°) < 3n +-----3" 
PROOF. In Lemma 4.3 (Assertion (ii)) we have proved the implication 
1 
w < ~d =~ zb < end, c~ = _-----7. 
~+3n 
Similarly, we prove by induction that condition (5.3) implies the inequality w("~) < c~d(m) for 
each m = 1, 2 , . . . .  Therefore, all assertions of Lemmas 4.1-4.3 hold for each m = 1, 2,. . .  if the 
initial condition (5.3) is valid. In particular, the following inequalities: 
1 W(m) w? "+~) < (5.4) 
and 
45 
hold for i E In and m = 0,1, . . . .  
Prom the iterative formula (4.8) for a ~ -1  we see that the corrections C} m) are expressed by 
{6(,~) (m)) -1 c-} ~) = G} ~) ~ 1,~ - $1,~ , (5.6) 
where the abbreviations G~ m), 5 (m) S (m) 1# ' 1,i are related to the mth iterative step. 
To prove that the iterative process (3.2) is well defined in each iteration, it is sufficient o show 
that the function Fi(Zl, . . . ,  Zn) = P(zi)/Ci, appearing in (5.2), cannot be 0. From (5.6) we have 
P(~,) (~1# - Sl#) 
G~ 
w,  01,,  - s l , , )  1- i(z,  _ zj). 
j¢i 
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Starting from Lemma 4.1(i), we find by (2.1), (2.2), and (4.10) 
1 1 14 
~-- e {1; q} ~ r~ >- 1 - q = 
ig" It-~l 
According to Lemma 4.1(ii) we have 
2 2 
IW, (~, , -  s,,,)l > IW,  I .  - 31Wd 3" 
Finally, using the definition of the minimal distance, one obtains 
U(z~ - zj) I :> d n-1 > O. 
Using the last three inequalities, we get 
]-G-dil Iw' I 14 2.dn_ 1 IF , (z l ,  . . .  ,=-)1 = 1 (~,,, - s~.,)l I-[(z, - zD > ig" g > o. 
that is, 
Now we prove that the sequences {IV} re) l} (i e s.,) are monotonically decreasing. 
Omitting the iteration index for simplicity, from (5.6) we find by (4.15), (5.4), and (5.5) 
,5 ,5 I I • 07 
,& l< ~-~-i~21y, l lC, I, where , ,=~.  1+. . z , - ' z~ " 
Using Inclusion (i) of Lemma 4.1 and inequality (4.16), we find 
(5.7) 
so that 
J#~ z~ - zj 
4 16 64 
ly, I < (1 + (n - 1)c~)(1 + q~) < g .  ig  = ~g' 
t~om (5.7) we now obtain 
45 64 C -- o,1< m. i ,i- lc, i. 
Therefore, the constant fl which appears in Theorem 5.1 is equal to/3 = 4/7 ~ 0.571. In this 
way we have proved the inequality [C~ re+l) ] < (4/7)[C~m)[, which holds for each i = 1 , . . . ,  n and 
m = 0, 1, . . . .  
The quantity g(~) appearing in (ii) of Theorem 5.1 is equal to g(4/7) = 1/(1 - 4/7) = 7/3. It 
remains to prove the disjunctivity of the inclusion disks 
s, t ~ 'a " g C~°~ } 
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(Assertion (ii) of Theorem 5.1). By virtue of (4.11) we have IC °)l < for every 
correction ]Cil for all i = 1,... ,n. If we choose the index k E In, such that 
C (°) -- max  C(°)t 
l<i<n 
then 
d(°)>(3n4-3)w(°)>-~ (3n-t-3) C(°) >- 30 (C~°) 4-]C~°)) :>g (C~°) 4- C(°)) 
since 
for all n >_ 2. This means that 
28(n 4- 1) > 2.8 > g =-- 
30 - 3' 
+ 
Hence, according to (2.3), it follows that the inclusion disks $1,. . . ,  Sn are disjoint, which com- 
pletes the proof of Theorem 5.2. | 
We conclude this paper with the remark that the quantity c~ appearing in the initial condi- 
tion (5.3) may be a little greater than 1/(3n + 3) for some particular methods belonging to the 
family (3.2). The use of a smaller c~ in Theorem 5.2 is the price that one usually has to pay for 
being more general. 
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