Abstract. Row-merge trees for forming the QR factorization of a sparse matrix A are closely related to elimination trees for the Cholesky factorization of A T A. Row-merge trees predict the exact fill-in (assuming no numerical cancellation) provided A satisfies the strong Hall property, but over-estimates the fill-in in general. However, here a fast and simple post-processing step for rowmerge trees is presented that predicts the exact fill-in for sparse QR factorization using Householder reflectors, for general matrices.
1. Introduction. Matrix factorizations of sparse matrices typically result in creating further nonzero entries, or fill-in. If this fill-in can be accurately predicted in advance, then the factorization can be performed in less time, as the additional memory needed can be allocated once in advance. Notice that fill-in can be reduced with some matrix reordering algorithms. After that, the algorithms presented in this paper can be used. The algorithms discussed here do not affect the amount of fill-in but predict the fill-in before the factorization. Performance comparisons between our algorithms and Dulmage-Mendelsohn decomposition [22, 21] will be presented at the end of the paper, but notice that even though our new algorithms perform well in these comparisons, Dulmage-Mendelsohn decomposition can be used to predict fill-in and to achieve other goals as well (such as re-ordering rows and columns to give a blocktriangular form), see for example [17, 22, 21] . Also notice that the algorithms in [21] can compute the fill-in in time O(n nz(A)) if no column permutation allowed, where nz(A) is the number of nonzeros in A. The elimination tree algorithms presented in this paper appear to be significantly faster than this. Perhaps what is most significant about the algorithms presented here is that they are developed by modifying the construction of elimination trees or row-merge trees and may give new insight into the graphical prediction of fill-in. Furthermore, elimination trees [15] can be used to compute symbolic factorizations, to direct the factorization of matrices in multifrontal methods [15, 16] and also to assist in parallelizing sparse systems solvers. The QR fill-in problem considered in this paper is similar to the sparse Gaussian elimination with partial pivoting considered in [7] , in the sense that the fill-in for QR factorization is the union of the fill-in for Gaussian elimination with partial pivoting, over all pivot sequences.
The elimination tree of a symmetric positive definite matrix B is readily defined in terms of its Cholesky factors: if B = R T R with R upper triangular, then ET(B) is the forest with nodes {1, 2, . . . , n} where node p is the parent of node j if p = min{ i | i > j, r ji = 0 }. That is, p is the first row/column to be updated at the jth stage of the Cholesky factorization of B. The elimination tree for Cholesky factorizations can be efficiently computed from the original matrix B; indeed, it can be computed in O(nz(B) α(nz(B))) time, where nz(B) is the number of nonzeros of the n×n matrix B, and α(·) is the inverse Ackerman function of Tarjan [24] . Whenever j ≥ i, if b jk = 0 and i is an ancestor of k in the elimination tree, then r ij = 0 [15] . Furthermore, there are no other nonzeros in R. Note that each node is regarded as an ancestor of itself. Unless there is numerical cancellation, ET(B) does not depend on the numerical values in B. The elimination tree is sometimes called the elimination forest since it is not necessarily connected.
The graph of an n × n symmetric matrix B (denoted G(B)) is the graph on n nodes {1, 2, . . . , n} with an edge connecting nodes i and j (denoted i ∼ j) if and only if b ij = 0 and i = j; nodes are labeled by the row or column number. Unsymmetric and rectangular matrices are represented by bipartite graphs. For a symmetric positive definite matrix B, unless there is numerical cancellation in the Cholesky factorization B = R T R, the symbolic factorization is the graph G(R + R T ), and is denoted G + (B). Forming G + (B) can be defined in graph theoretic terms: i ∼ j in G + (B) if and only if there is a path from i to j in G(B) whose nodes are all less than min(i, j).
For the QR factorization of an m × n matrix A it is more appropriate to consider the bipartite graph of A (BG(A)) whose nodes consist of the the rows R = { r 1 , r 2 , . . . , r m } and columns C = { c 1 , c 2 , . . . , c n } (which are disjoint sets) and r i ∼ c j if and only if a ij = 0. The symbolic QR factorization of A can be computed similarly to the way the Cholesky factorization of a symmetric positive definite matrix is computed, and is based on the row-merge tree of A, which we define in section 1.2. We consider QR factorizations obtained by Householder orthogonalization. Each jth step of a Householder orthogonalization of A is achieved by multiplying matrix A (j) by a Householder reflector H j = I − β j w j w T j [12] . The matrices H j are constructed to zero all the column entries below the jth diagonal of matrix A (j) . We then set
. At the nth step we are finally left with an upper triangular matrix
. . H n factor is usually represented by the matrix W of Householder vectors (column j of W is the w j vector used to construct the Householder reflector H j ) and the vector β. Thus, the main problem is to determine the sparsity structures of W and R. In this paper, the fill-in for the QR factorization will be determined from the graphs and related row-merge trees mentioned above, for any full-rank matrix.
1.1. Hall matrices and graphs. A bipartite graph G = (V 1 , V 2 , E) is a Hall graph if for every set N ⊂ V 2 , there are no fewer nodes (in V 1 ) adjacent to N , than are in N . For example, if N = V 2 , then the set of nodes adjacent to N must be no smaller than N ; thus |V 1 | ≥ |V 2 |. The bipartite graph G is strong Hall if for all N ⊂ V 2 such that N = V 2 , the set of nodes adjacent to N has size at least |N | + 1.
A matrix A is said to be a Hall matrix (resp. a strong Hall matrix) if BG(A) is a Hall graph (resp. strong Hall graph). Consider V 1 to be R and V 2 to be C. If A is a full-rank matrix with m ≥ n, then it is a Hall matrix [9, Cor. 2.4 ]. In addition, if A is a strong Hall matrix then the fill pattern of the Cholesky factor R of the symbolic product A T A is equal to the fill pattern for the symbolic R factor in the QR factorization of A [1] . Problems arise for matrices A that are not strong Hall matrices. Consider, for example,
which is a matrix with nonzeros in the first row and diagonal only. This matrix is a Hall matrix, but not a strong Hall matrix. The QR factorization of A is trivial.
However, forming A T A symbolically gives a dense matrix (due to the dense row in A). Thus from the nonzero structure of A T A, it appears that the R in the QR factorization is dense, although it clearly is not. On the other hand,
is a strong Hall matrix, and the R in the QR factorization is dense. As we will show in this paper distinguishing these cases can be done by post-processing the row-merge tree. A paper which finds the fill-in structure of Q and R is [13] . Their methods are based on matchings and Hall matrices properties, which differ from the methods used here. In this paper, the fill-in for the QR factorization for non-strong Hall matrices will be determined from the graphs and related row-merge trees.
1.2. QR factorizations and row-merge trees. Hereafter, we assume that A is an m × n Hall matrix with m ≥ n, and the rows and columns have been matched so that a ii = 0 for all i. As mentioned before, if A is not a Hall matrix, it cannot be full rank.
The appropriate generalization of elimination trees to QR factorizations is the row-merge tree [14, 20] of a non-symmetric matrix A. This can be derived from the crude symbolic QR factorization of A; Let A be m × n, with m ≥ n. Let U = {u 1 , u 2 , . . . , u m } denote the unprocessed rows of A, and P = {p 1 , p 2 , . . . , p n } the processed rows of A (existing rows of R, after the QR factorization has been performed). Define index(u l ) = l and index(p k ) = k. Define S(x) to be the set of nonzero entries in x, specifically consider S(u i ) to be the set of nonzero entries columns in the ith row before the factorization algorithm is started, plus the diagonal column (vertex number for the diagonal column). The set S(p j ) is built through the last loop in Figure 1 pseudocode. It gives an upper bound on the set of nonzero entries in row j (j ≤ m) after the jth step of Householder QR factorization, less the entries before the (j + 1)th column. We define the set R j ⊂ R to be set of rows x which have a nonzero in the jth column (c j ∈ S(x)) at the jth step of the Householder QR with index(x) ≥ j. At the jth step of this loop, the union is over all rows in U or in P such that the row x is in R j . The set of nonzero entries of row p j (S(p j )) is then defined as this union intersected with the set of posterior columns (i.e c j+1 , . . . , c n ). Unless there is numerical cancellation, if any row in R j has a nonzero in column k > j, after performing the jth step, all rows in this set will have a nonzero entry in column k.
The symbolic QR factorization described in Figure 1 , gives an upper bound on the sparsity patterns of the matrix R: r ij = 0 only if i = j or c j ∈ S(p i ). It is not exact in general, since it assumes |R j | > 1 for all j; in other words a row with a nonzero in column j (sparsity pattern S(p j )) is assumed to participate in succeeding stages of the QR factorization, even if it is the only row with a nonzero in column j. The algorithm of Figure 1 is exact if A is a strong Hall matrix (since |R j | > 1 for all j, in this case); however, if A is a Hall matrix but not a strong Hall matrix, then the fill-in predicted by Figure 1 can greatly over-estimate the true fill-in. In addition, the cost of this algorithm is similar to the cost of actually performing the QR factorization, so row-merge tree have been developed [14] . Note that if A has nonzeros on the diagonal, then the first line of Figure 1 can be replaced by:
Non-zeros on the diagonal can usually be achieved by computing a maximal matching of columns to rows; in fact, for Hall matrices the maximal matching will also be a complete matching (that is, every column will be matched to a row). Consequently, for Hall matrices, swapping the row matched to column j with row j for all j will put nonzeros in all of the diagonal entries without creating additional fill-in.
The row-merge tree on nodes R ∪ C can then be defined by the condition that c j is the parent node of r i if j = min{ k | c k ∈ S(u i ) }, and the parent of node c k is c j where j = min{ l | c l ∈ S(p k ) }. Hereafter we denote the row-merge tree of A as RM (A).
Related to these graphs is the column intersection graph of A [9] . Providing there is no numerical cancellation in forming A T A, the column intersection graph CIG(A) is just G(A T A) . More formally, the column intersection graph of A, is defined as the graph on the nodes {c 1 , . . . , c n } where c k ∼ c l (c k is connected to c l ) if there is a j where both a jk and a jl are nonzero. Liu [14] showed that the elimination tree of CIG(A) (ET(CIG(A))) is equal to RM(A) minus all nodes in R, and edges incident to R. Computationally, ET(CIG(A)) is a useful tool because it can be computed directly from A without needing to construct CIG(A) or A T A, by using the algorithm in Figure 3 . We also refer the reader to the algorithm of [11, Fig. 2 ] which achieves the same task and is similar in nature. Another paper where this task is achieved is [3, 4] using an unrelated algorithm.
The algorithm in Figure 3 is a modification of Liu's algorithm for the symmetric case [15] , which is shown in Figure 2 . Note that the line "s ← top of tree containing j" can be computed using a union-find data structure with path compression in amortized time O(log(n)) time [2, p. 449], or in amortized time O(α(nz(A), n)) where α is an inverse of the Ackermann function if the method also uses the union-by-rank heuristic [2, pp. 450-457] . However, the union-by-rank heuristic requires additional work since the representative of a subset is determined by the algorithm, and is not necessarily the root of a component of the currently-constructed elimination tree or forest.
Notice that the elimination tree T = ET(CIG(A)) is the smallest tree or forest T for k = 1, 2, . . . , n for each i such that a ik = 0 j ← max{ r < k | a ir = 0 } s ← top of tree containing j if s = k parent (s) ← k for j = 1, 2, . . . , n:
(Note: if the set is empty, jump to the end of the loop.) that satisfies the relations "l is an ancestor of k" whenever l > k and a jk , a jl = 0 for some j. The row-merge tree RM(A) can be formed from T by adding R to the set of nodes, and adding edges from r i to c k if k = min{ s | a is = 0 }. For an arbitrary tree or forest T , let RM(T ) denote the tree or forest formed by adding R to the set of nodes, and adding edges from r i to c k where k = min{ s | a is = 0 }.
Given the elimination tree T = ET(CIG(A)), the fill-in can be estimated as follows [15] : Column j of R has nonzeros in rows r k where c k is an ancestor of some row r i in RM(T ) where a ij = 0 and k ≤ j. Row i of W has nonzeros in columns c k where c k is an ancestor of r i in RM(T ) and k ≤ i. The estimated fill-in based on the ET (CIG(A)) is the same as the fill-in predicted by the crude symbolic QR factorization algorithm in Figure 1 .
The fill-in for the QR factorization can be computed from ET(CIG(A)) and A with just O(n) storage overhead and O(nz(R) + nz(W ) + n) time; just to count the number of nonzeros needs just O(1) additional storage and O(nz(R) + nz(W ) + n) time.
2. Post-processing the row-merge tree. If |R k | > 1 for all k, then the assumptions underlying the algorithm in Figure 1 are correct and the methods of the previous paragraph for computing the sparsity patterns of R and W give the correct fill-in. However, if |R k | = 1 for some k, then we must have R k = {r k }. In this case, the elimination tree T must be post-processed to give the correct fill-in.
In this section we introduce a post-processing algorithm which should be applied when |R k | = 1 for some k. This algorithm should be performed after constructing ET(CIG(A)) and adding the row nodes to construct the row-merge tree of A as described in the previous section. This post-processed row-merge tree predicts fill-in at least as well as the original row-merge tree does. How to predict fill-in given a row-merge tree was described near the end of the last section. We have to thread the tree so that the children of a given node can be found in O(1) time per child node. Threading a tree of n nodes (defined by a parent array) requires just O(n) operations and O(n) storage. The post-processing step for an m×n matrix A takes just O(m+n) operations, including the tree threading step.
The post-processing algorithm is shown in Figure 4 . Note that the final computed value of count(j) is the number of rows that participate in the jth stage of the QR factorization minus one. It is also the number of row nodes in the row-merge tree rooted at c j minus the number of column nodes in this tree. The first loop in Figure 4 initializes the array count(j) for all n columns. The second loop finds out for each row i what is the column number of the first nonzero appearance in that row, and adds 1 to the count for that column. In other words, count(k) states how many rows have the first nonzero in column k (the number of row children of k). For example (1) in Section 1 we have: count(1) = count(2) = count(3) = count(4) = 1 after the second loop. The third loop finds the number of row descendents of node j minus the number of its column descendents (including itself). The final values of count(j) are shown for a couple of example matrices in Figure 5 . If the value of count(j) is equal to zero than that node is disconnected from the tree above. For the example matrices A and A ′ (equations (1) and (2)), the row merge trees and the effect of post-processing is shown in Figure 5 . 
count(1)=0 coutn(2)=0 count(3)=0 count(4)=0
Postprocessing has no effect on RM(A'): T' = T. The basis for this post-processing algorithm is a more refined understanding of the symbolic Householder QR factorization shown in Figure 1 . As mentioned earlier that algorithm is expensive and previous approaches based on row merge trees exit. Our new algorithms show that we can do better by postprocessing the row merge trees. The set S(p j ) is the set of nonzero entries in row j after the jth step of the QR algorithm, minus the c j entry. Note that the jth row no longer participates in the succeeding steps of the QR factorization after the jth step. If only row j has a nonzero in column j at the jth stage of the QR factorization, then no Householder operation needs to be performed, and thus S(p j ) is irrelevant to the calculation of S(p l ) for l > j. This fact is ignored by the symbolic QR factorization in Figure 1 .
T <-RM(A) T' <-postprocessed T T <-RM(A')
If we re-consider the algorithm in Figure 1 with this in mind, then for j = 1, 2, . . . , n there should be a count of the number of rows in R j (which is count(j)+ 1). If |R j | ≤ 1, then the jth step of the QR factorization is trivial, and S(p j ) is irrelevant for future steps in the factorization. If we add one to count(j) at the end of the algorithm in Figure 4 , we obtain the number of rows participating in the jth stage of the factorization. This explains why we should disconnect the tree when count(j) = 0, If we postprocess the elimination tree T ′ again, we do not change the value of the count array and have no affect on nz(W ). However, this post-processed elimination tree T ′ can be used to compute a new elimination tree T ′′ which will give more information about nz(W ). This re-processing creates a new elimination tree or forest T ′′ . To illustrate the necessity of re-processing the post-processed elimination tree, consider the matrix
The steps of the re-processing algorithm are shown in Figure 7 . The algorithm mirrors the earlier algorithm in Figure 3 for computing ET(CIG(A)), except that T ′ is used to filter the construction of the elimination tree. This means that two nodes are connected in T ′′ they must be connected in T ′ . The elimination tree ET(CIG(A ′′ )) and the results of post-processing and re-processing the elimination tree using the algorithm of Figure 7 are shown in Figure 6 .
To explain how the algorithm proceeds for the this example, start by looking at T ′ (the tree obtained after the post-processing scheme is applied). The generated tree T ′′ by the re-processing algorithm, is similar to the original tree T ′ , until the second loop reaches the value k = 3. When k = 3 (p = 1, j = 2, and s = 2) the statement parent(s) ← k of algorithm 7 is not executed, since k, s and p do not belong to the same component of T ′ . Nevertheless during the next iteration of this loop, when k = 4, that same statement will connect node 2 to its new parent, node 4.
The post-processing and subsequent re-processing steps can be applied recursively until post-processing does not alter the elimination tree or forest (that is, count(j) > 0 for k = 1, 2, . . . , n: parent(j) ← N U LL for k = 1, 2, . . . , n for each i such that a ik = 0 p ← min{ q | a iq = 0 } j ← max{ r < k | a ir = 0 } s ← top of tree containing j if k, s, and p all belong to the same component of T ′ and s = k parent (s) ← k Fig. 7 . Re-processing step which constructs T ′′ based on T ′ for all j). Define T ′′ = ET * (A, T ) to be the elimination forest that results from the following two step process: 1) applying post-processing to the elimination tree T and then 2) re-processing the resulting forest T ′ to produce T ′′ , using algorithms in Figures  4 and 7 , respectively.
Since ET * (A, T ) is either unchanged (T ′′ = T ) or more disconnected than T , recursive applications of T (k+1) ← ET * (A, T (k) ) will terminate after at most n iterations. In practice, the number of iterations needed to obtain T (k+1) = T (k) is very small. Let T * be this final elimination forest where T * = ET * (A, T * ). Then for this forest, count(j) > 0 for all nodes j that are not root nodes. Thus, the predicted sparsity structure of the rows in each tree of T * is correct, and the sparsity structure predicted by T * is the exact fill-in pattern for the Householder QR factorization. Determining if two nodes are in a common connected component of a tree or forest T (as done in the core of loop k) can be performed in O(1) time after an ancestor array is constructed containing the top-most ancestor of each node in T , which can be done in O(n log n) time where n is the number of nodes of T .
Computational results.
The following operations were implemented: computing the elimination tree of the column intersection graph ET(CIG(A)) (including threading the trees), the post-processing algorithms of Figures 4 and 7 , a maximal matching algorithm [6] for bipartite graphs, and the Dulmage-Mendelsohn decomposition [22] . Note that only path compression was used for the union-find data structures in the construction of the elimination trees [2, p. 447], and not union by rank. This is the approach used for constructing ET(CIG(A)) in the recent SuperLU code under development by Demmel et al., which is referred to in [5] . The implementation of the maximal matching algorithm follows the recommendations of [6] . These algorithms were implemented in terms of the Meschach matrix library in C [23] . Our algorithms predicted the exact fill-in for all test matrices, as expected. Our test matrices included all rectangular matrices plus some square matrices from the Harwell-Boeing collection. Matrices which had more columns than rows were transposed before performing any calculations. No column or row re-ordering was performed on these matrices, since we aim solely to analyze the performance of our fill-in prediction algorithms.
Other test problems were 10 × 10 matrices with nonzeros only in the first row and the diagonal. Our new routines correctly deduced that the number of nonzero entries for R, which for this matrix has just 19 nonzeros, using the post-processed ET(CIG(A)) tree (i.e., no fill-in), while the unprocessed tree predicted 55 nonzeros (i.e., complete fill-in, as were expected from A T A). Also, matrix A ′′ of equation (4) was used as a test matrix, and the results confirmed expectations. Our routines were compiled and run on a Hewlett-Packard Visualize C3000 with standard optimization switches set on.
The basic data for the matrices are listed in Table 1 , and the timings for the operations are listed in Table 2 . In Table 1 , #nz is the number of nonzeros of the original matrix, nz(R) is the number of nonzeros of R in the QR factorization, and nz(W ) is the number of nonzeros in the matrix of Householder vectors that represents Q. In Table 2 , ET CIG1 refers to the time to compute the elimination tree of the column intersection graph of the matrix, ET CIG2 is the amount of additional time needed for all subsequent computations of ET * (A, T ) in order to compute the final elimination tree, T * . The columns "thread" and "post-proc" give the time needed to thread the elimination tree, and to perform the post-processing of the algorithm in Figure 4 , respectively.
The Dulmage-Mendelsohn decomposition gives an alternative way of predicting the exact fill-in of QR factorization. The decomposition itself is a re-ordering of the rows and columns of the matrix so that the matrix is put into block upper triangular form with strong Hall diagonal blocks. The columns "coarse" and "fine" of Table 2 give the times needed for the coarse and fine phases of the Dulmage-Mendelsohn decomposition [22] after the computation of a maximal matching. Finally, the column "MM" gives the time needed to compute a maximal matching, which is an essential step in the Dulmage-Mendelsohn algorithm. Note that the times given do not include the times for computing the fill-in for the QR factorization using either approach.
When we add the times ET CIG1 and ET CIG2 and compare with the sum of the times for the coarse and fine phases of the Dulmage-Mendelsohn method, we always get smaller times for the sum of elimination tree times (ET CIG1 plus ET CIG2). Notice that after the Dulmage-Mendelsohn decomposition, there are still other steps for the prediction of the QR fill-in which are not taken into account. Our results show that our new algorithms based on post-processed row-merge trees are usually faster than methods based on Dulmage-Mendelsohn approaches. 
