An edge-magic total labelling (EMTL) of a graph G with n vertices and e edges is an injection λ : V (G) ∪ E(G) → [n + e], where, for every edge uv ∈ E(G), we have wt λ (uv) = k λ , the magic sum of λ. An edgemagic injection (EMI) µ of G is an injection µ : V (G) ∪ E(G) → N with magic sum k µ and largest label m µ . For a graph G we define and study the two parameters κ(G): the smallest k µ amongst all EMI's µ of G, and m(G): the smallest m µ amongst all EMI's µ of G. We find κ(G) for G ∈ G for many classes of graphs G. We present algorithms which compute the parameters κ(G) and m(G). These algorithms use a G-sequence: a sequence of integers on the vertices of G whose 1 sum on edges is distinct. We find these parameters for all G with up to 7 vertices. We introduce the concept of a double-witness: an EMI µ of G for which both k µ = κ(G) and m µ = m(G); and present an algorithm to find all double-witnesses for G. The deficiency of G, def (G), is m(G)−n−e. Two new graphs on 6 vertices with def (G) = 1 are presented. A previously studied parameter of G is κ EM T L (G), the magic strength of G: the smallest k λ amongst all EMTL's λ of G. We relate κ(G) to κ EM T L (G) for various G, and find a class of graphs B for which κ EM T L (G) − κ(G) is a constant multiple of n − 4 for G ∈ B. We specialize to G = K n , and find both κ(K n ) and m(K n ) for all n ≤ 11. We relate κ(K n ) and m(K n ) to known functions of n, and give lower bounds for κ(K n ) and m(K n ).
Introduction, κ(G), m(G)
We use N = {1, 2, 3, . . .} for the set of natural numbers, and [s] = {1, 2, . . . , s} for the set of the first s natural numbers. Here G will be a simple graph without isolated vertices, with vertex-set V (G) of order n ≥ 2, and edge-set E(G) of size e ≥ 1. Consider an injection µ : V (G) ∪ E(G) → N, which we represent by labelling each vertex and edge of G with a distinct natural number, this is a total labelling of G. For edge uv ∈ E(G) let its weight under µ be wt µ (uv) = µ(u) + µ(v) + µ (uv) .
A magic valuation of G is an injection λ : V (G) ∪ E(G) → [n + e], where, for every edge uv ∈ E(G), we have wt λ (uv) = k λ , for a constant k λ , called the magic sum of λ. Magic valuations were introduced by Kotzig and Rosa in [5] , and have been studied further under the name edge-magic total labellings (EMTL's). Here we use 'EMTL' instead of 'magic valuation'. Wallis, Baskoro, Miller, and Slamin [14] , and Wallis [13] contain much information about EMTL's. See Gallian [2] for numerous classes of graphs that have an EMTL, and for other information on this and related topics. There is now extensive ongoing research in the field of graph labellings, much of it stimulated by magic valuations which were amongst the first labellings studied.
Here we focus on edge-magic injections of a graph G. Definitions: Edge-magic injection (EMI) of G; k µ , m µ (1) The injection µ is an edge-magic injection of G if for every edge uv ∈ E(G) we have wt µ (uv) = k µ , for some constant k µ called the magic sum of µ.
(2) m µ is the largest label used in µ. So µ :
Thus an EMI of G is a relaxed form of an EMTL of G, in that the labels of G can be any natural number. The idea of an EMI also comes from [5] . Not every graph has an EMTL, an example is K 4 . But every graph has an EMI (see Theorem 3.1) and this is one advantage of studying EMI's over studying EMTL's. It appears that very little research has been carried out on EMI's as compared to EMTL's.
One avenue of research in EMTL's is to extend the list of graphs that have an EMTL. Another is to investigate properties of EMTL's. With this second idea in mind Avadayappan, Vasuki, and Jeyanthi [1] defined the following parameter, called the magic strength of G, for any graph G that has an EMTL. We denote this parameter by κ EM T L (G).
Definition: κ EM T L (G)
Let G have an EMTL. Then κ EM T L (G) = min{k λ | λ is an EMTL of G with magic sum k λ }, is the smallest k λ amongst all EMTL's λ of G.
All known values of κ EM T L (G) are given in Theorem 1.1 below.
In [6] it was shown that K n has an EMTL if and only if n ∈ {2, 3, 5, 6}. The values of κ EM T L (K n ) for n ∈ {2, 3, 5, 6} in line 1 of Theorem 1.1 come from Section 7.1 of [14] where all such EMTL's were found, although κ EM T L (G) was not considered; see also Section 2.3.3 of [13] . The values of κ EM T L (G) for the graphs G in lines 2-6 of Theorem 1.1 are from [1] , and those in lines 7 and 8 are from Section 2 of Murugan [7] . Remark: All graphs G in Theorem 1.1 that contain an 'n' in their notation have n vertices, except for G = B Theorem 1.1 ([14] , [1] , [7] )
, (n even and ≥ 4);
, (n odd and ≥ 3);
Because every graph G has an EMI, we may define a new parameter, κ(G) = κ EM I (G), as a more general version of κ EM T L (G). It appears that κ(G) has not been considered before. Definitions: κ(G), k-minimum EMI of G; witness for κ(G)
(G); and µ is a witness for κ(G).
See Sections 3 and 4 of [7] for related, but different, parameters of G; and see Kong, Lee, and Sun [3] for a similar parameter, but concerning the vertices of G.
The second parameter of a graph G which we consider is m(G).
and µ is a witness for m(G).
(3) def (G) = m(G) − n − e, the deficiency of G, is the smallest number such that there exists an EMI µ :
The concept of 'deficiency' comes from [5] ; the formulation we use is slightly different from that used there. By Definition (1) above it is clear that m(G) = n + e if and only if G has an EMTL (if and only if def (G) = 0). As an example of some graphs G with m(G) = n + e + 1 (equivalently, def (G) = 1) see the 10 graphs shown in [5] , each has n ≤ 6.
We summarize our paper: In Section 2 we give a lower bound for κ(G), and then find κ(G) for all incomplete graphs G in Theorem 1.1. In Section 3 we define a G-sequence A, and show that every graph G on n vertices has an EMI. In Section 4 we present algorithms that, for a fixed G, compute κ(G), and find all witnesses for κ(G), i.e., all k-minimum EMI's of G. In Section 5 we present algorithms that compute m(G), and find all witnesses for m(G), i.e., find all m-minimum EMI's of G. In Section 6 we present our results from the algorithms of Sections 4 and 5 for graphs G with n = 2, 3, 4, 5, or 6 vertices. We find two new graphs G with def (G) = 1 on 6 vertices. We also consider graphs G with n = 7 vertices, and trees T with up to n = 10 vertices. In Section 7 we specialize to G = K n . Finally, in Section 8, we consider miscellaneous items.
κ(G) for certain G
In this section we find κ(G) for all graphs G in Theorem 1.1 except for G = K n where n ∈ {2, 3, 5, 6}. In Section 7 we show κ(K n ) = κ EM T L (K n ) for all n ∈ {2, 3, 5, 6}, (see Table 3 ).
If a graph G has an EMTL then, since an EMTL of G is an EMI of G,
However
, but see Fig. 1 for an EMI µ of B 2,2 with k µ = 15 < 16. Indeed, in Theorem 2.4(ii), we show that κ(B 2,2 ) = 15.
Fig. 1 here
In Theorem 2.1 below we let V (G) = {v 1 , v 2 , . . . , v n } and let d i denote the degree of vertex v i for i = 1, 2, . . . , n. We order the vertices so that
Theorem 2.1 Let G have n vertices, e edges, and vertex degrees
Proof.
(i) Let µ be an EMI of G with magic sum κ(G) and with largest label m µ . When summing κ(G) over every edge, each edge label µ(uv) appears one time and each vertex label µ(v i ) appears d i times. That is,
In order to minimize the RHS of Equation (2) we use the n + e labels {1, 2, . . . , n + e − 1, m µ } on G. We place the largest e labels {n + 1, n + 2, . . . , n + e − 1, m µ } on the e edges; and the smallest n labels {1, 2, . . . , n} on the n vertices in reverse order, so that µ(
Now, using 
For (i) we use Theorem 2.1, and nr = 2e, and
. And for (ii) we use (i) and m(G) ≥ n + e.
The graphs G in lines 2 and 3 in Theorem 1.1 are regular, we have:
(i) When G = C n we have e = n, and Corollary 2.
. The proof of (ii) is similar using e = n 2 . Now for the irregular G in lines 4-8 in Theorem 1.1 we have:
(ii) κ(B n−2 2 , n−2 2 ) = 2n + 3, (n even and ≥ 4).
(i) Here G = P n with n vertices and e = n − 1 edges and de-
comes from Theorem 1.1 and Equation (1).
with n vertices and e = n − 1 edges and degrees •
with n + 1 vertices and e = n edges and degrees
) ≤ 2n + 5 from Theorem 1.1
and Equation (1).
with n vertices and e = n − 1 edges and degrees
. Again Theorem 2.1(ii) gives κ(HTn+1
, and κ(HTn+1
from Theorem 1.1 and
Equation (1). Thus κ(HTn+1
, and κ(T W n
from Theorem 1.1 and Equa-
.
Remark: See Figure 1 for an example of the EMI of Theorem 2.4(ii) with
. Hence, for a graph G with n vertices, we can have the difference κ EM T L (G) − κ(G) as large as a constant multiple of n − 4, i.e., a constant multiple of n for sufficiently large n.
We conclude this section with the following result which could be useful when searching for an EMI µ of G with k µ < κ EM T L (G) for regular G with an EMTL.
Theorem 2.5 Let G be a r-regular graph (r ≥ 2) with an EMTL, and let λ be a witness for
The first equality is true since each vertex label λ(u) appears r times and each edge label λ(uv) appears one time when summing κ EM T L (G) over every edge. Similarly,
The last inequality is true since k µ < κ EM T L (G). But r ≥ 2, and so
G-sequences
Let S and T be sets of distinct natural numbers, ordered or unordered.
Definitions: S↑, S↓, S + T (1) S↑= max{s | s ∈ S}, is the largest element in S.
(2) S↓= min{s | s ∈ S}, is the smallest element in S. 1 , a 2 , . . . , a n ) be an ordered sequence of n distinct natural numbers. Now label vertex v i with a i , say (v i ) = a i , for each i = 1, 2, . . . , n.
is the graph G whose vertices have been labelled with elements of A. 
, is the maximum of the vertex labels and the edge labels on G(A).
Theorem 3.1 G(A) is an EMI of G with magic sum k(G(A)).

Proof.
The vertex labels of G(A) are distinct, and, since A is a G-
e., every edge label is different from every vertex label. Thus this total labelling of G is an injection into N. It has magic sum k(G(A)), so is an EMI.
Example 1
Consider the graph G shown: A = (4, 5, 1, 2) is a G-sequence since all numbers in P(A) = {3, 5, 6, 7, 9} are distinct. Then P(A)↑= 9 and A + P(A) = {4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}. 
Computing κ(G), k-minimum EMI's of G
In this section G is a fixed graph. We present an algorithm to compute κ(G), and a second algorithm to compute all witnesses for κ(G). G-sequence}, is the smallest value of k(G(A) ) amongst all G-sequences A.
Theorem 4.1 We have κ(G) = k(G).
Proof.
To
Conversely let µ be a k-minimum EMI of G, so k µ = κ(G); and let A = (a 1 , a 2 , . . . , a n ) be the sequence of vertex labels of this G written in the same order as V (G) = (v 1 , v 2 , . . . , v n ) . Then κ(G) − a i − a j for all pairs {i, j} where v i v j ∈ E(G) and 1 ≤ i < j ≤ n are the edge labels of this G. Since µ is an EMI then these are all distinct, hence the a i + a j are distinct, and so A is a G-sequence. The smallest edge label can be 1 so, A = (a 1 , a 2 , . . . , a n ) be a G-sequence.
thus some edge label is equal to a vertex label, a contradiction. So κ(G) ∈ A + P(A). Thus κ(G) is an integer ≥ P(A)↑ + 1 that lies outside A + P(A), but k(G(A)) is the smallest such integer. Hence κ(G) ≥ k(G(A)) ≥ k(G), since A is a G-sequence.
Combining the above paragraphs gives κ(G) = k(G).
So to compute κ(G) we will compute k(G), see Algorithm κ(G) below. Definition: W k (A) Let
, the number of permutations of length n from the set
; i.e., |W k (A)| is finite.
Theorem 4.2 Let A be a G-sequence. Then
Proof. A)), i.e., k(G) > k(G(A) ), a contradiction to the minimality of k(G). Hence the result.
Let X be a G-sequence with k(G(X)) = k(G). If k(G) = min{k(G(W
The following algorithm is a finite procedure for computing k(G), i.e., κ(G), it uses Theorem 4.2. A 0 = (a 1 , a 2 , . . . , a n ) be a G-sequence.
Algorithm κ(G): Compute κ(G) (1) Let
Step (2) and repeat
Definition: k-minimum G-sequence; witness for κ(G)
Let X = (x 1 , x 2 , . . . , x n ) be a G-sequence. Then X is a k-minimum G- sequence
if k(G(X)) = κ(G); we also call X a witness for κ(G).
Remark: So a 'witness for κ(G)' can be both a G-sequence X or the corresponding EMI G(X) of G. A Corollary of Theorem 4.1 is then:
Corollary 4.3 G-sequence X is a witness for κ(G) if and only if EMI G(X) is a witness for κ(G).
Once κ(G) is known we can find all k-minimum G-sequences, i.e., all witnesses for κ(G).
Theorem 4.4 Let X be a k-minimum G-sequence. Then all k-minimum G-sequences lie in W k (X).
Proof.
Let
We give an algorithm to find all witnesses W for κ(G). For this we need: (ii) Let X = (x 1 , x 2 , . . . , x n ) be a k-minimum G-sequence. Then either
(i) Let ∈ N be the smallest label used in µ. Now define an injection µ :
is a k-minimum EMI of G, and so, from (i), the label 1 has been used on a vertex or an edge, (not both). If 1 is a vertex label on some v i then x i = 1. Or, if 1 is an edge label, then it is the smallest edge label, so 1 = k(G(X)) − P(X)↑= κ(G) − P(X)↑.
That is, P(X)↑ +1 = κ(G).
Remark: See Table 3 , n = 2 where both cases of Theorem 4.5(ii) are illustrated.
Definition: witness(κ(G)) witness(κ(G)) = {W | W is a k−minimum G−sequence}.
We use Theorem 4.5(ii) in the following algorithm where we assume that κ(G) is known.
Algorithm witness(κ(G)): Find witness(κ(G))
(1) Let X = (x 1 , x 2 , . . . , x n ) be a k-minimum G-sequence.
(2) List all W = (w 1 , w 2 , . . . , w n ) ∈ W k (X) with some w i = 1 or P(W )↑ +1 = κ(G), (not both).
Computing m(G), m-minimum EMI's of G
In this section G is fixed. We present an algorithm to compute m(G), and a second algorithm to compute all witnesses for m(G).
Recall Definition (7) of Section 3: For a G-sequence A = (a 1 , a 2 , . . . , a n ) we have m (G(A)) = max{A↑, k(G(A)) − P(A)↓}. So m(G(A) ) is the maximum of the vertex labels and the edge labels of G(A), i.e., the largest label of G(A). Analogous to the definition of k(G):
Definition: m(G) m(G) = min{m(G(A)) | A is a G − sequence}, is the smallest value of m(G(A)) amongst all G-sequences A.
Analogous to Theorem 4.1:
Theorem 5.1 We have m(G) = m(G).
Proof.
To see that
. . , y n ) be a G-sequence with m(G(Y )) = m(G). Now the total labelling G(Y ) of G is an EMI µ of G with m µ = m(G(Y )) = m(G). Hence, by definition of m(G), we have m(G) ≤ m(G).
Conversely let µ be a m-minimum EMI of G, so m µ = m(G); and let A = (a 1 , a 2 , . . . , a n ) be the sequence of vertex labels of this G written in the same order as V (G) = (v 1 , v 2 , . . . , v n ). Then k µ − a i − a j are the edge labels of this G for edges v i v j where 1 ≤ i < j ≤ n. As before, these are all distinct, hence the a i + a j are distinct, and A is a G-sequence. Now by definition of
Combining the above paragraphs gives m(G) = m(G).
So, to compute m(G) we will compute m(G), see Algorithm m(G) below. A = (a 1 , a 2 , . . . , a n ) be a G-sequence.
Definition: W m (A) Let
W m (A) = {W | W
is a G−sequence with W↑≤ m(G(A))}.
Note that A ∈ W m (A). Note also that |W m (A)| ≤ P erm (n, m(G(A))), i.e., |W m (A)| is finite.
Theorem 5.2 Let
Proof. (G(A)), i.e., m(G) > m(G(A) ), a contradiction to the minimality of m(G). Hence the result. 1 , a 2 , . . . , a n ) be a G-sequence.
Using Theorem 5.2 we have:
we also call Y a witness for m(G).
Once m(G) is known we can find all m-minimum G-sequences, i.e., all witnesses for m(G).
Theorem 5.3 Let Y be a m-minimum G-sequence. Then all G-sequences with m(G(W
The proof of the following Theorem is similar to the proof of Theorem 4.5. (ii) Let Y = (y 1 , y 2 , . . . , y n ) be a m-minimum G-sequence. Then either
not both).
Remark: See Table 3 We use Theorem 5.4(ii) in the following algorithm where we assume that m(G) is known.
Algorithm witness(m(G)): Find witness(m(G))
6 Results for G with n = 2, 3, . . . , 7, double-witnesses
In this section, for a fixed graph G with n = 2, 3, . . . , 7 vertices we present our results from Algorithm κ(G) and Algorithm m(G). (For a typical fixed G, the witnesses from Algorithm witness(κ(G)) and Algorithm witness(m(G)) are too numerous to list.) All the 1252 simple graphs G with up to 7 vertices are listed and numbered as G1, G2, · · · , G1252 in Read and Wilson [10] . We use this numbering system, and for graph G# we compute the quadruple: (G#, κ(G#), m(G#), def(G#)). A = (a 1 , a 2 , . . . , a n ) be a G-sequence. Then A is a (k, m) 
Algorithm double-witness(G): Find double−witness(G)
Remark: If G-sequence A is a double-witness we use bold numbers in A. Table 2 the two graphs G116 and G143 marked with a * each have def (G) = 1; thus we have found two new graphs G on 6 vertices with def (G) = 1. See the incomplete list of 7 graphs G on 6 vertices with def (G) = 1 in [5] ; the complete list is {G68, G84, G106, G116, G133, G143, G190, G201, G204}. Graph G116 is K 2 ∪ K 4 : we have also confirmed that G116 does not have an EMTL (def (G116) > 0) by exhaustive search without the aid of a computer. Graph G143 has 8 edges and odd degrees [1, 3, 3, 3, 3, 3] so we may also use Theorem 1 of Ringel and Llado [11] to confirm that G143 does not have an EMTL. Remark: A graph may have a large number of double-witnesses, eg., graph G77 on 6 vertices has 3840 double-witnesses. The smallest graph without a double-witness is G70 = 2P 3 , and the next smallest is G79 = B 2,2 . Both these graphs G have an EMTL and satisfy 15 = κ(G) < κ EM T L (G) = 16, see Figs. 1 and 3. The smallest graph without both a double-witness and an EMTL is G106 = 2K 3 . Fig. 3 
Remark: In
(G) = κ EM T L (G).
Proof.
Graph G has an EMTL so m(G) = n + e. For the forward implication: Let Z be a double-witness for G.
For the backward implication: Let X be a witness for
We have a countable class of graphs without a double-witness:
does not have a double-witness.
Proof. From the Remark after Theorem 2.4 we have κ(B n−2
), the contrapositive of Theorem 6.1 then gives the result.
Note: A file containing the (G, κ(G), m(G), def(G))-quadruples for the 888 graphs G on n = 7 vertices is available from the authors. As is a file containing the (T, κ(T ), m(T ), def(T ))-quadruples for the 200 trees T on up to n = 10 vertices.
G = K n , Well Spread-sequences
When G = K n a G-sequence is a Well Spread-sequence, a WS-sequence; see Kotzig [4] , and [6] .
An upperbound for both κ(K n ) and m(K n ) due to Wood [15] is:
and an upperbound for κ(K n ) due to Pikhurko [9] is:
Lower bounds for κ(K n ) and m(K n ) are given at the end of this section in Theorem 7.6. We first complete our discussion of graphs G from Theorem 1.1 by dealing with line 1: Table 4 . Values of κ(K n ), m(K n ), and def (K n ) for 7 ≤ n ≤ 11, and all witnesses, except for the value m(K 11 ) = 110 where the sequence marked † † is unlikely to be the only witness; a large portion of the search space was left unsearched. For n = 12 we give lower and upper bounds; see below. Remark: In Table 4 for m(K 11 ) = 110 † see the comments involving ρ * (n) below. We have answered Research Problem 2.2 in Section 2.3.4 of [13] which asks to find m(K 7 ) and m(K 8 ).
If A = (a 1 , a 2 , . . . , a n ) is a WS-sequence then without loss of generality we let 1 ≤ a 1 < a 2 < · · · < a n . Thus, see Definitions (4) and (7) of Section 3, we have:
Definitions: ρ(A), ρ * (n) (See [4] and [6] .) 1 , a 2 , . . . , a n ) be a WS-sequence. Then ρ(A) = a n + a n−1 − a 2 − a 1 + 1 is the span of pairwise sums of A.
(2) ρ * (n) = min{ρ(A) | A is a WS-sequence of length n}, is the smallest ρ(A) amongst all WS-sequences A of length n. A = (a 1 , a 2 , . . . , a n ) be a WS-sequence. Then (i) m(K n (A)) ≥ ρ(A), strategy is one whose efficiency is greatly improved by the known bounds for σ * (i), which denotes the smallest that the i-th term of any WS-sequence of length at least i can be, see Lemma 7.3. Three new integer sequences: Tables 3 and 4 provide us with three integer sequences that do not appear in the On-Line Encyclopedia of Integer Sequences, Sloane [12] . We have sent the first 11 terms of each sequence to [12] . (1) Determine the exact values of κ(K 12 ) and m(K 12 ); and extend Table 4 for n ≥ 13.
Theorem 7.2 Let
(2) For every even n ≥ 2 does K n have a double-witness? It does for n = 2, 4, 6, 8, and 10. 
