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Abstract
We give, in terms of the Łojasiewicz inequality, a sufficient condition for germs of C2 mappings at
infinity to be isotopical.
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1. Introduction and result
Let K = R or K = C. René Thom in [15] stated a hypothesis, that in the set of polynomials
f ∈ K[x1, . . . , xn] in n variables x1, . . . , xn, of degree degf  k, there exists a finite number
of topological types, i.e. equivalence classes of the relation: f ∼ g iff f ◦ ϕ = ψ ◦ g for some
homeomorphisms ψ :K→K and ϕ :Kn →Kn. The hypothesis was proved by T. Fukuda in [6].
In the local case this problem corresponds to the C0-sufficiency of jets. By a k-jet in the Cl class
we mean a family of Cl functions in neighborhoods of 0 ∈ Rn called Cl-realizations of this jet,
possessing the same Taylor polynomial of degree k at 0. The k-jet is said to be Cr -sufficient in
the Cl class, if for every of his Cl-realizations f and g there exists a Cr diffeomorphism ϕ of
neighborhoods of 0, such that f ◦ϕ = g in a neighborhood of 0 (R. Thom [15]). N.H. Kuiper [8]
and T.C. Kuo [9] proved the following criterion (cf. [13]):
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then the k-jet of f is C0-sufficient in the Ck class.
By the Łojasiewicz exponent at zero of a mapping F : (Kn,0) → Km we mean the infimum of
exponents ν ∈ R in the Łojasiewicz inequality: ‖F(z)‖ C‖z‖ν as ‖z‖ < r for some constants
C > 0 and r > 0. J. Bochnak and S. Łojasiewicz [2] proved that the inverse of the above criterion
is also true. Analogous result in the complex case was proved by S.H. Chang and Y.C. Lu [4],
B. Teissier [14] and J. Bochnak and W. Kucharz [1].
By the Łojasiewicz exponent at infinity of a mapping F : Kn → Km, denoted by L∞(F ), we
mean the supremum of exponents ν ∈R in the following Łojasiewicz inequality:∥∥F(z)∥∥ C‖z‖ν as ‖z‖ > R for some constants C > 0 and R > 0.
It is known that for a polynomial mapping F we have L∞(F ) ∈Q ∪ {−∞} and L∞(F ) > −∞
if and only if the set F−1(0) is finite.
Similar considerations as above are carried out for functions in a neighborhood of infinity. In
the case of polynomials in two complex variables P. Cassou-Noguès and H.H. Vui [3, Theorem 5]
proved that:
Let f ∈C[z1, z2], L∞(∇f ) 0 and k ∈ Z, k  1. The following conditions are equivalent:
(i) L∞(∇f ) k − 1,
(ii) there exists ε > 0, such that for every polynomial P ∈ C[z1, z2] of degree degP  k,
whose modules of coefficients of monomials of degree k are less or equal ε, the links at
infinity of almost all fibers f−1(λ) and (f + P)−1(λ), λ ∈C are isotopic.
Recall that by link at infinity of the fiber P−1(λ) of a polynomial P : C2 → C we mean the set
P−1(λ) ∩ {(x, y) ∈C2: |x|2 + |y|2 = r2} for sufficiently large r . L. Fourrier in [5] gave another
description of the equivalence of links of fibers at infinity.
The above result of P. Cassou-Noguès and H.H. Vui was generalized by G. Skalski [12, The-
orems 3, 7]:
Let f ∈ K[x1, . . . , xn], let k ∈ Z, k  0, and let L∞(∇f )  k − 1. Then there exists ε > 0,
such that for each polynomial P ∈K[x1, . . . , xn] of degree degP  k, whose modules of coef-
ficients of monomials of degree k does not exceed ε, polynomials f and f +P are analytically
equivalent at infinity.
We say that functions f,g : Kn → K are analytically equivalent at infinity when there exists an
analytic diffeomorphism ϕ of neighborhoods of infinity, i.e. complements of compacts, such that
‖ϕ(x)‖ → ∞ if and only if ‖x‖ → ∞ and there exists an analytic diffeomorphism ψ :K→K,
such that
f ◦ ϕ = ψ ◦ g in a neighborhood of infinity.
The inverse to the Skalski theorem is false (see [12, Remark 2]).
The purpose of this paper is to give a similar result for a C2 mappings in a neighborhood of
infinity. Let us start from three definitions and some notations.
Let X,Y be Banach spaces over K. Let L(X,Y ) denote the Banach space of linear continuous
mappings from X to Y . For A ∈ L(X,Y ), A∗ stands for the adjoint operator in L(Y ′,X′), where
X′ is the dual space of X.
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ν(A) = inf{∥∥A∗ϕ∥∥: ϕ ∈ Y ′, ‖ϕ‖ = 1}. (1)
Definition 2. Let Ω ⊂ Rn be a neighborhood of infinity (i.e. Ω = Rn \ K for some compact
set K). We will say, that a continuous mapping H :Ω × [0,1] →Rn is an isotopy at infinity if
(a) H0(x) = x, x ∈ Ω ,
(b) for any t the mapping Ht is a C1 diffeomorphism and limx→∞ Ht(x) = ∞,
where the mapping Ht : Ω →Rn is defined by Ht(x) = H(x, t) for x ∈ Ω , t ∈ [0,1].
In Section 4 we justify the definition of isotopy.
Definition 3. Let f :Ω1 →Rm, g :Ω2 →Rm where Ω1,Ω2 ⊂Rn are neighborhoods of infinity.
We call f and g isotopical at infinity if there exists an isotopy at infinity H : Ω × [0,1] → Ω1,
Ω ⊂ Ω2, such that f (H1(x)) = g(x), x ∈ Ω . By Lemma 6 in Section 4, this is an equivalence
relation.
Let k ∈R and let ε > 0. We will use the symbol Pk,ε to denote all C2 mappings P :Kn →Km,
for which there exists R > 0 such that∥∥P(x)∥∥ ε‖x‖k and ∥∥dP (x)∥∥ ε‖x‖k−1 for any ‖x‖R, (2)
where dP is the differential of P and dP (x) the differential of P at x ∈Kn.
The main result of this paper is the following
Theorem 1. Let f :Kn →Km, where m n, be a C2 mapping (holomorphic if K=C). Assume
that there exist k ∈R and positive constants C,R such that
ν
(
df (x)
)
 C‖x‖k−1, ‖x‖R. (3)
Then there exists ε > 0 such that for any P ∈ Pk,ε the mappings f and f + P are isotopical at
infinity.
The proof of the above theorem will be carried out in Section 3.
Note that in the case K = C, by the Liouville Theorem, Pk,ε = ∅ if k < 0, Pk,ε is equal
to the set of constant mappings with values in the disc {z ∈ Cn: |z| < ε} if k ∈ [0,1); and for
k  1 it is the set of polynomial mappings P :Cn →Cm of degree degP  [k], whose modules
of coefficients of monomials of degree [k] does not exceed ε/(√m[k]), where [k] denote the
integer part of k ∈ R. In the case K = R for any k ∈ R the set Pk,ε is nonempty. For instance
the mapping P(x) = (e−|x|2 , . . . , e−|x|2) :Rn →Rm belongs to any Pk,ε . Moreover for l < k we
have Pl,ε Pk,ε , because P = (P1, . . . ,Pm) :Rn →Rm, where Pi = ε(1+‖x‖2)k/2/(2k2 + 2),
belongs to Pk,ε \Pl,ε .
Remark 1. In the case of complex polynomial mapping f :Cn →Cn the exponent L∞(ν(df ))
is finite if and only if the jacobian of f is a nonzero constant.
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We begin with recalling some properties of the Rabier function.
Lemma 1. (See [10].) Let Σ be the set of operators A ∈ L(X,Y ) such that A(X) Y . We have
ν(A) = dist(A,Σ), A ∈ L(X,Y ).
The proof of the following lemma is straightforward from the definition of ν.
Lemma 2. If A,B ∈ L(X,Y ) then
ν(A + B) ν(A) − ‖B‖.
Definition 4. (See [7].) Let a = [aij ] be the matrix of A ∈ L(Kn,Km), nm. By MI(A), where
I = (i1, . . . , im) is any subsequence of (1, . . . , n), we denote an m × m minor of a given by
columns indexed by I . Moreover, if J = (j1, . . . , jm−1) is any subsequence of (1, . . . , n) and
j ∈ {1, . . . ,m}, then by MJ (j)(A) we denote an (m− 1)× (m− 1) minor of a given by columns
indexed by J and with deleted j th row (if m = 1 we put MJ (j)(A) = 1). Let
hI (A) = max
{∣∣MJ (j)(A)∣∣: J ⊂ I, j = 1, . . . ,m},
g′(A) = max
I
|MI(A)|
hI (A)
.
Here we put 0/0 = 0. If m = n, we put hI = h.
Lemma 3. (See [7].) There exist C1,C2 > 0, such that for any A ∈ L(Kn,Km) we have
C1g
′(A) ν(A) C2g′(A).
Corollary 1. The function g′ is continuous.
Proof. It suffices to prove that g′ is continuous at A ∈ L(Kn,Kn). It is obvious if h(A) > 0. Let
us assume that h(A) = 0. Then g′(A) = 0 and A ∈ Σ . Let A(j) → A, as j → ∞. By Lemmas 1
and 3 there exists C > 0 such that g′(A(j)) Cν(A(j)) = C dist(A(j),Σ) → 0, as j → ∞. This
gives the assertion. 
Lemma 4. (See [10].) Assume that X,Y are complex Banach spaces. Let ΣC (resp. ΣR) be
the set of nonsurjective C-linear (resp. R-linear) continuous maps from X to Y . Then for any
continuous C-linear map A :X → Y ,
dist(A,ΣC) = dist(A,ΣR).
Lemma 5. (See [12].) Let W :R× D → Rn, where D = {x ∈ Rn: ‖x‖ > R}, R > 0, be a con-
tinuous mapping such that for some C > 0 we have∥∥W(t, x)∥∥ C‖x‖ for (t, x) ∈R×D.
Assume that ϕ : (α,β) → D is a maximal solution of the system of differential equations
y ′ = W(t, y).
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e−C‖x‖ ∥∥ϕ(1)∥∥ eC‖x‖.
If 1 ∈ (α,β), ϕ(1) = x, and ‖x‖ > ReC then α < 0 and
e−C‖x‖ ∥∥ϕ(0)∥∥ eC‖x‖.
3. Proof of Theorem 1
By Lemmas 1, 4 we need only consider the case K=R.
Let ε = C/4, P = (P1, . . . ,Pm) ∈ Pk,ε . Without loss of generality, increasing R if necessary,
we can assume (2) and (3). Consider the mapping F :R×Rn →Rm,
F(ξ, x) = f (x) + ξP (x).
Let us fix ξ ∈ (−2,2). By Lemma 2 we get
ν
(
dxF (ξ, x)
)= ν(df (x) + ξdP (x))
 ν
(
df (x)
)− |ξ |∥∥dP (x)∥∥ C
2
‖x‖k−1, ‖x‖R.
Thus by Lemma 3 there exists C′ > 0 such that
g′
(
dxF (ξ, x)
)
 C′‖x‖k−1, ξ ∈ (−2,2), ‖x‖R. (4)
Set G = {(ξ, x) ∈R×Rn: |ξ | < 2, ‖x‖ > R}. In the notation of Definition 4 we put
AI =
{
(ξ, x) ∈ G: |MI(dxF (ξ, x))|
hI (dxF (ξ, x))
 C
′
2
‖x‖k−1
}
.
By Corollary 1 the sets AI are closed in G. From (4) we see that {G \AI : I } is an open covering
of G. Let {δI : I } be a C∞ partition of unity associated to this covering.
Let us consider the following system of linear equations(
dxF (ξ, x)
)
W(ξ,x)T = −P(x)T (5)
with indeterminates W(ξ,x) = (W1(ξ, x), . . . ,Wn(ξ, x)) and parameters (ξ, x) ∈ G. Let us take
any subsequence I = (i1, . . . , im) of the sequence (1, . . . , n). For simplicity of notation we as-
sume that I = (1, . . . ,m). For all (ξ, x) ∈ G such that MI(dxF (ξ, x)) = 0 we put WI(ξ, x) =
(WI1 (ξ, x), . . . ,W
I
n (ξ, x)), by
WIl (ξ, x) =
m∑
j=1
(−Pj (x))(−1)l+j MI\l (j )(dxF (ξ, x))
MI (dxF (ξ, x))
, l = 1, . . . ,m,
WIl (ξ, x) = 0, l = m + 1, . . . , n,
where I \ l = (1, . . . , l − 1, l + 1, . . . ,m) for l = 1, . . . ,m. Cramer’s rule implies(
dxF (ξ, x)
)
WI(ξ, x)T = −P(x)T .
Observe that the mapping δIWI is smooth on G (after suitable extension). Hence the mapping
W =∑ δIWI is also smooth on G. Moreover, it is easy to see, that W satisfies Eq. (5).I
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where C′′ = 2mε√n/C′. Indeed from the definitions of AI , the choice of P and the above
construction we get∥∥W(ξ,x)∥∥= ∥∥∥∥ ∑
{I : δI (ξ,x)=0}
δI (ξ, x)W
I (ξ, x)
∥∥∥∥

∑
{I : δI (ξ,x)=0}
δI (ξ, x)
∥∥WI(ξ, x)∥∥

∑
{I : δI (ξ,x)=0}
δI (ξ, x)
√
n
m
max
l=1
∣∣WIl (ξ, x)∣∣

∑
{I : δI (ξ,x)=0}
δI (ξ, x)
√
n
m
max
l=1
∑
j∈I
∣∣Pj (x)∣∣ |MI\l(j )(dxF (ξ, x))||MI(dxF (ξ, x))|

∑
{I : δI (ξ,x)=0}
δI (ξ, x)
√
n
∑
j∈I
∣∣Pj (x)∣∣ hI (dxF (ξ, x))|MI(dxF (ξ, x))|

∑
{I : δI (ξ,x)=0}
δI (ξ, x)
√
n
∑
j∈I
ε‖x‖k 2
C′
1
‖x‖k−1
= m√nε 2
C′
‖x‖.
Let us consider the following system of differential equations
y′ = W(t, y). (7)
Choose (ξ, x) ∈ G and define ϕ(ξ,x) to be the maximal solution of (7) such that ϕ(ξ,x)(ξ) = x.
Set Ω1 = {x ∈ Rn: ‖x‖ > ReC′′ }, Ω2 = {x ∈ Rn: ‖x‖ > R}. Let H,H˜ :Ω1 × [0,1] → Ω2 be
given by
H(x, t) = ϕ(0,x)(t), H˜ (y, t) = ϕ(t,y)(0).
By Lemma 5 the mappings H,H˜ are well defined and
e−C′′ ‖x‖H(x, t) eC′′ ‖x‖, x ∈ Ω1,
e−C′′ ‖y‖ H˜ (y, t) eC′′ ‖y‖, y ∈ Ω1.
Moreover one can extend these mappings to C1 mappings on some open neighborhood of Ω1 ×
[0,1]. Put Ω = {x ∈Rn: ‖x‖ > Re2C′′ }, Ωt = {y ∈Rn: H˜ (y, t) ∈ Ω}, t ∈ [0,1]. By uniqueness
solutions of (7) it is easy to check that for any t we have H˜ (H(x, t), t) = x, H(x,0) = x, x ∈ Ω ,
and H(H˜ (y, t)) = y, y ∈ Ωt . Moreover {x ∈Rn: ‖x‖ > Re3C′′ } ⊂ Ωt for any t .
Finally, observe that by (5) we have
d
dt
F
(
t, ϕ(ξ,x)(t)
)T = P(x)T + (dxF )(t, ϕ(ξ,x)(t))ϕ′(ξ,x)(t)T
= P(x)T + (dxF )
(
t, ϕ(ξ,x)(t)
)
W
(
t, ϕ(ξ,x)(t)
)T = 0.
Thus F(t, ϕ(0,x)(t)) = f (x) for all t and in consequence f (H(x,1)) + P(H(x,1)) = f (x) for
x ∈ U2. This ends the proof. 
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Here we justify our definition of isotopy at infinity.
Lemma 6. Let Ω ⊂Rn be a neighborhood of infinity. Assume that H :Ω ×[0,1] →Rn is a con-
tinuous mapping, such that for any t ∈ [0,1] the mapping Ht is injective and limx→∞ Ht(x) =
∞. Then there exists a neighborhood of infinity Ω˜ ⊂Rn such that
(a) for any t , Ω˜ ⊂ {Ht(x): x ∈ Ω},
(b) limx→∞ Ht(x) = ∞ uniformly with respect to t ,
(c) the mapping Ω˜ × [0,1]  (y, t) → H−1t (y) is continuous.
Proof. Let Rn denote the one-point compactification of Rn. Observe that if we put H(∞, t)=∞,
then we get a continuous extension Ht :Ω ∪ {∞} → Rn. Take R > 0 such that E := {x ∈ Rn:
‖x‖  R} ⊂ Ω . Then E = E ∪ {∞} is homeomorphic to the unit ball in Rn. Thus ∂Ht (E) =
Ht(SR) and Ht(SR) cuts Rn into two connected components, where one of them is intHt(E) =
{Ht(x): ‖x‖ > R} ∪ {∞}. This and the compactness of H(SR × [0,1]) gives (a).
Suppose, contrary to (b), that there exists a sequence {(xk, tk)} and M > 0, t0 ∈ [0,1] such that
xk → ∞, tk → t0 and ‖Htk (xk)‖M . Let us take R′ R. Note that for each ‖xk‖ > R′ there ex-
ists x′k ∈ SR′ such that ‖Htk (x′k)‖M . Indeed, otherwise the mapping ‖Htk‖ would have a local
minimum on the set {x ∈Rn: ‖x‖ > R′}, which is impossible, since Htk is a homeomorphism. It
follows that there exists xR′ ∈ SR′ which satisfies ‖Ht0(xR′)‖M . Contradiction.
By (b) the mapping E × [0,1]  (x, t) → (Ht (x), t) is continuous and in consequence it has
continuous inverse. This gives (c). 
5. Remarks
The total Milnor number of the polynomial f ∈ C[x1, . . . , xn], denoted by μ(f ), is defined
by
μ(f ) = dimCC[x1, . . . , xn]/( ∂f
∂x1
,...,
∂f
∂xn
)
.
It is well known that μ(f ) < ∞ if and only if f has only isolated singularities, and in this case
μ(f ) is equal to the sum of the local Milnor numbers in all the singular points of f .
Let SR ⊂ Cn denote the 2n − 1-dimensional sphere with center 0 ∈ Cn and radius R. If
μ(f ) < ∞ and R is sufficiently big, then μ(f ) is equal to the topological degree of the mapping
SR  x → ∇f (x)‖∇f (x)‖ ∈ S1.
Proposition 1. (Cf. [3].) Let f ∈C[x1, . . . , xn]. Assume that L∞(∇f )  k − 1 for some integer
k  0. Then there exists ε > 0 such that μ(f ) = μ(f + P) for any P ∈C[x1, . . . , xn] ∩Pk,ε .
Proof. By the definition of Pk,ε we have that for some ε > 0 and any P ∈ Pk,ε , is ∇f (x) +
t∇P(x) = 0 for sufficiently large |x|. Then for sufficiently large R > 0 the mapping
SR × [0,1]  (x, t) → ∇f (x) + t∇(P )(x) ∈ S1‖∇f (x) + t∇(P )(x)‖
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SR  x → ∇f (x)‖∇f (x)‖ ∈ S1
and
SR  x → ∇f (x) + ∇(P )(x)‖∇f (x) + ∇(P )(x)‖ ∈ S1.
Thus μ(f ) = μ(f + P). 
Let f ∈ C[x, y] be a polynomial in 2 variables, such that L∞(∇f ) 0 and k ∈ Z, k  0. In
[3] it was proved that the following conditions are equivalent:
(i) L∞(∇f ) k − 1,
(ii) there exists ε > 0 such that μ(f ) = μ(f + P) for any P ∈C[x, y] ∩Pk,ε .
It is not clear to the authors if the above is true in general case.
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