Financial statements as well as financial standards are always considered as primary sources for getting rich information of firms. The standards are normally divided in two categories of economic and accounting and each of these standards shows one of the specifications of the company and has its own advantageous and disadvantageous. There are different standards, which are used for firm assessment. Therefore, a company with more gained prominences has more change to succeed in attracting credits and financing from the capital market. Under such circumstances, such a company can attract more finance and it can be sold sooner on the stock exchange. This paper tries to investigate on the free cash flow as an effective factor in specifying the real value of the business enterprises on 56 selected firms from Tehran Stock Exchange. The results of this study have disclosed that, there was a direct and meaningful relationship between free cash flow of the business enterprises and their real values. Second, the real values of the business enterprises are more than their predicted values. Finally, the predicted value of the business enterprises on the basis of the free cash flow is more than their market value.
Introduction
Free cash flow is a metric to measure the performance of most firms and represents the cash that the company would have after paying expenses necessary to maintain and to develop assets. Therefore, free cash flow is very important because it allows firms to seek opportunities to increase share value. Having no cash will make many measures impossible including new product development, having business achievement, paying cash benefits to shareholders and debt relief. On the other hand, cash should be kept at a level appropriate to balance cash costs and insufficient cash costs. Given the findings, the capital market is a very high discount rate, which neutralizes future profits in calculating the value of enterprise. Namely, future cash flows discounted rate is so high that most of future cash flows are disregarded practically. This is in conflict with what many claim as "A firm value equals a current discounted value of future cash flows" (Platt, et al., 2010) . In this study, we seek to investigate this claim as to whether or not companies have more value than what the market believes. Jaggi and Gul (2005) believed it is difficult to calculate free cash flow based on the Jensen model because it cannot detect all valuable projects rapidly with positive net present and expected value of an enterprise. In addition, there may be no reliable information of setting rate of capital cost. In this regard, we tried to use other models that are alternatives of Jensen model for calculation of free cash flow in an enterprise. Lehn and Poulsen (1989) defined the free cash flow as operating profit before depreciation cost after deducting the payments for taxes, interest fees, and dividends of preferred and common shareholders. Copeland (1994) defined the free cash flows of enterprises as operating profit after taxes plus non-cash expenses after deducting investment of working capital, properties, machinery, equipment and other assets. Rezvani et al. (2009) examined the relationship among different components of free cash flow on selected firms listed on Tehran stock exchange. Their results showed that there was a significant positive relationship between free cash flow and direct changes of dividends in large firms and those having lower investment opportunities. Izadinia et al. (2008) examined the relationship between economic value added of, earnings per share and cash flows with annual returns of listed companies of 52 companies listed in Tehran stock exchange over the period 1999-2003 and reported that there was a significant relationship between variables. Others examined the relationship between profits as a part of operating cash flows and change of share value and reported a significant positive relationship between different variables. Tehrani and Seraji (2009) investigated the relationship between economic value added, cash flow from operating activities and profits before interest and tax with market value of listed companies in Iran stock exchange. Rahmani and Tahany (2007) examined the ability of financial statements items in forecasting future cash flows. Results showed that operating profit, changes of accruals items and cash parts and historical cash flow could forecast future cash flow resulted from. Molaii and Khani(2009) investigated the relationship between accounting profit and operating cash flow with systematic risk in Tehran Stock Exchange. They showed that mentioned items had relative information content. Sheri (2007) examined the relationship of different profits and cash flows with stock return in a sample of listed companies in Iran stock exchange over the period [2001] [2002] [2003] [2004] [2005] . Their results showed that the correlation between stock returns and profits with increasing accruals or deferred ones to the correlation of cash flows with stock returns could be increased. Khodadi and Jalali (2007) examined the ability to forecast future cash flows using previous cash flow and accruals of earnings over the period [2001] [2002] [2003] [2004] [2005] [2006] . They showed that adding accruals of earnings to cash flow model would increase the forecasting power of this model. Tehrani and Hesarzade (2009) showed that there was a direct significant relationship between profit management and free cash flow in companies with low growth but there was no significant relationship between profit management and institutional shareholders in companies with high free cash flow and low growth. Griffin et al. (2010) examined the relationship between free cash flow, problems related to agency and audit fees in the United States of America. They showed that companies with high FCF and high production growth had higher audit fees. Lally (2008) investigated the relationship between free cash flow, the final value and timing and the replacement of properties. They showed that the wrong performance leads to creating error in valuation In addition, the financial statements that are prepared based on property valuation and replacement cost, were better than those based on the evaluation of market prices. Pareja (2010) examined the relationship between capital cost and free cash flow. They showed that calculating the weighted average cost of capital (WACC) was independent of free cash flow (CFC). Additionally, FCF affects WACC. Fuller and Kathleen (2010) studied the relationship between free cash flow and non-uniform dividends. They showed that companies having higher quality, would pay dividends to eliminate the problems associated with free cash flow, while other companies having lower quality could pay dividends to earn money in the future and to reduce the problems associated with free cash flow. Gregory and Wang (2013) studied the relationship between free cash flow, corporate ownership and debt on the long-term performance. They showed that low ratio of debt to net assets and high FCF could have benefits for monitoring and controlling shareholders. Byrd (2010) investigated the relationship between financial policies and brokerage fees of free cash flow in oil industry. He indicated that the estimated brokerage fees had an inverse relationship with financial power that this was consistent with the effects of controlling debts.
Literature review

Research questions
Based on description research methodology, in the present investigation we considered to answer the following questions:
Main question: What is the relationship between the value of enterprise and real free cash flows?
Sub-questions:
1. What is the relationship between firm value and free cash flow? 2. What is the difference between the real firm value and its market value? 3. What is the difference between the predicted firm value based on the free cash flow and market value?
Research methodology
In this study, listed companies in Tehran Stock Exchange were defined as statistical sample. The study excluded investment companies and financial brokerage because of their low activities in this market. Among them, 56 companies were selected as sample by using stratified random sampling and based on Cochran formula and the study has been accomplished over the period [2007] [2008] [2009] [2010] [2011] [2012] . Depending on the case, descriptive tests including mean, variance, standard deviation and scattering plots have been used to describe the data. We used Kolmogrove-Simrnove test to evaluate suitability of the estimated relationship between the variables. The study also uses variance analysis along with student t-test to generalize results of random sample to statistical population. For each year of companies in the sample, we calculate the following variables, EV= Cash -Debt + Market capitalization, WC= Documents + Cash -Net current assets, D=Short-term + long-tem, MV=Stock market price × number of shares.
where EV is enterprise value, WC is working capital, D is debt and MV is market value. In addition, WC (working capital) and the deferred taxes are calculated. The main difficulty in the calculation of free cash flow is capital cost of each firm. Firm value is determined based on the CAPM model as follows:
where, k is capital expenditures, TV is final value, i is year, y is final year with cash flow data and j indicates the firm with EV=capital market+ debt-cash.
Findings
We describe the statistical findings based on the calculation of statistical indicators and results have been summarized in Table 1 : This study follows a similar investigation of the combined linear regression to assess the relationships between variables. The method is based on assumptions such as normal distribution of variables, etc. that have been studied in this part. The normality test has been accomplished using KolmogorovSmirnov test and in cases where the assumption of normal distribution was rejected we used the logarithmic transformation for the variable for normalization. Results of Kolmogorov test for independent and dependent variables are summarized in Table 2 as follows, Based on the results listed in Table 2 , the significance level for all variables is less than 0.05. Therefore, the null hypothesis was rejected and none of variables followed normal distribution. In addition, P-P Plot for the variables are plotted, which represents the net difference of points from 45 degrees bisector and thus non-normality of variables distribution. Fig.1 summarizes the results.
Fig. 1. The results of observed cumulative probability
To normalize the data, we have used the logarithmic transformation. Again, after normalization, we investigated the normality of transformed variables distribution using the Kolmogorov test summarized in Table 3 as follows: Based on the results listed in Table 3 , the significance level for variables of EV and EEV that are the main variables of this study is greater than 0.05 and the normality hypothesis of transformed variables is confirmed. Based on Fig. 2 , the comparison between the real and predicted observations is compatible with 45 ° bisector and we can accept the normality hypothesis:
Fig. 2. PP Plot of normalized variables
To check the homogeneity of variance, the parallel axes graphs are used. In this graph, the time series of real firm values of all selected companies are plotted in a graph. By observing the response fluctuations in different time periods on axes parallel to the Y axis, it is possible to have a general idea of homogeneity of variance or lack of it. Fig. 3 evaluated the homogeneity of variance based on parallel graphs:
Fig. 3. Homogeneity of variance
As can be seen in Fig. 3 , the dispersion of observations is the same almost in all years of research (distribution lines on the axes parallel to Y axis). Therefore, we can assume that the variance of the response variable is constant and does not change with time. Other assumption is to use combined linear regression in order to evaluate linear independence of the independent variables if we have high regression, this means there is a high correlation between these variables and they may have a high coefficient of determination but the model is not very valid. To check the linear independence, the statistical variance inflation factor is used and the results are summarized in Tolerance values are used to show correlation between independence variables and they can be between 0 and 1. When the ratio is close to zero, there is a strong relationship between these values and independent variables. The calculated values approach zero for co-linear tolerance and due to this linear independence of independent variables can be accepted. Variance inflation factor (VIF) is another factor to determine the linearity. The minimum value of this factor is one and this will be possible when there is no linear relationship between independent variables and the more is this value , it is much more indicative of co-linearity between independent variables. According to this study, it can be seen that the independent variables have a relative weak linear relationship with each other. We accepted the linear independence of the independent variables based on calculated VIF. One of the common problems in pattern regression is the correlation between residuals. In order to check the presence or absence of this problem we use Durbin-Watson test during which the desirable number has been optimized and eventually the autocorrelation problem among the residuals will be resolved. In this study, the evaluation of residual autocorrelation has been done based on Durbin-Watson statistic and results are summarized in Table 5 : Based on the results summarized of Table 5 , according to the value of Durbin -Watson test statistic equals 1.526 and is between 1.5 and 2.5, it can concluded that observations are independent. Chow test is a test of equality between sets of coefficients in a two linear regression. This test is based on the sum of squared errors. To test the hypothesis, we estimated the effects of time constant and then evaluate the significant difference of structural changes test. This test is done to check for the presence of constant effects, and the results are summarized in Table 6 : As can be seen in Table 6 , with respect to P-value <0.05 was obtained based on the null hypothesis of intercept equality, it is rejected. Therefore, at this stage, we chose model of constant effects as the preferred model. Now we have to test constant effect model according to random effects model, which is accomplished through Housman test. This test with is used by Chi-Square test for comparing constant effects and random effects models in terms of explanatory power. In constant effects model, the intercepts are unknown but constant parameters but in random effects model, the intercept is random and independent of the explanatory variables. To do Housman test we used EVIEWS6 software. To do this test, first we should estimate the order-stochastic model. Housman test to check for random effects was performed and the results are summarized in Table 7 : As shown in Table 7 , at a significance level of 5 percent, the null hypothesis is rejected based on the lack of relationship between individual effects and the explanatory variables. Hence, the H 1 in Housman test is accepted as a question and in order to estimate the model we should use constant effects method. Assessing relationships between variables based on the following assumptions have been made based on following paragraphs:
Relationship between firm value and free cash flow
In order to investigate the relationship between free cash flow and the firm value over the period 2007-2012, Pearson correlation coefficient and combined linear regression were used. The results of correlation analysis are summarized in Table 8 : Based on the results of Table 8 , it can be seen that the correlation coefficients approached 1 so there is a relative strong linear relationship between firm value and free cash flow during studied years. The positivity of coefficients show the directness of relationships between variables and approaching 0 supports the significance level of 95% generable to statistical population. Moreover, regarding the acceptance of assumptions, combined linear regression used by panel data and this is also used to check the relationship between variables. Regression estimation results are summarized in Table 9 : Placing parameters in the regression equation based on the results shown in Table 9 , the relationship between the variables is expressed as follows:
where in this relationship, the dependent variable is firm value and independent variables include free cash flow and sales as a measure of firm size. The coefficient of determination indicates that this relationship is stated close to seventy-five percent of variables. Positive coefficients of the independent variables in this table indicate direct relationship between free cash flow and firm value. Approaching zero of significance level of Fisher test shows the relative strong significant relationship between firm value and free cash flow and sales at %95 confidence level.
The difference between real value and the market value of the company: to determine real firm value and its market value, the comparison test of means was used. First, mean and the variance of real values and market values have been calculated and they are summarized in the following Table 10 : The results of Table 10 show that on average, real firm values are 30 % more than market values. Due to using the random sample to generalize to the target population, difference test of means was used and the results are summarized in Table 11 as follows, The results of Table 11 show that there was a significant difference between real firm values and market values. Two last columns of table show the upper and lower confidence interval of the average difference between real firm value and market value of 95% level. Finally, in order to determine the difference between the predicted firm value with the market value, difference test of means was used. First, the mean and variance of the predicted and measured values and market values were calculated and are summarized in Table 12 as follows: The results of Table 12 show that on average, the predicted firm values were significantly more than their market values. The average values of the two companies are expected to be much higher than its market value. Due to using the random sample to generalize to the target population, difference test of means was used and results are summarized in Table 13 : The results of Table 13 show that regarding the significance level of less than 5%, the assumption of equality of means is rejected. In other words, there is a significant difference between real firm values and market values. Two last columns of table show the upper and lower confidence interval of the average difference between real firm value and market value of 95% level.
Conclusion
In this study, 65 listed companies in Iran stock exchange were selected, randomly. Evaluation of the relationship between free cash flow and firm value of studied sample has been accomplished based on financial performance of the companies over the period [2008] [2009] [2010] [2011] [2012] . After evaluating statistical assumptions, the combined linear regression and difference test of means were used to examine relationships between variables. The results showed that:
1) There is a relative strong linear relationship between free cash flows and firm value.
2) The relationship between firm value and free cash flow is direct and firm value increases by increasing the free cash flows in companies and vice versa.
3) Difference test of means showed that there was a significant difference between real firm value and its market value. Investigation revealed that real firm values were much more than market values of companies.
4) Difference test of means showed that there was a significant difference between predicted firm value and its market value. Investigation revealed that predicted firm values were much more than market values of companies.
