Abstract-A new method for noise filtering in images that follow a Rician model-with particular attention to magnetic resonance imaging-is proposed. To that end, we have derived a (novel) closed-form solution of the linear minimum mean square error (LMMSE) estimator for this distribution. Additionally, a set of methods that automatically estimate the noise power are developed. These methods use information of the sample distribution of local statistics of the image, such as the local variance, the local mean, and the local mean square value. Accordingly, the dynamic estimation of noise leads to a recursive version of the LMMSE, which shows a good performance in both noise cleaning and feature preservation. This paper also includes the derivation of the probability density function of several local sample statistics for the Rayleigh and Rician model, upon which the estimators are built.
I. INTRODUCTION
N OISE in magnitude magnetic resonance (MR) images is usually modeled by means of a Rician distribution, due to the existence of zero-mean uncorrelated Gaussian noise with equal variance in both the real and imaginary parts of the complex k-space data [1] , [2] . This noise may affect the performance of different postprocessing techniques applied to MR data, such as segmentation, registration or tensor estimation in diffusion tensor MRI (DT-MRI) [3] . Accordingly, a great amount of noise-removal methods has been reported in the literature.
One of the first attempts proposed to estimate the magnitude MR image from a noisy image is due to Henkelman [4] who investigated the effect of noise on MR magnitude images. The author showed that the noise influence leads to an overestimation of the signal amplitude and proposed a correction scheme based on image intensities. The so-called conventional approach (CA) was proposed by McGibney et al. [5] utilizing the noise properties of the second-order moment. Sijbers et al. [6] - [8] estimate the Rician noise level and perform signal reconstruction using a maximum likelihood (ML) approach. A similar method is used by Jiang and Yang [9] . Expectation maximization (EM) formulations with Rician noise assumptions have been used in SAR imaging [10] , [11] . Fillard et al. [12] recently proposed another ML-based scheme that uses an anisotropic regularization term to exploit the spatial correlation, and apply it to correct the bias in tensor estimation in DT-MRI.
Other approaches use wavelet-based methods for noise removal, as Nowak's [13] -in which the authors assume an underlying Rician model-or the one due to Pizurica et al. [14] . Lysaker et al. [15] proposed a method for noise removal in MRI using fourth-order partial differential equations. McGraw et al. [16] use a weighted total-variation-norm denoising scheme and Ahn et al. [17] propose a template-based filtering procedure; none of this approaches use a Rician noise model. Basu et al. [3] use a Perona-Malik-like smoothing filter combined with a local Rician data attachment term (effectively trying to remove the intensity bias locally), assuming a known noise level for the Rician noise model. Using local statistics as priors, Awate and Whitaker [18] introduced a method to denoise a MR image using nonparametric neighborhood statistics. Recently, Koay and Basser in [19] developed a correction scheme that allows to analytically estimate the signal, also assuming the Rician model, and in [20] Martin-Fernandez et al. proposed a Wiener-filter approach with a correction for MRI data.
In this paper we propose a new method for noise filtering of MRI data, and by extension, of images that follows a Rician distribution, by using the linear minimum mean square error (LMMSE) estimator for Rician noise.
As it is well-known, LMMSE estimators are a tradeoff between optimality and simplicity; we obtain a closed-form analytical solution for our estimator which makes the filtering process far simpler than other estimation techniques that find the solution via an iterative optimization scheme. Results from our method are satisfactory as the experiments in Section V show. Additionally, the goodness of the filter will be intrinsically related to the accuracy of the estimation of the noise variance in the images. In the paper we will present four novel techniques to estimate this parameter; although three of them rely on the assumption of a uniform background, none of the cases require any sort of background segmentation.
The paper is organized as follows. Section II is a background section on Rician and Rayleigh distributions and their estimators. In Section III, the LMMSE estimator for Rician noise is presented. Then, Section IV describes the different procedures to estimate the noise. Some experiments have been added in Section V. A number of appendices have been included for readability purposes.
II. BACKGROUND

A. Rician Distributed Data
If both real and imaginary parts of a signal are corrupted with zero-mean uncorrelated Gaussian noise with equal variance, the envelope of the magnitude signal will follow a Rician distribution. This kind of noise may be encountered in many practical situations, such as MR data, speckle [10] , communication fading problems [21] , and many others. The magnitude signal may be expressed (1) being the magnitude image, the original signal level if no noise is present, and and uncorrelated Gaussian noise variables with zero mean and equal variance . The probability density function (PDF) of such an image is, as indicated, a Rician distribution [1] , [22] (2) being the 0th-order modified Bessel function of the first kind and the Heaviside step function. Although, generally speaking, the moments of this distribution are difficult to calculate, the even-order (non central) moments are simple polynomials as, for instance, the second-order moment (3) In the image background, where the signal-to-noise ratio is zero due to the lack of water-proton density in the air, the Rician PDF simplifies to a Rayleigh distribution [22] with PDF (4)
B. Parameter Estimation of the Rician Distribution
In this section, we review a number of methods to estimate parameters in a Rician distribution. Although many approaches have been reported in the literature (see, for instance, the papers cited in the introduction) we will focus now only on those based on a stochastic model. Most of the papers cited hereafter focus on MRI processing, although some of them deal with other type of images, such as SAR [10] .
The conventional approach (CA) [5] accounts for the relation between noise and signal of the second-order moment in a Rician distribution, see (3) , so the signal can be estimated as (5) being the sample second-order moment. Other approaches use the maximum likelihood estimator (ML) [6] - [9] where the signal is estimated by maximizing the likelihood function. Koay and Basser in [19] propose an analytically exact solution assuming a Rician noise model based on image statistics and the noise level. In these three methods the variance of noise is an input value, so it must be known before hand, or at least, it must be estimated. The expectation-maximization (EM) method [10] , [11] provides a recursive scheme that aims at estimating the noise variance and the signal simultaneously through maximization of the expected log likelihood.
Note that the last three schemes (ML, EM, and Koay's) are originally designed to estimate the signal from multiple samples. When only one image is available, the statistics must be calculated locally. In addition, in the three methods the solution is found via an iterative optimization scheme.
The different methods reported to estimate from the magnitude data in Rician distributions may be roughly divided into two vast groups, namely, those that use a single magnitude image and those that use multiple images. In this paper we will mainly deal with methods in the former group.
The estimation of noise in MRI using a single image is usually done out of the background pixels, where the signal is assumed to be zero. According to (3) , in the areas where the signal is zero , and then . So a straightforward estimator-based on the method of moments-will be [7] , [13] , [23] (6) being the number of points considered for the estimation. Equation (6) is in fact, an unbiased estimator of with variance (7) This estimator is also the maximum likelihood estimator of this parameter for the Rayleigh distribution [7] .
An alternative way to estimate in nonsignal areas is obtained by using the first-order moment of the Rayleigh PDF. An unbiased estimator then will be [7] (8)
In [9] , the authors propose an estimator based on the method of moments for a Rician distribution Recently, Sijbers et al. [24] , [25] proposed a new method to estimate from the image histogram. As in the background the image distribution is Rayleigh, and since the mode of this distribution equals the parameter , then , being the mode of the histogram of the image. Noise can also be estimated using multiple images taken under identical conditions [23] . Finally, in [26] noise is estimated by using the information of several images and how they match a model.
III. SIGNAL ESTIMATION: THE LMMSE ESTIMATOR
The method proposed in this paper to estimate the signal from the magnitude image is based on the linear minimum mean square error (LMMSE) estimator [27] . Our aim is to find a closed-form estimator for a signal that follows a Rician distribution. This is in contrast to many other estimation techniques-such as ML and EM-which find the solution via an iterative optimization scheme. Closed-form solutions make estimation methods computationally more efficient than optimization-based solutions. In addition, the estimator will be based on local statistics, so one single (noisy) image-as opposed to several perfectly aligned images-will suffice to estimate the signal.
As previously stated, the moments of the Rician distribution have a nontrivial integral expression but for even-order moments, which are simple polynomials. In order to achieve a closed-form expression we will use instead of . Consequently, all the moments to be used hereafter will be even.
A. LMMSE Filter Derivation for the General Rician Model
The LMMSE estimator 1 of a parameter is defined [27] (9) being the vector of available samples, the covariance matrix of and the cross-covariance vector. Rewriting (9) for a 2-D signal with a Rician distribution (10) where is the unknown intensity value in pixel and the observation vector. If the estimator is simplified to be pointwise, vectors and matrices become scalar values. Then and making use of the model in (1) Finally, the LMMSE estimator is (11) Assuming local ergodicity, the expectation may be replaced by its sample estimator , that can be defined (12) 1 As it is well known, this type of estimators model the parameter to be estimated as a sample of a random variable, the parameters of which have a known relation with the parameters of the observation [27] . with a square neighborhood around the pixel . This estimation may be also done using nonsquare weighted windows, such as Gaussian functions. Using the relations from (1) and , the LMMSE estimator may finally be written as (13) with (14) Note that the value must be properly estimated. This task is usually done from a selected region from the background pixels, where the signal is assumed zero. In Section IV, some new automatic methods will be presented.
Since only pointwise dependence has been considered in the filter, the extension to an arbitrary number of dimensions is straightforward by changing the estimation neighborhood. For example, for 3-D images Some experiments have been done in Section V-A to illustrate the LMMSE filtering performance.
IV. ESTIMATION OF NOISE USING LOCAL STATISTICS
The performance of the estimator previously described, as well as other methods in the literature, is directly related to the quality of the estimate of the noise variance . Noise estimation schemes described in Section II-B (but the one in [24] ) have some disadvantages: they need the background pixels of the image to be manually selected and the estimation is done considering that the signal is always zero in the background pixels. These two considerations make the estimate sensitive to errors and artifacts. In this section, we will propose a new approach based on local statistics. We will estimate the noise using the distributions of some sample local statistics of the image, such as the sample second-order moment, the sample mean and the sample variance.
Using the second-order moment and the mean we will develop two estimators that can be used only when the image has a background where the distribution can be assumed Rayleigh (i.e., a nonsignal background). This is the case of many MR magnitude images. Then, we will define a variance-based estimator that can be used with any kind of image that follows a Rician distribution.
A. Noise Estimator Based on the Local Second-Order Moment
Taking expectations in (1) for zero-mean and equal variance noise components, we obtain (15) being the local second-order moment of an image . It may be estimated using a neighborhood centered around the pixel under analysis giving rise to . For the sake of simplicity we will use a square neighborhood, as in (12) .
If we assume that is constant throughout the image, the effect of the noise over the local second-order moment distribution will be a shift to higher values. In those regions where , it holds This fact has been used in the past to estimate the noise from MRI by selecting areas in the background (see Section II-B).
In this new approach, we will not be working with selected regions, but with the distribution of the local statistics of the whole image.
As an effect of the noise, the shape of the local second-order moment distribution remains fairly unchanged in the noisy image with respect to that in the original image, but for a right-shift of the whole distribution. See, for instance, the distribution of this moment for the image in Fig. 1 when Rician noise is present; this is depicted in Fig. 2(a) .
However, in MR images-see, for instance, Fig. 3 taken from the BrainWeb database [28] -due to the presence of an extensive background in which the signal is virtually zero, the distribution of the local second-order moment of the original image will have a maximum in the origin, as shown in Fig. 2 (b) solid line. If the image is corrupted with Rician noise with , the effect, according to (15) , will be a shift of the maximum from zero to . This effect can be seen in Fig. 2 (b), dashed line, where the distribution of the local second-order moment shows a bell shape with its maximum in 200, with in fact is when . To analyze this assumption let us calculate the theoretical value of the mode. In MR images, the pixels in the background follow a Rayleigh distribution. So, let be a set of independent and identically distributed (IID) Rayleigh random variables. Then [29] i.e., the sample local second-order moment of a Rayleigh distribution follows a Gamma distribution with parameters and . The mode of this distribution is defined as , so, the mode of the sampling second-order moment will be If we redefine the estimator of the moment as To verify this hypothesis, an experiment has been carried out for 40 different variances of noise. The MR image in Fig. 3 has been normalized between 0 and 1. Local moments are calculated using 7 7 windows. For each , we would take the average value of 100 simulations. In Fig. 4(a) , the estimated variance is depicted versus the original one. In Fig. 4(b) , as a quality measure, we show the ratio . Let us now study how the window size affects the estimation. According to (7) , the variance of the estimator is inversely proportional to the number of points used. So, as far as ergodicity is maintained within the window, the estimation should be better for larger window sizes. However, the influence of the window size is not paramount in this new estimator, as only the maximum of the distribution is considered.
As an illustration, we have calculated the local second-order moment distribution of the noisy image using square windows of different sizes. The result is in Fig. 5 . The effect of increasing the size of the window is that the function goes narrower, as an effect of the decrease in the variance. However, its maximum is fixed to the same value.
B. Estimator Based on the Local Mean
Following a similar reasoning to the one done in the previous section, we can define a local measure based on the estimator of (8) . This estimator is also based on the assumption that the distribution in the background of an MR image follows a Rayleigh distribution. Due to the influence of the pixels in this background, when the local mean distribution of a non-noisy MRI is depicted, it presents a maximum around zero [see Fig. 6 (a), solid line]. When the image is corrupted with Rician noise, this maximum is now shifted to a value related to [see the dotted line in Fig. 6(a) ]. As the mean of a Rayleigh distribution is defined as , following a similar reasoning as the one done in the previous section, we can define a new estimator being the distribution of the sample local mean. The maximum may be calculated as the mode of the distribution (18) To study this assumption, let us analyze the PDF of the sample local mean. Let be a set of IID random variables with Rayleigh distribution and
The sum of Rayleigh variables is a classical-hard-to-find problem in communications. Some approximations are usually employed, as the one in [30] (19) (20) which can be approximated by (see Appendix A). The mode of the distribution is defined as , so which can be approximated when by . Therefore, as the sample mean is defined the noise estimator becomes (21) Note that in this approximation, the factor is , and in (18) the factor is . This small difference is due to both the approximation in the PDF and to the simplifications made to obtain the mode. In what follows we will use the estimator in (18) , as it experimentally shows a better behavior.
To test this estimator, a new experiment has been carried out for 40 different standard deviations of noise. The MR image has been normalized between 0 and 1. Local moments are calculated using 7 7 windows. For each , we would take the average value of 100 simulations. In Fig. 7(a) , the estimated standard deviation is depicted versus the original one. In Fig. 7(b) , as a quality measure, we show the ratio . As in the previous case, the effect of changing the size for the window used for estimation-see Fig. 6 (b)-is a change in the width of the distribution, but in any case, the maximum stays on the same value.
C. Estimation Based on the Local Variance
The estimators previously introduced require a Rayleigh distributed area, i.e., an area in which . In this section, we introduce a new estimator that can be used in signals with general Rician noise. However, we will first study the case of images with zero background.
The distribution of the local variance for most non-noisy images, is a decreasing function with its maximum in zero (see Appendix B for details). When corrupted with noise, the distributions present a bell-shape distribution whose maximum is located in a point that should be related to . An illustration is depicted in Fig. 8 . We will take advantage of this feature for both estimators.
1) Local Variance in MR Data:
In the background of MR data, the variance reduces to the variance of a Rayleigh distribution, which is defined (22) In the pixels belonging to the background then (23) If the background of the image is properly segmented, it can be used to estimate the variance of noise using (23) . However, the segmentation is not necessary if we follow a philosophy as the one stated in the previous sections. If the variance is estimated locally, say , we can define the variance of noise as (24) Actually, the maximum values of the distributions in Fig. 8(b) are located at in . To give a theoretical justification to this solution, it would be interesting to study the distribution of the sample variance when the samples are Rayleigh random variables (if they are Gaussian, the result is well known [29] ). The distribution of the sample local variance for Rayleigh random variables is (see Appendix C for details) (25) being In order to find the maximum independently of the value of , we make the change (26) We have numerically calculated the maximum of this function which is
In Fig. 9 , the function in (26) has been depicted for (dash-dotted), (dashed) and (solid). To avoid the dependence with , the axis has been normalized by . The maxima of the functions for the different values of are all located on the same point, around 0.26. So, the mode of the distribution, after the variable change, will be Note that the in the denominator is due to the fact that we have used the biased variance. Similarly as in the case of the sample mean, due to the approximation, the solution is not exactly what it should be, as . Previously, in (21), we have seen that was in fact an approximation of , due to some approximation in the analysis. Note that the parameter we are using for the variance analysis is now . If we use instead, the numerical analysis sets the maximum in being the mode Due to experimental results, we define the estimator as in (24) .
To test this estimator, a new experiment has been carried out for 40 different standard deviation of noise. The MR image has been normalized between 0 and 1. Local moments are calculated using 7 7 windows. For each , we would take the average value of 100 simulations. In Fig. 10(a) , the estimated standard deviation is depicted versus the original one. In Fig. 10(b) , as a quality measure, we show the ratio .
2) Local Variance in Rician Images:
Let us now focus on those images with Rician noise in which the assumption of a low SNR background does not hold. As a result, the variance of noise cannot be estimated using the second-order moment, nor the local mean, but it can be done using the variance.
Although most of the images we usually deal with are images that do not have a uniform background, they do have a great amount of uniform areas. By uniform area, we mean areas of the image without borders and with soft transitions. This means that, if no texture is present, the distribution of the local variances will have its maximum value in the vicinity of zero. To illustrate this statement, see for instance the sample local distributions of Lena and the MR (non-noisy) images in Fig. 8 (solid  line) , where it can be seen that most values are nearly zero, as expected. This exponentially decreasing histogram may be observed in a wide range of images, from natural scenes to medical images (see Appendix B). An exception to this is obviously the case of pictures of complex textures, for which intensity variability is considered signal content. We must remark that this assumption does not mean that the estimation is to be done in one specific area assumed constant; the estimation will be done using the whole variance histogram and it will not require any previous selection of any area. With this assumption in mind, we will first approximate the variance of a Rician model, to afterwards study the sample variance. The mean of a Rician distribution is given by (27) In order to obtain an approximation of the behavior of the variance of the image, we will consider the asymptotic expansion of the Bessel functions [31] (28) It implies that . After some algebra (29) A natural image, like Lena, has a distribution of as the one in Fig. 8(a) . This means that if we take local statistics for the great majority of the pixels, and even . So, in those points, we can say that (30) and, accordingly, if the variance of the signal is estimated locally, the variance of noise can be estimated as (31) The maximum values of the distributions in Fig. 8(a) are located at .
What we have done here is similar to consider the rough approximation of the noise being Gaussian when the SNR is high. This way, the sample variance has a gamma distribution [29] with mode In Fig. 11 , the local variance distribution of a noisy image has been calculated using square windows of different sizes: 5 5 (dashed), 9 9 (solid) and 21 21 (dash-dotted) applying the correction. To completely justify this result, we need to calculate the distribution of the sample variance for the Rician model. This is not an easy task, though some approximations have been done in Appendices D and E, where we show that the sample variance PDF for this model may be written as with . Numerically, it is easy to proof that . So the mode of the variance distribution will be Note that if the unbiased sample estimator is used, . To verify this hypothesis an experiment has been carried out for 40 different variances of noise. The Lena image has been normalized between 0 and 1. Local variance is calculated using 7 7 windows. For each we would take the average value of 100 simulations. In Fig. 12(a) , the estimated variance is depicted versus the original one. In Fig. 12(b) , as a quality measure, we show the ratio .
D. Connection Between the Two Variance Models
Two models have been presented for signal estimation based on the mode of the local sample variance. The first one is based on the assumption that the image has a background where the Rician model tends to be Rayleigh; the second one is for images without such a background.
To study the behavior of the local variance in relation with the background, an experiment has been done. A black background has been added to the Lena image, having a MR-like image. Rician noise with has been added (see Fig. 13 ). The distribution of the local variance is shown in Fig. 14 . We can see that there is a maximum set around , as the second model stated, but in addition, a new maximum appears when the background is added. This new maximum will be set on , the value predicted by the first model. So, depending on the background, the local variance distribution will be a multimodal distribution, being the local maxima placed on and , respectively. The global maxima will be in the mode with the highest coverage. 
V. EXPERIMENTAL RESULTS
A. Synthetic Experiments
Some experiments are carried out to illustrate the LMMSE filtering behavior. To be able to compare the results to a ground truth, we work with synthetic images artificially corrupted with noise. A magnitude MR image originally noise-free (from the BrainWeb database [28] ) with 256 gray levels, is corrupted with Rician noise, see Fig. 15(a) and (b) , following the model in (1) . The noisy image is processed using different techniques. Many methods to restore a noisy MR image have been reported. For our experiments we will select those related somehow with the method proposed in this paper. First, those stochastic schemes based on the Rician model: 1) the CA by McGibney et al. [5] ; 2) the ML estimator [6] - [9] ; 3) the EM method [10] , [11] ; 4) the analytically exact solution, proposed by Koay and Basser in [19] . In all the cases where the variance of noise is needed, it is manually set to its optimal value. Note that the ML and EM estimators, as well as the method by Koay and Basser, are designed to work with several samples of the same image. As in the present experiment we suppose only one sample is available, the statistics are computed using local neighborhoods. In all cases, 5 5 neighborhoods have been used. To compare the filters with other techniques, as follows.
5) Adaptive Wiener Filtering [32] , using a 5 5 neighborhood. In order to achieve the best performance of the filter, is manually set to the actual value. 6) The wavelet domain noise filter for medical imaging proposed by Pizurica et al. in [14] . The best results for this experiment are achieved using and 5 5 window size. And finally, the LMMSE based schemes, as follows.
7) The LMMSE Estimator, as proposed in (13), with manually set to the actual value. 5 5 neighborhood.
8) The LMMSE Estimator, as proposed in (13), with automatically estimated using (18). 5 5 neighborhood both for filtering and noise estimation. 9) The LMMSE Estimator, as proposed in (13), with overestimation of noise, manually setting the standard deviation of noise to . 10) Although once the image is filtered with the LMMSE estimator the output model is no longer Rician, or at least nothing assures it is, we can think in making the filter recursive. As the noise is dynamically estimated in each iteration, the filter should reach a steady state as the estimated noise gets smaller and smaller. As a result, if a proper noise estimation is done, the filter should stop modifying the input image once the noise is eliminated. We define then a recursive LMMSE (RLMMSE). For the experiments, eight and 50 iterations are considered, and a 5 5 neighborhood has been used both for filtering and noise estimation.
To compare the restoration performance of the different methods, two quality indexes are used: the Structural Similarity (SSIM) index [33] and the Quality Index based on Local Variance (QILV) [34] . Both give a measure of the structural similarity between the ground truth and the estimated images. However, the former is more sensitive to the level of noise in the image and the latter to any possible blurring of the edges. This way we are able to assess the noise cleaning and border preserving capability of the different schemes. Both indexes are bounded; the closer to one, the better the image. In addition, the mean square error (MSE) is also calculated. To avoid any bias due to background, these three quality measures are only applied to those areas of the image inside the skull. Table I shows the experimental results of the average of 100 experiments for two different values of . The best value of each column has been highlighted. Some graphical results for are shown in Fig. 15 . When compared with other schemes considering a Rician noise model with proper noise estimation, the LMMSE and the RLMMSE show a better performance in terms of noise cleaning (a larger SSIM) while the edges are preserved (the QILV value gets better). However, when noise estimation is incorrectly done [as in Fig. 15(h) for the case of noise overestimation], the noise in the background is even amplified while the inner edges are blurred.
The noise cleaning performance of the ML, EM and Koay schemes are good, but, as the QILV index points out, they cause image blurring. Consequently, image information is lost at the border and the image edges. This performance is not due to the schemes themselves, but to the fact that they are originally designed to estimate the signal from multiple samples. When only one image is available, the statistics must be calculated locally. Consequently this local estimation produces some edge smoothing, in some cases similar to the one produced by a Gaussian filter. LMMSE, although it is also based on local statistics does not show this edge-blurring behavior. This is one of the arguments for using LMMSE when only one sample is available.
It is interesting to study the performance of the Wiener filtering; although it slightly blurs the image, it shows an overall Table I. good performance. Its performance is worse than the LMMSE, because the Wiener filter is based on a Gaussian noise model. This mismatch between the Rician model and the Gaussian model is not too large in structural MRI, but becomes more important in other kind of images, like diffusion weighted images (DWI).
On the other hand, the Wavelet based filter shows also a good behavior, both in edge preservation and noise cleaning, though the quantitative quality indices are a bit lower than those of the proposed schemes. In addition, the filter has a parameter that has to be manually tuned to achieve the best results. Finally, the RLMMSE results show a very good performance, when compared with the other schemes. There is a good balance between noise cleaning (SSIM index) and edge and structural information preservation (see QILV values). In addition, the filter shows great numerical stability: after 50 iterations the results are similar to those after eight iterations, indicating that the filter reaches a steady state.
One main advantage of the LMMSE filter (and to some extent for the RLMMSE filter) is that the solution can be computed in one single step (or a few steps for the RLMMSE filter), making it computationally efficient for large data sets as frequently encountered in DWI. This is in contrast to the EM and ML schemes, as well as to the approach by Koay and Basser, where the solution is found by numerical optimization and, thus, iteratively.
A further comparison has been done with the Wavelet based filter. The brain image used in [14] has been used as ground truth, see Fig. 16 . The image is artificially corrupted with Rician noise with different values of ; from 1 to 30. The noisy image is filtered using the wavelet filter (with ), the LMMSE scheme and a RLMMSE with 5 iterations and noise estimation using (18) . In every case, a 5 5 window has been used. The average of the quality measures of 100 experiments for each value is depicted in Fig. 17 . Results show a better performance of both LMMSE schemes.
A next synthetic experiment is done using a 3-D ball, where Rician noise has been included (see Fig. 18 ). The image is filtered using a 3-D version of the filter and a 5 5 3 window. As no zero background is available, the noise estimation is to be done following the method in (31). After ten iterations, the result is the image in Fig. 18 (right) . Fig. 19 . After four or five iterations, the filter reaches the optimum value. If we keep on filtering, the effect will be just a slight blurring of the image.
B. Estimation Using the Background
The methods for noise estimation in MRI described so far have the advantage that they do not need a mask to be segmented in order to estimate the noise. So, they can be easily used in any automatic procedure. This is one of the advantages of these methods over the traditional ones described before. If the background of the image may be isolated, the estimation can be done only over these background pixels. However, this is not a great advantage. In Fig. 20(a) , the distribution of the local second-order moment is depicted, both for the whole noisy image and for the background of the image. Both distributions have almost the same shape, and, what is more important, their maxima are located at the same point. Very similar is the behavior of the local mean as shown in Fig. 20(b) .
In order to understand the influence of a proper background segmentation over the noise estimation, a new experiment has been done. Local moments are calculated using 7 7 windows. For the noisy image, , and 50 simulations have been done. First, we have used the mask in Fig. 21(a) to segment the background pixels. This mask totally separates the background from the signal, and it has been manually built form the original image. The second mask is in Fig. 21(b) . It has been built from noisy data using automatic thresholding. Some of the tissue has been assigned to background. This is a common error in automatic segmentation. We will compare four different estimators: 1) the classical unbiased estimator for of (6); 2) the classical unbiased estimator for of (8); 3) the new estimator of (17), based on second-order moment distribution; 4) the new estimator of (18), based on local mean distribution. Results are in Fig. 22(a) for the first mask and in Fig. 22(b) for the second one.
When the background pixels are perfectly identified, the performance of the estimators is quite similar. All the estimations are around . So, in this case, the new methods do not present any advantage over the classical ones. However, in the second experiment, when some of the pixels of the brain are wrongly assigned to the background, the classical methods do not estimate properly, but the new ones do. (17) based on the local second-order moment (solid), new estimator of (17) based on the local mean (dashed), classical unbiased estimator of (6) for (dash-dotted) and classical unbiased estimator of (8) The noise estimation method based on the mode of the histogram proposed in [24] is also robust when a wrong segmentation of the background is done. However, as it is shown in Fig. 23 the estimator has a larger variance than the methods proposed in this paper.
C. Filtering MRI
To further verify the hypotheses proposed in the previous sections, and to have a visual idea of the behavior of the filter and noise estimators, a new experiment is carried out based on real data. A coronal slice from a 3-D MRI volume 2 has been selected.
This original image, see Fig. 24(a) , exhibits noise. The image is filtered using the LMMSE filter and for the noise estimation the mode of the sample mean is used (18) . Result is shown in Fig. 24(f) . Some other noise-removal techniques have been used to compare with: EM estimation, the method proposed by Koay and Basser, the wavelet domain filter and the Wiener filter, as the latter showed a good performance in the former experiments. In all the cases adaptive noise estimation is performed using (18) with a 5 5 window. Results are given in Fig. 24 . We have also considered once more the possibility of making the filter recursive. Results in Fig. 24(g ) (eight iterations) shows the good behavior of this technique. Even after 100 iterations, Fig. 24(h) , due to a good noise estimation, the filter is not blurring the edges. Again, as expected, the visual results are much better for the LMMSE-based schemes, as well as the wavelet based filter, though the latter still presents a slightly noisy pattern inside the tissues. The behavior shown for the other schemes is consistent with the synthetic experiments: noise is attenuated at the cost of blurring the image.
VI. CONCLUSION
A new filtering method based on the LMMSE estimator for Rician distributed images has been introduced, together with several noise estimation methods for that model. The filtering method has proved to be suitable for restoration in this kind of images, as it keeps the structure of the original image unaltered while suppresses most of the noise. Its performance is directly related with the goodness of the noise estimation method employed. If a good dynamic estimator is chosen, the filter may also be used recursively, showing a very good performance in noise cleaning. In addition, unlike other existing schemes also based on Rician models, the fact that a closed-form expression for the LMMSE method has been derived makes the filtering process computationally far more efficient and easier to implement.
We have also presented four different noise estimation methods, all of them based on the mode of some local statistic. A survey of these methods is in Table II . The use of the mode of the sample distribution of some local statistics (second-order moment, mean and variance) makes the estimator less dependent of parameters such as the size of the estimation window, the uniformity of the background, and outliers.
The experiments done with synthetic and real images show that the combination of the LMMSE filter with the noise estimation techniques here proposed may be a very useful tool for future MRI restoration.
APPENDIX A ABOUT (20) Parameter is defined , where , for
. We can write [31] and using the Stirling's approximation [31] for and , we obtain and as we can approximate and . In Fig. 25 the function is depicted together with its approximation for .
APPENDIX B LOCAL VARIANCE DISTRIBUTION IN NONTEXTURED IMAGES
One of the noise estimators proposed is based on the assumption that the distribution of the local variances in a non-noisy image follows a distribution whose maximum is set on zero. To evaluate this assumption, the histogram of local variances of different kind of images has been evaluated. The images are shown in Fig. 26 . Medical, meteorological and natural images have been used. The sampling local variance is calculated using 5 5 windows. The results are shown in Fig. 27 . Finally, the mean of the distribution of 29 images from LIVE database [35] is presented in Fig. 28 . Two cases have been considered: first, grayscale images and, second, RGB images where each color component have been evaluated separately. The sample variance can be defined as
The PDF of can be approximated [30] by According to the fundamental theorem [29] the PDF of is
We can approximate (see Appendix A) , so
The distribution of the sample variance is then the distribution of the difference of two Chi-Square random variables. According to [22] The sample variance can be defined as . The PDF of is [21] with a constant, and . The sum of Rician distribution is, as in the Rayleigh case, a classical problem in communications. We can use the approximation in [21] . From here, the PDF of would be with a constant, and , and parameters related with and the Signal to Noise ratio. Both PDF may be expressed as noncentral Chi-Square distributions
The subtraction of two noncentral Chi-Square random variables has been studied in Appendix D. Accordingly, the PDF of the sample variance will be like the one in (33) . However, this long equation may have some problems when trying to numerically determine its maximum, specially when the argument of the Modified Bessel function is not small. Experimentally, a good approximation has been obtained, without any dependence on the parameters , and
with . To show the behavior of the approximation, some data has been generated following a Rician model. A constant image with value 20 has been corrupted with Rician noise with . The distribution of some local statistics have been calculated using 3 3, 5 5 and 7 7 square windows. The results are shown in Fig. 29 . In the solid line, the actual data distribution is depicted, and the theoretical distribution is in dashed line.
