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Abstract
We show that Coulomb branches of quiver gauge theories of affine type A are Cherkis
bow varieties, which have been introduced as ADHM type description of moduli space of
instantons on the Taub-NUT space equivariant under a cyclic group action.
1 Introduction
We have two purposes of this paper. The first is to initiate algebro-geometric study of Cherkis bow
varieties M of affine type A, which have been introduced as ADHM type description of moduli
spaces of U(n)-instantons on the Taub-NUT space equivariant under a cyclic group Z/`Z-action
[Che11] (see also [Che09, Che10]). Our interest lies in the Uhlenbeck partial compactification of
instanton moduli spaces. They are algebraic varieties with hyper-Ka¨hler structure on their regular
loci, with an SU(2)-action rotating three complex structures. They include quiver varieties of
affine type A introduced by the first-named author [Nak94b] as special cases, but more general.
We introduce quiver description of arbitrary bow varieties (Theorem 2.1). See Figure 1. The
original definition involves Nahm’s equation, which is an ordinary differential equation, while
quiver description involves matrices and algebraic equations. Hence the latter is more suitable
for algebro-geometric questions. For example, quiver description enabels us to show that bow
varieties are normal in many cases. The proof of the quiver description of a bow variety is a simple
combination of known results [Don84, Hur89, Tak16]. See paragraphs after Theorem 2.1 for more
detail. Nevertheless we think that it is important, as it is easier to handle. We believe that it has
applications to other problems on bow varieties. It is also expected that bow varieties are related
to representation theory of affine Lie algebras of type A, as for quiver varieties, but in a better
way. We will study stratifications, semismall resolutions, torus fixed points, etc for bow varieties,
as they have played important roles in relation between quiver varieties and representation theory.
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Figure 1: Quiver description of a bow variety
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The second purpose is to show that bow varieties also include Coulomb branches of framed
quiver gauge theories of affine type A again as special cases.
Let us recall what are Coulomb branches briefly. Let G be a complex reductive group and
M its symplectic representation. The Coulomb branch MC of a 3d N = 4 SUSY gauge theory
associated with (G,M) is a hyper-Ka¨hler manifold, and had been studied by physicists for many
years. But its mathematical definition was unclear until the first named author proposed a rigorous
approach in [Nak16]. The subsequent paper [BFN16a] written with Braverman and Finkelberg
gives a mathematical definition of MC as an affine algebraic variety, under the assumption that
M is of form N ⊕N∗. The companion paper [BFN16b] by the same authors discusses MC for
a framed/unframed quiver gauge theory of type ADE. In particular, it was shown that MC is
isomorphic to a slice in the affine Grassmannian of the corresponding group or its generalization
(generalized slice).
In this paper we consider the Coulomb branch of a framed quiver gauge theory of affine
type An−1 (n ≥ 1). We have two dimension vectors v = (v0, . . . ,vn−1), w = (w0, . . . ,wn−1)
and consider the gauge theory with the group G =
∏
GL(vi) and the representation N =⊕
Hom(Cvi ,Cvi+1)⊕⊕Hom(Cwi ,Cvi). Our goal is to identifyMC with Cherkis bow varietyM.
Here ` is the level of the affine weight λ :=
∑
wiΛi. Other discrete data (e.g., instanton number)
are determined by vi, wi. A little more precisely, we assume dimVi = dimV
′
i = dimV
′′
i = · · ·
(the balanced condition), and the dimension of Wi is encoded in the quiver as the number of vector
spaces with primes between Vi and Vi+1 in Figure 1. Hence ` is the number of arrows for C (also
for D), and n is the number of arrows for A (and a, b).
This answer was known in the physics literature [HW97, dBHOO97, dBHO+97, CK98] for
various cases. The general answer as a bow variety with the balanced condition was informed to
us by Cherkis in a private communication. See [COS11] for a physical derivation. Therefore the
main result of this paper could be regarded as a yet another confirmation of correctness of the
proposal [Nak16].
Our strategy to identify the Coulomb branch MC with a bow variety M is the same as in
[BFN16b]: The Coulomb branch MC has a morphism $ : MC → Av :=
∏
Avi/Svi , where
vi = dimVi. It satisfies the factorization property, i.e., MC is isomorphic to a product of lower
dimensional Coulomb branches, locally around x if $(x) is a sum of disjoint configurations. We
define the corresponding factorization map Ψ: M → Av for the bow variety, and prove the
factorization property. We then define a birational isomorphism Ξ◦ : MC ≈99K M over Av and
show that it is biregular up to codimension 2. Then we use the criterion in [BFN16a, Th. 5.26] to
conclude that Ξ◦ extends to the whole space.
The morphism $ is an integrable system, i.e., components are Poisson commuting and general
fibers are algebraic torus. For n = 1, it is the cyclotomic, rational or trigonometric Calogero-Moser
system depending on dimW , but probably new one for n > 1. We only use it to identify Coulomb
branches with bow varieties in this paper, but it is certainly worthwhile to pursue its study.
Remark 1.1. In [Nak16], it was conjectured that MC is a quiver variety of an affine type A`−1
introduced in [Nak94b], under the assumption that µ :=
∑
i wiΛi−viαi is dominant. Recall that
a quiver variety of affine type A`−1 is a moduli space of U(n)-instantons on R4 equivariant under
the cyclic group Z/`Z. The Taub-NUT space and R4 are isomorphic as holomorphic symplectic
manifolds but have different hyper-Ka¨hler metrics. We will also prove this conjecture from our
main result, but the bow variety is regarded as a correct answer for MC as
1. it covers also non-dominant cases,
2. the conjectural hyper-Ka¨hler metric is correct,
3. several important properties of MC can be checked for bow varieties rather naturally, but
not for quiver varieties.
As for 1, for example when ` = 1, the dominant condition is satisfied only when
∑
viαi is a
multiple of the primitive imaginary root. For 3, the factorization map Ψ is constructed as a bow
variety, but its description in a quiver variety is not obvious.
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The first named author learned the subtle difference between quiver and bow varieties after
reading [BDG15].
In order to apply [BFN16a, Th. 5.26], we need to check thatM is normal and all the fibers of
Ψ have the same dimension. These conditions are delicate, and we use the quiver description in
essential way.
The quiver is divided into two types of pieces, triangle involving A, B, a, b, and two-way
involving C, D. When there are no two-way parts (corresponding to the case w = 0), the quiver is
called the chainsaw quiver considered in [FR14]. The normality and the calculation of dimension
of fibers of Ψ for triangles were already established in [FR14]. In fact, the identification of the
Coulomb branch in this case was already given in [BFN16b] by using [FR14]. The remaining
two-way parts are quiver varieties of type A in the sense of [Nak94b, Nak98]. The proof of the
normality and calculation of dimension were given in [CB01, CB03a] (in fact, in much more general
situations). Our proof of the normality of bow varieties are basically consequences of these facts.
Recall that the balanced condition is dimVi = dimV
′
i = · · · . When we assume the cobalanced1
condition that dimensions of vector spaces connected by an arrow A in Figure 1 are the same, the
bow variety is isomorphic to a quiver variety M introduced in [Nak94b] of an affine type An−1.
This is what we have mentioned at the beginning.
There is an isomorphism between two bow varieties where adjacent triangle and two-way
parts are swapped where dimension of the middle vector space is changed appropriately. See
Proposition 7.1. For example, consider two parts for V ′0 , V
′′
0 , V1 in Figure 1. We can exchange
triangle and two-way parts. Vector spaces V ′0 , V1 are unchanged, and the dimension of the new
middle vector space becomes dimV1 + dimV
′
0 + 1 − dimV ′′0 . It appeared as Hanany-Witten
transition in [HW97]. This is a powerful tool, which does not have analog in the context of quiver
varieties. As applications, we prove
• Under the dominance assumption mentioned in Remark 1.1, a bow variety satisfying the
balanced condition is isomorphic to one satisfying the cobalanced condition by successive
application of Hanany-Witten transitions.
• We give a new proof of [Nak94b, Maf05] saying a quiver variety of type A is isomorphic to
the intersection of Slodowy slice and a nilpotent orbit or its Springer resolution.
• We determine the symplectic leaves of the Coulomb branchMC . (This is new even for finite
type A.)
We have the duality of bow varieties exchanging triangle and two-way parts without changing
dimensions of vector spaces V ’s. It does not induces an isomorphism of bow varieties, but it
originates from the SL(2,Z)-duality in the superstring theory, and closely related to the 3d mirror
symmetry. (See [HW97].) Therefore we expect two bow varieties exchanged by the duality have
some deep relations. For example, the balanced and cobalanced conditions are exchanged under
the duality. Thus a quiver variety M and a Coulomb branch MC are exchanged by this process.
When the dominance condition is satisfied, it gives an exchange of two quiver varieties. Chasing
changes of dimensions under successive applications of Hanany-Witten transitions, we will find
that pairs of weights (λ, µ) are replaced by their ‘transpose’ as generalized Young diagrams, as
expected from the relation between the level-rank duality and quiver varieties. (See [Nak09, §A].)
The quiver description of a bow variety can be understood as hamiltonian reduction of a
finite dimensional symplectic manifold. One can consider the corresponding quantum hamiltonian
reduction following [FR14] for the case w = 0. We conjecture that it is isomorphic to the quantized
Coulomb branch when the balanced condition is satisfied.
Remark 1.2. As we have remarked above, bow varieties are moduli spaces of U(n)-instantons on
the Taub-NUT space equivariant under the Z/`Z-action, though mathematically rigorous proof
of the completeness is still lacking as far as the authors know. Let us give other moduli theoretic
description, but with more algebro-geometric flavor, known for special classes. However different
1This terminology is due to Sergey Cherkis.
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stability conditions were imposed (except in [Tak16]), thus the moduli spaces are not exactly the
same as bow varieties.
• Chainsaw quiver varieties [FR14] are moduli spaces of framed parabolic sheaves on P1×P1.
Here parabolic structures are put on {0}×P1, while framing is put on {∞}×P1∪P1×{∞}.
With the stability condition (C-S1),(C-S2) below, they are open loci of framed parabolic
locally free sheaves [Tak16].
• If the bow diagram has both triangle and two-way parts only once, the varieties describe
moduli spaces of framed rank 1 stable perverse coherent sheaves on the blowup P̂2 of P2 at
the origin [NY11]. Here the framing is put on the line at infinity. This quiver description
was originated in [Kin89].
• If there is only one two-way part, the quiver is called the dented chainsaw quiver [BF13].
The varieties describe moduli spaces of framed parabolic sheaves on P̂2.
• The rift quiver introduced in [BF13] is a variant of our quiver. The varieties describe
moduli spaces of Z/`Z-equivariant framed parabolic sheaves on P̂2, where Z/`Z acts on P̂2
by ([z0 : z1 : z2], [z : w]) 7→ ([z0 : ζz1 : z2], [z : ζ−1w]).
Here P̂2 is {([z0 : z1 : z2], [z : w]) ∈ P2×P1 | z1w = z2z}, the line at infinity is z0 = 0, and paraoblic
structures are defined on the line z = 0. Based on these examples, we expect that bow varieties
are isomorphic to Uhlenbeck-type partial compactification of moduli spaces of Z/`Z-equivariant
framed parabolic locally free sheaves on P̂2. The Taub-NUT space is embedded into P̂2 as an open
subvariety z0 6= 0, z 6= 0, which is isomorphic to C2.
The paper is organized as follows. In §2 we review the definition of Cherkis bow varieties.
We also explain the quiver description. In §3 we study properties of triangle and two-way parts
of bow varieties. In §4 we study stratification of bow varieties and semismall morphisms from a
bow variety to another with different continuous parameters (stability conditions). In §5 we study
symplectic structure on a bow variety. In particular, we show that it is given by a reduction of a
finite dimensional Poisson manifold. In §6 we show that the Coulomb branch MC is isomorphic
to the bow variety M. In §7 we study Hanany-Witten transition as an isomorphism between two
bow varieties. We derive several applications mentioned above.
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2 Bow varieties
Let us review the definition of a bow variety of affine type A`−1 (` ≥ 1) [Che11] and give its
quiver description. We will regard a bow variety as an affine algebraic variety with holomorphic
symplectic form on its regular locus. Then its quiver description does not loose any information.
Therefore readers who are not interested in the original definition can safely skip the first part
§2.1, and regard the quiver description in the second part §2.2 as the definition. We will use the
original definition only in §6.9.3.
Let us first explain the data which are common in both original definition and the quiver
description. It is a bow diagram.
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We take an affine Dynkin quiver of type A`−1 with the anticlockwise orientation. We under-
stand A0 is the Jordan quiver. We replace vertices of quiver by wavy lines possibly with ×
on them. A wavy line without × is allowed. Let I be the set of wavy lines. We call × a x-point.
Let Λ denote the set of x-points. (It was called a λ-point in [Che11], but we keep λ for a weight.)
We orient wavy lines in the anticlockwise direction. Wavy lines are denoted by σ, σ′, . . . , etc and
we identify them with 0, 1, . . . , `− 1, or elements in Z/`Z. For a later purpose, we index them in
the clockwise order. We also index the arrow by 0, 1, . . . , ` − 1, where ith arrow is between the
end of ith wavy line and the start of the (i+ 1)th wavy line.
Let n be the number of x-points. We index them as 0, 1, . . . , n− 1 in the anticlockwise order.
The number n will play the role of level of affine weights. When bow varieties will be identified
with Coulomb branches of gauge theories, level and rank are exchanged.
A segment of a wavy line is a part which is cut out by x-points. An x-point is denoted by x,
and a segment by ζ. Let o(ζ), i(ζ) denote the starting and ending points of ζ respectively, i.e.,
o(ζ)
ζ
i(ζ). Here o(ζ), i(ζ) are either end points of wavy lines or x-points. An oriented edge is
denoted by h, and its starting and ending points are denoted also by o(h), i(h), i.e., o(h) h i(h).
Here o(h), i(h) are end points of wavy lines. There should be no fear of confusion for using the
same notation for end points of segments and edges.
We assign a nonnegative integer R(ζ) to each segment ζ of wavy lines. These are discrete data
for a bow variety. We put R(ζ) next to ζ. Figure 2(a) is the bow diagram for the example in
Figure 1 with R(ζ) = dimVi, dimV
′
i = vi, v
′
i etc. A simplified version of the diagram suffices for
most of our purposes: we replace an arrow by  and remove waves from lines. See Figure 2(b).
We understand vi as a part of the bow diagram. Considering (v0,v
′
0, . . . ) as a vector, we call
it the dimension vector of the bow diagram.
For our later purpose, it is better to index x-points as 0, 1, . . . , n− 1. We take the jth x-point
and index vector spaces on segments as Vj , V
′
j , . . . , anticlockwise until we meet the next x-point.
See Figure 1.
The bow diagram originates from a brane configuration in type IIB string theory [HW97].
Oriented edges → correspond to NS 5-branes, while x-points correspond to Dirichlet 5-branes.
Integers R(ζ) represent the number of Dirichlet 3-branes running between either type of branes.
The configuration is drawn as Figure 3, where radial full lines are Dirichlet 5-branes, radial dotted
lines are NS 5-branes, and circular lines are Dirichlet 3-branes. See [dBHOO97] for affine cases.
Note that the lines for NS and Dirichlet 5-branes are opposite of [HW97, dBHOO97], as bow
varieties are Coulomb branches of dual theories by [COS11]. We will not (and could not) use
branes, hence this difference will not be important later.
...
vn−4×
vn−3×
vn−2
v′n−2×
vn−1
v′n−1
×
v0
v′0
v′′0
×v1
×v2 ...
vn−4
×
vn−3
×
vn−2
v′n−2×
vn−1

v′n−1
×
v0
v
′
0
v′′0
×
v1
×
v2
Figure 2: (a) A bow diagram of affine type A`−1 and (b) its simplified version
We choose a parameter νσ = (ν
1
σ, ν
2
σ, ν
3
σ) ∈
√−1R3 for each wavy line (or arrow) σ. In the
quiver description, we consider R3 = R × C and denote it by νσ = (νRσ , νCσ ) with ν1σ =
√−1νRσ ,
ν2σ +
√−1ν3σ = νCσ . When we drop σ, it means a vector, e.g., ν ∈ (
√−1R3)I . When we use νRσ in
the quiver description, we assume νRσ ∈ Q.
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...
vn−4
vn−3
vn−2
v′n−2
vn−1
v′n−1v0
v′0
v′′0
v1
v2
Figure 3: Brane configuration
2.1 Original definition
We further add the following data.
Let σ be a wavy line. We assign an interval [xσ,L, xσ,R]. We assume those intervals are mutually
disjoint. Let rσ be the number of × on σ. We choose xσ,L < x1σ < · · · < xrσσ < xσ,R corresponding
to x-points in σ in the anticlockwise order. We set x0σ = xσ,L, x
rσ+1
σ = xσ,R. We now regard
Λ ⊂ R. We identify a segment ζ with the closed interval [o(ζ), i(ζ)] in R.
We assign one dimension complex vector space Cx with a hermitian inner product for each
x ∈ Λ. When there is no fear of confusion, we simply denote it by C, e.g., as in Figure 1. In
addition, we choose a hermitian vector bundle Eζ of rank R(ζ) for each segment ζ.
Those data satisfy the matching condition at x-points. Let us suppose two segments ζ−,
ζ+ meet at x. We suppose i(ζ−) = x = o(ζ+), i.e., ×ζ
− ζ+x
. Let us consider the difference
∆R(x) := |R(ζ−)−R(ζ+)| of ranks of two vector bundles defined over ζ, ζ ′. We suppose the fiber
of the smaller (or equal to) rank vector bundle is a subspace of the fiber of the bigger (or equal
to) rank vector bundle, i.e.,
Eζ− |x ⊂ Eζ+ |x if R(ζ−) ≤ R(ζ+),
Eζ− |x ⊃ Eζ+ |x if R(ζ−) ≥ R(ζ+).
Furthermore we endow a structure of an irreducible su(2) representation on the orthogonal com-
plement (Eζ− |x)⊥ or (Eζ+ |x)⊥. Its dimension is ∆R(x). We thus have three endomorphisms
ρ1, ρ2, ρ3 on the orthogonal complement satisfying ρ1 = [ρ2, ρ3] and its cyclic permutation. We
have U(1)-choices of identifications with the su(2) representation, which we consider as parts of
data. (In the quiver description below, we break symmetries between 1,2,3 and take a triangular
decomposition n⊕ h⊕ n− of sl(2) = su(2)⊗ C. Then the identification will be identified with an
isomorphism from the highest weight space to Cx.) When there is no fear of the confusion, we
drop the subscript ζ from Eζ . For example, we do not need to specify ζ for a fiber of Eζ at a
point /∈ Λ, or a point x ∈ Λ with ∆R(x) = 0.
Now a bow solution consists of the following data:
1. A hermitian connection ∇ and skew hermitian endomorphisms T1,T2,T3 on the vector bundle
Eζ over the open segment (o(ζ), i(ζ)) satisfying Nahm’s equation
∇
ds
T1 + [T2, T3] = 0, etc.
2. A pair of linear maps
BLR : E|o(h) → E|i(h), BRL : E|i(h) → E|o(h),
corresponding to an oriented arrow h from o(h) to i(h). Note BRL goes to the opposite
direction. Note also that o(h) = xσ,R, i(h) = xσ+1,L for a wavy line σ. Therefore they are
not x-points, as
i(h)o(h)
.
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3. A pair of linear maps
I : Cx → E|x,
J : E|x → Cx
for a point x ∈ Λ such that ∆R(x) = 0.
We require that (∇, T1, T2, T3, BLR, BRL, I, J) satisfy the following conditions:
(a) ∇,T1,T2,T3 extend smoothly at xσ,L, xσ,R. Moreover they together with BLR, BRL satisfy
the hyper-Ka¨hler moment map equation
−
√−1
2
{
BLR(BLR)† − (BRL)†BRL}+ T1(xσ,L) = ν1σ id,
BLRBRL + (T2 +
√−1T3)(xσ,L) = (ν2σ +
√−1ν3σ) id
at xσ,L and
−
√−1
2
{
BRL(BRL)† − (BLR)†BLR}− T1(xσ,R) = 0,
−BRLBLR − (T2 +
√−1T3)(xσ,R) = 0
at xσ,R.
(b) Let x ∈ Λ. Let ζ± as before. We suppose R(ζ−) < R(ζ+). (The condition for R(ζ−) >
R(ζ+) is the same after exchanging Eζ− and Eζ+ .) We have ∇, T1, T2, T3 defined on ζ−,
ζ+. Let us denote the former with −, and the latter with +. We require ∇±, T−1 , T−2 , T−3
extend smoothly at x. On the other hand, we assume T+j (j = 1, 2, 3) behaves as
T+j (s) =
(
T−j (s) +O(s− x) O((s− x)
∆R(x)−1
2
O((s− x) ∆R(x)−12 ρjs−x +O(1)
)
.
(c) Consider a point x with ∆R(x) = 0. Let us put ± on connections and endomorphisms as
above. We require that ∇±, T±1 , T±2 , T±3 are smooth at x, and they satisfy the hyper-Ka¨hler
moment map equation with I, J :
−
√−1
2
{
II† − J†J)− T−1 (x) + T+1 (x) = 0,
IJ − (T−2 +
√−1T−3 )(x) + (T+2 +
√−1T+3 )(x) = 0.
There is a natural gauge equivalence on these solutions: A gauge transformation u consists
of a unitary gauge transformation uζ of Eζ , which is smooth on [o(ζ), i(ζ)] for each segment ζ.
Moreover for ×ζ
− ζ+x
, we assume uζ−(x) = uζ+(x) when ∆R(x) = 0,
uζ+(x) =
(
uζ−(x) 0
0 id(Eζ− |x)⊥
)
when R(ζ−) < R(ζ+), and similarly when R(ζ−) > R(ζ+). The action is given by
(uζ ◦ ∇ ◦ u−1ζ , uζT1u−1ζ , uζT2u−1ζ , uζT3u−1ζ )
for (∇, T1, T2, T3) defined on Eζ . Also by
(u(i(h))BLRu(o(h))−1, u(o(h))BRLu(i(h))−1)
7
for BLR, BRL corresponding to h, where u(i(h)), u(o(h)) are evaluation of appropriate uζ at points
i(h), o(h) respectively. And by
(u(x)I, Ju(x)−1)
for x ∈ Λ such that ∆R(x) = 0. Since uζ−(x) = uζ+(x), we do not need to specify a segment for
u(x).
LetMbow be the space of gauge equivalence classes of bow solutions. LetMregbow be the subset
consisting of classes of solutions which have trivial stabilizer. One introduces an appropriate
Sobolev space to give a topology onMbow such thatMregbow is an open subset with a hyper-Ka¨hler
structure, as an infinite dimensional hyper-Ka¨hler quotient. See e.g., [Tak15]. The dimension of
Mregbow can be computed, but we omit the formula as we will calculate it in the quiver description
in Proposition 2.13.
2.2 A quiver description of a bow variety
We assign one dimensional complex vector space Cx for each x ∈ Λ as before. We do not put
hermitian inner products. We often omit x as mentioned above.
In addition, we assign a vector space Vζ for each segment ζ of a wavy line with dimVζ = R(ζ).
For a quiver description, data consist of the following:
1. A linear endomorphism B : Vζ → Vζ for each segment ζ. When we want to emphasize ζ, we
denote it by Bζ .
2. Let x ∈ Λ. Let ζ−, ζ+ be the adjacent segments so that ×ζ
− ζ+x
is the anticlockwise
orientation. We assign triple of linear maps
A : Vζ− → Vζ+ ,
a : Cx → Vζ+ , b : Vζ− → Cx.
When we want to emphasize x, we denote them by Ax, ax, bx.
3. A pair of linear maps
C : Vo(h) → Vi(h), D : Vi(h) → Vo(h),
for each arrow h. Here we regard o(h), i(h) as segments containing the points and use the
notation Vo(h), Vi(h) for brevity.
When we want to emphasize h, we denote them by Ch, Dh.
We require the following conditions:
(a) Let x, ζ± as in 2 above. As a linear map Vζ− → Vζ+ we have
Bζ+A−ABζ− + ab = 0.
They satisfy the two conditions (S1),(S2):
(S1) There is no nonzero subspace 0 6= S ⊂ Vζ− with Bζ−(S) ⊂ S, A(S) = 0 = b(S).
(S2) There is no proper subspace T ( Vζ+ with Bζ+(T ) ⊂ T , ImA+ Im a ⊂ T .
(b) As endomorphisms on Vi(h) and Vo(h), we have
CD +Bi(h) = ν
C
i(h), −DC −Bo(h) = 0,
respectively. We identify i(h) with the wavy line containing it, and consider the correspond-
ing parameters ν.
By these equations, we can safely remove Bζ when ζ is connected with an arrow h. We will
usually remove Bζ when ζ is connected with arrows in both sides, i.e., when ζ is a wavy line
without x-points. But we keep Bζ otherwise. See V
′
0 at Figure 1.
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We introduce the following space of linear maps:
M :=
⊕
x
End(Vζ−x )⊕ End(Vζ+x )⊕Hom(Vζ−x , Vζ+x )⊕Hom(Cx, Vζ+x )⊕Hom(Vζ−x ,Cx)
⊕
⊕
h
Hom(Vo(h), Vi(h))⊕Hom(Vi(h), Vo(h)).
We denote segments in 2 by ζ±x and elements in the component End(Vζ−x ), End(Vζ+x ) by Bζ−x and
Bζ+x as they also depend on x. Note that ζ
+
x = ζ
−
x′ if ×
x ζ ×x
′
. Hence we may have two B
assigned for a single segment ζ. But we will kill one of them by the relation soon.
We define
µ = (µ1, µ2) : M→ N :=
⊕
x
Hom(Vζ−x , Vζ+x )⊕
⊕
ζ
End(Vζ)
µ1 : (Ax, Bζ+x , Bζ−x , ax, bx, Ch, Dh) 7→ Bζ+x Ax −AxBζ−x + axbx,
and the second component µ2 is depending on types of two ends of the wavy line ζ:
−Bζ+x +Bζ−x′ if ×
x ζ ×x
′
, ChDh −Dh′Ch′ − νCi(h) if h
ζ h′ ,
ChDh +Bζ−x − νCi(h) if
h ζ×
x
, −Bζ+x −DhCh if
hζ×
x
.
We will consider µ−1(0), and the original Bζ is given by Bζ+x = Bζ−x . We will use this convention
unless we need to distinguish Bζ+x and Bζ−x .
We have a natural group action of G := ∏GL(Vζ) by conjugation, that is given by
(gζ±x Bζ±x g
−1
ζ±x
, gζ+x Axg
−1
ζ−x
, gζ+x ax, bxg
−1
ζ−x
, gi(h)Cg
−1
o(h), go(h)Dg
−1
i(h)).
(c) We impose an additional (semi)stability condition with respect to the group action of G as
follows.
Let M˜ denote the variety consisting of (A,B, a, b, C,D) ∈ µ−1(0) satisfying (S1),(S2). As
we will review Proposition 3.2 below, it is an affine algebraic variety. We assume νRσ is an
integer and consider a character
χ : G → C×; (gζ) 7→
∏
(det gζ)
−νRσ ,
where ζ is the last segment in a wavy line σ, ζ× , and the product is only over the last
segments. Let G act on M˜ × C by g · (m, z) = (gm, χ(g)−1z) for g ∈ G, m ∈ M˜, z ∈ C.
We say m ∈ M˜ is νR-semistable if the closure of the orbit G(m, z) does not intersect with
M˜× {0} for z 6= 0. We say m is νR-stable if the orbit G(m, z) is closed and the stabilizer of
(m, z) is finite for z 6= 0.
It is clear from Proposition 2.8 below that the (semi)stability condition is not effected under
the change νR → cνR for c ∈ Z>0. Hence the (semi)stability condition is well-defined for
rational νR.
Let M˜ss (resp. M˜s) denote the set of νR-semistable (resp. νR-stable) points.
We introduce the S-equivalence relation ∼ on the M˜ss by defining m ∼ m′ if and only if
orbit closures Gm and Gm′ intersect in the M˜ss. Let Mquiver denote M˜ss/∼. It is well-known
that M˜ss/∼ is a geometric invariant theory quotient, hence in particular has a structure of a
quasi-projective variety. Let Msquiver denote the open subvariety of Mquiver given by M˜s/G.
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Let M˜sym denote the open subvariety of µ−11 (0) consisting of points satisfying (S1),(S2), namely
we only impose the condition Bζ+x Ax−AxBζ−x +axbx = 0 and (S1),(S2) for each x. We will review
that it is a smooth holomorphic symplectic manifold so that the second component µ2 is the
moment map with respect to the G-action. (See §3.1.) Therefore M is a symplectic reduction
of M˜sym by G. In fact, M˜sym is a product of two way parts (Ch, Dh) and triangle parts (Ax,
Bζ±x , ax, bx). A two way part is Hom(Vo(h), Vi(h))⊕Hom(Vi(h), Vo(h)), which is a symplectic vector
space. Moreover −ChDh and DhCh are moment maps for the GL(Vi(h)) and GL(Vo(h)) action
respectively. Therefore it is enough to check the assertion for the triangle part, and we will do in
§3.1.
Now we state an isomorphism between two descriptions.
Theorem 2.1. There is a natural homeomorphism between the space Mbow of the gauge equiva-
lence classes of bow solutions and the spaceMquiver of the S-equivalence classes of quiver represen-
tations. Moreover it is an isomorphism of holomorphic symplectic manifolds between the regular
locus Mregbow and the stable locus Msquiver.
A general theory only guarantees that Msquiver is an orbifold, but we will later show that a
point in M˜squiver has only trivial stabilizer (Lemma 2.10). Therefore Msquiver is nonsingular.
This result is, more or less, already known. We first enlarge the gauge equivalence in Mbow
allowing complex gauge not necessarily preserving hermitian inner products. Nahm’s equation is
divided into real and complex equations correspondingly. The real equation is solved by calculus
of variation. Then we solve the complex equation so that the space of complex gauge equivalence
classes can be identified with the space of ‘boundary conditions’. This step first appeared in
[Don84] and subsequently used in works on Nahm’s equations [Hur89] and many others.
The space of boundary conditions depends on the situation, but is usually described in terms
of Lie-theoretic language such as in [Kro90, Bie97]. For unitary gauge groups in earlier works
[Don84, Hur89] and in this paper, they are the space of linear maps instead of Lie-theoretic
language.
In [Don84, Hur89], the space of linear maps is further identified with the space of based maps
from P1 to a flag variety (of type A). The second named author in [Tak16] observed that the
identification is better understood using the language of quiver, i.e., drawing arrows for linear
maps, and applied this idea for Nahm’s equation on the circle. This language is useful and
inevitable to study complicated situations like in this paper.
The remaining detail of the proof of Theorem 2.1 will be given in §3.3 below.
We regard the bow variety asMquiver equipped with a structure of a quasiprojective algebraic
variety hereafter. We drop ‘quiver’ from the notation and simply denote it by M hereafter.
When we want to emphasize the parameter ν, we write Mν .
2.3 Factorization map
The factorization map Ψ: M → Av is defined as the collection of spectra of Bζ for various ζ.
Although Bζ is defined for each segment ζ, Spec(Bζ) and Spec(Bζ′) are the same up to constant
depending only on parameter ν when ζ and ζ ′ are connected by oriented edges. Therefore we only
have n of segments to consider. Hence the vector v is (v0,v1, . . . ,vn−1) where vi is the minimum
of dimensions of vector spaces on segments between the ith and (i+ 1) x-points.
We set
|v| = v0 + v1 + · · ·+ vn−1, Sv = Sv0 ×Sv1 × · · · ×Svn−1 , Av = A|v|/Sv.
2.4 Stability conditions
2.4.1 Characterization of the conditions (S1) and (S2)
The conditions (S1) and (S2) are not imposed in the original chainsaw variety in [FR14], but
will play important role in various contexts of M. We first give other characterizations of the
conditions (S1) and (S2).
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Proposition 2.2. The conditions (S1), (S2) is equivalent to (1,−1)-semistability for GL(V−) ×
GL(V+)-action:
Bζ±(S±) ⊂ S±, S− ⊂ Ker b, A(S−) ⊂ S+ ⇒ dimS− − dimS+ ≤ 0,
Bζ±(T±) ⊂ T±, T+ ⊃ Im a,A(T−) ⊂ T+ ⇒ codimT− − codimT+ ≥ 0.
Proof. (S1) and (S2) follow from (1,−1)-semistability by setting S+ = 0, T− = V−.
Assume Bζ−(S−) ⊂ S−, S− ⊂ Ker b. Then we have Bζ+A(S−) ⊂ A(S−) from Bζ+A−ABζ− +
ab = 0, and each S+ which satisfies Bζ+(S+) ⊂ S+ includes A(S−). Thus the condition (S1)
means dimS− ≤ dimS+.
Assume Bζ+(T+) ⊂ T+, T+ ⊃ Im a. Then we have Bζ−(A−1(T+)) ⊂ A−1(T+), where A−1
means the inverse image, and each T− which satisfies Bζ−(T−) ⊂ T− includes A−1(T+). Thus the
condition (S2) means codimT− ≥ codimT+.
Remark 2.3. Suppose the bow diagram has one triangle and one two-way parts. Therefore in
addition to B±, A, a, b above, we have additional linear maps C : V+ → V−, D : V− → V+ with
extra relations CD = −B−, DC = −B+:
V− V+
C
A
b a
C
D
B− B+
.
As mentioned in Introduction, the variety of quiver representations describes the moduli space of
framed rank 1 perverse coherent sheaves on the blowup P̂2 [NY11]. In fact, we have choices of
stability conditions depending on parameters ν±: if S± ⊂ V± satisfies C(S+) ⊂ S−, D(S−) ⊂ S+,
A(S−) ⊂ S+, b(S−) = 0, we have ν− dimS− + ν+ dimS+ ≤ 0, and similarly for T±. (ν+, ν− are
ζ0, ζ1 in [NY11] respectivelly.) Therefore the above conditions (S1),(S2) imply the semistability
with ν− = 1, ν+ = −1. But the converse is not true. For example, when dimV+ = dimV− = 1,
the moduli space in [NY11] with ν− = 1, ν+ = −1 is the blowup Ĉ2 of the plane. On the other
hand, it is easy to check that the bow variety is C2. (a = b = 0 in this case.) The difference
appears as our conditions imply that A is nonzero, while [NY11] only requires A, D do not vanish
simultaneously. Our C2 is the complement of the strict transform of an axis in Ĉ2.
Next we consider the following complex on P1:
V− ⊗O(−1)
α=
[
x1−x0Bζ−
x0A
x0b
]
−−−−−−−−−−−→ (V− ⊕ V+ ⊕ C)⊗O
β=[−x0A x1−x0Bζ+ x0a ]−−−−−−−−−−−−−−−−−→ V+ ⊗O(1),
where [x0 : x1] is the homogeneous coordinate on P1. The equation µ = 0 means βα = 0.
Proposition 2.4. (i) The condition (S1) is equivalent to injectivity of α at any point of P1.
(ii) The condition (S2) is equivalent to surjectivity of β at any point of P1.
Proof. For v ∈ V−, αv = 0 means Cv is Bζ− -invariant and included in KerA ∩ Ker b. Thus α is
injective if and only if (S1) is satisfied.
As above, a triangle part is closely related to a monad, and this relation leads to Proposition
6.5 (2).
Let us take a wavy line σ, and let x1, . . . , xr be the x-points on σ in the anticlockwise order.
Let ζ0, ζ1, . . . , ζr be the corresponding segments. Using Proposition 2.2 successively, we get
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Corollary 2.5. Suppose Sζi ⊂ Vζi (resp. Tζi ⊂ Vζi) satisfies
Bζi(Sζi) ⊂ Sζi (0 ≤ i ≤ r), Axi(Sζi−1) ⊂ Sζi , bxi(Sζi−1) = 0 (1 ≤ i ≤ r)(
resp. Bζi(Tζi) ⊂ Tζi (0 ≤ i ≤ r), Axi(Tζi−1) ⊂ Tζi , Im axi ⊂ Tζi (1 ≤ i ≤ r)
)
.
Then dimSζ0 ≤ dimSζ1 ≤ · · · ≤ dimSζr (resp. codimTζ0 ≥ codimTζ1 ≥ · · · ≥ codimTζr ).
Remark 2.6. Suppose the bow diagram has only one two-way part. The corresponding quiver
appeared in [BF13] and was called the dented chainsaw quiver. The above corollary implies that
our data satisfy the stability condition in [BF13], more precisely the ζ•-semistability therein. A
slightly stronger stability condition, denoted by ζ−, is introduced so that the dented chainsaw
quiver moduli spaces give moduli spaces of framed parabolic sheaves on the blowup P̂2. It is
natural to conjecture that the bow variety M is the Uhlenbeck-type partial compactification of
framed parabolic vector bundles on P̂2, as ζ• is on the wall of a chamber where ζ− lives. However
M is not isomorphic to the space Ẑd in [BF13] as the ζ•-semistability and ours are different as
we saw in Remark 2.3. Proposition 2.4 suggests that our partial compactification does not allow
singularities on parabolic structures.
2.4.2 Numerical criterion
We introduce a numerical criterion for the νR-(semi)stability.
Definition 2.7. Let (A,B, a, b, C,D) ∈ M˜.
(ν1) Suppose a graded subspace S =
⊕
Sζ ⊂
⊕
Vζ invariant under A, B, C, D with b(S) = 0 is
given. We further assume that the restriction of A induces an isomorphism Sζ−
A−→∼= Sζ+ for
all ×ζ
− ζ+x
. Then ∑
νRσ dimSσ ≤ 0.
Here σ runs over a wavy line, and dimSσ denotes the dimension of the vector space over a
segment in σ. It is independent of the choice of a segment by the assumption.
(ν2) Suppose a graded subspace T =
⊕
Tζ ⊂
⊕
Vζ invariant under A, B, C, D with Im a ⊂ T
is given. We further assume that the restriction of A induces an isomorphism Vζ−/Tζ−
A−→∼=
Vζ+/Tζ+ for all ζ
± as above. Then ∑
νRσ codimTσ ≥ 0.
The sum and codimTσ are as for (ν1).
Proposition 2.8. Let (A,B, a, b, C,D) ∈ M˜. Then it is νR-semistable if and only if (ν1), (ν2)
are satisfied.
Similarly it is νR-stable if and only if we have strict inequalities in (ν1), (ν2) unless Sζ = 0,
Tζ = Vζ for all ζ.
Proof. Let us follow the argument in [Nak99, Lem. 3.25].
Suppose that (ν1) is not satisfied. We take a graded subspace
⊕
Sζ satisfying the condi-
tions, but violating the inequality. Then we take complement subspaces S⊥ζ to Vζ and define
a 1-parameter subgroup ρ(t) by acting t on Sζ and 1 on S
⊥
ζ . Since χ(g(t)) =
∏
t−ν
R
σ dimSσ ,
χ(g(t))−1(z)→ 0 as t→ 0 as the inequality is violated.
By the assumption the limit of (A,B, a, b, C,D) exists in µ−1(0). We have a contradiction to
the νR-semistability condition if we check that the conditions (S1),(S2) are satisfied for the limit,
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as it means that the limit is in M˜. An easy way to check them is to switch to Hurtubise normal
form in Proposition 3.2. But let us check them in our description: The limit is the direct sum
(2.9) Sζ− Sζ+
0
A
∼=
Bζ− Bζ+
⊕ Vζ−/Sζ− Vζ+/Sζ+
C
A
b a
Bζ− Bζ+
Here we use the same notation for the original linear maps and the induced ones.
Suppose that we are given a subspace S′ ⊂ (Sζ− ⊕Vζ−/Sζ−) as in (S1). Then its projection to
Vζ−/Sζ− also satisfies the conditions in (S1) for the second term in (2.9). We take its inverse image
S′′ ⊂ Vζ− . Then Bζ−(S′′) ⊂ S′′, A(S′′) ⊂ Sζ+ and b(S′′) = 0. Note that dimS′′ ≥ dimSζ− =
dimSζ+ . Proposition 2.2 gives the opposite inequality, therefore S
′′ = Sζ− , i.e., the projection
of S′ to Vζ−/Sζ− is zero. Therefore S′ is contained in Sζ− . But it means that S′ = 0 as A is
invertible on Sζ− .
Suppose that we are given a subspace T ′ ⊂ (Sζ+ ⊕Vζ+/Sζ+) as in (S2). Then its projection to
Vζ+/Sζ+ also satisfies the conditions in (S2) in the second summand in (2.9). We take its inverse
image T ′′ ⊂ Vζ+ . Then it satisfies the conditions in (S2) for the original data, hence T ′′ = Vζ+ .
It means that the projection of T ′ to Vζ+/Sζ+ is the whole Vζ+/Sζ+ . But T ′ contains Sζ+ as
A : Sζ− → Sζ+ is an isomorphism. Therefore T ′ = (Sζ+ ⊕ Vζ+/Sζ+).
Similarly (ν2) follows from the νσ-semistability.
Conversely suppose that (A,B, a, b, C,D) is not νσ-semistable. We take a 1-parameter sub-
group ρ(t) in G such that ρ(t) · (A,B, a, b, C,D, z) converges to a point in M˜ × {0}. Consider
the weight space decomposition Vζ =
⊕
m Vζ(m), where ρ(t) acts by t
m on Vζ(m). Since A, B,
C, D converges, the filtration · · · ⊂ Fζ,m :=
⊕
n≥m Vζ(n) ⊂ Fζ,m−1 :=
⊕
n≥m−1 Vζ(n) ⊂ · · ·
is preserved. The limits are the induced maps on the associated graded. Similarly we have
Im a ⊂ F0, b(F1) = 0. The limits of a, b are the induced maps on F0/F1, and zero for other
components. Thus Bζ+A = ABζ− on other components. Then (S1),(S2) for the limit imply
A : Fζ−,m/Fζ−,m+1 → Fζ+,m/Fζ+,m+1 is an isomorphism for m 6= 0. Hence A : Fζ−,m → Fζ−,m
is also an isomorphism for m > 0. Similarly A : Vζ−/Fζ−,m → Vζ+/Fζ+,m is an isomorphism for
m ≤ 0.
We take Fζ,m with m > 0 as Sζ , Fζ,m with m ≤ 0 as Tζ . The inequalities in (ν1), (ν2) are∑
νRσ dimFσ,m ≤ 0 for m > 0,
∑
νRσ codimFσ,m ≥ 0 for m ≤ 0.
We take the sum over m ∈ Z to get∑
σ
∑
m
νσm dimVσ(m) ≤ 0.
But it is in contradiction with limt→0 χ(ρ(t))−1z = 0.
We leave the proof of the second assertion on the νR-stability condition as an exercise for a
reader.
Lemma 2.10. If (A,B, a, b, C,D) ∈ M˜ is νR-stable, it has a trivial stabilizer.
Proof. Suppose g ∈ G stabilizes (A,B, a, b, C,D). Consider Sζ = Im(gζ − id) ⊂ Vζ and Tζ =
Ker(gζ − id) ⊂ Vζ . Then the collections {Sζ}, {Tζ} are invariant under A, B, C, D with b(S) = 0,
Im a ⊂ T . Assume S 6= 0, or equivalently T 6= V . By the νR-stability, we have∑
νRσ dimSσ < 0,
∑
νRσ codimTσ > 0.
But this is impossible as codimTσ = dimSσ.
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2.5 Tangent space
Let M and N as in §2.2. Let us consider a three term complex
⊕
ζ
End(Vζ)
α−→M
β=
[
β1
β2
]
−−−−−→ N,(2.11)
α :
⊕
ξζ 7→

[ξζ±x , Bζ±x ]
ξζ+A−Aξζ−
ξζ+a
−bξζ−
ξi(h)C − Cξo(h)
ξo(h)D −Dξi(h)
 , β1 :

•
B
•
A
•
a
•
b
•
C
•
D

7→ Bζ+x
•
A−
•
ABζ−x +
•
Bζ+x A−A
•
Bζ−x +
•
ab+ a
•
b,
and β2 is
−
•
Bζ+x +
•
Bζ−
x′
,
•
ChDh + Ch
•
Dh −
•
Dh′Ch′ −Dh′
•
Ch′ ,
•
ChDh + Ch
•
Dh +
•
Bζ−x , −
•
Bζ+x −
•
DhCh −Dh
•
Ch,
according to two ends of ζ as before. Note α (resp. β) is the differential of the G-action (resp. µ).
Proposition 2.12. (1) α is injective at (A,B, a, b, C,D) ∈ M˜s.
(2) The first component β1 of β is surjective at (A,B, a, b, C,D) ∈ M˜.
(3) β is surjective at (A,B, a, b, C,D) ∈ M˜s.
Proof. (1) Suppose that ⊕ξζ is in the kernel of α. Then S± := Im ξζ± , T± := Ker ξζ± sat-
isfy conditions in Proposition 2.2. Therefore dimS− ≤ dimS+, codimT− ≥ codimT+. But
codimT± = dimS±. Therefore both must be equality.
Next we consider S :=
⊕
Im ξζ , T :=
⊕
Ker ξζ . The conditions in (ν1), (ν2) are satisfied,
hence the same argument shows
∑
νRσ dimSσ = 0, and hence S = 0, i.e., ξζ = 0 for all ζ.
(2) Suppose ⊕ηx is perpendicular to the image of the first component of β with respect to the
trace pairing. Then
Aηx = 0 = ηxA, Bζ−ηx = ηxBζ+ , bηx = 0 = ηxa.
Then S := Im ηx is zero by (S1). (Or T := Ker ηx is V2 by (S2).) Therefore ηx = 0.
(3) Suppose ⊕ηx ⊕ ξζ is perpendicular to the image of β with respect to the trace pairing.
Then
Bζ−ηx = ηxBζ+ , bηx = 0 = ηxa, Aηx = ξζ+ , ηxA = ξζ− ,
and
Cξo(h) = ξi(h)C, Dξi(h) = ξo(h)D.
Note that Bζ−ηxA = ηxABζ− and Bζ+Aηx = AηxBζ+ . Therefore the same argument as in (1)
shows ξζ = 0 for all ζ. Next we consider S := Im ηx ⊂ Vζ− . Then the condition for (S1) is satisfied.
Hence we have S = 0, i.e., ηx = 0.
By (3), M˜ is smooth at (A,B, a, b, C,D) ∈ M˜s. The tangent space is isomorphic to Kerβ. On
the stable locus, the quotient map M˜s → Ms is a principal G-bundle. Hence the tangent space
of the quotient Ms is isomorphic to Kerβ/ Imα. By (2) M˜sym is smooth at (A,B, a, b, C,D) ∈
M˜. The tangent space is isomorphic to Kerβ1. (Recall M˜sym is the open subvariety of µ−11 (0)
consisting of points satisfying (S1),(S2).)
In particular, we have
Proposition 2.13. The (possibly empty) open locusMs is smooth of dimension dimM−dimN−
dimG.
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2.6 Balanced and cobalanced conditions
We define Nh := dimVi(h) − dimVo(h) for an arrow h and Nx := dimVζ− − dimVζ+ for x ∈ Λ,
where ζ± are the adjacent segments ×ζ
− ζ+x
. Of course, we mean |Nx| = ∆R(x).
Definition 2.14. A dimension vector v is called balanced if Nh = 0 for each h. A dimension
vector v is called cobalanced if Nx = 0 for each x.
The balanced condition will play an important role in §6. For the cobalanced condition we
have
Theorem 2.15 ([Che11]). Consider a bow diagram with a cobalanced dimension vector. Assume
there is at least one oriented edge. Then the corresponding bow variety M is isomorphic to a
quiver variety M in [Nak94b] as an affine algebraic variety. Moreover the isomorphism respects
the symplectic form on regular locus. Conversely, a quiver variety of an affine type A is described
as a bow variety with a cobalanced dimension vector.
A quiver variety M is a symplectic reduction of N ⊕ N∗ by G = ∏GL(vi), where N is as
in Introduction. The level of the moment map is νC, and the quotient is the geometric invariant
theory quotient with the νR-semistability.
Proof. This is the case stated in (c) of §2.1. In the quiver description, dimVζ− = dimVζ+ . Then
A is an isomorphism by Lemma 3.1 below. We eliminate Nahm’s data on segments, or A in the
quiver description, and (I, J) forms a framing part of a quiver variety.
For example, consider the case when rσ = 1, i(h) = xσ,L, ζ
− = [xσ,L, xσ], ζ+ = [xσ, xσ,R], xσ,R =
o(h′).
•
xσ,L ζ−
•
xσ
•
ζ+
•
xσ,RBLRh //
BRLh
oo
BLR
h′ //
BRL
h′
oo
J

I
OO =⇒ •
•
BLRh //
BRLh
oo
BLR
h′ //
BRL
h′
oo
J

I
OO
The segments ζ± give the cotangent bundle T ∗GL(Vζ±) by Kronheimer [Kro88]. In the quiver
description, we use Proposition 3.2(1) below. Hence we can eliminate them in the symplectic
quotient by imposing the equation
BLRh B
RL
h −BRLh′ BLRh′ + IJ = (ν2σ +
√−1ν3σ) id
from 3.(a) and (c) in §2.1, and so on. This is nothing but the defining equation in [Nak94b].
3 Constituents of bow varieties
In this section, we study properties of triangle and two-way parts in the quiver description of a
bow variety. We need these properties in later sections, in particular in §6 to prove a balanced
bow variety is a Coulomb branch of quiver gauge theory of affine type A.
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3.1 Triangle part
3.1.1 Definition
Consider
V1
B1

A //
b

V2
B2

C,
a
CC
where dimVk = vk. Set
M := Hom(V1, V2)⊕ EndV1 ⊕ EndV2 ⊕Hom(C, V2)⊕Hom(V1,C),
GL(v) := GL(V1)×GL(V2),
M˜ :=
{
(A,B1, B2, a, b) ∈ µ−1(0)
∣∣∣ (A,B1, B2, a, b) satisfies (S1) and (S2)} ,
M := [M˜/GL(v)] (quotient stack).
Here,
µ(A,B1, B2, a, b) := B2A−AB1 + ab,
(S1) : B1(S1) ⊂ S1, S1 ⊂ KerA ∩Ker b⇒ S1 = 0,
(S2) : B2(T2) ⊂ T2, T2 ⊃ ImA+ Im a⇒ T2 = V2,
and the GL(v)-action is
(A,B1, B2, a, b) 7→ (g2Ag−11 , g1B1g−11 , g2B2g−12 , g2a, bg−11 ), (g1, g2) ∈ GL(v).
By Proposition 2.12(2) M˜ is a (v21 + v1 + v22 + v2)-dimensional smooth variety. We will use
the quotient stack M just to reduce notational redundancy in the factorization (Proposition 3.6
below). One can simply understand [X/G] ∼= [Y/H] as a G-equivariant isomorphism X ∼= Y ×HG.
(Here H is a subgroup of G.)
For M˜, the following results play important roles.
Lemma 3.1 ([Tak16, Lem. 2.18]). A has full rank.
We consider solutions of Nahm’s equations on an interval, which contains a single x-point. The
solutions extend smoothly at the end points. We consider a gauge transformation u as before, but
we impose the condition that u is the identity at the end points.
Proposition 3.2. (1) [Hur89, Prop. 1.15 + §2] The moduli space of solutions of Nahm’s equations
over the interval is isomorphic to the space of matrices of forms
u ∈ GL(n), η =
[
h 0 g
f 0 e0
0 id e
]
∈ gl(n),
(e0, e, f, g, h) ∈ C× Cn−m−1 × (Cm)∗ × Cm × End(Cm),
for n = max(v1,v2),m = min(v1,v2) when v1 6= v2, and
u ∈ GL(n), h ∈ gl(n), I ∈ Cn, J ∈ (Cn)∗
when n = v1 = v2. The action is given by
(u, η) 7→
([
gm 0 0
0 id 0
0 0 id
]
ug−1n ,
[
gm 0 0
0 id 0
0 0 id
]
η
[
g−1m 0 0
0 id 0
0 0 id
])
, (gn, gm) ∈ GL(n)×GL(m) if v1 6= v2,
(u, h, I, J) 7→ (g2ug−11 , g2hg−12 , g2I, Jg−12 ), (g1, g2) ∈ GL(v) if v1 = v2.
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(2) [Tak16, Prop. 2.9] The above space of matrices is isomorphic to M˜ by
(A,B1, B2, a, b) =

(
[ id 0 0 ]u, u−1ηu, h, g, [ 0 0 1 ]u
)
, v1 > v2,(
u, u−1hu, h− IJ, I, Ju) , v1 = v2,(
−u−1
[
id
0
0
]
,−h,−u−1ηu, u−1
[
0
1
0
]
,−f
)
, v1 < v2.
Notice that the matrix
[
0 0 0
0 0 0
0 id 0
]
is nilpotent, and when we regard this nilpotent matrix as Y
of an sl(2)-triple {H,X, Y }, [ 0 0 1 ] is the highest weight covector and
[
0
1
0
]
is the lowest weight
vector.
A pair of matrices u, η (and with I, J when v1 = v2) as above is called Hurtubise normal
form. As we mentioned after Theorem 2.1, (1) was proved in two steps: the first step solves the
real equation by calculus of variation. The second step is the classification of the solution of the
complex equation.
By combining two isomorphisms, we see that M˜ is isomorphic to a moduli space of solutions
of Nahm’s equations over an interval, and has a hyper-Ka¨hler structure. Note also that M˜ is an
affine algebraic variety, as the space of Hurtubise normal forms is a product of a general linear
group and an affine space.
Corollary 3.3. The holomorphic symplectic form on M˜ is given in the Hurtubise normal form
by
ω =
{
tr(dη ∧ duu−1 + ηduu−1 ∧ duu−1) when v1 6= v2,
tr(dh ∧ duu−1 + hduu−1 ∧ duu−1 + dI ∧ dJ) when v1 = v2.
In case v1 = v2, the above is the standard symplectic form on T
∗GL(n)×Cn × (Cn)∗. When
v1 6= v2, this is a consequence of [Bie97]. More precisely, we can apply [Bie97] by the following
remark.
Remark 3.4. When v1 6= v2, we can forget Nahm’s data on the interval for the smaller rank.
Then we have M˜ ∼= GL(n)× S, where S is the Slodowy transversal slice of the nilpotent element[
0 0 0
0 0 0
0 id 0
]
by [Bie97]. However the space of Hurtubise normal forms is not the Slodowy slice defined
by Y + zg(X): Consider an sl(2)-triple
X :=
[
0 0
0 X0
]
, X0 :=

0 n′ − 1 0
2(n′ − 2)
. . .
n′ − 10 0
 ,
Y :=
[
0 0
0 Y0
]
, Y0 :=

0
1 0. . .
0 1 0
 ,
H :=
[
0 0
0 H0
]
, H0 :=

n′ − 1 0
n′ − 3
. . .
0 1− n′
 ,
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where n′ = n−m. Then a matrix in Y + zg(X) is of the form
Y +

h 0 · · · 0 g
f
0
P...
0

(P ∈ C[X0]).
Nevertheless the proof of [Bie97] works for the space of Hurtubise normal forms: The space of
solutions of Nahm’s equation is first identified with a symplectic quotient of T ∗GL(n) by a certain
nilpotent subgroup of GL(n). Then the latter is shown to be isomorphic to GL(n)×S. The second
statement is [Bie97, Lem. 3.2], but the same proof works also for Hurtubise normal forms.
The moment map for the GL(v1)×GL(v2)-action is (−B1, B2) by the formula [Bie97, (2.11)].
Corollary 3.5. There exists a GL(v1)×GL(v2)-equivariant isomorphism between a triangle and
its inverse-orientation:
V1
B1

A //
b

V2
B2
 ∼= V1
B1

V2
A′oo
B2

a′

C
a
DD
C.
b′
[[
Proof. By Proposition 3.2, triangles in the both sides are isomorphic to the same moduli space of
solutions of Nahm’s equations over an interval.
More concretely it is given by
A′ = A−1, a′ = bA−1, b′ = A−1a
if v1 = v2, and through (u, η) if v1 6= v2.
3.1.2 Factorization
Let Ψ be a map from a triangle to eigenvalues w1,k of B1 and w2,k of B2:
Ψ: µ−1(0)→ Av.
Here Av = A|v|/Sv = Sv1C× Sv2C as in §2.3. For v = v′ + v′′, let (Av′ × Av′′)disj be the open
subset of Av′ × Av′′ consisting of pairs of disjoint configurations.
Proposition 3.6 (cf. [FR14, Proof of Prop. 2.11]). M has a factorization isomorphism:
fv′,v′′ : M(v)×Av (Av′ × Av′′)disj ∼−−→ (M(v′)×M(v′′))×Av′×Av′′ (Av
′ × Av′′)disj.
We use the next obvious lemma:
Lemma 3.7. Let J(w, n) be the Jordan block with size n and eigenvalue w, and φ(n,m,w1,w2) be a
linear map
φ(n,m,w1,w2) : M(n,m;C)→M(n,m;C), φ(n,m,w1,w2)(A) = J(w1, n)A−AJ(w2,m).
(i) When w1 6= w2, this map is an isomorphism.
(ii) When w1 = w2, rankφ(n,m,w,w) = mn−min(n,m).
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Proof of Proposition 3.6. The following is the same as one in [FR14], but we check also that the
isomorphism preserves the conditions (S1) and (S2). Let us decompose Vi = V
(1)
i ⊕ V (2)i , where
V
(1)
i is the eigenspace of Bi with eigenvalue w ∈ C, and V (2)i is the sum of the eigenspaces with
different eigenvalues. We take a representative
(A,B1, B2, a, b) =
([
A(11) A(12)
A(21) A(22)
]
,
[
B
(1)
1 0
0 B
(2)
1
]
,
[
B
(1)
2 0
0 B
(2)
2
]
,
[
a(1)
a(2)
]
, [ b(1) b(2) ]
)
.
Let S
(1)
1 be a subspace of V
(1)
1 such that B
(1)
1 S
(1)
1 ⊂ S(1)1 and S(1)1 ⊂ KerA(11) ∩Ker b(1). By the
equation, for any v ∈ S(1)1 and l ∈ Z≥0, we have
(B
(2)
2 − w id)lA(21)v = A(21)(B(1)1 − w id)lv.
On the other hand, we get (B
(1)
1 − w id)l = 0 for some l. Since eigenvalues of B(1)1 and B(2)2 are
disjoint, (B
(2)
2 − w id)l becomes invertible for any l. Thus A(21)S(1)1 = 0 holds. Then S(1)1 = 0
follows from (S1) for a whole triangle, and this means that (A(11), B
(1)
1 , B
(1)
2 , a
(1), b(1)) satisfies
(S1). One can check that (A(11), B
(1)
1 , B
(1)
2 , a
(1), b(1)) satisfies (S2) by the similar argument.
Furthermore, A(21) satisfies the equation B
(2)
2 A
(21) −A(21)B(1)1 + a(2)b(1) = 0, and determined
as φ−1
(dimV
(2)
2 ,dimV
(1)
1 ,w1,w2)
(a(2)b(1)) under this assumption by Lemma 3.7. Thus, we get a map
from the right hand side to the left hand side:
M˜(v)×Av (Av′ × Av′′)disj ← (M˜(v′)× M˜(v′′))×Av′×Av′′ (Av
′ × Av′′)disj,
equivariant under GL(v′)×GL(v′′), which induces an isomorphism of stacks.
Let
◦
A|v| be the open subset of A|v| consisting of distinct configurations, and define
◦
Av :=◦
A|v|/Sv.
Corollary 3.8. M˜ ×◦Av
◦
A|v| ∼= ◦A|v| ×GL(v).
Proof. We order eigenvalues of B1 and B2 some way, and denote them by (w1,1, w1,2, · · · ) and
(w2,1, w2,2, · · · ) respectively. Since they are distinct, we have wi,k 6= wj,l if (i, k) 6= (j, l). By using
the above proposition repeatedly, we can take a representative of (A,B1, B2, a, b) as
A(kl) = (w1,l − w2,k)−1, B1 = diag(w1,k), B2 = diag(w2,k), a = t[1, · · · , 1], b = [1, · · · , 1].
On this representative, GL(v) acts freely.
Corollary 3.9. µ−1(0)×◦Av
◦
A|v| ∼= ◦A|v| × (GL(v)× C|v|)/(C×)|v|.
3.1.3 Dimension estimate for Ψ−1
Next we calculate the dimension of the fiber of Ψ. Though the following proposition is in [FR14,
Prop. 2.11], we give a self-contained argument for the sake of a reader.
Proposition 3.10. Over each point of Av, the dimension of the fiber of Ψ is v21 + v22.
Proof. For
◦
Av, the assertion follows from Corollary 3.9.
We consider the fiber of 0 ∈ Av. Suppose B1 and B2 are regular nilpotent. We make both
B1 and B2 Jordan normal forms. Then B1A − AB2 has the following property: the sum of all
elements in the ith diagonal, counting from the lower left corner, is 0 for i = 1, . . . ,min(v1,v2).
Thus dim{(a, b)} is at most v1 + v2−min(v1,v2) = max(v1,v2). Once B1, B2, a, b are fixed, the
space of solutions of the linear equation {A} = φ−1(v1,v2,0,0)(ab) has min(v1,v2)-dimension. Lemma
3.7 also says that dim GLBk = vk. Thus we have
dim(Ψ−1(0) ∩ {Bk = J(0,vk)}) = max(v1,v2) + min(v1,v2) + v21 + v22 − v1 − v2 = v21 + v22.
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When B1 and B2 are not regular nilpotent, we describe them as length l partition: B1 =
[m1, · · · ,ml], B2 = [n1, · · · , nl],
∑
mi = v1,
∑
ni = v2. We have the corresponding block
decompositions (Aij), (ai), (bi) of A, a, b. From the above argument for the equation for
ai, bi, we have dim{(a, b)} ≤
∑
i max(mi, ni). We also have dim{A} =
∑
i,j min(mi, nj) and
dim GLB1 =
∑
i,j min(mi,mj). Thus,
dim(Ψ−1(0)∩{Bk 6= J(0,vk)})
≤
∑
i
max(mi, ni) +
∑
i,j
{min(mi, nj)−min(mi,mj)−min(ni, nj)}+ v21 + v22
=
∑
i 6=j
{min(mi, nj)−min(mi,mj)−min(ni, nj)}+ v21 + v22 ≤ v21 + v22.
Thus we have dim(Ψ−1(0)) = v21 + v
2
2. For other fibers, we use the factorization.
Corollary 3.11. µ−1(0) is an irreducible reduced complete intersection in M.
Proof. Ψ−1(
◦
Av) is smooth and the dimension of its complement is less than v21 +v1 +v22 +v2.
3.1.4 Shift
Note
µ(A,B1, B2, a, b) = (B2 + ζ idV2)A−A(B1 + ζ idV1) + ab.
Therefore we have an action of C on µ−1(0) and M˜ so that the moment map is shifted as
(−B1, B2) 7→ (−B1 − ζ idV1 , B2 + ζ idV2).
Remark 3.12. This note corresponds to moving parameters of the hyper-Ka¨hler moment map of
a moduli space of solutions of Nahm’s equations. See also [Tak15, Rem. 2.5].
3.2 Two-way part
3.2.1 Definition
Let w ∈ Z>0, v ∈ Zw+1≥0 . We consider the following quiver:
V 0
C1
// V 1
D1oo
C2
//
D2oo
Cw−1
// V w−1
Dw−1
oo
Cw
// V w,
Dwoo
where dimV k = vk. Set
M ≡M(v; w) :=
w−1⊕
k=0
Hom(V k, V k+1)⊕Hom(V k+1, V k).
It is obvious that M is a
∑
2vkvk+1-dimensional hyper-Ka¨hler manifold. We consider this as a
holomorphic symplectic manifold.
M has a GL(v)-hamiltonian action, and its moment map is µvk = CkDk −Dk+1Ck+1. Thus
we have a holomorphic symplectic quotient
M˜(v; w) :=
w−1⋂
k=1
µ−1vk (0)//
w−1∏
k=1
GL(vk).
And define M(v; w) as the quotient stack [M˜(v; w)/GL(v0) × GL(vw)]. Remark that we do
not take quotients by the groups at both ends k = 0,w for M˜(v; w). As a special case, we
often consider v · 1 := (v, · · · ,v). The coordinate ring of M˜(v; w) is generated by entries of
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Cw···1 := Cw · · ·C1, D1···w := D1 · · ·Dw and D1C1, CwDw. (See e.g. [LBP90]). Therefore we
often suppress the two-way parts as
V 0
Cw···1
//
D1C1

V w.
D1···woo
CwDw

3.2.2 Dimension of M˜(v · 1; w)
From now on we only consider the case v = v · 1.
Proposition 3.13.
⋂w−1
k=1 µ
−1
vk
(0) has dimension (w + 1)v2.
Proof. We use the flatness criterion in [CB01, Th. 1]. Since we do not take the quotient by the
left most and the right most GL(V ), we replace the quiver by a framed quiver of type Aw−1 with
dimension vectors v′ = (v, · · · ,v),w′ = (v, 0, · · · , 0,v). The criterion in [CB01, Th. 1] for a
framed quiver is given in [Nak09, Th. 2.15]. (More precisely, we replace > by ≥, as the criterion
in [CB01, Th. 2] is given there.) It is easy to check that the criterion is satisfied in this case.
3.2.3 Factorization
Let Ψ be a map from
⋂
µ−1vk (0) to eigenvalues of D1C1:
Ψ:
w−1⋂
k=1
µ−1vk (0)→ Av.
Notice that we can choose any DkCk to define Ψ because the characteristic polynomials for DkCk
are all same. For v = v′ + v′′, take (Av′ × Av′′)disj ⊂ Av′ × Av′′ .
Proposition 3.14. M(v · 1; w) has a factorization morphism:
fv′,v′′ : M(v · 1; w)×Av (Av′ × Av′′)disj ∼−−→ (M(v′ · 1; w)×M(v′′ · 1; w))×Av′×Av′′ (Av
′ × Av′′)disj.
Proof. Put Xk = DkCk for 1 ≤ k ≤ w and Xw+1 = CwDw. Let us decompose Vk = V (1)k ⊕ V (2)k ,
where V
(1)
k is the eigenspace of Xk+1 with eigenvalue w ∈ C, and V (2)k is the sum of the eigenspaces
with different eigenvalues. We take a representative
(Xk, Ck, Dk) =
([
X
(1)
k 0
0 X
(2)
k
]
,
[
C
(11)
k C
(12)
k
C
(21)
k C
(22)
k
]
,
[
D
(11)
k D
(12)
k
D
(21)
k D
(22)
k
])
.
And the equations Xk+1Ck = CkDkCk = CkXk and XkDk = DkCkDk = DkXk+1 mean
X
(1)
k+1C
(12)
k = C
(12)
k X
(2)
k , X
(1)
k D
(12)
k = D
(12)
k X
(2)
k+1.
Like in the proof of Proposition 3.6, an equation (X
(1)
k+1−w id)lC(12)k = C(12)k (X(2)k −w id)l implies
C
(12)
k = 0. Thus we can conclude that the off-diagonal components of Ck and Dk vanish. This
leads to an isomorphism of stacks from the right hand side to the left hand side.
3.2.4 Deformation and resolution
For νC ∈ Cw−1, we can naturally define a deformation:
M˜νC(v · 1; w) :=
w−1⋂
k=1
µ−1vk (ν
C
k id)//
w−1∏
k=1
GL(vk).
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Since µvk is flat, this deformation forms a (w − 1)-dimensional family. For a deformed two-way
part, the argument in the proof of Proposition 3.14 is also valid, so a deformed two-way part has
a factorization morphism:
MνC(v · 1; w)×Av (Av
′ × Av′′)disj ∼−−→ (MνC(v′ · 1; w)×MνC(v′′ · 1; w))×Av′×Av′′ (Av
′ × Av′′)disj.
The factorization is compatible also with the stability parameter νR ∈ Rw−1: A subspace S
or T is invariant under C, D, hence also under CD, DC. Therefore S, T decompose according to
the decomposition Vk = V
(1)
K ⊕ V (2)k .
3.3 Proof of Theorem 2.1
We divide bow solutions into two parts, (1) solutions of Nahm’s equation possibly with I, J on
an interval containing ×, and (2) BLR, BRL. For (1) we separate the interval [xσ,L, xσ,R] at the
middle of segments (xiσ, x
i+1
σ ). Correspondingly we take the quotient by the gauge equivalence
in two steps. We first take the quotient by gauge transformations which are identity at the end
points of intervals and middle points of segments. Then we next take the quotient by the residual
group, that is
∏
U(Vζ). Thus Mbow is a hyper-Ka¨hler quotient of the product of the space of
solutions of Nahm’s equation possibly plus I, J , and the quaternionic vector space consisting of
(2) by the group
∏
U(Vζ).
Now the space of solutions of Nahm’s equation possibly plus I, J is described by a triple
(A, a, b) together with B at V
wj
j and V
0
j+1 by Proposition 3.2. For (2) we just set C = B
LR,
D = BRL. Those form a quaternionic vector space. Therefore the quotient by the first gauge
equivalence is isomorphic to M˜sym. HenceMbow is a hyper-Ka¨hler quotient of M˜sym by
∏
U(Vζ),
while Mquiver is a holomorphic symplectic quotient of M˜sym by
∏
GL(Vζ).
The remaining part is a standard identification of GIT quotients and (real) symplectic quotients
due to Kempf-Ness, Kirwan and others, as M˜sym is finite dimensional. Although we do not have
an explicit (finite-dimensional) description of the hyper-Ka¨hler metric on M˜sym, the result remains
true, as is explained in detail in [Tak15, Prop. 4.7] in a closely related situation.
4 Basic properties
4.1 Stratification
Let us consider a bow diagram with no triangle part. Then the corresponding bow variety is a
quiver variety of affine type A`−1 without framing (i.e., W = 0) considered in [Nak94b]. Let us
denote it by M(v) to emphasize the dimension vector v. Let Ms(v) be its open subvariety of
νR-stable points.
We return back to a general bow diagram.
Lemma 4.1. Suppose that a bow diagram contains at least one two-way part, and let x ∈ M.
Then x has a representative (A,B, a, b, C,D) ∈ M˜ which is a direct sum
(As, Bs, as, bs, Cs, Ds)⊕
⊕
k
(Ak = id, Bk, 0, 0, Ck, Dk)
such that
1. (As, Bs, as, bs, Cs, Ds) is νR-stable.
2. (Ck, Dk) represents a point in Ms(vk), and is extended to a bow by setting Ak = id, Bk is
an appropriate CkDk or DkCk.
Note that Ms(vk) is nonempty only if ν · vk = (νR · vk, νC · vk) = 0.
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Proof. We take (A,B, a, b, C,D) ∈ M˜ss so that it has a closed G = ∏GL(Vζ)-orbit in M˜ss.
If it is not νR-stable, there is a collection of subspaces Sζ or Tζ as in (ν1), (ν2), where in-
equalities are equalities. As in the proof of Proposition 2.8, we take a 1-parameter subgroup
ρ(t) so that the limit is the associated graded. But the limit stays in the same orbit as we
assume (A,B, a, b, C,D) has a closed orbit. Therefore (A,B, a, b, C,D) is a direct sum of νR-
stable (As, Bs, as, bs, Cs, Ds) and the data for S = {Sζ} or V/T = {Vζ/Tζ}. We also see that
V = V/T ⊕ T , hence we do not need to consider the case V/T .
Let us consider the second summand. By the conditions in (ν1), (ν2), the induced a, b are
zero on S or V/T , and A is an isomorphism. So we can set A = id. From the equation BA = AB,
all B on a wavy line are equal. Hence it is enough to determine either end of the wavy line, but
it is given by an appropriate CD or DC. Thus the second summand can be regarded as a point
in M(v) with the dimension vector v given by (dimSσ).
The induced C, D on S is not necessary νR-stable, but it decomposes into a direct sum of
νR-stable as it has a closed orbit.
The case when there is no two-way part can be treated in the same way, but let us postpone
it till Proposition 6.5.
Remark 4.2. A description of Ms(vk) is given in [Nak09, Lem. 3.2]. There are two types:
1. vk = δ, the primitive positive imaginary root, and Ms(δ) is the regular locus of a partial
resolution of the deformation of C2/(Z/`Z) introduced in [Kro89] as a hyper-Ka¨hler quotient.
Note also δ = (1, 1, . . . , 1) since we are considering type A.
2. vk is a real positive root, indecomposable among roots in ν⊥, and Ms(vk) is a single point.
The proof is given by the reduction to Crawley-Boevey’s criterion [CB01] and the hyper-Ka¨hler
rotation, hence under a restriction on ν. Since Crawley-Boevey’s criterion is generalized in [BS16],
the same results remain true for any ν.
Let us consider two extreme cases (a) ν is not contained in any root hyperplanes, (b) ν = 0.
In case (a), Ms(v) is empty, hence we have M =Ms. In case (b), the first type of Ms(δ) is just
C2 \ {0}/(Z/`Z) (` 6= 1) or C2 (` = 1), and the second type means that vk is a coordinate vector.
This lemma together with the above remark gives us a stratification of M. Let us specify the
dimension vector v in the notation of a bow variety as M(v). The underlying graph,  and ×
on the circle, is fixed, but we will vary dimension vectors. We will use a similar looking notation
M(v,w) in §6.1, where the underlying graph is determined by v, w. There are no relations among
them.
Let us suppose ν · δ = 0 so that the first type of Ms(δ) actually occurs. (The case ν · δ 6= 0 has
a simpler stratification.) The stratification is
(4.3) M(v) =
⊔
Ms(v′)× Sk(Ms(δ)),
where the summation runs over v′ with Ms(v′) 6= ∅ and a partition k such that v − v′ −
|k|(1, 1, . . . , 1) is in ν⊥ and has nonnegative entries. Here |k| is the weight of k, and Sk(Ms(δ)) is
the stratum of the symmetric product S|k|(Ms(δ)) consisting of configurations whose multiplicities
are given by k. We do not write the second type Ms(vk) explicitly as it is a point.
This is a general result, but a little imprecise as we do not have a criterion for Ms(v′) 6= ∅ at
this moment. When the cobalanced condition is satisfied for v, it is also satisfied for v′, thanks
to the above description of vk. In fact, the above coincides with the stratification as a quiver
variety [Nak94b, §6], [Nak98, §3(v)]. Hence we have the criterion for Ms(v′) 6= ∅ [CB01]. On the
other hand, the balanced condition for v is not inherited to v′. Nevertheless we will determine
the stratification for bow varieties with balanced condition in §§7.5,7.7.
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4.2 Slice to a stratum
Let us continue study of the stratification (4.3). As in the case of quiver varieties ([Nak01, §3]), we
can study the local (in the complex analytic topology) structure ofM around a point in a stratum
by using the local normal form of the moment map. The result used there ([Nak01, Lem. 3.2.1])
is general, and applicable to the current situation. (See also [Los06, Th. 3].)
We use the description of M as a symplectic reduction of M˜sym by G as in the proof of
Proposition 2.13. We take x ∈ M and its representative m in M˜sym so that it has a closed
orbit in M˜ss. Let Ĝ be the stabilizer of m. Let Gm denote the orbit through m, and TmGm its
tangent space at m. The latter is a subspace of TmM˜sym the tangent space of M˜sym at m. We
consider the symplectic normal M̂ defined as (TmGm)⊥/TmGm, where (TmGm)⊥ is the symplectic
perpendicular of TmGm in TmM˜sym. The stabilizer Ĝ naturally acts on M̂. Let µ̂ : M̂ → ĝ∗ be
the moment map vanishing at the origin. Here ĝ is the Lie algebra of Ĝ. Then a general result
mentioned above says that there is a local symplectic isomorphism
(M, x) ∼= (µ̂−1(0)//Ĝ, 0).
Let us apply this result to our situation. Let x ∈M and take a representative m. The tangent
space TmM˜sym is Kerβ1 in (2.11). Since α is the differential of the G-action, the tangent space
TmGm of the orbit is Imα. Since β2 is the differential of µ2, which is the moment map of M˜sym
for the G-action, the symplectic perpendicular (TmGm)⊥ is Kerβ2. Hence
M̂ ∼= Kerβ/ Imα.
Let us take the representative m as in Lemma 4.1. We collect isomorphic (Ak, Bk, 0, 0, Ck, Dk)
and write the second summand as⊕
k
(Ak, Bk, 0, 0, Ck, Dk)⊕nk
with the multiplicity nk ∈ Z>0. The stabilizer Ĝ of m is
∏
GL(nk). In fact, there is no nonzero
homomorphism between different summand thanks to the stability condition. Let us formally add
k =∞ to the index set corresponding to the first summand in Lemma 4.1. We set n∞ = 1. (Note
however that the stabilizer Ĝ does not contain the factor GL(n∞).) Let us denote by V kζ the
vector space for a segment ζ corresponding to the direct summand (Ak, Bk, 0, 0, Ck, Dk) and also
for k =∞.
We have the corresponding decomposition of Kerβ/ Imα as⊕
k,l
Hom(Cnk ,Cnl)⊗ Ekl,
where Ekl is the middle cohomology of the three term complex⊕
ζ
Hom(V kζ , V
l
ζ )
αkl−−→Mkl β
kl
−−→ Nkl :=
⊕
x
Hom(V k
ζ−x
, V l
ζ+x
)⊕
⊕
ζ
Hom(V kζ , V
l
ζ ),
Mkl :=
⊕
x
(
Hom(V k
ζ−x
, V l
ζ−x
)⊕Hom(V k
ζ+x
, V l
ζ+x
)⊕Hom(V k
ζ−x
, V l
ζ+x
)⊕Hom(δl∞Cx, V lζ+x )
⊕Hom(V k
ζ−x
, δk∞Cx)
)
⊕
⊕
h
(
Hom(V ko(h), V
l
i(h))⊕Hom(V ki(h), V lo(h))
)
.
Here δk∞Cx, δl∞Cx mean that we set them as 0 unless k = ∞ or l = ∞. The definition of αkl,
βkl are as in (2.11), we replace A, B, ... with appropriate Ak, Al, Bk, Bl, ... The action of the
stabilizer Ĝ = ∏GL(nk) is the standard one on Hom(Cnk ,Cnl) with the trivial one on Ekl.
The symplectic reduction µ̂−1(0)//Ĝ is a product of a quiver variety M0 and an affine space as
follows. We define a quiver by
24
• the set of vertices is {k} \ {∞},
• the number of arrows from k to l is 2δkl − tvkCvl.
Then we put two vector spaces for each vertex k:
• Cnk for the quiver part,
• Ek∞ for the framing.
The affine space is the additional factor Hom(Cn∞ ,Cn∞) ⊗ E∞∞ = E∞∞ for k = l = ∞, where
Ĝ acts trivially. It corresponds to the tangent space of Ms(v′) for the first factor in (4.3).
The number 2δkl − tvkCvl is given by computing dimEkl: By the stability as mentioned
above, we have dim Kerαkl = δkl. The first component of β
kl is surjective by Proposition 2.12(2).
Since the second component of βkl is coming from the differential of the moment map, we have
dim Cokerβkl = δkl. Therefore dimE
kl = dimMkl − ∑ζ dim Hom(V kζ , V lζ ) − dimNkl + 2δkl.
We further observe that contributions from triangular parts cancel for k, l 6= ∞. Therefore
dimEkl = 2δkl − tvkCvl as in the case of quiver varieties. In particular, the underlying quiver is
a union of Jordan quivers corresponding to vk = δ, and an affine quiver of type A corresponding
to other vk.
For k = l 6=∞, the action of Ĝ on the subspace C id⊗Ekl ⊂ Hom(Cnk ,Cnk)⊗Ekk is trivial. It
is the tangent space of M(vk), which is non trivial only when vk = δ. But this part is contained
in the quiver variety part. When we compute the transversal slice, this factor must be factored
out. See Theorem 7.26.
Proposition 4.4. We have a local isomorphism
(M, x) ∼= (M0 × E∞∞, (0, 0))
in complex analytic topology.
4.3 Semismall morphism
By Remark 4.2, the space (
√−1R3)I of parameter ν have a collection of codimension 3 subspaces
defined by roots of the affine Lie algebra of type A`−1. If a dimension vector is fixed, only
finitely many roots contribute as vk cannot have greater entries. We thus have a face structure
on (
√−1R3)I . See [Nak09, §2.3] for detail.
We choose ν• which is contained in a subspace, and ν so that 1) it has the same complex part
ν•,C = νC, 2) it is not contained in any of subspaces, and 3) ν•,R is contained in the closure of the
chamber containing νR. The most important example is ν• = 0, ν = (νR, 0) with νR not contained
in root hyperplanes.
Under the assumption the νR-stability implies ν•,R-semistability. We have the induced mor-
phism pi : Mν →Mν• . The local description in a neighborhood of m ∈Mν• can be lifted toMν :
there are neighborhood U and V of m and 0 in Mν• and M0 respectively such that there is a
commutative diagram
Mν ⊃ pi−1(U)
∼=−−−−→ (pi × id)−1(V ) ⊂ M(νR,0) × E∞∞y y
Mν• ⊃ U −−−−→∼= V ⊂ M0 × E
∞∞
See [Nak01, §3], [Nak09, §2.7]. Here νR is regarded as a character of Ĝ by restriction. In particular,
Proposition 4.5. The image pi(Mν) is a union of strata in (4.3). If we replace Mν• by the
image pi(Mν), pi is semismall with respect to the induced stratification. Moreover all strata are
relevant, i.e., the dimension of the fiber is the half of codimenion of a stratum.
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See [Nak09, Rem. 2.24] for the last statement. It also follows that the union of smaller strata
are the singular points of pi(Mν). In fact, if a point x in a smaller stratum is a regular point, the
symplectic form extends across x, as the codimension of the stratum is greater than or equal to 2.
But as pi respect symplectic forms on regular loci, pi becomes an isomorphism at x. But pi−1(x)
cannot be a point, as the stratum is relevant.
In particular, we see that (4.3) is the decomposition into symplectic leaves.
Remark 4.6. Since pi is semismall, pi∗(CMν [dimMν ]) is a semisimple perverse sheaf. It is probably
true that an intersection cohomology complex with nontrivial local coefficients does not appear
in the summand as for the case of quiver varieties. It should be possible to prove it by an
argument in [Nak09, a paragraph after Rem. 5.13]. If this is true, the multiplicities of IC sheaves
in pi∗(CMν [dimMν ]) are dimensions of top degree homology groups of fibers, and hence are equal
to the corresponding multiplicities for quiver varieties. They are computed in [Nak09].
5 Symplectic structure
We study the symplectic structure on bow varieties in this section.
The symplectic structure on the two-way part is tr(dC ∧ dD). The Poisson bracket is
(5.1) {Cij , Dkl} = −δilδjk.
5.1 Poisson structure on the triangle part
Let us review the Poisson structure defined on the ‘triangle’ part M˜ in §3.1 in [FR14].
Let n(v1,v2) := V1⊕V ∗2 ⊕Hom(V2, V1). We equip a Lie algebra structure on n(V1, V2) so that
Hom(V2, V1) is central, [V1, V1] = 0 = [V
∗
2 , V
∗
2 ] and [v, w
∨] = v ⊗ w∨ for v ∈ V1, w∨ ∈ V ∗2 .
We have a natural action of gl(v1)⊕ gl(v2) on n(V1, V2) induced from the tautological actions
of gl(v1) on V1 and gl(v2) on V2. It acts by derivations. We consider the semi-direct product
a := (gl(v1)⊕ gl(v2))o n(v1,v2).
We give a structure of a Poisson manifold on a∗ by {X,Y } = [X,Y ] for X, Y ∈ a.
We have a natural action of GL(v1) × GL(v2) on a∗, which preserves the Poisson structure.
Recall a gl(v1)
∗ ⊕ gl(v2)∗-valued map m on the Poisson manifold a∗ with the GL(v1)×GL(v2)-
action is a moment map if {〈ξ,m〉, f} = ξ∗f for any function f and ξ ∈ gl(v1)⊕ gl(v2). Here ξ∗
is the vector field generated by ξ and ξ∗f is the differential of f by ξ∗. By our definition of the
Poisson bracket, m in our case is just given by the projection a∗ → gl(v1)∗ ⊕ gl(v2)∗.
We write entries of a∗ = Hom(V1, V2) ⊕ gl(v1) ⊕ gl(v2) ⊕ V2 ⊕ V ∗1 by A, B, B′, a, b. This
is almost the same as the notation in §3.1, but we will set B1 = −B, B2 = B′ later. Let Aij
be the (i, j) matrix unit of Hom(V2, V1). We consider it as a linear function on Hom(V1, V2) by
A 7→ tr(AAij), and then extend it to a∗. In other words, Aij is the function on a∗ giving by the
(j, i) entry of A. We introduce Bij , B
′
ij , ai, bj in the same way. Then the Poisson brackets are
given by (see [FR14, (11-15)])
(5.2)
{Aij , Akl} = 0, {ai, aj} = 0 = {bi, bj},
{Bij , Bkl} = δjkBil − δliBkj , {B′ij , B′kl} = δjkB′il − δliB′kj ,
{Bij , ak} = 0 = {B′ij , bk}, {Bij , B′kl} = 0,
{Bij , bk} = δjkbi, {B′ij , ak} = −δkiaj ,
{Bij , Akl} = δjkAil, {B′ij , Akl} = −δliAkj ,
{bi, aj} = Aij , {Aij , bk} = 0 = {Aij , ak}.
We set
µ(A,B,B′, a, b) := B′A+AB + ab.
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Proposition 5.3 ([FR14, Prop. 3.15]). The ideal generated by entries of µ is a Poisson ideal.
Proof. Since we have decided to write the (j, i) entry of A by Aij , the (j, i) entry µij of µ is
µij(A,B,B
′, a, b) =
∑
m
(B′mjAim +AmjBim) + ajbi.
Hence
{µij , Bkl} =
{∑
m
(B′mjAim +AmjBim) + ajbi, Bkl
}
=
∑
m
(−B′mjδilAkm − δlmAkjBim +Amj(δmkBil − δilBkm))− ajδilbk
= −δilµkj .
Computation of other Poisson brackets are similar. We get
{µij , B′kl} = δjkµil, {µij , Akl} = 0,
{µij , ak} = 0 = {µij , bk}.
Therefore a subvariety µ = 0 has the induced Poisson structure. Setting B1 = −B, B2 = B′,
we have the Poisson structure on M˜. The GL(v1) × GL(v2)-action preserves µ = 0, and the
moment map is given by the projection to gl(v1)
∗ ⊕ gl(v2)∗. Its restriction coincides with the
moment map on M˜ in §3.1.
Remark 5.4. The Poisson brackets (5.1) and (5.2) are compatible in bow varieties. To see this, we
consider products of two-way and triangle parts, say (Hom(V0, V1)⊕Hom(V1, V0))×M˜, and check
that entries of B−CD are Poisson commuting with functions invariant under the GL(V1)-action.
For example, {
Bij −
∑
m
CmjDim,
∑
n
AnlCkn
}
=
∑
n
{Bij , Anl}Ckn −
∑
m
CmjAnl {Dim, Ckn} = AilCkj − CkjAil = 0.
5.2 Poisson structure on the slice
Let T ∗GL(n) ∼= GL(n)× gl(n). It has a symplectic form as a cotangent bundle. We consider the
associated Poisson manifold. Let uij , ηij be the (j, i) entries of u, η for (u, η) ∈ GL(n) × gl(n)
respectively. We consider them as functions on GL(n)× gl(n). The Poisson brackets are
{uij , ukl} = 0, {uij , ηkl} = δjkuil, {ηij , ηkl} = δjkηil − δliηkj .(5.5)
We note
(5.6) {ηij , ukl} = δjkuil,
where ukl is the (l, k)-entry of u−1.
We also consider V ⊕ V ∗ as in §3.1. We write I for V , J for V ∗, and define functions Ii and
Jj on V , V
∗ by taking ith and jth entries respectively. The Poisson brackets are
{Ii, Ij} = 0 = {Ji, Jj}, {Ii, Jj} = −δij .
Now we consider Poisson brackets on the slice. One can compute them by using Corollary 3.3,
and find the same formula as above. But it is obvious once we notice that GL(n)×S is a symplectic
reduction of T ∗GL(n) as we have explained in Remark 3.4.
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5.3 Poisson isomorphism for triangle part
Proposition 5.7. The isomorphism between the space of Hurtubise normal forms and M˜ in
Proposition 3.2 respects the Poisson structures.
Proof. Let Φ be the morphism from the space of Hurtubise normal forms to M˜.
Suppose v1 = v2. We have A = u, B = −u−1ηu, B′ = η − IJ , a = I, b = Ju. Note
B′ij = ηij − IjJi in our convention.
Using (5.5), we compute brackets not involving B as
{Φ∗ai,Φ∗aj} = {Ii, Ij} = 0, {Φ∗bi,Φ∗bj} =
∑
m,n
{Jmuim, Jnujn} = 0,
{Φ∗Aij ,Φ∗Akl} = {uij , ukl} = 0,
{Φ∗B′ij ,Φ∗B′kl} = {ηij − IjJi, ηkl − IlJk} = δjkηil − δliηkj + δilIjJk − δkjIlJi
= δjk(ηil − IlJi)− δli(ηkj − IjJk) = δjkΦ∗B′il − δliΦ∗B′kj ,
{Φ∗B′ij ,Φ∗Akl} = {ηij − IjJi, ukl} = −δliukj = −δliΦ∗Akj ,
{Φ∗bi,Φ∗aj} =
∑
m
{Jmuim, Ij} = uij = Φ∗Aij ,
{Φ∗B′ij ,Φ∗ak} = {ηij − IjJi, Ik} = −δikIj = −δikΦ∗aj ,
{Φ∗B′ij ,Φ∗bk} =
∑
m
{ηij − IjJi, Jmukm} =
∑
m
(−δmiukjJm + δjmJiukm) = 0,
{Φ∗Aij ,Φ∗ak} = {uij , Ik} = 0,
{Φ∗Aij ,Φ∗bk} =
∑
m
{uij , Jmukm} = 0.
These are the same as (5.2). Thus the assertion is checked for these brackets.
To compute brackets with Bij , we use (5.6). Then
{Φ∗Bij ,Φ∗ak} = −
∑
m,n
{umjηnmuin, Ik} = 0,
{Φ∗Bij ,Φ∗Akl} = −
∑
m,n
{umjηnmuin, ukl} = −
∑
m,n
umj{ηnm, ukl}uin
=
∑
m,n
umjδlnukmuin = δjkuil = δjkΦ
∗Ail,
{Φ∗Bij ,Φ∗bk} = −
∑
m,n,p
{umjηnmuin, Jpukp} = −
∑
m,n,p
umj{ηnm, ukp}uinJp
=
∑
m,n,p
umjδpnukmuinJp = δjk
∑
p
uipJp = δjkΦ
∗bi,
{Φ∗Bij ,Φ∗B′kl} = −
∑
m,n
{umjηnmuin, ηkl − IlJk}
= −
∑
m,n
({umj , ηkl}ηnmuin + umj{ηnm, ηkl}uin + umjηnm{uin, ηkl})
=
∑
m,n
(
δlmu
kjηnmuin − umj(δmkηnl − δlnηkm)uin − umjηnmδknuil
)
= 0.
For the remaining computation, let us note
{Φ∗Bij ,Φ∗Bkl} =
∑
m,n
{Φ∗Bij , umlηnmukn} =
∑
m,n
{Φ∗Bij ,Φ∗Aml · Φ∗B′nm · Φ∗Akn}.
We substitute the above computation and
{Φ∗Bij ,Φ∗Aml} = −δilΦ∗Amj .
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We get
{Φ∗Bij ,Φ∗Bkl} =
∑
m,n
(−δilΦ∗Amj · Φ∗B′nm · Φ∗Akn + δjkΦ∗Aml · Φ∗B′nm · Φ∗Ain)
= δjkΦ
∗Bil − δilΦ∗Bkj .
Thus we have checked all relations in (5.2).
For the cases v1 6= v2, linear maps A, B, B′, a, b are blocks of u, η. Therefore required
computation is already contained above. For example, when v1 > v2, we have ak = ηnk, where
n = dimV . Hence
{Φ∗B′ij ,Φ∗ak} = {ηij , ηnk} = −δikηnj = −δikΦ∗aj ,
as 1 ≤ i, j ≤ m, hence j 6= n. We omit further detail.
5.4 Poisson commutativity
Thanks to Proposition 5.7, the Poisson structure on M is given by the reduction of the product
of one in §5.1 (triangle part) and the standard one on the two way part. Therefore we can apply
the computation in [FR14, (8)]. Here is one example. More examples will be given in the proof of
Proposition 6.20.
Proposition 5.8.
{tr(Bkζ ), tr(Blζ′)} = 0 for segments ζ, ζ ′.
If ζ, ζ ′ are not equal or adjacent, the bracket is obviously 0. If ζ, ζ ′ are adjacent, it is zero by
(5.2). If ζ = ζ ′, it is zero by [FR14, Prop. 3.11].
6 Bow varieties as Coulomb branches
6.1 Bow varieties associated with quiver gauge theories
Let us consider a framed quiver gauge theory of an affine type An−1 with dimension vectors
v = (v0, · · · ,vn−1) and w = (w0, · · · ,wn−1). The goal of this section is to show that the
Coulomb branch MC is the bow variety associated with
vn−2×
vn−1

· · ·

vn−1×
v0

· · ·

v0 ×
v1︸ ︷︷ ︸
wn−1
︸ ︷︷ ︸
w0
.(6.1)
These bow varieties always have balanced dimension vectors. Conversely, balanced dimension
vectors are determined by v,w. We denote the corresponding bow variety by M(v,w). Unless
explicitly written as Mν , the parameter ν is set 0. Let ` denote the level of w, i.e., ` =
∑
i wi.
We allow ` = 0, i.e., w = 0 (see §6.3). But we do not consider the case n = 0 (no ×).
We put subscripts to endomorphisms in the quiver description of a bow variety as follows:
V
wi−1
i−1
Bi−1

Ai−1
//
bi−1

V 0i
B′i

C1,i
// V 1i
D1,i
oo
C2,i
//
D2,i
oo
Cwi−1,i
// V wi−1i
Dwi−1,ioo
Cwi,i
// V wii
Dwi,ioo
Bi

Ai //
bi

V 0i+1
B′i+1

C
ai
DD
C
ai+1
BB
.
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6.2 Deformation and resolution
6.2.1 w = 0 case
When w = 0, we do not have parameters ν as there is no two way part. But we can put parameters
in a different way, following [FR14, §3.33].
Take νC = (νC0 , ν
C
1 , . . . , ν
C
n−1) ∈ Cn.
M˜νC(v, 0) = {µ−1(νC) satisfying (S1), (S2)}, MνC(v, 0) = M˜νC(v, 0)//
n−1∏
i=0
GL(vi).
Here µ−1(νC) means that B′i is determined by Bi −B′i = νCi idVi .
Vn−1
Bn−1
 An−1
//
bn−1

V0
B′0

ν0
V0
B0
 A0 //
b0

V1
B′1

ν1
V1
B1

C
a0
DD
C
a1
DD
By the argument in §3.1.4, we get
B′1A0 −A0B0 + a1b0 = 0⇔ (B1 − νC1 idV1)A0 −A0B0 + a1b0 = 0,
B′2A1 −A1B1 + a2b1 = 0⇔ (B2 − νC2 idV2)A1 −A1B1 + a2b1 = 0
⇔ (B2 − (νC1 + νC2 ) idV2)A1 −A1(B1 − νC1 idV1) + a2b1 = 0,
and so on. Thus only the sum
∑
k ν
C
k matters. It means that this deformation forms at most
a 1-dimensional family. Therefore we normalize as νC0 = ν
C
1 = · · · = νCn−1 = −νC∗ for a νC∗ ∈ C
hereafter.
When n = 1, the defining equation is
[B,A] + νC∗A+ ab = 0.
This is the trigonometric Calogero-Moser space [Obl04, §7.3].
When some v is 0, this deformation becomes trivial because of id0 = 0. We expect that it is
nontrivial otherwise.
Remark 6.2. This deformation is expected to be the ‘dual’ to the C×-action for M(v, 0), B 7→ tB
for B ∈ N, B 7→ t−1B for B ∈ N∗ and t ∈ C∗. See the construction in §6.8.2. When some v is 0,
this action also becomes trivial.
Like this, M(v, 0) has a 1-parameter family given by the real parameter of the hyper-Ka¨hler
quotient in the original definition of a bow variety §2.1. This family corresponds to a resolution
in the quiver description of a bow variety. Concretely depending on the sign of
∑
νk, we impose
either of (C-S1) or (C-S2) below. This can be checked as in §2.4.2. We leave the details to the
reader as an exercise.
6.2.2 w 6= 0 case
In this case, M(v,w) has a |w|-dimensional family of the deformation, which is defined in §2.2.
For a later purpose, we shift parameters slightly. Let us introduce complex parameters as νC1,i,
. . . , νCwi,i (i = 0, 1, . . . , n− 1), νC∗ and consider deformation of the defining equations given by
(6.3)
B′iAi−1 −Ai−1Bi−1 + aibi−1 = 0, −D1,iC1,i −B′i = −νC∗ − νC1,i,
−Dk+1,iCk+1,i + Ck,iDk,i = νCk,i − νCk+1,i (k = 1, . . . ,wi − 1), Cwi,iDwi,i +Bi = νCwi,i.
If we make shift νCk,i 7→ νCk,i + s for a fixed s, keeping νC∗ , it yields a trivial deformation as it is
same as shifts of Bi. Therefore we have |w|-dimensional family.
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6.3 Chainsaw quiver variety
We consider the w = 0 case. The corresponding quiver is
Vi−1
Bi−1
 Ai−1
//
bi−1

Vi
Bi
 Ai //
bi

Vi+1
Bi+1

Wi
ai
CC
Wi+1
ai+1
??
.
This quiver is called a chainsaw quiver, and studied in [FR14]. M(v, 0) does not coincide with
the variety Zd in [FR14] in general, as we impose the conditions (S1), (S2). Here the variety Zd is
the categorical quotient of µ−1(0) by G = ∏GL(vi). Let us denote it by M(v, 0). Our M(v, 0)
is an open subvariety of M(v, 0), denoted by ◦Zα in [BFN16b, §3(viii)].
Let us assume νC∗ = 0 during the rest of this subsection.
Proposition 6.4 ([Tak16, Cor. 3.9]). Mreg(v, 0) is the quotient of the open subvariety of µ−1(0)
consisting of points satisfying
(C-S1): Bi(Si) ⊂ Si, Si ⊂ Ker bi, Ai(Si) ⊂ Si+1 ⇒ Si = 0,
(C-S2): Bi(Ti) ⊂ Ti, Ti ⊃ Im ai, Ai(Ti) ⊂ Ti+1 ⇒ Ti = Vi,
by the action of G.
The conditions (C-S1) and (C-S2) coincides with the 0-stability condition, in the meaning of
King’s stability [Kin94].
A chainsaw quiver variety is related to other important objects:
Proposition 6.5. (1) (c.f. [Tak16, Th. 3.5])M(v, 0) is isomorphic to a moduli spaces of solutions
of Nahm’s equations over S1.
(2) [Tak16, Th. 4.2] Mreg(v, 0) is isomorphic to a framed moduli space of locally free parabolic
sheaves over P1 × P1.
(3) M(v, 0) ∼= ⊔kMreg(v − k · 1, 0)× Sk(C× C×).
Proof. We prove the third assertion. Notice that each triangle of M(v, 0) satisfies the conditions
(S1), (S2). Suppose that there exist subspaces {Si} and {Ti} as in (C-S1) and (C-S2) respectively.
Proposition 2.2 means that dimSi ≤ dimSi+1 and codimTi ≥ codimTi+1. Thus we have dimSi =
dimSi+1 and codimTi = codimTi+1 for any i.
As in the proof of Lemma 4.1, a point in M(v, 0) decomposes into a direct sum of an object
satisfying (C-S1), (C-S2) and those with a = b = 0 and A is an isomorphism. A summand of the
second type must have dimSi = 1 for any i if it is not further decomposable. We can normalize
A’s to id except for one. Then all B are equal. Therefore the data corresponds to a point in
C× C×.
6.4 Collapsing morphism to a chainsaw quiver variety
We construct a collapsing morphism s : M(v,w)→M(v, 0) as follows:
Anewi := AiCwi···1,i, B
new
i := B
′
i = ν
C
1,i + ν
C
∗ −D1,iC1,i, anewi := ai, bnewi := biCwi···1,i,(6.6)
where Cwi···1,i means the composite Cwi,i · · ·C1,i as before. The new data (Anewi , Bnewi , anewi , bnewi )
satisfy the equation for Hom(Vi, Vi+1) as
Bnewi+1A
new
i −Anewi Bnewi + νC∗Anewi + anewi+1 bnewi
= B′i+1AiCwi···1,i +AiCwi···1,i(D1,iC1,i − νC1,i) + ai+1biCwi···1,i
= (B′i+1Ai −AiBi + ai+1bi)Cwi···1,i = 0.
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Obviously, this morphism descends to s : M(v,w) → M(v, 0), but s(M(v,w)) is not contained
in M(v, 0). This is because (S1) for (Anewi , Bnewi , anewi , bnewi ) leads to KerC1,i = 0, which is not
true in general.
Proposition 6.7. The collapsing morphism s induces an isomorphism s−1(M(v, 0)) ∼=−→M(v, 0).
Hence we have an open embedding M(v, 0) ↪→M(v,w).
Proof. Since B′i = ν
C
1,i + ν
C
∗ − D1,iC1,i, we have C1,i(B′i − νC∗ ) = (νC2,i − D2,iC2,i)C1,i, and
C2,iC1,i(B
′
i − νC∗ ) = (νC3,i − D3,iC3,i)C2,iC1,i, and so on. Finally we get Cwi···1,i(B′i − νC∗ ) =
BiCwi·1,i. Therefore KerCwi·1,i is contained in Ker b
new
i and invariant under B
new
i . Therefore
(S1) for (Anew, Bnew, anew, bnew) implies the injectivity of Cwi·1,i. Since the balanced condition
is satisfied, all C1,i, C2,i, . . . are isomorphisms. By the action of GL(V
1
i ) × · · · × GL(V wii ), we
normalize C1,i, C2,i, . . . as the identity. Then D1,i, D2,i, . . . are determined by the defining equa-
tions Bi = ν
C
wi,i
−D1,iC1,i, D2,iC2,i = C1,iD1,i − νC1,i + νC2,i, and so on. Hence the original data is
recovered from the new one.
Proposition 6.8. The collapsing morphism s is Poisson.
Proof. Recall M(v,w) is a reduction of M˜sym by G =
∏
GL(Vζ). On the other hand M(v, 0) is
also a reduction of M˜′, the product of µ−1(0) in §5.1 for each triangle. (It is the reduction as a
Poisson variety.)
The morphism s is induced from the corresponding morphism s˜ : M˜sym → M˜′. Therefore it is
enough to check that s˜ is Poisson. But this is clear from the definition of s˜ given by the formula
(6.6).
6.5 Coordinate and Local models
We order eigenvalues of Bi, and denote them by (wi,1, · · · , wi,vi). Define
yi,k := bi
∏
1≤l≤vi
l 6=k
(Bi − wi,l id)Cwi···1,iai (n > 1),
yk := tr[A0
∏
1≤l≤v0
l 6=k
(B0 − wl id)Cw0···1,0] (n = 1).
This definition coincides with that of [FR14, §3.4] when wi = 0. These are considered as coordi-
nates of M(v,w)×Av A|v|.
In the remainder of this subsection, we study some examples of M(v,w) and M(v, 0). We
will be interested in affine algebraic varieties, hence set νR = 0.
6.5.1 n = 1,v = 1
Let us first consider the case νC = 0.
C
w

A //
b

D1···w
oo
//
Cw···1
C
w′

C
a
DD (w 6= 0), C
w

b

//
A
C
a
OO (w = 0).
We have w′ = −D1C1 = · · · = −CwDw = w. Then B2A − AB1 + ab = 0 means ab = 0, and in
closed orbits we can take a representative a = b = 0, A = 1 when w 6= 0. We have y = Cw···1. Let
us set x = (−1)wD1···w. Then we get xy = ww because w = −D1C1, so
C[M(1,w)] = C[w, y, x]/(xy − ww).
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When w = 0, y := A becomes invertible if and only if (S1) and (S2) are imposed, thus we get
C[M(1, 0)] = C[w, y±1], C[M(1, 0)] = C[w, y].
We consider complex parameter (νC1 , . . . , ν
C
w, ν
C
∗ ) as above. Then w = ν
C
w − CwDw = νCw−1 −
Cw−1Dw−1 = · · · = νC1 − C1D1 = w′ − νC∗ . Thus we change ab = 0 to νC∗A+ ab = 0.
Suppose w 6= 0. Since A = 0 contradicts with (S1),(S2), we can normalize A = 1. We can
furthre normalize a, b by C×-action and the equation ab = −νC∗ . The defining relation is perturbed
as xy = (w − νC1 ) . . . (w − νCw). The overall shift (νC1 , . . . , νCw) 7→ (νC1 + s, . . . , νCw + s) (s ∈ C) and
νC∗ are trivial deformation, and other directions are nontrivial.
When w = 0, we set y := A as above. It is invertible thanks to (S1),(S2). Once y is fixed, a, b
are also fixed by the equation and the C×-action. Hence C[Mν(1, 0)] = C[w, y±].
6.5.2 n = 1,v = 2
C2
B

A //
b

D1···w
oo
//
Cw···1
C2
B′

C
a
CC (w 6= 0), C2
B
b

//
A
C
a
OO (w = 0).
If w 6= 0, the bow variety is isomorphic to the affine type Aw−1 quiver variety MνC(v′,w′) with
dimension vectors v′ = (2, · · · , 2),w′ = (1, 0, · · · , 0) by Theorem 2.15. (The parameter is shifted
as in (6.3).) Further more, it is well-known
M(2,w) ∼= M0(v′,w′) ∼= S2(C2/Zw)
for νC = 0. (See e.g., [Nak99, 2.10] for w = 1: We can set A = id, a = b = 0, and C = diag(y1, y2),
D = diag(x1, x2), B = DC = diag(w1, w2).) If ν
C
∗ = 0, it is the second symmetric product of
xy = (w − νC1 )(w − νC2 ) · · · (w − νCw1). If νC∗ 6= 0, it is a deformation of the symmetric product.
If w = 0, we again use [Nak99, 2.10], and impose that A is invertible. Hence
C[M(2, 0)] ∼= C[w1, w2, y±1 , y±2 ]S2 = C[S2(C× C×)], C[M(2, 0)] ∼= C[w1, w2, y1, y2]S2 = C[S2(C2)]
for νC∗ = 0. For general ν
C
∗ , the defining equation is
[B,A] + νC∗A+ ab = 0.
This is the trigonometric Calogero-Moser space [Obl04, §7.3].
6.5.3 n = 2,v = (1, 0)
C
w′

Cw···1
// C
w
D1···woo
b

C
a
DD
C
The conditions (S1) and (S2) mean a, b ∈ C×, so we can take a representation a = 1 = b when
w 6= 0. Then we have y = Cw···1 by definition and set x = (−1)wD1···w. Since we again get
xy = (w − νC1 ) . . . (w − νCw), so
C[M((1, 0), (w, 0))] = C[w, y, x]/(xy − (w − νC1 ) . . . (w − νCw)).
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When w = 0, we have y = ba by definition and y ∈ C× if and only if (S1) and (S2) are imposed:
C[M((1, 0), 0)] = C[w, y±1], C[M((1, 0), 0)] = C[w, y].
Furthermore, the collapsing morphism is described as
s : M((1, 0), (w, 0))→M((1, 0), 0), (w, y, x) 7→ (w, y).
6.5.4 n = 2,v = (1, 1)
C
w1
 A1 //
b1

D1···w1,1
oo
//
Cw1···1,1
C
w′2

Cw2···1,2
// C
w2
D1···w2,2oo A2 //
b2

C
w′1

C
a2
DD
C
a1
DD
We have y1 = b1Cw1···1,1a1 and y2 = b2Cw2···1,2a2 by definition. By Lemma 3.1, A1 and A2 are
invertible, so we set y12 = −A−11 D1···w2,2A−12 D1···w1,1. Let f1(w1) := (w1 − νC1,1) . . . (w1 − νCw1,1),
f2(w2) := (w2 − νC1,2) . . . (w2 − νCw2,2). Note also w′1 = w1 + νC∗ , w′2 = w2 + νC∗ . Since
A1A2
(
y1y2y12 − f1(w1)f2(w2)(w1 − w2 + νC∗ )(w1 − w2 − νC∗ )
)
= −b1a1Cw1···1,1D1···w1,1b2a2Cw2···1,2D1···w2,2 + f1(w1)f2(w2)A1(w′2 − w1)A2(w′1 − w2)
= −b1a1b2a2f1(w1)f2(w2) + f1(w1)f2(w2)(−a1b2)(−a2b1) = 0,
we have
C[M((1, 1), (w1,w2))]
= C[w1, w2, y1, y2, y12]/(y1y2y12 − f1(w1)f2(w2)(w1 − w2 + νC∗ )(w1 − w2 − νC∗ )).
When w1 = w2 = 0, y
−1
12 becomes −A1A2, so we get
C[M((1, 1), 0)] = C[w1, w2, y1, y2, y±112 ]/(y1y2 − y−112 (w1 − w2)2),
C[M((1, 1), 0)] = C[w1, w2, y1, y2, y−112 ]/(y1y2 − y−112 (w1 − w2)2)
if νC∗ = 0. For general ν
C
∗ , we impose w1−w′1 = −νC∗ , w2−w′2 = −νC∗ . Hence the defining equation
is
y1y2 − y−112 (w1 − w2 + νC∗ )(w1 − w2 − νC∗ ) = 0.
6.5.5 n = 2,v = (2, 0)
C2
B′

Cw···1
// C2
B
D1···woo
b

C
a
CC
C
First we consider the w 6= 0 case. Note tr(B′k) = tr((νC∗ +B)k) for k = 1, 2 by defining equations.
When B has only one eigenvalue, B (resp. B′) must be equivalent to the Jordan form with size
2 because of the condition (S2) (resp. (S1)). So B + νCk and B
′ are always equivalent. Using
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Corollary 3.5 and Proposition 3.2(1), we can identify two triangle parts. Thus the bow variety
is isomorphic to affine type Aw−1 quiver variety Mν(v′,w′) (see also 6.5.2, [Nak99, Lem. 2.9,
Th. 3.24]):
C2
B′

Cw···1
// C2
B
D1···woo
C
a
CC
C
a
[[
∼= C2
B
0

D1···w
oo
//
Cw···1
C
a
OO
And it is a deformation of S2(C2/Zw).
When w = 0, we have y1 = b(B −w2)a and y2 = b(B −w1)a by definition. Here we can see yi
is invertible if and only if (S1) and (S2) are imposed. Set ξ = ba. Since
y1 − y2 − ξ(w1 − w2) = b(B − w2)a− b(B − w1)a− ba(w1 − w2) = 0,
we have
C[M((2, 0), 0)×A|2| A2] = C[w1, w2, y±11 , y±12 , ξ]/(y1 − y2 − ξ(w1 − w2)),
C[M((2, 0), 0)×A|2| A2] = C[w1, w2, y1, y2, ξ]/(y1 − y2 − ξ(w1 − w2)).
See also [BFN16a, Ex. 3.20].
6.5.6 n = 3,v = (1, 1, 0)
C
w1+ν
C
∗

Cw1···1,1
// C
w1

A //
b1

D1···w1,1oo C
w2+ν
C
∗

Cw2···1,2
// C
w2

b2

D1···w2,2oo
C
a1
DD
C
a2
DD
C
We have y1 = b1Cw1···1,1a1 and y2 = b2Cw2···1,2a2 by definition. Here, (S1) and (S2) mean
a1, b2, A ∈ C× and we normalize a1 = 1, b2 = 1 by the action of the leftmost and rightmost
C×. Set y12 = D1···w1,1A−1D1···w2,2. Let f1(w1) := (w1 − νC1,1) . . . (w1 − νCw1,1), f2(w2) :=
(w2 − νC1,2) . . . (w2 − νCw2,2) as before. Since
A{y1y2y12 − f1(w1)f2(w2)(w1 − w2 − νC∗ )}
= b1Cw1···1,1Cw2···1,2a2D1···w1,1D1···w2,2 + f1(w1)f2(w2)A(w2 + ν
C
∗ − w1)
= b1a2f1(w1)f2(w2) + f1(w1)f2(w2)(−a2b1) = 0,
we have
C[M((1, 1, 0),w)] = C[w1, w2, y1, y2, y12]/(y1y2y12 − f1(w1)f2(w2)(w1 − w2 − νC∗ )).
When w1 = w2 = 0, y
−1
12 = A, so we get
C[M((1, 1, 0), 0)] = C[w1, w2, y1, y2, y±112 ]/(y1y2 − y−112 (w1 − w2 − νC∗ )),
C[M((1, 1, 0), 0)] = C[w1, w2, y1, y2, y−112 ]/(y1y2 − y−112 (w1 − w2 − νC∗ )).
The direction of νC∗ is a trivial deformation as expected.
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6.6 Factorization property
We can define Ψ: M(v,w) → Av. And for v = v′ + v′′, take (Av′ × Av′′)disj ⊂ Av′ × Av′′ as
before. More precisely we consider factorization induced from one for triangle and two-way parts.
For triangle part, we compare eigenvalues of Bi and B
′
i+1, hence second coordinates should be
shifted as wi+1,l + ν
C
∗ . (See (a)’ in §6.8.2 below.) We have factorization of M(v,w):
Theorem 6.9. M(v,w) has a factorization morphism:
fv′,v′′ : M(v,w)×Av (Av′ × Av′′)disj ∼−−→ (M(v′,w)×M(v′′,w))×Av′×Av′′ (Av
′ × Av′′)disj.
Corollary 6.10. The factorization morphism is compatible with the collapsing morphism in §6.4.
Consider coordinates (wi,1, . . . , wi,vi , yi,1, . . . , yi,vi) in §6.5. Under the factorization, w-coordinates
are grouped into two as (wi,1, . . . , wi,v′i), (wi,v′i+1, . . . , wi,vi). These can be considered as w-
coordinates of M(v′,w) and M(v′′,w) respectively. Let (y′i,1, . . . , y′i,v′i), (y
′′
i,v′i+1
, . . . , y′i,vi) be
y-coordinates of M(v′,w) and M(v′′,w) respectively. Then we have
Lemma 6.11. The factorization morphism fv′,v′′ sends yi,k to{
y′i,k
∏vi
l=v′i+1
(wi,k − wi,l) if 1 ≤ k ≤ v′i,
y′′i,k
∏v′i
l=1(wi,k − wi,l) if v′i + 1 ≤ k ≤ vi.
Proof. We have block decompositions ai =
[
a′i
a′′i
]
, bi = [ b
′
i b
′′
i ], Cwi···1,i =
[
C′wi···1,i 0
0 C′′wi···1,i
]
,
Bi =
[
B′i 0
0 B′′i
]
. Therefore
yi,k = b
′
i
∏
1≤l≤vi
l 6=k
(B′i − wi,l id)C ′wi···1,ia′i + b′′i
∏
1≤l≤vi
l 6=k
(B′′i − wi,l id)C ′′wi···1,ia′′i .
Suppose 1 ≤ k ≤ v′i. Then the second term vanishes as all eigenvalues of B′′i appear in wi,l (l 6= k)
with multiplicities.
Consider ∏
1≤l≤vi
l 6=k
(B′i − wi,l id) =
∏
1≤l≤v′i
l 6=k
(B′i − wi,l id)
∏
v′i+1≤l≤vi
(B′i − wi,l).
Since
∏
1≤l≤v′i(B
′
i − wi,l id) = 0, we have∏
1≤l≤v′i
l 6=k
(B′i − wi,l id)B′i =
∏
1≤l≤v′i
l 6=k
(B′i − wi,l id)wi,k.
Now the assertion is clear. The case v′i + 1 ≤ k ≤ vi is the same.
Remark 6.12. This property for the case w = 0 follows from the first part of the proof of [BDF14,
Prop. 3.2], as it is a reduction to the SL(2)-case and works also for an affine case. The assertion
for general w follows from one for w = 0 by Corollary 6.10. We present a proof here for the sake
of completeness.
6.7 Normality
Proposition 6.13. Over each point of Av, the dimension of the fiber of Ψ is
∑
(wi + 1)v
2
i + vi.
Proof. The equations Bi = D1,iC1,i and Cwi,iDwi,i = B
′
i mean Bi and B
′
i are always determined
by a two-way part. Thus Propositions 3.10, 3.13 mean dim Ψ−1(w) =
∑
(wi + 1)v
2
i + vi for any
w ∈ Av.
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Corollary 6.14. µ−1(0) is an irreducible reduced complete intersection in M.
Theorem 6.15. M(v,w) is normal.
Proof. We apply [CB03a, Cor. 7.2] in our case, i.e., we construct an open subscheme U of M =
M(v,w) such that it is normal, the complement in M and the inverse image of the complement
in M˜ both have codimension at least two, and M˜ has the property (S2) of Serre.
We consider the open subset
•
Av ⊂ Av consisting of configurations where at most two points
collide. (The same notation
•
Av will be used for a smaller open subset in the proof of Theorem 6.18.)
The complement of
•
Av is of codimension 2, and the complements of Ψ−1(
•
Av) in M˜ and Ψ−1( •Av)//G
in M(v,w) respectively are of codimension 2 by Proposition 6.13. And M˜ is Cohen-Macaulay,
hence has the property (S2).
Thus it is enough to check Ψ−1(
•
Av)//G is normal. This follows from normality of local models
§6.5.1∼6.5.6.
6.8 Proof
We now prove that the Coulomb branch MC of a framed quiver gauge of an affine type An−1 is
isomorphic to a bow variety in §6.1. We will use results in [BFN16a] frequently.
We consider a quiver gauge theory associated with two dimension vectors v, w. Namely we
consider
N :=
n−1⊕
i=0
Hom(Cvi ,Cvi+1)⊕Hom(Cwi ,Cvi)
as a representation of G := GL(v) =
∏
i GL(vi). Let T be the product of maximal tori of GL(vi).
Let NT denote the restriction of N to T .
6.8.1
We first consider the case νC = 0.
Let O = C[[z]] ⊂ K = C((z)). Let GrG denote the affine Grassmannian GK/GO. We consider
the variety of triples R := {([g], s) ∈ GrG ×NO | g−1s ∈ NO} and its equivariant Borel-Moore
homology group HGO∗ (R). See [BFN16a, §2]. It is equipped with a convolution product, which
is commutative. The Coulomb branch MC is defined as its spectrum ([BFN16a, §3]). From
its definition we have a morphism $ : MC → SpecH∗G(pt) ∼= Av. It is known that $−1(
◦
Av)
is isomorphic to
◦
A|v| × T∨/W so that $ is the first projection ([BFN16a, Cor. 5.21]). Here ◦A|v|
consists of distinct configurations (for each ith and each pair (i, i+1)) as before, but we also require
that 0 is not contained in a configuration for i when wi 6= 0. In the terminology of [BFN16a, §5],◦
A|v| is the complement of the union of all generalized root hyperplanes associated with (G,N).
Then we define
◦
Av as
◦
A|v|/Sv.
Let us consider wi,k as a class in H
2
GL(vi)
(pt) corresponding to the kth coordinate vector of
Cvi so that the isomorphism SpecH∗G(pt) ∼= Av is explicit. We also take coordinates ui,k of T∨,
which arises as the fundamental class of the point w∗i,k in GrT , the cocharacter of T corresponding
to the kth coordinate vector. The isomorphism $−1(
◦
Av) ∼= ◦A|v|×T∨/W has been constructed as
z∗(ι∗)−1 where
ι∗ : HTO∗ (RT,NT )→ HGO∗ (R)⊗H∗G(pt) H∗T (pt)
is the pushforward homomorphism given by the inclusion RT,NT → R from the variety of triples
for (T,NT ) to one for (G,N), and
z∗ : HTO∗ (RT,NT )→ HTO∗ (GrT )
is the pull-back homomorphism induced from the inclusion z : GrT → RT,NT of the zero section
([BFN16a, §5]). Then HTO∗ (GrT ) ∼= Spec(A|v|×T∨) ([BFN16a, Prop.5.19]), and the isomorphism
respects the Weyl group action.
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On the other hand, we have a morphismM(v,w)→ Av induced from Ψ. Let us denote it also
by Ψ for brevity. By the factorization and models in §6.5, we have Ψ−1( ◦Av) ∼= ◦Av×T∨/W : In fact,
we first make a reduction to v has 1 for an entry and 0 for others by the factorization. Then we
have either 6.5.1 or 6.5.3. When w = 0, the model is C[w, y±1] = Spec(C×C×). When w 6= 0, the
model is {xy = ww}, but our ◦Av excludes 0, i.e., w 6= 0. Therefore {xy = ww, w 6= 0} ∼= C××C×.
We define an isomorphism
Ξ◦ : C[M(v,w)]⊗C[Av] C[ ◦Av]
∼=−→ C[MC ]⊗C[Av] C[ ◦Av]
over C[
◦
Av] as follows. It is the identity on A|v|, i.e., wi,k is sent to wi,k. We send yi,k to the
homology class ι∗yi,k, where ι∗ is as above, and
yi,k = [pi
−1(w∗i,k)], pi : RT,NT → GrT ; ([g], s) 7→ [g].
Here [pi−1(w∗i,k)] denotes the fundamental class of pi
−1(w∗i,k). By [BFN16a, §4(vi)] we have
(6.16) z∗(yi,k) = ui,k
∏
1≤l≤vi+1
(wi+1,l − wi,k),
if n ≥ 2 (i.e., not a Jordan quiver) and
(6.17) z∗(yk) = uk
∏
1≤l≤v
l 6=k
(wl − wk),
if n = 1. (We omit the subscript i for Jordan quiver.) Therefore Ξ◦ is indeed a birational
isomorphism. Moreover it is equivariant under Weyl group (i.e., Sv) action, hence it indeed
induces a birational isomorphism MC 99KM(v,w).
Theorem 6.18. Ξ◦ extends to an isomorphism Ξ: MC →M(v,w).
Proof. We can use [BFN16a, Th. 5.26], as we have proved that M(v,w) is normal and all fibers
of Ψ have the same dimension. (See [BFN16a, Rem. 5.27].) The rest of the argument is exactly
the same as one in [BFN16b, §3], but let us repeat it for completeness.
Let
•
A|v| denote the complement of all pairwise intersections of generalized root hyperplanes as
in [BFN16a, §5(vi)]. In our case, t ∈ •A|v| \ ◦A|v| satisfies one of the following conditions:
(a) wi,k(t) = wi+1,l(t) for some i, k, l, but all others are distinct. Moreover wj,r(t) 6= 0 if
dimWj 6= 0.
(b) wi,k(t) = wi,l(t) for distinct k, l and some i, but all others are distinct. Moreover wj,r(t) 6= 0
if dimWj 6= 0.
(c) All pairs like in (a),(b) are distinct, but wi,k(t) = 0 for i with Wi 6= 0.
Let us assume k = 1 and l = 1 for (a), l = 2 for (b) for brevity. Let (G′,N′) = (ZG(t),Nt).
We have RtG,N = RZG(t),Nt by [BFN16a, Lem. 5.1]. Up to isomorphisms, we have (G′,N′) =
(GL(v′)×T |v′′|,N(v′,w′)) where N(v′,w′) is the vector space associated with dimension vectors
v′, w′ given below, and v′′ = v − v′. Here T |v′′| acts trivially on N′ = N(v′,w′).
In case (a), w′ = 0, v′i = 1 = v
′
i+1 and other entries are 0. (We understand i 6= i + 1, in
particular n ≥ 2. The case n = 1 is treated in case (b).)
In case (b), w′ = 0, v′i = 2 and other entries are 0.
In case (c), v′i = 1, w
′
i = wi and other entries are 0.
Let us consider the Coulomb branch MC(G′,N′) of (G′,N′). It has an isomorphism
z′∗(ι′∗)
−1 : C[MC(G′,N′)]⊗H∗
G′ (pt)
C[
◦
A|v|] ∼= C[ ◦A|v| × T∨]
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in the same way as M. Here z′, ι′ are morphisms z, ι as above for (G′,N′). Therefore we have
an isomorphism
(6.19) Ξt◦ : C[M(v,w)]×C[Av] C[ ◦A|v|]
∼=−→ C[MC(G′,N′)]⊗H∗
G′ (pt)
C[
◦
A|v|]
as the composite ι′∗z
′∗−1z∗(ι∗)−1Ξ◦. If we check that Ξt◦ extends to an isomorphism Ξt over
C[A|v|]t for all t ∈ •A|v| \ ◦A|v|, Ξ◦ extends everywhere by [BFN16a, Th. 5.26].
In order to the check this assertion, we first replace the left hand side of (6.19). We have a
factorization morphism
fv′,v′′ : M(v,w)×Av (Av′ × A|v′′|) 99KM(v′,w)× T ∗(T |v′′|)∨
defined in an appropriate open subvariety. To study Ξt◦ at t as above, we can further replace the
right hand side byM(v′,w′)×T ∗(T |v′′|)∨, asM(v′,w′) is an open subset inM(v′,w) containing
relevant points.
On the other hand, consider the right hand side of (6.19). Since G′ = GL(v′)×T |v′′| where the
second factor acts trivially on N′, we have M(G′,N′) ∼=M(GL(v′),N′)× T ∗(T |v′′|)∨ ([BFN16a,
Prop. 5.19]). Considering (GL(v′),N′) as a special case of (G,N), we can define
Ξ′◦ : C[M(v′,w′)]⊗C[Av′ ] C[
◦
Av
′
]
∼=−→ C[MC(GL(v′),N′)]⊗C[Av′ ] C[
◦
Av
′
].
If we denote y-coordinates ofM(v′,w′) by y′j,r, and the corresponding homology class by y′j,r, Ξ′◦
sends y′j,r to ι
′
∗y
′
j,r. By Lemma 6.11, f
∗
v′,v′′(y
′
j,r) and yj,r differ by a factor of a regular function
which does not vanish at t. Also (6.16) in this case implies
z′∗(y′j,r) = uj,r
∏
1≤s≤v′j+1
(wj+1,s − wj,r) = z∗(yj,r)
∏
v′j+1+1≤s≤vj+1
(wj+1,s − wj,r)−1.
Similar formula is true for (6.17). Thus z′∗(y′j,r) and z
∗(yj,r) also differ only by a regular function
which does not vanish at t. Therefore Ξt◦ extends across t if and only if Ξ′◦ does. Namely it is
enough to show the assertion for cases (a),(b),(c) above.
In case (a), M(v′,w′) is described in 6.5.4 (n = 2) and 6.5.6 (n ≥ 3). The corresponding
Coulomb branch MC(GL(v′),N′) is described in [BFN16a, Th. 4.1]. If we identify y12 in 6.5.4,
6.5.6 with the fundamental class of the fiber over the point −w∗i,k −w∗i+1,l, we can check that Ξ′◦
extends to an isomorphism MC(GL(v′),N′)→M(v′,w′).
Case (c) is similar. M(v′,w′) is described in 6.5.1 (n = 1) and 6.5.3 (n ≥ 2). The corresponding
Coulomb branch is described again in [BFN16a, Th 4.1]. If we identify x in 6.5.1, 6.5.3 with the
fundamental class of the fiber over −w∗i,k, we can check that Ξ′◦ extends.
In case (b),M(v′,w′) is described in 6.5.2 (n = 1) and 6.5.5 (n ≥ 2). When n = 1 (i.e., Jordan
quiver),M(v′,w′) ∼= S2(C×C×) given by (w1, w2, y1, y2)/S2. This is the same as the description
of the Coulomb branch in [BFN16a, Prop. 6.14]. If n ≥ 2, we have GL(v′) = GL(2), N′ = 0.
The corresponding Coulomb branch, more precisely its ramified S2-cover, can be identified with
C[w1, w2, y±1 , y
±
2 , ξ]/(y1 − y2 − ξ(w1 −w2)] in 6.5.5, where ξ is the fundamental class of the closed
GL(2)O-orbit through cocharacters w∗1 and w
∗
2 , which is isomorphic to P1. Moreover y
−1
1 , y
−1
2
are fundamental classes of points −w∗1 , −w∗2 . The computation is similar to [BFN16a, Lem. 6.9],
hence the further detail is omitted.
6.8.2
Next consider the case with parameter νC. It corresponds to gauge theories with flavor symmetries.
We consider the standard action of Twi on Cwi , and the induced action of T (w) :=
∏
i T
wi on N.
Note that the action of scalars in T (w) is same as that of scalars in G. Hence we have the induced
action of (G× T (w))/C×. We also have the C×-action on the component ⊕n−1i=0 Hom(Cvi ,Cvi+1)
of N by scaling. The latter is defined also for w = 0. Let G˜ = (G × T (w))/C× × C× when
w 6= 0, and G× C× when w = 0. We have the induced action of G˜O on R, and consider a larger
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equivariant Borel-Moore homology group HG˜O∗ (R). It is equipped with a convolution product,
which is commutative. We have a morphism $ : SpecHG˜O∗ (R) → SpecH∗G˜(pt) ∼= Av × A|w| or
Av×A. We denote additional coordinates by νCk,i (i = 0, . . . , n−1, k = 1, . . . ,wi), νC∗ when w 6= 0
and νC∗ when w = 0. These are identified with parameters ν
C
k,i, ν
C
∗ of bow varieties.
We define
◦
A|v|+|w|,
•
A|v|+|w| and
◦
A|v|+1,
•
A|v|+1 as above, but we consider differences wi+1,l(t)+
νC∗ (t)− wi,k(t), wi,k(t)− wi,l(t), wi,r(t)− νCj,p(t), and conditions are
(a)’ wi+1,l(t) − wi,k(t) + νC∗ (t) = 0 for some i, k, l, but all others are differences are nonzero.
(n = 1 case is included unlike undeformed case.)
(b)’ wi,k(t)− wi,l(t) = 0 for distinct k, l and some i, but all other differences are nonzero.
(c)’ wi,k(t) − νCi,p(t) + νC∗ (t) = 0 for some i, k, p, but all other differences like in (a)’,(b)’ are
nonzero.
We define Ξ◦ over
◦
A|v|+|w| or
◦
A|v|+1 as above, and check that Ξt◦ extends for t ∈ •A|v|+|w| \
◦
A|v|+|w| or
•
A|v|+1 \ ◦A|v|+1. It is reduced to checks for local models as above. For (c)’, we use
[BFN16a, §4(iii)].
For (a)’, let us consider Nt. It is the space for finite type A2 gauge theory with v = (1, 1).
Note that endomorphisms coming back from w∗i+1,l to w
∗
i,k (when n = 2) is not fixed by t, as the
difference is νC∗ (t), not −νC∗ (t). Similary we do not have coming back endomorphisms even for
n = 1. By the same reason, the factorization ofMνC∗ (v, 0) yields a finite type A2 bow variety. For
example, only one of either w1 − w2 + νC∗ or w1 − w2 − νC∗ vanishes in 6.5.4. Therefore the local
model which we should use is one in 6.5.6 with w = 0.
For (b)’, we have (G′,N′) = (GL(2) × T |v′|, 0). This is clear for n ≥ 2, but it is also true for
n = 1, as Hom(Cvi ,Cvi+1) = Hom(Cv0 ,Cv0) is multiplied by scalar corresponding to νC∗ . Similarly
the factorization implies A = 0 in the relevant summand even for n = 1, hence the local model is
6.5.5 with w = 0.
The remaining argument is the same as the νC = 0 case.
6.9 Identifications of additional structures
6.9.1 Poisson structures
Recall HGO∗ (R) carries a Poisson structure from the noncommutative deformation HGOoC
×
∗ (R)
([BFN16a, §3(iv)]). On the other hand, M(v,w) has the Poisson structure compatible with the
symplectic structure on Ms(v,w), as a reduction.
Proposition 6.20. The isomorphism Ξ in Theorem 6.18 respects the Poisson structure if we
multiply −1 on the bracket for the bow variety.
Proof. It is enough to check that the symplectic form is respected over
◦
A|v|. Moreover we can
replace M(v,w) by the chainsaw quiver variety M(v, 0) thanks to Proposition 6.8.
We compare Poisson brackets among yi,k, wj,l and yi,k, wj,l. We have {wi,k, wj,l} = 0 by
[BFN16a, §3(vi)] for the Coulomb branch, and by Proposition 5.8 for the bow variety.
Let us first suppose n 6= 1. By [BFN16a, Cor. 5.21(2)] we have {ui,k, wj,l} = δijδklui,k and
other brackets are 0. Therefore
{yi,k, wj,l} = δijδklyi,k, {yi,k, yj,l} = 0 if |i− j| 6= 1,
{yi,k, yi+1,l} = yi,kyi+1,l
wi,k − wi+1,l
by (6.16). Here we assume n ≥ 3. For n = 2, there is an extra contribution as i + 2 ≡ i modulo
2. We have
{yi,k, yi+1,l} = 2yi,kyi+1,l
wi,k − wi+1,l
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in the last equality. The coefficient 0, 1 or 2 for {yi,k, yj,l} is uniformly written as 2δij − cij by the
Cartan matrix (cij). Comparing it with [FR14, (24),(25)], we find this Poisson bracket is negative
of one for the chainsaw quiver variety. (The indices i, k are swapped, and our wi,k (resp. yi,k) is
xk,i (resp. yk,i) in [FR14]. Also the sign for [FR14, (25)] is wrong, and missed in the last displayed
formula in the proof. Compare it with [FR14, Prop. 3.5].)
Next suppose n = 1. By (6.17) we have
{yk, wl} = δklyk, {yk, yl} = 2(1− δkl)ykyl
wk − wl .
On the other hand,M(v, 0) is the reduction of M˜ in §3.1 (triangle) by the diagonal GL(V ) ⊂
GL(V ) × GL(V ), where we take V1 = V2 = V . We calculate the Poisson bracket as in [FR14,
(24),(25)] to deduce the same assertion. We have 2 in the coefficient, as both pk,i and qk,i contribute
in contrast to the calculation in [FR14].
6.9.2 Hamiltonian torus action
Recall R has connected components parametrized by pi1(GrG), and hence HGO∗ (R) is graded by
pi1(G) ([BFN16a, §3(v)]). ThereforeMC has an action of pi1(G)∨, where pi1(G)∨ is the Pontryagin
dual of pi1(G). Since G =
∏
i GL(vi), pi1(G)
∨ = (Zn)∨ is the n-dimensional torus (C×)n. Let us
denote coordinates as (s0, s1, . . . , sn−1) so that the i-th vertex gives si.
On the other hand, the bow variety M(v,w) has the action of the n-dimensional torus by
scalar multiplication on Cx for each x ∈ Λ. Using the numbering on x, we have coordinates
(t0, t1, . . . , tn−1) on the torus. Note that the action of the 1-dimensional diagonal subgroup
(t, t, . . . , t) can be absorbed to
∏
GL(Vζ), hence is trivial on the quotient space M(v,w).
We have an extra C×-action given by (A, b) 7→ (tδA, tδb) at the vertex 0, and other entries are
unchanged. This action can be absorbed to
∏
GL(Vζ) if some Vζ = 0, but cannot in general. It
corresponds to the central extension of the affine Lie algebra.
Let us choose an isomorphism {(t0, . . . , tn−1, tδ)}/{(t, t, . . . , t, 1)} ∼= (C×)n by si = ti+1t−1i for
i 6= n− 1, sn−1 = t0t−1n−1tδ.
Proposition 6.21. The isomorphism Ξ in Theorem 6.18 respects the (C×)n-action.
Proof. It is enough to check the assertion over
◦
A|v|.
Let us take s = (si) ∈ (C×)n. Since wi,k is an equivariant variable, s · wi,k = wi,k in the
Coulomb branch. On the other hand, wi,k is an eigenvalue of Bi, we also have s · wi,k = wi,k in
the bow variety.
Since yi,k is the fundamental class of pi
−1(w∗i,k), s · yi,k = siyi,k. On the other hand, by the
definition of yi,k we have t · yi,k = ti+1t−1i yi,k if i 6= n − 1 and t · yn−1,k = t0t−1n−1tδyn−1,k. Now
the assertion is checked.
Note that the (C×)n-action preserves the symplectic form, which can be checked easily in either
point of view.
6.9.3 C×-action
Let degh denote the cohomological degree for the Coulomb branch H
GO∗ (R) = C[M]. Since wi,k
is a class in H2GL(vi)(pt), we have degh wi,k = 2. On the other hand, yi,k is the fundamental
class of pi−1(w∗i,k). This fiber is an infinite dimensional vector space, but its degree is defined as
a codimension in relative to another infinite dimensional vector space, the fiber of T in [BFN16a,
§2]. The codimension is given by the formula in [BFN16a, Lem. 2.2]. We have
degh yi,k = 2dw∗i,k = 2
∑
χ
max(−〈χ,w∗i,k〉, 0) dim N(χ) = 2vi+1,
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where N(χ) is the weight space of N with weight χ. The cohomological degree must be corrected
in the monopole formula, as noted in [BFN16a, Rem. 2.8(2)]. The correction term is∑
〈χ,w∗i,k〉dim N(χ) = −vi+1 + vi−1 + wi.
Let degm denote the corrected degree in the monopole formula. We thus have
degm wi,k = 2, degm yi,k = vi+1 + vi−1 + wi.
We have the corresponding C×-action on M so that degm gives weight.
A general expectation is that the corresponding S1-action, the restriction of the C×-action, ex-
tends to an SU(2)-action onM which rotates the complex structures. (See [BFN16a, Rem. 2.8(2)].)
Let us construct an SU(2)-action on M. We use the original definition of M in §2.1. For
(BLR, BRL), we define the quaternion module structure by J(BLR, BRL) = (−(BRL)†, (BLR)†),
and consider the induced SU(2) = Sp(1)-action. Here † denote the hermitian adjoint. The S1-
action has weight 1 on both BLR, BRL. The same construction applies to I, J .
Let (∇, T1, T2, T3) be a solution of Nahm’s equations on an interval with a x-point in the
middle, corresponding to the triangle part. We consider T := T1i + T2j + T3k as an imaginary
quaternion valued function, and consider the adjoint Sp(1)-action qTq−1 (q ∈ Sp(1)). This action
does not preserve the condition (b) in §2.1 as (ρ1, ρ2, ρ3) is also changed by the adjoint action.
Therefore we compose the gauge transformation which is ρ(q)−1 on (Eζ± |x)⊥ at x. Here ρ is a
homomorphism Sp(1)→ U(∆R(x)) associated with (ρ1, ρ2, ρ3).
Let us restrict to the S1-action. The first adjoint action is restricted to weight 2-action on
T2 +T3i. Since η in Proposition 3.2 is the value of T2 +T3i at a certain point, it has weight 2. On
the other hand, the second action is restricted to the conjugation by
diag(1, . . . , 1︸ ︷︷ ︸
m
, tn−m−1, tn−m−3, . . . , t1−n+m) t ∈ S1.
Therefore in sum, weights on (A,B1, B2, a, b) of the triangle part are
wt(A,B1, B2, a, b) = (0, 2, 2, 1 + v1 − v2, 1 + v2 − v1).
From the definition of wi,k, yi,k, we have
wtwi,k = 2, wt yi,k = vi−1 + vi+1 + wi.
Thus
Proposition 6.22. The C×-action on M given by the corrected degree is coming from the SU(2)-
action defined as above.
7 Hanany-Witten transition and its applications
As explained in §2, a bow diagram comes from a brane configuration in type IIB string theory
[HW97]. It was observed that a new 3-brane is created when a D5− and an NS5-brane pass
through each other. This is called Hanany-Witten transition. We interpret it as an isomorphism
of two bow varieties and study its applications in this section.
7.1 3d Mirror symmetry
Before explaing Hanany-Witten transition, we review the explanation of the 3d mirror symmetry
via SL(2,Z)-symmetry of the string theory, as a warming up example.
In order to obtain a bow diagram from a brane configuration, it is enough to replace a Dirichlet
5-brane with ×, and a NS 5-brane with . And by exchanging NS 5-branes and Dirichlet 5-branes
in a brane configuration, we get the dual theory B of the original theory A, which is given by
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the original brane configuration. In physics, it is known that it gives 3d mirror symmetry, hence
the Coulomb branch of theory A coincides with the Higgs branch of theory B as holomorphic
symplectic manifolds:
MAC ∼=MBH , MAH ∼=MBC .
By using these relations, we can easily get the Coulomb branch from the Higgs branch of the same
theory:
theory A MAC
theory B MBC =MAH
D5 7→ ×
NS5 7→ 
D5 7→ ×
NS5 7→ 
NS5↔ D5 ↔ ×
//
OO

OO

//
In the quiver gauge theory, a Higgs branch is given as a quiver variety M0(v,w), so we can get
the corresponding Coulomb branch as the bow variety which is given by the following procedure:
(i) Rewrite a quiver variety as a bow variety associated with a bow diagram with cobalanced
dimension vector (see Theorem 2.15).
(ii) Exchange  and ×.
(iii) Construct a bow variety from the new bow diagram.
Higgs branch M0(v,w) :
v0

v1 × · · · ×
v1

v2 × · · · ×
v2

v3︸ ︷︷ ︸
w1
︸ ︷︷ ︸
w2
Coulomb branch M(v,w) :
v0 ×
v1

· · ·

v1 ×
v2

· · ·

v2 ×
v3︸ ︷︷ ︸
w1
︸ ︷︷ ︸
w2
In fact, the Coulomb branch defined in §6 is the same one obtained by this procedure.
7.2 Hanany-Witten transition as an isomorphism of bow varieties
In a brane configuration, exchange of positions of a D5-brane and its next NS5-brane generates
new D3-branes [HW97].
z t (z < t) t z (t < z)
v0 v v1 v0 v′ v1
We interpret this transition in a language of bow variety.
Proposition 7.1 (Hanany-Witten transition). Set m+m′ = l+n+1 (m,m′, l, n ≥ 0). Then there
exists a GL(l)×GL(n)-equivariant isomorphism, preserving holomorphic symplectic structures;
l

m
×
n ∼= l × m
′

n
Here quotients are taken at only m and m′. Moreover both νR-stability and νR-semistability con-
ditions are preserved under the isomorphism.
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By abuse of terminology, the corresponding transition of bow diagrams is also called Hanany-
Witten transition. (Recall dimension vectors are parts of bow diagrams.)
Proof. Consider the following part of bow data:
V1
B1

C
// V2
B2
Doo A //
b

V3
B3

C
a
DD
DC +B1 = 0, CD +B2 = ν
C,
B3A−AB2 + ab = 0.
Like Proposition 2.4, we consider a three term complex
V2
α=
[
D
A
b
]
−−−−−→ V1 ⊕ V3 ⊕ C
β=[AC (B3−νC) a ]−−−−−−−−−−−−−→ V3,
where βα = 0 and α is injective. Let
V new2 := Cokerα.
We define new bow data by
V1
B1

Anew //
bnew

V new2
Bnew2

Cnew
// V3
B3
Dnewoo
C
anew
AA
where Anew, anew are composition of inclusions of V1, C, to V1 ⊕ V3 ⊕ C and the projection
V1 ⊕ V3 ⊕ C  V new2 , and Dnew is the corresponding composition for V3, but we change the
sign. The remaining are as follows: bnew = bC, Cnew is a homomorphism induced from β, and
Bnew2 = −DnewCnew.
Let us check the defining equations. Recall −Dnew is the composition of V3 → V1 ⊕ V3 ⊕C
V new2 . Since C
new is induced from β, −CnewDnew is nothing but the composition of the inclusion
V3 → V1 ⊕ V3 ⊕ C and β, which is equal to B3 − νC.
Next consider
V1
αnew=
[ −B1
CnewAnew
bnew
]
−−−−−−−−−−−−−→ V1 ⊕ V3 ⊕ C β
new=[Anew −Dnew anew ]−−−−−−−−−−−−−−−−−→ V new2 ,
where βnew is nothing but the natural projection. We have
(7.2) αnew =
−B1AC
bC
 = αC.
Therefore βnewαnew = 0, which is nothing but the remaining defining equation.
Let us check the condition (S1). Take a subspace S ⊂ V1 such that B1(S) ⊂ S, Anew(S) = 0 =
bnew(S). Observe that Anew(S) = 0 means S ⊕ 0⊕ 0 ⊂ Imα. Let us consider S˜ = α−1(S ⊕ 0⊕ 0).
Then D(S˜) = S and A(S˜) = 0 = b(S˜). Therefore
α(νC −B2)(S˜) = αCD(S˜) = αC(S) = αnew(S) =
B1(S)0
0
 .
The condition B1(S) ⊂ S implies B2(S˜) ⊂ S˜. Hence S˜ = 0 thanks to (S1) for the original data.
We have S = 0 as well.
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Let us check the condition (S2). Suppose we have a subspace T ⊂ V new2 such that Bnew2 (T ) ⊂ T ,
ImAnew +Im anew ⊂ T . We take its inverse image T˜ = (βnew)−1(T ) in V1⊕V3⊕C. By the second
assumption, it contains V1 ⊕ {0} ⊕ C. Hence T˜ is a form of V1 ⊕ T¯ ⊕ C for T¯ ⊂ V3. We also
have Imα ⊂ T˜ . Hence A(V2) ⊂ T¯ . As Bnew2 = −DnewCnew, the condition Bnew2 (T ) ⊂ T implies
0⊕ β(T˜ )⊕ 0 ⊂ T˜ , i.e., AC(V1) +B3(T¯ ) + a(C) ⊂ T¯ . Hence T¯ = V3 thanks to (S2) for the original
data. We have T = V new2 as well.
The inverse construction is clear. The original vector space V2 is recovered from the new data
as Kerβnew. Note also βnew is surjective thanks to (S2). Then A, b, D are given as restrictions
of projections V1 ⊕ V3 ⊕ C to V3, C, V1 to Kerβnew (up to sign), a is Cnewanew, and C is αnew
by (7.2). Finally we set B2 = ν
C − CD. The conditions (S1),(S2) for (A,B2, B3, a, b) follow from
the conditions (S1),(S2) for (Anew, B1, B
new
2 , a
new, bnew). We leave the details to the reader as an
exercise.
Let us check the stability condition. Note that the isomorphism respects the group action by
GL(V1)×GL(V3). As we can choose any segment ζ from a wavy line σ in the numerical criterion,
we could also choose any ζ in the definition of χ for the stability condition. In particular, if we
choose GL(V1) and GL(V3) for χ, it is clear that the stability condition is unchanged under the
transition.
The proof of the compatibility of symplectic forms will be given in §A.
Remark 7.3. Let us sketch another proof of the last step checking (ν1), (ν2) directly.
Let S :=
⊕
Si ⊂
⊕
Vi be a graded subspace invariant under A, B, C, D with b(S) = 0 such
that A|S2 : S2 → S3 is an isomorphism. We define Snew2 := Anew(S1), i.e., the image of S1 ⊕ 0⊕ 0
under the projection V1 ⊕ V3 ⊕ C β
new
−−−→ V new2 . One can check that S1 ⊕ Snew2 ⊕ S3 satisfies the
conditions in (ν1).
Conversely suppose a graded subspace Snew := S1 ⊕ Snew2 ⊕ S3 ⊂ V1 ⊕ V new2 ⊕ V3 is given.
We assume Snew is invariant under Anew, Bnew, Cnew, Dnew with bnew(Snew) = 0 and that
Anew|S1 : S1 → Snew2 is an isomorphism. We define S2 ⊂ V1 ⊕ V3 ⊕ C as
{(Anew|S1)−1Dnew(s)⊕ s⊕ 0 | s ∈ S3}.
It is contained in Kerβnew, hence regarded as a subspace of V2. One can check that S1 ⊕ S2 ⊕ S3
satisfies the conditions in (ν1).
Let T :=
⊕
Ti ⊂
⊕
Vi be a graded subspace invariant under A, B, C, D with Im a ⊂ T such
that A : V2/T2 → V3/T3 is an isomorphism. (Here the induced map is denoted by the same symbol
A.) We define T˜ new2 ⊂ V1 ⊕ V3 ⊕ C as
T˜ new2 := {v1 ⊕ v3 ⊕ z | v1 mod T1 = DA−1(v3 mod T3)}.
Then we define T new2 as the image of T˜
new
2 under β
new. One can check that T1⊕T new2 ⊕T3 satisfies
the conditions in (ν2).
Let T new := T1 ⊕ T new2 ⊕ T3 ⊂ V1 ⊕ V new2 ⊕ V3 be a graded subspace invariant under Anew,
Bnew, Cnew, Dnew with Im anew ⊂ T new such that Anew : V1/T1 → V new2 /T new2 is an isomorphism.
We define T2 := A
−1(T3). One can check that T1 ⊕ T2 ⊕ T3 satisfies the conditions in (ν2).
Since S1, S3, T1, T3 are unchanged, the original data satisfy (ν1) (resp. (ν2)) if and only if the
new data satisfy (ν1) (resp. (ν2)).
7.3 Invariants
In this subsection we introduce invariants which are preserved under Hanany-Witten transition.
Recall two numbers defined in §2.2;
Nh = vi(h) − vo(h), Nx = vζ− − vζ+ .
Lemma 7.4. Suppose ζ− = [i(h), x]. Then (Nh, Nx) = (m,−n) is transferred to (m− 1,−n− 1)
under Hanany-Witten transition 7.1.
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Proof. This is because that Hanany-Witten transition means
l

h
l +m ×
x
l +m+ n ∼= l ×
x
l + n+ 1

h
l +m+ n
We define two numbers:
N(hi, hi+1) := Nhi −Nhi+1 + {the number of × between hi+1 → hi}
N(xi, xi+1) := Nxi −Nxi+1 + {the number of  between xi → xi+1},
where we number hi clockwise, while xi anti-clockwise. Here ‘between hi+1 → hi’ means that on
the arc starting from hi+1 towards hi in the anti-clockwise direction. For example, we have
v0 ×
x1
v1

h2
v2

h1
v3 ×
x2
v4
N(h1, h2) = (v3 − v2)− (v2 − v1) + 0
= v1 − 2v2 + v3
N(x1, x2) = (v0 − v1)− (v3 − v4) + 2
= v0 − v1 − v3 + v4 + 2.
We suppose the numbers `, n of  and × are greater than 1 so that hi 6= hi+1, xi 6= xi+1.
Here we understand i, i+ 1 modulo either n or `.
Proposition 7.5. N(hi, hi+1) and N(xi, xi+1) are invariant under Hanany-Witten transition.
Proof. Recall that Lemma 7.4 states that (Nhi , Nxj ) = (m,−n) is transferred to (m− 1,−n− 1) .

hi
Nhi = m
×
xj
Nxj = −n
→ ×
xj
Nxj = −n− 1

hi
Nhi = m− 1
In the transition, the number of × between hi and hi−1 decreases one and the number of ×
between hi+1 and hi increases one. (This remains true even if hi+1 = hi−1 since we are counting
× on different intervals.) This implies N(hi, hi+1) and N(hi−1, hi) are invariant. This is the same
for N(xi, xi+1) and N(xi−1, xi).
Lemma 7.6. −N2h + vζ+ + vζ− and −N2x + vi(h) + vo(h) are invariant under Hanany-Witten
transition 7.1.
Proof. Let l, m, n as in the proof of Lemma 7.4. Then −N2h + vζ+ + vζ− is equal to
−m2 + 2(l +m) + n
before the transition, and
−(m− 1)2 + 2l + n+ 1
after the transition. They are equal. Since changes of dimensions remain the same even if we
exchange  and ×, the same is true for −N2x + vi(h) + vo(h).
The number −N2h + vζ+ + vζ− is the contribution of these parts to the dimension of the bow
variety. Since Hanany-Witten transition is an isomorphism of bow varieties, this result is natural.
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7.4 Coulomb branches of type A and nilpotent orbits
Suppose that a framed quiver gauge theory of type An−1 with dimension vectors v, w is given.
We assign two sl(n)-weights λ :=
∑n−1
i=1 wiΛi, µ :=
∑n−1
i=1 wiΛi − viαi. Here Λi is the ith
fundamental weight, and αi is the ith simple root. This is the same assignment as one appeared
in quiver varieties. Let ` =
∑
i wi be the level of w.
We consider the corresponding bow diagram satisfying the balanced condition as in (6.1) so
that the associated bow varietyM(v,w) is the Coulomb branch of the framed quiver gauge theory
of finite type A. We number × and  as:
v0 = 0×
x1
v1

h`
· · ·
· · ·

h`−w1+1
v1 ×
x2
v2

h`−w1
· · ·
· · ·

h`−w1−w2+1
v2 ×
x3
v3 vn−1×
xn
vn = 0
We set Λi = [1, . . . , 1︸ ︷︷ ︸
i
, 0, . . . , 0], αi = [0, . . . , 0, 1
i
,−1
i+1
, 0, . . . , 0] ∈ Zn as usual, and regard λ, µ as
elements in Zn (or gln-weights). Concretely
(7.7)
λ = [λ1, λ2, · · · , λn], µ = [µ1, µ2, · · · , µn],
λi =
∑
j≥i
wj , µi = vn−1 +
∑
j≥i
uj , for i = 1, 2, · · · , n− 1, λn = 0, µn = vn−1,
where u = w−Cv = (wi+vi−1 +vi+1−2vi)n−1i=1 . (We set vn = 0.) Then u ∈ Zn−1≥0 if and only if
µ is dominant, i.e., µ1 ≥ µ2 ≥ · · · ≥ µn. When µ is dominant, it is regarded as a partition with at
most n rows. On the other hand, λ is always dominant, and is equal to t(1w12w2 . . . (n− 1)wn−1)
where t is the transposed partition. Note also |λ| = |µ|, where | | denote the sum of entries.
(For a partition corresponding to a Young diagram, it is the total number of boxes.) We have
λ1 − µ1 = v1, λ1 + λ2 − (µ1 + µ2) = v2, . . . , (λ1 + · · ·+ λn−1)− (µ1 + · · ·+ µn−1) = vn−1. Thus
λ ≥ µ in the dominance order if and only if ∑ij=1 λj ≥∑ij=1 µj for any i.
Let us write tλ as [tλ1,
tλ2, . . . ,
tλ`] with ` = λ1 =
∑
i wi. For example,
tλ1 is the last j with
wj 6= 0, etc.
Lemma 7.8. Consider the bow diagram with the balanced condition associated with v, w as above.
(1) N(hi, hi+1) =
tλi − tλi+1. In particular, N(hi, hi+1) is always nonnegative.
(2) N(xi, xi+1) is the ith entry of u = w−Cv. In particular, N(xi, xi+1) ≥ 0 for any i if and
only if µ =
∑
wiΛi − viαi is dominant.
Proof. (1) Since Nhi = 0 by the balanced condition, N(hi, hi+1) is the number of × between hi+1
and hi. For example N(h1, h2) = j1 − j2 if h1 (resp. h2) is between xj1 and xj1+1 (resp. xj2 and
xj2+1). Now j1 =
tλ1, j2 =
tλ2 by definition. Hence N(h1, h2) =
tλ1 − tλ2. General cases are the
same.
(2) We calculate N(xi, xi+1) as
N(xi, xi+1) = (vi−1 − vi)− (vi − vi+1) + wi
= vi−1 − 2vi + vi+1 + wi = ui.
Let us apply Hanany-Witten transition to move  to the left and × to the right. Then we get
(7.9)
0

h`
tλ`

h`−1
tλ`−1
+
tλ`

h`−2
· · ·

h2
∑
j≥2
tλj

h1
∑
j≥1
tλj =
∑
j≥1
µj
×
x1
∑
j≥2
µj
×
x2
· · ·
×
xn−2
µn−1
+
µn
×
xn−1
µn
×
xn
0
.
We have
Nh1 =
tλ1, Nh2 =
tλ2, . . . , Nh` =
tλ`,
Nx1 = µ1, Nx2 = µ2, . . . , Nxn = µn
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for this bow diagram. Since λ is dominant, we have 0 ≤ Nh1 ≤ Nh2 ≤ · · · ≤ Nh` .
It is convenient for us to write Nhσ and Nxi , rather than dimensions themselves, on  and
× in the bow diagram. If we write a dimension of a vector space on a particular segment (like
0 in the above diagram), other dimensions are calculated from Nhσ and Nxi . We will use such a
notation often hereafter.
For a finite type A, a quiver variety M0(v,w) with dominant µ is isomorphic to an intersection
of nilpotent orbit and transversal slice:
Theorem 7.10 ([Nak94b, Theorem 8.4]). Suppose µ is dominant. We have
M0(v,w) ∼= N (tµ) ∩ S(tλ),
where N is a nilpotent orbit, N is its closure, S is a transversal slice, and tµ is a partition which
is represented by a transpose of Young diagram of a partition µ.
And it is known what is the corresponding Coulomb branch by [BFN16b]:
Theorem 7.11. The Coulomb branch M(v,w) of a quiver gauge theory with dominant µ is
N (λ) ∩ S(µ), where λ and µ are given by (7.7).
Note that λ, µ are swapped and taken transpose for M and M.
Let us give proofs of both Theorem 7.10, and Theorem 7.11 by the procedure in §7.1.
A quiver variety M0(v,w) corresponds to a bow diagram with the cobalanced condition The-
orem 2.15. It is obtained from the bow diagram for M(v,w) by exchanging × and  by §7.1.
Looking at (7.9), we find that it exchanges two partitions λ and µ after taking their transposes.
Thus it is enough to prove Theorem 7.11.
We divide (7.9) at the middle and considerM(v,w) as the symplectic reduction of the product
of varieties corresponding to the left and right sides by the action of GL(r) with r =
∑
tλj . The
left hand side, as a quiver variety of type A, has nonzero W at the rightmost end. It is the variety
originally appeared in [KP79]. Note that the dominance condition is automatically satisfied, and
λ is a partition. The variety is isomorphic to N (λ). The right hand side, viewed as the moduli
space of solutions of Nahm’s equations on an interval, gives GL(r) × S(µ) by [Bie97]. Thus, we
obtain Theorem 7.11.
Remark 7.12. We can also generalize these results to cases of deformation and resolutions. Let us
state the results for only special cases for brevity.
Let ν = (νC, 0) be a parameter with vanishing real part. The left hand side of (7.9) gives
the closure O of a conjugacy class O determined by νC and λ. (See e.g., [CB03b].) The above
argument show that Mν(v,w) ∼= O ∩ S(µ).
Let ν = (0, νR) be a parameter with vanishing complex part. We further assume νRσ > 0 for
all σ. Then the left hand side of (7.9) gives the cotangent bundle T ∗F of a partial flag variety
F of type A. We have a projective morphism pi : T ∗F → N (λ). (See [Nak94b, Th. 7.3].) Then
Mν(v,w) ∼= pi−1(S(µ)).
We also have the corresponding results for quiver varieties. The second case ν = (0, νR) recovers
[Maf05, Th. 8], which was conjectured in [Nak94b, Conj. 8.6].
7.5 Stratification of Coulomb branches of type A
We continue to work on the Coulomb branch of a framed quiver gauge theory of finite type An−1.
If µ is dominant, we haveMC ∼= N (λ)∩S(µ), and we have a stratificationMC =
⊔
κN (κ)∩S(µ),
where κ runs dominant weights between µ and λ, i.e., µ ≤ κ ≤ λ. We give a stratification in general
in this subsection.
It is easier to state results in terms of sl(n)-weights λ :=
∑n−1
i=1 wiΛi, µ := λ−
∑n−1
i=1 viαi. Let
us write M(µ, λ) instead of M(v,w).
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Theorem 7.13. We have a stratification
M(µ, λ) =
⊔
µ≤κ≤λ
Ms(µ, κ),
where κ runs dominant weights between µ and λ. We have Ms(µ, κ) 6= ∅ for any κ. Moreover a
transversal slice to Ms(µ, κ) in M(µ, λ) is isomorphic to M(κ, λ).
These properties were originally proved in [Nak15] based on the description of Coulomb
branches as moduli spaces of singular monopoles, which is not justified yet. Our argument gives
a rigorous proof for type A. (See also [BFN16b, Rem. 3.19].)
Proof. Let us regard λ, µ ∈ Zn as in (7.7).
As in §7.4, we start with a bow variety satisfying the balanced condition and apply Hanany-
Witten transition to move  to the left and × to the right. We divide it at the middle and
consider M(µ, λ) as the symplectic reduction of the product of varieties from the left and right
by GL(r) with r =
∑
λi. The left side is N (λ) as before. The right side is another bow variety
M˜(µ) associated with
r
×
x1
µ1
×
x2
µ2
· · ·
· · ·
×
xn−2
µn−2
×
xn−1
µn−1
×
xn
µn 0
where we do not take the quotient by the leftmost GL(r). Here we denote dimensions on the
leftmost and rightmost segments, and Nxi .
The stratification
(7.14) N (λ) =
⊔
κ≤λ
N (κ)
by orbits induces a stratification of M(µ, λ) as
M(µ, λ) =
⊔(
N (κ)× M˜(µ)
)
// GL(r) =
⊔
Φ−1(N (κ))//GL(r),
where Φ: M˜(µ) → gl(r) is the moment map. Moreover Φ−1(N (κ))//GL(r) is a bow variety
associated with the bow diagram (7.9) with λ replaced by κ, that is
r
×
x1
µ1
×
x2
µ2
· · ·
· · ·
×
xn−2
µn−2
×
xn−1
µn−1
×
xn
µn 0

h1
tκ1

h2
tκ2
· · ·
· · ·

h`−2
tκ`−2

h`−1
tκ`−1

h`
tκ`0
Let us also note that the stratification (7.14) is a special case of the stratification for quiver
varieties (see e.g., [Nak94b, Prop. 6.7]):
M0(v
′,w′) =
⊔
Mreg0 (v
′
0,w
′),
where w′ = (r, 0, . . . , 0), v′ = (
∑
j≥i
tλj)
`
i=1, v
′
0 = (
∑
j≥i
tκj)
`
i=1. The dominance condition
tκ1 ≥ tκ2 ≥ · · · ≥ tκ` is a special case of the necessary condition for Mreg0 (v′0,w′) 6= ∅ in [Nak94b,
Lem. 8.1], [Nak98, Lem. 4.7].
Claim. We have n ≥ tκ1 if Φ−1(N (κ)) 6= ∅.
We add a new h0 at the right of xn. Then we have Nh0 = 0, and N(h0, h1) = n − tκ1. We
move h0 to the right of h1 by Hanany-Witten transitions. Since N(h0, h1) is preserved, we have
Nh0 = n in the resulted bow diagram. Now we consider the left half of the resulted bow diagram
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as a quiver variety. We derive n ≥ tκ1 as a necessary condition for Mreg0 6= ∅ as above. The claim
is proved.
Let us apply Hanany-Witten transition to move × to the left so that Nhσ = 0 for 1 ≤ σ ≤ `.
Namely we move tκ` of ×’s to the left of h`, move (tκ`−1 − tκ`) of ×’s between h` and h`−1, and
so on. Since N(hσ, hσ+1) does not change, it means all Nhσ are equal, but Nh` = 0 by the first
move. This procedure is possible as n ≥ tκ1.
If n = tκ1, the last xn is moved between h1 and h2. But the the balanced condition is satisfied,
and the dimension on the rightmost segment is 0. Therefore dimensions on two segments, left
and right of h1 are both 0. Thus we can remove h1, and the resulted bow variety is associated
with a framed quiver gauge theory of type An−1. The corresponding dimension vectors v′, w′ are
determined by
(7.15) κ− κn[1, 1, . . . , 1] =
∑
i
w′iΛi, µ− κn[1, 1, . . . , 1] =
∑
i
w′iΛi − v′iαi.
Since we must have v′i ≥ 0, the strata are labeled by κ with µ ≤ κ ≤ λ. More precisely our κ ∈ Zn
is a gl(n)-weight, so must be changed to an sl(n)-weight by (7.15).
We claim that the following condition is satisfied:
(H-S1): Bi(Si) ⊂ Si, Si ⊂ Ker bi, Ai(Si) ⊂ Si+1 ⇒ Si = 0.
In fact, by Proposition 2.2, we have dimS1 ≤ dimS2 ≤ . . . . Hence Si = 0 as dimSn+1 = 0. Now
this condition implies that the GL(r)-action on M˜(µ) is free. Therefore Φ−1(N (κ))//GL(r) is
smooth and symplectic.
Alternatively we can check the smoothness as follows. The stability conditions (ν1), (ν2) (with
ν = 0) are equivalent to the condition Mreg0 on the left side, as Sζ−
∼=−→ Sζ+ , Vζ−/Tζ−
∼=−→ Vζ+/Tζ+
mean that Sζ = 0, Tζ = Vζ on segments right of h1. Therefore Φ
−1(N (κ))//GL(r) coincides with
Ms(µ, κ), hence is smooth. It also implies that this stratification coincides with (4.3), where we
do not have the factor Sk(Ms(δ)) as we are considering finite type A bow varieties.
Let us prove λ ≥ κ from (4.3). Recall that the difference of dimension vectors v − v′ in (4.3)
has nonnegative entries. Thus
∑
j≥i
tλj ≥
∑
j≥i
tκj . This is equivalent to
tλ ≤ tκ⇔ λ ≥ κ.
Let us remark we also see that Ms(µ, λ) 6= ∅ for µ ≤ λ with dominant λ. In fact, we have
M(µ, λ) 6= ∅ as it is a Coulomb branch. We have just observed M(µ, κ) is a Coulomb branch,
hence its dimension is 2
∑
v′i. This is strictly smaller than 2
∑
vi if κ 6= λ since λ > κ. Therefore
Ms(µ, λ) 6= ∅.
Finally let us consider a local structure around a point p in Ms(µ, κ). By Proposition 4.4 a
transversal slice is given a quiver variety, which is of type A. It is clear that the slice is locally
isomorphic to N (λ) ∩ S(κ), which is M(κ, λ) by Theorem 7.11.
7.6 Coulomb branches and quiver varieties of affine type A
We now turn to affine type A. We take a framed quiver gauge theory of type affine An−1 with
dimension vectors v, w. Let ` =
∑
i wi be the level of w.
We number × and  as
vn−2×
xn−1
vn−1

hw0
· · ·
· · ·

h1
vn−1×
x0
v0

h`
· · ·
· · ·

h`−w1+1
v0 ×
x1
v1
(7.16)
Note that x0, x1, . . . are in the anticlockwise order, while h1, h2, . . . are in the clockwise order.
Before discussing Coulomb branches, we review generalized Young diagrams and their relations
to weights of affine Lie algebras.
Let sl(n)aff (resp. ŝl(n)) be the affine Lie algebra of type An−1, which includes (resp. does
not include) the degree operator d in the Cartan subalgebra. We assign two sl(n)aff weights
λ :=
∑n−1
i=0 wiΛi + v0δ, µ :=
∑n−1
i=0 wiΛi − viαi + v0δ as in finite case. Our convention is
〈d,Λi〉 = 0, 〈d, αi〉 = δi0, δ = α0 + · · ·+ αn−1. We add v0δ so that 〈d, µ〉 = 0. This is a different
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convention from the quiver variety setting, but simultaneous shifts of λ, µ by an element in Zδ does
not affect anything in practice. The projection (sl(n)aff -weight lattice)→ (ŝl(n)-weight lattice) is
given by the quotient modulo Zδ.
We use the notion of a generalized Young diagram with the level ` constraint as in [Nak09,
App. A]. A sequence of integers [λ1, . . . , λn] is a generalized Young diagram with the level `
constraint if it satisfies the inequalities
λ1 ≥ λ2 ≥ · · · ≥ λn,
λ1 − λn ≤ `.
As in (7.7) we introduce two integral vectors [λ1, λ2, . . . , λn], [µ1, µ2, . . . , µn] ∈ Zn by
(7.17) λi =
n−1∑
j=i
wj , µi = vn−1−v0+
n−1∑
j=i
uj , for i = 1, 2, · · · , n−1, λn = 0, µn = vn−1−v0,
where u = w − Cv = (wi + vi−1 + vi+1 − 2vi)n−1i=0 . (The index is modulo n.) Then [λ1, . . . , λn]
is a generalized Young diagram with the level ` constraint. On the other hand,
µ1 − µ2 = u1, µ2 − µ3 = u2, . . . , µn−1 − µn = un−1,
µ1 − µn =
n−1∑
j=1
uj = `− u0.
Therefore µ is dominant if and only if [µ1, . . . , µn] is a generalized Young diagram with the level
` constraint. Note also
|λ| :=
n∑
i=1
λi =
n∑
i=1
µi =: |µ|
from the definition.
Remark that µ is not recovered from [µ1, . . . , µn], as there is an ambiguity of Zδ. In fact, the set
of generalized Young diagrams with the level ` constraint is bijective to the set of dominant ĝl(n)-
weights of level `. The projection ĝl(n)-weights → ŝl(n)-weights is identified with the quotient
modulo shifts [µ1, . . . , µn] 7→ [µ1 + k, . . . , µn + k] for k ∈ Z. The above |λ| is the charge, which
is the eigenvalue of J(0), the 0th Fourier mode of the Heisenberg algebra added to ŝl(n) to get
ĝl(n). Hence the constraint |λ| = |µ| is natural. A generalized Young diagram together with an
integer 〈d, λ〉 bijectively corresponds to a dominant glaff(n)-weights.
We have λ1−µ1+v0 = v1, λ1+λ2−(µ1+µ2)+v0 = v2, . . . , (λ1+· · ·+λn−1)−(µ1+· · ·+µn−1)+
v0 = vn−1. Thus λ ≥ µ in the dominance order if and only if
∑i
j=1 λj + 〈d, λ− µ〉 ≥
∑i
j=1 µj for
any i = 1, . . . , n and 〈d, λ− µ〉 ≥ 0.
We draw a generalized Young diagram as
n boxes
{
· · ·
−3/2
︸ ︷︷ ︸
` boxes
−1/2 1/2 3/2
· · · ,
where a box is indexed by (i, σ,N) with 1 ≤ i ≤ n, 1 ≤ σ ≤ `, N ∈ Z + 1/2 and we put a gray
box  if `(N − 1/2) + σ ≤ λi. The above figure is [λ1, λ2] = [2,−1] for n = 2, ` = 3.
We define the transpose of λ by flipping each n × ` rectangle along its diagonal. It has `
entries and satisfies the level n constraint. The transpose describes the correspondence of domi-
nant weights under the level-rank duality (see [Nak09, App. A]). Let us denote the transpose as
[tλ1,
tλ2, . . . ,
tλ`]. The above example gives [
tλ1,
tλ2,
tλ3] = [1, 1,−1]. Note that the transpose of a
shifted diagram involves a ‘vertical shift’ of the transposed diagram. The vertical shift corresponds
to a cyclic rotation of the affine Dynkin diagram of type An−1. Thus the transpose should be
understood as a map from the set of level ` dominant ŝl(n) weights to the set of level n dominant
ŝl(`) weights modulo cyclic rotations.
Let us return back to the bow diagram with the balanced condition.
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Lemma 7.18. Consider the bow diagram with the balanced condition associated with dimension
vectors v, w ∈ Zn≥0 as in (6.1). Then the followings hold :
(1) N(hσ, hσ+1) =
tλσ− tλσ+1 for 1 ≤ σ ≤ `−1. And N(h`, h1) = n− (tλ1− tλ`). In particular,
N(hσ, hσ+1) (1 ≤ σ ≤ `− 1), N(h`, h1) are always nonnegative.
(2) N(xi, xi+1) is equal to the ith entry of u = w − Cv. Therefore N(xi, xi+1) ≥ 0 for any i
if and only if
∑
wiΛi − viαi is dominant.
Proof. The proof of (2) is exactly the same as in Lemma 7.8. The proof of (1) is also almost the
same, as the nontrivial part of our diagram sits in the rectangle at N = 1/2, and regarded as a
usual Young diagram. Let us check the formula for N(h`, h1). First note that h` (resp. h1) is
between xi and xi+1 (resp. xj and xj+1) with i =
tλ`, j =
tλ1. Since we count the number of ×
in the arc h1 → h`, it is equal to n− (j − i).
Proposition 7.19. A bow diagram satisfying the balanced condition is determined by N(xi, xi+1)
(0 ≤ i ≤ n− 1), N(hσ, hσ+1) (1 ≤ σ ≤ `) plus either of
−
∑`
σ=1
N2hσ +
n−1∑
i=0
(vζ−i
+ vζ+i
) or −
n−1∑
i=0
N2xi +
∑`
σ=1
(vi(hσ) + vo(hσ)).
Here ζ−i → xi → ζ+i . In particular, there is at most one bow diagram satisfying the balanced
condition among those obtained by successive application of Hanany-Witten transitions.
Proof. Since N(xi, xi+1), N(hσ, hσ+1) and two invariants above are preserved under Hanany-
Witten transitions, the last assertion is a consequence of the first assertion.
Let us prove the first assertion. Consider a balanced bow diagram for w, v. Since N(hσ, hσ+1)
is the number of× between hσ+1 and hσ, the collection {N(hσ, hσ+1)}`σ=1 determines distribution
of  and ×, and hence w.
By Lemma 7.18(2), {N(xi, xi+1)} determines w − Cv. It defines v up to an addition of a
multiple of t(1, 1, . . . , 1).
If we add t(1, 1, . . . , 1) to v, the above two invariants increase by 2n and 2` respectively.
Therefore either of two invariants fixes the ambiguity.
Proposition 7.20. If N(xi, xi+1) ≥ 0 for any i, the bow diagram is transformed to one with a
cobalanced dimension vector by successive application of Hanany-Witten transitions of Proposi-
tion 7.1. (It is unique by Proposition 7.19.) Here we assume that the bow diagram has at least
one .
Proof. We prove that all Nxi can be made simultaneously to 0 by applying Hanany-Witten tran-
sitions several times.
We first apply Hanany-Witten transition so that  appear only between x0 and x1:
×
x1
×
x2

×

x3 · · ·
×
xn−2

×
xn−1

×
x0
Then N(x1, x2), N(x2, x3), . . . , N(xn−2, xn−1), N(xn−1, x0), N(x0, x1) are all nonnegative and
the sum is equal to `.
By Hanany-Witten transition, we move N(x1, x2) of ’s between x1 and x2, N(x2, x3) of ’s
between x2 and x3, and so on until N(xn−1, x0) of ’s between xn−1 and x0. Then N(x0, x1) of
’s are remained between x0 and x1. Since N(xi, xi+1) is unchanged, the resulted bow diagram
has Nx0 = Nx1 = · · · = Nxn−1 = Nx0 .
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And then we use Hanany-Witten transition Nx0 times for all × simultaneously. Therefore, we
can get a bow variety with Nxi = 0 for all i.
Nx =
 ×
−1
  ×
−1
×
−1

Nx =
×
0
  ×
0
×
0
 
{{ {{ {{
This final step is possible as the bow diagram has at least one .
Corollary 7.21. Consider a framed quiver gauge theory of affine type An−1 with dimension
vectors v, w. Let ` be the level of w, which is assumed to be positive. Assume that u = w−Cv ∈
Zn≥0. Then the Coulomb branch M(v,w) is isomorphic to a quiver variety M0(v′,w′) of affine
type A`−1 of level n.
Moreover v′, w′ are determined by two conditions: (a) Two generalized Young diagrams are
swapped and taken transpose. (b) It satisfies
(7.22) 2
n−1∑
i=0
vi =
`−1∑
σ=0
2v′σw
′
σ − (v′σ − v′σ−1)2.
Note that N(hσ, hσ+1) ≥ 0 for any σ, as it comes from a framed quiver gauge theory. Hence we
have w′−Cv′ ∈ Z`≥0, i.e., the weight
∑
σ w
′
σΛ
′
σ−v′σα′σ is dominant. Here Λ′σ, α′σ are fundamental
and simple roots for sl(`)aff .
Proof. If n = 1, the cobalanced condition is automatically satisfied for a bow diagram arising from
a framed quiver gauge theory.
If n > 1, we get N(xi, xi+1) ≥ 0 for any i by Lemma 7.18. We now use Proposition 7.20 to get
a bow variety with a cobalanced dimension vector. It is a quiver variety by Theorem 2.15.
Let us determine v′, w′ explicitly. Let us start from the bow diagram in (7.16) and move all 
between x0 and x1 as above. We suppose that no  cross x0 so that dimensions v0, vn−1 adjacent
to x0 are unchanged. We have Nx0 = vn−1 − v0 = µn. Then Nxi = µi follows by Lemma 7.18.
Since h` is between xtλ` and xtλ`+1 in the original diagram, it crosses
tλ` of × during the
transitions. Therefore the dimension of the segment to the left of h` is
tλ` + v0. Hence Nh` =
tλ`.
It follows that Nhσ =
tλp by Lemma 7.18. Thus we obtain
(7.23)
×
x1
µ1
×
x2
µ2

h1
tλ1
×
x3
µ3

h2
tλ2
· · ·
· · ·
×
xn−2
µn−2

h`−1
tλ`−1
×
xn−1
µn−1

h`
tλ`
×
x0
µn
v0v0 +
∑
i iwi
Here numbers tλσ, µi above , × indicate the values of Nhσ , Nxi respectively. Two numbers v0
and v0 +
∑
i iwi are dimensions of vector spaces on two segments, between x0 and h`, h1 and x1
respectively.
Note that the dimension on the segment between x1 and h1 are calculated from v0 by adding
either Nxi or Nhσ . The answer is v0 +
∑
i iwi, as |λ| = |µ| =
∑
i iwi.
We take a bow diagram with the cobalanced condition associated with dimension vectors
(v′,w′). The result should be the same as above. Then it is clear that the pair of two generalized
Young diagrams associated with w′, v′ is (tµ, tλ). The remaining constraint is
2
n−1∑
i=0
vi = −
∑
p
N2hσ +
n−1∑
i=0
(vζ−i
+ vζ+i
) =
`−1∑
σ=0
2v′σw
′
σ − (v′σ − v′σ−1)2
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by Lemma 7.6. It can be checked also directly: The left hand side is the dimension of the Coulomb
branch for (v,w). The right hand side is the dimension of the Higgs branch for (v′,w′).
Remark 7.12 applies also to this case: We have an isomorphism Mν(v,w) ∼= Mν(v′,w′) for
any parameter ν.
Remark 7.24. As mentioned in Introduction, Corollary 7.21 gives a proof of the conjecture that
the Coulomb branch MC(v,w) is a quiver variety of an affine type A`−1 introduced in [Nak94b]
when
∑
i wiΛi − viαi is dominant [Nak16]. Its dimension vectors are given by the same way
as above up to a diagram automorphism. It is compatible with the level rank duality and the
conjectural geometric Satake correspondence for affine Kac-Moody groups [BF10]. It is because
the conjecture was based on [Nak09], where a proposal of [BF10] was checked for type A using
the level rank duality.
Remark 7.25. Consider a bow diagram of finite type An−1. We consider it as affine type An−1
with dimVζ− = 0 = dimVζ+ where ζ
− → 0 → ζ+, e.g., v0 = 0 = v′n−1 in Figure 2. Then the
above results can be applied to a finite type bow diagram:
• In Lemma 7.18, the condition N(x0, x1) ≥ 0 is always satisfied as N(x0, x1) = v1 + vn−1.
Also N(xn−1, x0) = vn−2 + wn−1 − 2vn−1 = un−1. Therefore N(xn−1, x0) ≥ 0 is a part of
the dominance condition.
• As for Proposition 7.20, we perform the movement of  in the proof in the finite part, that
is  does not cross x0. Then the condition v0 = 0 = v′n−1 is preserved. Moreover, 
remained between x0 and xn−1 are irrelevant: Since v′n−1 = 0 and the cobalanced condition
is satisfied, dimensions between x0 and xn−1 are all 0. In particular vn−1 = 0, and we can
remove .
7.7 Stratification for affine type A
Now we determine the stratification (4.3) for the affine case. Consider the Coulomb branch of
the framed quiver gauge theory for dimension vectors v, w. We assign λ :=
∑n−1
i=0 wiΛi + v0δ,
µ :=
∑n−1
i=0 wiΛi − viαi + v0δ as before. We have a similar result as in finite case.
Theorem 7.26. (1) Suppose ` 6= 1. We have a stratification
M(µ, λ) =
⊔
κ,k
Ms(µ, κ)× Sk(C2 \ {0}/(Z/`Z)),
where k = [k1, k2, . . . ] is a partition, and κ is a dominant weight between µ and λ− |k|δ. We have
Ms(µ, κ)
{
6= ∅ if n 6= 1 or µ = κ,
= ∅ if n = 1 and µ 6= κ.
Moreover a transversal slice to Ms(µ, κ) × Sk(C2 \ {0}/(Z/`Z)) in M(µ, λ) is isomorphic to
M(κ, λ− |k|δ)× cUk1n × cUk2n × · · · .
(2) Suppose ` = 1. The same is true if we replace C2 \ {0}/(Z/`Z) by C2 and we only allow
κ = λ− |k|δ.
Here cUkn denotes the centered Uhlenbeck space for rank n, instanton charge k. In other words,
it is the factor of the quiver variety M0(k, n) associated with the Jordan quiver with dimension
vectors (k, n) such that M0(k, n) =
cUkn × A2.
Proof. The proof goes as in Theorem 7.13, but we cannot use nilpotent orbits, so we will use
quiver varieties instead.
We start with a bow diagram with the balanced condition, and apply Hanany-Witten transition
to arrive at (7.23). Let us consider the stratification (4.3) for (7.23). Since ν = 0, vα is a coordinate
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vector of the affine Dynkin diagram of type A`−1. For segments between h1 and h2, . . . , h`−1 and
h`, M
s(vα) is just given by one dimension vector space on the segment and 0 elsewhere (and hence
linear maps are all 0). However we have × between h` and h1, hence the corresponding Ms(vα)
is given by the data for C on all segments between h1 and h` through x1, x2, . . . , x0. Therefore
the remaining vector v′ has the following form:
×
x1
µ1
×
x2
µ2

h1
tκ1
×
x3
µ3

h2
tκ2
· · ·
· · ·
×
xn−2
µn−2

h`−1
tκ`−1
×
xn−1
µn−1

h`
tκ`
×
x0
µn
v′0v
′
0 +
∑
i iwi
The point is that Nxi remains µi (µn for Nx0). Vector spaces on segments ×
h1 x1
and
×
x0 h`
decrease their dimensions in the same amount, hence they are v′0 and v
′
0 +
∑
iwi.
There is a constraint |tκ| := ∑ tκσ = |µ|. In fact, starting from v′0, calculate dimensions of vector
spaces going the lower and upper halves. Two answers must match at v′0 +
∑
iwi.
Claim. [tκ1, . . . ,
tκ`] is a generalized Young diagram with the level n constraint.
We consider the upper half as a quiver variety as in the proof of Theorem 7.13. By the necessary
condition for Mreg0 6= ∅ in [Nak94b, Lem. 8.1], [Nak98, Lem. 4.7], we have tκ1 ≥ tκ2 ≥ · · · ≥ tκ`.
Next we move h` to the left of h1 by Hanany-Witten transitions going the lower half. Then
tκ` is
changed to tκ`+n, as N(h`, h1) must be preserved. Then the necessary condition says
tκ`+n ≥ tκ1,
which is nothing but the level n constraint. The claim is proved.
Hence we have N(hσ, hσ+1), N(h`, h1) ≥ 0, thus corresponding to a unique balanced bow
diagram by Proposition 7.20. Thus we have a pair (κ, µ) of gl(n)aff -weights such that κ is dominant
and κ ≥ µ. Note that µ does not change even as a gl(n)aff -weight thanks to our convention
〈d, µ〉 = 0. The associated generalized Young diagram [κ1, . . . , κn] with the level ` constraint is
given by the transpose of the above vector [tκ1, . . . ,
tκ`]. We have |κ| = |tκ| = |µ|. We also have
〈d, κ〉 = v′0.
Since entries of v − |k|(1, 1, . . . , 1)− v′ in (4.3) are nonnegative, we have
v′0 ≤ v0 − |k|, v′0 + tκ` ≤ v0 − |k|+ tλ`, . . . , v′0 + tκ1 + · · ·+ tκ` ≤ v0 − |k|+ tλ1 + · · ·+ tλ`.
This is equivalent to κ ≤ λ− |k|δ.
Let us study the nonemptyness of Ms(µ, κ). The argument is almost the same as for finite
type, but we need to consider an extra factor Sk(C2 \ {0}/(Z/`Z)) or Sk(C2). It has dimension
2l(k). On the other hand, if we remove |k|δ from κ, the dimension of Ms(µ, κ) drops by 2|k|n.
Therefore the extra factor is smaller dimensional if n 6= 1, and the same argument as the finite
case works.
Next suppose n = 1. The balanced condition implies the cobalanced one in this case. Therefore
M(µ, κ) is a quiver variety of affine type A`−1 with level 1. By [Nak99, Prop. 2.10], we have
a = b = 0 automatically, hence Ms(µ, κ) = ∅ unless µ = κ. (One can also use the criterion in
[CB01].)
Finally the description of the transversal slice follows from Proposition 4.4.
Remark 7.27. The same argument shows that arbitrary bow variety not necessarily satisfying the
balanced condition has a stratification of the same form. In fact, we move to (7.23) in the beginning
of the proof, which is possible without assuming λ is dominant. In the remaining argument, we
consider κ instead of λ, and the dominance of λ is not used. In particular, any bow variety is
homeomorphic to one with the balanced condition.
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7.8 Torus fixed points
Let us consider the fixed point set of the (C×)n-action introduced in §6.9.2. We do not consider
its scheme theoretic structure, and are interested only in the underlying topological space.
For study of quiver varieties, it is useful to analyze torus fixed points. See e.g., [Nak94a].
However situation for bow varieties is different as the following analysis indicates.
Let us start with an example.
Example 7.28. Consider the bow variety of type A1 with dimension vectors (v1,w1) with w1 = 1:
V1 = Cv1
B1

C
// V2 = Cv1
B2
Doo
b
!!
C
a
==
C
The C×-action is given by b 7→ tb and other maps are preserved. There is no possibility of
the second summand in Lemma 4.1, hence M = Ms. Then a C×-fixed point has a representa-
tive (B1, B2, a, b, C,D) such that there are 1-parameter subgroups ρ1 : C× → GL(V1), ρ2 : C× →
GL(V2) such that
(B1, B2, a, tb, C,D) = (ρ1(t)B1ρ1(t)
−1, ρ2(t)B2ρ2(t)−1, ρ1(t)a, bρ2(t)−1, ρ2(t)Cρ1(t)−1, ρ1(t)Dρ2(t)−1).
We decompose V1 =
⊕
V1(m), V2 =
⊕
V2(m) into weight spaces. Then Im a ⊂ V1(0), B1(V1(m)) ⊂
V1(m). By (S2) we must have V1 = V1(0). Similarly V2 = V2(−1). Then we must have C = 0 = D,
hence B1 = DC = 0, B2 = CD = 0. Therefore (S1) and (S2) imply v1 = 1. In other words,MC×
is a single point if v1 = 1, and is empty if v1 > 1.
This is compatible with Hikita conjecture [Hik17] (see also [Nak16, §1(viii)]): the cohomology
ring of Higgs branch with generic moment map level is isomorphic to the coordinate ring of the
torus fixed point subscheme. In this example, Higgs branch is a quiver variety of type A1 with
dimension vectors (v1,w1 = 1). It is a single point if v1 = 1, and is empty if v1 > 1.
Note that the coordinate ring of the empty set is the 0-dimensional vector space. And the
cohomology ring of the empty set is also the 0-dimensional vector space.
On the other hand, it is not clear how to formulate Hikita conjecture when Higgs and Coulomb
branches are swapped: Suppose v1 > 1. SinceM =Ms, it cannot be changed by the perturbation
of the stability condition. (Any symplectic resolution must be M itself.) Since the Euler number
of M is 0, the cohomology group of M is nontrivial at least in two degrees, the degree 0 and an
odd degree. In the usual formulation, we implicitly assume there is no odd cohomology group, as
the coordinate ring side is always commutative, not super commutative. Also, a naive definition of
the corresponding Higgs branch is just the categorical quotient M0(v,w), which is a single point
{0} in the reduced structure.
Let us consider the case w = 0. Let us denote (C×)n by T hereafter.
Proposition 7.29. The fixed point set M(v, 0)T is empty unless v = 0.
Proof. Consider the stratification in Proposition 6.5(3). Let us first consider the factor Sk(C×C×).
The action of (t0, . . . , tn−1) is trivial on the factor. The extra C× acts on Sk(C × C×) by the
multiplication on C× by its definition. Therefore we do not have fixed points in Sk(C×C×) unless
k = 0.
Next considerMreg(v, 0). Let us take a representative (Ai, Bi, ai, bi) (0 ≤ i ≤ n− 1) of a fixed
point. We have a (unique) homomorphism ρ : T →∏GL(Vi) such that
tδAn−1 = ρ0(t)An−1ρn−1(t)−1, Ai = ρi+1(t)Aiρi(t)−1(i 6= n− 1), Bi = ρi(t)Biρi(t)−1,
t−1i ai = ρi(t)ai, tδt0bn−1 = bn−1ρn−1(t)
−1, ti+1bi = biρi(t)−1(i 6= n− 1),
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where ρi(t) is the GL(Vi)-component of ρ.
We consider the weight space decomposition of Vi with respect to ρi. By the first equation,
An−1 and bn−1 increase weights for tδ by 1, and other maps preserve them. (We understand that
Wi has weight 0.) Therefore we can unwind the chainsaw quiver to a handsaw quiver as
An−2
// Vn−1(−1)
Bn−1
 An−1
//
bn−1

V0(0)
B0

A0 //
b1

V1(0)
B1

Vn−2(0)
Bn−2
 An−2
//
bn−2
  
Vn−1(0)
Bn−1
 An−1
// V0(1)
B0

W0
a0
CC
W1
a2
CC
Wn−1
an−1
>>
,
where the number in ( ) is the tδ-weight. For a triangle without W , we have BjAj−1 = Aj−1Bj−1.
Then the conditions (S1),(S2) imply that Aj−1 is an isomorphism. But Vj(m) = 0 if |m| is
sufficiently large. Therefore Vj(m) = 0 if m 6= 0 or j = n− 1, m = 0.
Next consider the action of (t0, . . . , tn−1). The representative is a direct sum of n summands,
(aj , bj−1) is zero except possibly for j = i (0 ≤ i ≤ n − 1). If aj = 0 = bj−1, we have Aj−1 is an
isomorphism as above. Then Vn−1(−1) = 0 = Vn−1(0) imply any Vi(0) also vanishes.
Next consider a general case.
Proposition 7.30. Suppose ν = 0. The fixed point setM(µ, λ)T is either a single point or empty.
Proof. We proveMs(µ, κ)T is a single point with a specific κ determined by µ, and is ∅ otherwise.
As in the proof of Proposition 7.29, we choose a representative of a fixed point and take a
homomorphism ρ : T →∏GL(Vζ). We unwind the bow diagram as above, and have a direct sum
decomposition into n summands, where (aj , bj−1) is zero except possibly for j = i (0 ≤ i ≤ n− 1)
as above. Since Aj−1 is an isomorphism if j 6= i, we can remove the corresponding segment
from the bow diagram so that the corresponding bow variety does not change. Therefore the ith
summand corresponds to
(7.31) ×
xi
µi

h0

h−1 · · ·
· · ·

h1

h2· · ·
· · ·
.
Note that Nxi = µi as Ai−1 is an isomorphism for other summands. Let us number  as above.
As in the proof of Theorem 7.26, we have N(hσ, hσ+1) ≥ 0 for any σ by the necessary condition
for Mreg0 6= ∅. On the other hand,
∑
N(hσ, hσ+1) = 1 by definition. Therefore N(hσ, hσ+1) = 1
for some σ0 and = 0 otherwise. Suppose σ0 > 0. Then N(hσ, hσ+1) = 0 for σ < σ0. Consider
vector spaces on segments which are right of xi. As Nhσ = 0 for sufficiently small σ, we have
Nhσ = 0 for σ ≤ 0. Thus vector spaces which are right of xi vanish. Since N(h0, h1) is also 0 by
assumption, we have Nh1 = 1. Moving to the left of xi, we get Nh1 = Nh2 = · · · = Nhσ0 = 1,
Nhσ0+1 = Nhσ0+2 = · · · = 0. Hence the vector space on the segment [hσ0 , hσ0−1] is 1-dimensional,
the next one on [hσ0−1, hσ0−2] is 2-dimensional, and so on. The vector space over [h1, xi] is σ0-
dimensional. In particular, σ0 = µi. The corresponding bow variety is isomorphic to N (λ)∩S(µ)
with λ = (σ0),
tµ = (1σ0) by the argument in §7.4. Then λ = µ, hence it is a single point.
Similarly σ0 < 0 implies −1 = Nh0 = Nh−1 = · · · = Nhσ0+1 , 0 = Nhσ0 = Nhσ0−1 = · · · . We
get σ0 = µi also in this case. The corresponding bow variety is again a single point. If σ0 = 0, all
vector spaces vanish, and µi = 0 = σ0.
Note that dimension of vector spaces are given by µi, hence κ is determined by µ.
According to Hikita conjecture mentioned above, we expect M(µ, λ)T 6= ∅ if and only if the
corresponding quiver variety M(µ, λ) is nonempty with generic moment map level. The latter is
equivalent that the weight space L(λ)µ is nonzero, where L(λ) is the integrable representation of
the highest weight λ.
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Proposition 7.32. Suppose ν is arbitrary. The fixed point set M(µ, λ)T is finite.
Proof. We argue as in Proposition 7.30. We have a direct sum decomposition of a representative
of a fixed point as in (7.31).
According to the sign of µi, we apply Hanany-Witten transitions |µi| times to move × to the
left or right. We claim that it is possible, i.e., the number of  to the left or right of xi is more
than or equal to |µi|. In fact, if this is not possible, the last step is
×
xi

hN

hN−1 · · ·
· · ·
,
when µi > 0. Since the dimension on the left segment to xi is 0, Nxi > 0 means the dimension on
the right segment is negative. This is a contradiction. The same is true if µi < 0.
Thus the cobalanced condition is met by Hanany-Witten transitions, hence the bow variety
containing the direct summand is isomorphic to a quiver variety of type A. Since the framed
vector space W has dimension 1, the quiver variety is a single point.
We have only finitely many ways to decompose dimension vectors, the fixed point set is finite.
Let us return to the case ν = 0 so thatM(µ, λ) is affine. We further assumeM(µ, λ)T 6= ∅, so
M(µ, λ)T is a single point by Proposition 7.30. Take a generic 1-parameter subgroup ρ : C× → T
such that M(µ, λ)ρ(C×) =M(µ, λ)T . We have a diagram
pt =M(µ, λ)T p←− A j−→M(µ, λ),
where A is the attracting set consisting of points x such that limt→0 ρ(t)x exists. The map p is
given by the limit, and j is the inclusion. We have Braden’s hyperbolic restriction functor p∗j! on
the T -equivariant derived category of constructible sheaves onM(µ, λ) [Bra03]. Let IC(M(µ, λ))
be the intersection cohomology complex associated with the trivial local system on M(µ, λ). We
consider p∗j!IC(M(µ, λ)). In [BFN16c, §3] the notion of hyperbolic semi-smallness is introduced,
which implies that p∗j!IC(M(µ, λ)) is a vector space (instead of complex of vector spaces).
Proposition 7.33. p∗j! is hyperbolic semi-small. Therefore p∗j!IC(M(µ, λ)) is a vector space.
Proof. Let us assume ` 6= 1 for notational simplicity.
Recall the stratificationM(µ, λ) = ⊔Ms(µ, κ)×Sk(C2 \ {0}/(Z/`Z)) in Theorem 7.26. Then
IC(M(µ, λ)) is a locally constant sheaf up to shifts on each stratum. The hyperbolic semi-smallness
in this case is
dimA ∩Xκ,k ≤ 1
2
dimXκ,k, Xκ,k :=Ms(µ, κ)× Sk(C2 \ {0}/(Z/`Z)),
and also the same estimate holds for the repelling set R = {x | limt→∞ ρ(t)x exists}.
On the factor Sk(C2 \ {0}/(Z/`Z)), the T -action is induced from t · (z1, z2) = (tz1, t−1z2) for
(z1, z2) ∈ C2. Therefore the attracting and repelling sets are z2 = 0 and z1 = 0 respectively. They
are half-dimensional in C2. Hence we may assume k = ∅.
We take a generic parameter νR so that pi : M(0,νR)(µ, κ) → M(µ, κ) is a resolution. Since
pi−1(A∩Ms(µ, κ)) (resp. pi−1(R∩Ms(µ, κ))) is contained in the attracting set A˜ (resp. repelling
set R˜) for M(0,νR)(µ, κ), it is enough to estimate the dimension of A˜ and R˜.
Since M(0,νR)(µ, κ) is smooth, we can use the Bialynicki-Birula decomposition. The tangent
space at a fixed point set decomposes into weight spaces with respect to ρ(C×) and the dimension
of A˜ (resp. R˜) is sum of dimensions of positive (resp. negative) weight spaces. Since T preserves
the symplectic form, positive and negative weight spaces are dual to each other. Therefore we
have dim A˜ = dim R˜ = 12 dimM(0,νR)(µ, κ).
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We have a base of p∗j!IC(M(µ, λ)) given by 12 dimM(µ, λ)-dimensional irreducible components
of A. (See [BFN16c, Th. 3.23].)
It is expected that the hyperbolic restriction functor and the pushforward by the semi-small
resolution are ‘dual’ in Higgs and Coulomb branches. Therefore
Conjecture 7.34. dim p∗j!IC(M(µ, λ)) = dimL(λ)µ.
If µ is dominant, M(µ, λ) is a quiver variety by Corollary 7.21. Then the attracting set
is the so-called tensor product variety. In particular, the number of irreducible components is
given by a tensor product multiplicity ([Nak09, §6]). The conjecture follows from the level-rank
duality. Recall that [Nak09] is motivated by the conjectural geometric Satake correspondence for
affine Kac-Moody groups [BF10]. The above conjecture is a refinement of the geometric Satake
correspondence, as µ is not necessarily dominant, or it could be even not a weight of L(λ), if we
understand dimL(λ)µ as 0. See also [BF13] for another (closely related but different) conjectural
geometric realization of L(λ)µ for arbitrary µ.
Recall also irreducible components of A for dominant µ are regarded as Mirkovic´-Vilonen (MV)
cycles for affine Kac-Moody groups of type A in [Nak09, §6]. We now remove the assumption that
µ is dominant, hence we get MV cycles for arbitrary weights. It is natural to expect
Conjecture 7.35. The union of sets of 12 dimM(µ, λ)-dimensional irreducible components of A
has a structure of a crystal, isomorphic to the crystal of the integrable highest weight representation
L(λ).
Appendix
A Symplectic structures under Hanany-Witten transition
In this section, we describe Hanany-Witten transition more explicitly in terms of matrices, and
show that symplectic structures are preserved under Hanany-Witten transition.
We consider four cases depending on the relation between m and n.
(i) m = n
(ii) m = n+ 1
(iii) m < n
(iv) m > n+ 1
Now, when m ≤ n, we have m′ ≥ l + 1, and we can see that the assertions (i) and (ii), and (iii)
and (iv) are equivalent respectively:
(m ≤ n) l 
m
×
n ∼= l × m
′

n
(m′ ≥ l + 1)
⇐⇒ (m′ ≥ l + 1)
n

m′ × l ∼=
n
×
m

l
(m ≤ n)
Thus it is enough to show the assertion (i) and (iii).
(i) Let us consider the symplectic reduction by GL(V2) of the first space in the proof of
Proposition 7.1. Recall that the triangle part M˜ is T ∗GL(V2) × Hom(C, V3) × Hom(V2,C) by
Proposition 3.2 as dimV2 = dimV3. Then the symplectic reduction is
Hom(V1, V3)×Hom(V3, V1)×Hom(V1,C)×Hom(C, V1)
by setting
C˜
def.
= AC, D˜
def.
= DA−1, a˜ = a, b˜ def.= bA−1.
The symplectic form is given by
tr(dC˜ ∧ dD˜) + tr(da˜ ∧ db˜).
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On the other hand, consider the second space in the proof of Proposition 7.1. Then [Anew anew ] : V1⊕
C→ V new2 is an isomorphism, and the symplectic reduction by GL(V new) is
Hom(V1 ⊕ C, V3)×Hom(V3, V1 ⊕ C)
by setting
C˜new
def.
= Cnew
[
Anew anew
]
, D˜new
def.
=
[
Anew anew
]−1
Dnew.
The symplectic form is given by
tr(dC˜new ∧ dD˜new).
Looking at definitions of Hanany-Witten transition, we find
C˜new =
[
C˜ a
]
, D˜new =
[
D˜
b˜
]
.
Therefore the symplectic forms are the same.
Data and Hanany-Witten transition are illustrated as follows:
l
C
// n
−CD
 id //
b

Doo n
−CD−ab

1
a
EE → l
−DC
 [ id0 ] //
bC

l + 1
−DnewCnew

Cnew
// n
Dnewoo
1
[ 01 ]
BB
(iii) Let us consider the second space in the proof of Proposition 7.1. By Proposition 3.2 the
symplectic reduction by GL(V new2 ) = GL(m
′) is isomorphic to{
(η, Cnew, Dnew) ∈ S(l,m′)×Hom(Cm′ ,Cn)×Hom(Cn,Cm′)
∣∣∣ η = DnewCnew} ,
where we write dimensions for the slice explicitly. The symplectic form is tr(dCnew ∧ dDnew).
Let us consider the first space in the proof of Proposition 7.1. It is the product of Hom(Cl,Cm)×
Hom(Cm,Cl) and GL(n) × S(m,n) by Proposition 3.2. The symplectic reduction by GL(m) is
described as{
(C,D, η′, u) ∈ Hom(Cl,Cm)×Hom(Cm,Cl)× S(m,n)×GL(n) ∣∣CD = h′} /GL(m),
where η′ has the block decompositon as
η′ =
[
h′ 0 g
f 0 e0
0 id e
]
.
The symplectic form is tr(dη′ ∧ duu−1 + η′duu−1 ∧ duu−1) + tr(dC ∧ dD). See
l
C
// m
−CD

−u−1
[
id
0
0
]
//
−f

Doo n
−u−1η′u

1
u−1
[
0
1
0
]
BB → l
−DC

−
[
id
0
0
]
//
−fC

m′
−η

Cnew
// n
Dnewoo
1
[
0
1
0
]
DD
The decomposition Cn = Cm⊕Cn−m−1⊕C in the Hurtubise normal form induces an isomor-
phism V new2
∼= Cl ⊕ Cn−m ⊕ C. Then we find
Cnew = u−1
[
C 0 g
0 id e+
]
, Dnew =
[
D 0
f 0
0 id
]
u,
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where e+ = [ e0e ].
Now
tr(dCnew ∧ dDnew)
= tr((−u−1duu−1
[
C 0 g
0 id e+
]
+ u−1
[
dC 0 dg
0 0 de+
]
) ∧ (
[
dD 0
df 0
0 0
]
u+
[
D 0
f 0
0 id
]
du))
= tr(
[
CdD 0 0
df 0 0
0 0 0
]
∧ duu−1 + η′duu−1 ∧ duu−1 +
[
dC∧dD 0 0
0 0 0
0 0 0
]
+
[ dCD 0 dg
0 0 de0
0 0 de
]
∧ duu−1)
= tr(dη′ ∧ duu−1 + η′duu−1 ∧ duu−1) + tr(dC ∧ dD).
Therefore the symplectic forms are the same.
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