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A. Hossain and K.S. Ray, An extension of QSIM with qualitative curvature 
The aim of this work is to extend the existing method of QSIM with qualitative curvature. We consider a 
new definition of the reasonable function by introducing the concept of the point of inflection. We generate 
the new tables for P-transitions and I-transitions and ultimately justify the need of the new definition of the 
reasonable function. We demonstrate that the new definition of the reasonable function produces qualitatively 
accurate curvature profile of the response which is absent in the existing QSIM. 
V. Lifschitz, On the logic of causal explanation (Research Note) 
The McCain-Turner semantics of causal rules is based on a fixpoint construction similar to the one found 
in the definition of default logic. In the special case when the heads of the rules are literals, it can be 
equivalently expressed by a translation from sets of rules into sets of propositional formulas. We define a 
translation from causal logic into classical logic that characterizes the semantics of arbitrary causal rules, 
without any restrictions on their syntactic form. This translation suggests a way to extend the McCain-Turner 
logic to nonpropositional causal theories. 
A.Y. Levy, Y. Iwasaki and R. Fikes, Automated model selection for simulation based 
on relevance reasoning 
Constructing an appropriate model is a crucial step in performing the reasoning required to successfully answer 
a query about the behavior of a physical situation. In the compositional modeling approach of Falkenhainer 
and Forbus ( 199 1) , a system is provided with a library of composable pieces of knowledge about the physical 
world called model fragments. The model construction problem involves selecting appropriate model fragments 
to describe the situation. Model construction can be considered either for static analysis of a single state or 
for simulation of dynamic behavior over a sequence of states. The latter is significantly more difficult than the 
former since one must select model fragments without knowing exactly what will happen in the future states. 
The model construction problem in general can advantageously be formulated as a problem of reasoning 
about relevance of knowledge that is available to the system using a general framework for reasoning about 
relevance described by Levy ( 1993) and Levy and Sagiv ( 1993). In this paper, we present a model formulation 
procedure based on that framework for selecting model fragments efficiently for the case of simulation. For 
such an algorithm to be useful, the generated model must be adequate for answering the given query and, at 
the same time, as simple as possible. We define formally the concepts of adequacy and simplicity and show 
that the algorithm in fact generates an adequate and simplest model, 
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E. Castillo, C. Solares and P Gomez, Tail uncertainty analysis in complex systems 
The paper presents an efficient computational method for estimating the tails of a target variable Z which 
is related to other set of bounded variables X = (Xl, , X,) by an increasing (decreasing) relation Z = 
/I( XI, , X,). To this aim, variables Xi, i = 1, , n are sequentially simulated in such a manner that 
Z = h(x,,...,xi-l,Xi,...,X,) is guaranteed to be in the tail of Z. The method is shown to be very 
useful to perform an uncertainty analysis of Bayesian networks, when very large confidence intervals for 
the marginal/conditional probabilities are required, as in reliability or risk analysis. The method is shown 
to behave best when all scores coincide and is illustrated with several examples, including two examples of 
application to real cases. A comparison with the fast probability integration method, the best known method 
to date for solving this problem, shows that it gives better approximations. 
R. Ben-Eliyahu-Zohary and L. Palopoli, Reasoning with minimal models: efficient 
algorithms and applications 
is of many it turns 
is formidable, In this we introduce 
in linear 
a significant subclass of we call 
We also of minimal is easier it 
of all we show of the be applied to 
allow on disjunctive to in 
E.B. Baum and W.D. Smith, A Bayesian approach to relevance in game playing 
A.L. Blum and P. Langley, Selection of relevant features and examples in machine 
learning 
S. Baluja and D. Pomerleau, Dynamic relevance: vision-based focus of attention 
using artificial neural networks 
