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Vorwort 
iii 
Vorwort 
Neue technologische Fortschritte im Bereich der Hardwareentwicklung ermöglichen durch 
steigende Rechenleistung innovative Mensch-Maschine Schnittstellen. Insbesondere die 
nicht-intrusive Mimikanalyse hat ein hohes Potential für viele Anwendungsbereiche, wie 
beispielsweise die Spracherkennung, Sondersteuerungen  oder die Medizintechnik. In den 
genannten Bereichen ist es wünschenswert, berührungslos die wesentlichen Merkmale des 
menschlichen Gesichtes (Kopfhaltung, Stellung der Augenbrauen, Blickrichtung und 
Mundbild) zu extrahieren und diese anschließend zu interpretieren.  
Für diese Aufgabe existieren bereits verschiedene Verfahren, die allerdings nur unter 
idealisierten Rahmenbedingungen gute Erkennungsleistungen aufweisen. Variierende 
Beleuchtungsverhältnisse und komplexe Bildhintergründe werden nicht berücksichtigt. 
Oftmals ist auch ein aufwendiges Training notwendig. Viele Ansätze benötigen zusätzliche 
Spezialhardware, wie beispielsweise Stereokameras oder Infrarotstrahler, um dadurch 
zusätzliche Informationen zu gewinnen. 
Gegenstand der vorliegenden Arbeit ist die Entwicklung eines videobasierten 
Erkennungssystems für die nicht-intrusive Mimikanalyse, wobei lediglich ein Notebook und 
eine Webcam eingesetzt werden. Gegenüber existierenden Systemen wird eine größere 
Unabhängigkeit bzgl. Umgebung und individuellen Eigenheiten des Benutzers erreicht. Dies 
kann insbesondere durch die Einführung adaptiver Verfahren in Kombination mit einem 
biomechanischen Gesichtsmodell gewährleistet werden. Die dabei eingesetzten Verfahren 
arbeiten in Echtzeit, so dass erstmalig auf Standardhardware Verarbeitungsgeschwindigkeiten 
von bis zu 40 Bilder/Sekunde erzielt werden.  
Das Konzept der vorliegenden Arbeit beruht auf sogenannten Active Appearance Models, die 
ein statistisches Wissen bzgl. Geometrie und Textur vereinen. Die Anpassungsleistung dieser 
Gesichtsgraphen korreliert stark mit dem zugrunde liegenden Trainingmaterial.  
In der vorliegenden Arbeit wird zur Erzeugung der Trainingsdaten erstmalig ein 
biomechanisches 3D-Kopfmodell eingesetzt, welches auf einer einzigen Frontalansicht des 
Benutzers basiert. Aus dem Modell lassen sich synthetisch unterschiedliche 
Beleuchtungsverhältnisse und Gesichtsausdrücke simulieren.  
Die Evaluierung des Gesamtsystems erfolgt im Kontext der videobasierten Erkennung von 
Gebärdensprache, da in dieser nicht-manuelle Merkmale eine tragende Rolle bzgl. der 
Informationsübermittlung spielen. Dabei ergeben sich vielversprechende Ergebnisse, die auch 
unter realen Umgebungen in Form einer Sondersteuerung für Rollstühle bestätigt werden. 
Die vorliegende Arbeit entstand im Rahmen meiner wissenschaftlichen Tätigkeit am 
Lehrstuhl für Technische Informatik der Rheinisch-Westfälischen Technischen Hochschule 
Aachen. Viele haben die Entstehung der Arbeit maßgeblich beeinflusst und mich in 
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ich für die Betreuung und Förderung der Arbeit. Darüber hinaus möchte ich mich für seine 
stete und freundliche Unterstützung während meiner gesamten Tätigkeit am Lehrstuhl 
bedanken, die darüber hinaus in einer eigenen Firmengründung fortbesteht. Ebenso gebührt 
mein Dank Herrn Prof. Dr.-Ing. L. Kobbelt für die Übernahme des Zweitgutachtens und die 
kritische Durchsicht der Arbeit. 
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Kapitel 1  
Einleitung 
Als Ende der 70er Jahre erste elektrische Rechenmaschinen in der menschlichen Gesellschaft 
dazu eingesetzt wurden, stupide Aufgaben in Verwaltung und Forschung zu übernehmen, 
waren die daraus folgenden Konsequenzen nicht ansatzweise abzusehen. Kaum eine andere 
technische Innovation hat derart rasante Fortschritte gemacht und einen vergleichbaren 
Einfluss auf die Entwicklung der Menschheit ausgeübt.  
Bei der Betrachtung der menschlichen Evolution und der des Computers ist jedoch auffällig, 
dass der Entwicklungsprozess praktisch exakt entgegengesetzt verläuft. Erste zu bewältigende 
Aufgaben der Menschheit waren die Ausbildung der Sinne, der Kommunikation und die 
Weitergabe von Erlerntem. Es folgten die autonome Eroberung, Abgrenzung und 
Kultivierung der Umwelt, die nur durch den Verbund mehrerer Individuen ermöglicht wurde. 
Weitere Evolutionsstufen stellen die Entdeckung der Schrift und die damit verbundenen 
Grundlagen jeglicher höher entwickelten Gesellschaftsform dar, wie beispielsweise die 
Fixierung von ethischen und rechtlichen Regeln. Hochkulturen der letzten 6000 Jahre 
zeichnen sich durch die Erfassung und Verwaltung der Gesellschaftsmitglieder und die 
Einführung von Sozialsystemen aus, sowie durch die Beschäftigung mit mathematischen 
Problemstellungen und deren Lösung, wie z.B. dem Schachspiel. Dies wird auch heute noch 
allgemein als Intelligenzleistung anerkannt. 
Im Gegensatz hierzu gehörten gerade die durch feste Regeln maschinell leicht beherrschbaren 
Probleme wie Akten- und Lohnbuchhaltungen sowie das Schachspiel zu den ersten Aufgaben 
der so genannten Rechenmaschinen. Um 1960 gab Alan M. Turing eine erste Definition für 
die Künstliche Intelligenz (KI) von Computern. Danach muss ein Experte entscheiden, ob 
eine bestimmte Leistung von einem Computer oder einem Menschen erbracht wird. Kann er 
dies nicht, so besitzt der Computer diese geistige Fähigkeit ebenso wie der Mensch. Als 
Nachweis wurde ein Dialogsystem (Eliza) entwickelt [We63], das auf Basis von 
Schlüsselwörtern und einem primitiven Regelwerk mit Menschen tatsächlich realistische 
„Gespräche“ führte. In der weiteren Entwicklung der KI wurden eingeschränkt autonom 
agierende und untereinander vernetzte Computer z.B. für die Weltraumforschung entwickelt. 
Die Grenzen der ersten Projekte auf dem Gebiet der KI ergaben, dass das Hauptproblem 
zukünftiger Systementwicklungen die computertechnische Darstellung des menschlichen 
Alltagswissens ist. Denn obwohl die Sensorik im Bereich von Optik, Akustik und Haptik dem 
Menschen inzwischen gleichgezogen hat, ahmt auch heute noch die Kombination der 
Eingangssignale nur unzureichend die nur wenig verstandene hoch-komplexe neuronale 
Vernetzung des Menschen nach, die die Grundlage jeglicher menschlicher Evolution bildet. 
Somit beschäftigt sich die KI heute mit ersten Problemstellungen der menschlichen Evolution. 
Ein derzeit besonders in den Blickpunkt der KI-Forschung gerückter Schwerpunkt ist die 
visuelle Wahrnehmung der Umwelt, die im Kontext von Robotik und Mensch-Maschine-
Schnittstellen von großer Relevanz ist. So eröffnet u.a. das Forschungsgebiet der 
videobasierten Mimikanalyse vielfältige, neuartige Anwendungsmöglichkeiten.  
Das menschliche Gesicht stellt seit jeher als primärer Kommunikationskanal Informationen 
zusätzlich zu Lautsprache und Gestik zur Verfügung, die für eine natürliche Kommunikation 
unabdingbar sind. So lassen sich mit Hilfe der Mimik Emotionen schneller, subtiler und 
effektiver als mit Worten ausdrücken. Das Gesichtsbild wird nicht nur aktiv vom 
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Sprechenden zur Unterstützung der Kommunikation eingesetzt, sondern auch unbewusst vom 
Gesprächspartner, indem ein direktes mimisches Feedback auf das Mitgeteilte gegeben wird. 
In der Medizin lassen sich Krankheiten am Gesicht „ablesen“ und Fortschritte im 
Therapieverlauf für Muskel- oder Nervenerkrankungen diagnostizieren. Lautlose Sprachen 
wie Gebärdensprachen nutzen die Mimik als zusätzlichen Kommunikationskanal, der über die 
emotionale Information weit hinausgehende Informationen zur Syntax und Semantik des 
Gesprächs beinhaltet. 
Die vorgestellten Anwendungsgebiete zeigen, dass inzwischen ein Bedarf an innovativen 
Konzepten und Lösungen für die videobasierte, nicht-intrusive Realisierung neuartiger 
Bedienkonzepte technischer Systeme und zur Verwirklichung intuitiver Mensch-Maschine-
Schnittstellen existiert. Die Lösung dieser Aufgabe ist Gegenstand der vorliegenden Arbeit. 
1.1 Motivation und Rahmenbedingungen  
Studien haben gezeigt, dass Neugeborene bereits wenige Minuten nach der Geburt vorrangig 
Gesichter fixieren und schon nach kurzer Zeit deren individuelle Unterschiede unabhängig 
von erschwerenden Rahmenbedingungen erfassen und selbst zur Kommunikation einsetzen.  
In Abbildung 1.1 wird ein Experiment dargestellt, welches die früh entwickelte Fähigkeit des 
Menschen nachweist, Gesichter zu lokalisieren und zu analysieren. 
Im Vergleich zum Menschen erweist sich diese Aufgabe für Computer als äußerst komplex 
und schwierig zu fassen. Es existieren bereits vielfältige Ansätze und Verfahren zur Analyse 
der menschlichen Mimik, die jedoch praktisch immer Speziallösungen für eng definierte 
Rahmenbedingungen darstellen. So werden meist nur Teilbereiche des Gesichtes untersucht 
wie z.B. die Betrachtung des Lidschlags zur Erkennung von Müdigkeit in der 
Automobilindustrie, die Analyse des Mundbildes zur Steigerung der Robustheit von 
Spracherkennern im Büroalltag oder die Untersuchung der Gesichtsgeometrie für 
Identifikationssysteme in Sicherheitsbereichen (vgl. Abschnitt 2.2). 
 
Abbildung 1.1: Experiment zur Fähigkeit von Neugeborenen, Gesichter zu lokalisieren und zu 
analysieren.  Schon wenige Minuten nach der Geburt werden gesichtsähnliche Muster                               
auf vorgehaltenen Kellen länger fixiert. Unterschiede der Mimik werden nach ca. 2                               
Monaten erfasst und nachgeahmt. 
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Die parallele Analyse mehrerer Mimikmerkmale über die Zeit findet derzeit lediglich auf dem 
Gebiet des sogenannten „Motion Capturing“ statt, dessen Ziel die realistische Animation von 
computergenerierten Figuren ist. Schauspieler werden dabei mit aufwendigen optischen 
Messsystemen versehen, mit deren Hilfe kleinste Bewegungen von Gestik und Mimik exakt 
abgetastet werden können, um diese auf virtuelle Charaktere zu übertragen.  
Solche Anordnungen sind auf fest vordefinierte Markierungen auf dem menschlichen Gesicht 
in Verbindung mit mehreren Spezialkameras angewiesen, um auch bei freier Bewegung des 
Probanden verwertbare Ergebnisse liefern zu können. Abbildung 1.2 zeigt eine Auswahl 
gängiger Hardwarelösungen zur Erfassung von Mimikmerkmalen. 
Neben speziellen Hardwareanforderungen schränken auch Besonderheiten der Umgebung und 
individuelle Charakteristika des Benutzers die Anwendbarkeit vorhandener Systeme stark ein. 
Wenn videobasierte Verfahren ohne Marker außerhalb von Laborbedingungen zum Einsatz 
kommen, erfordert dies spezielle Methoden zur Verbesserung des vorliegenden Bildmaterials; 
in kürzester Zeit können dann umweltbedingte Faktoren wie Hintergrund und 
Beleuchtungssituation stark variieren und so die Erkennung erschweren. Für praxisnahe 
Anwendungen wie beispielsweise die Steuerung eines Rollstuhls mittels Mimik oder die 
automatische Erkennung und Übersetzung von Gebärdensprache im Alltag müssen diese 
Faktoren unbedingt berücksichtigt werden, um eine robuste Erkennungsleistung garantieren 
zu können. Aber auch mittelfristige Veränderungen des Benutzer-Erscheinungsbildes wie das 
Tragen einer Brille oder Veränderungen an Bart und Frisur beeinflussen die Erkennungsraten 
erheblich. 
Eine weitere Herausforderung an technische Systeme ergibt sich durch den Wunsch nach 
Echtzeitfähigkeit. Diese muss zur Akzeptanz interaktiver Bedienkonzepte gewährleistet sein, 
um ein unmittelbares Feedback an den Benutzer zu ermöglichen. Umfangreiche 
Untersuchungen haben gezeigt, dass Verzögerungen bzgl. der Reaktionszeit eines Systems zu 
Verunsicherung und Fehlverhalten des Anwenders führen. Die Realisierung der geforderten 
minimalen Antwortzeiten darf jedoch für die meisten praxisrelevanten Anwendungen nicht 
auf Kosten der Portabilität umgesetzt werden, wie sie beispielsweise durch den Einsatz von 
Großrechenanlagen entstehen. 
Zusammenfassend lassen sich die durch die Rahmenbedingungen vorgegebenen Forderungen 
an ein ideales System zur Analyse der menschlichen Mimik in vier Kategorien einteilen: 
· Nicht-intrusive Abtastung der Gesichtsparameter 
· Umgebungsunabhängigkeit 
· Personenunabhängigkeit 
· Echtzeitfähigkeit 
Im folgenden Abschnitt wird die grundsätzliche Arbeitsweise eines Systems vorgestellt, das 
eben diese Merkmale besitzt. 
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Abbildung 1.2: Exemplarische Hardwarelösungen zur Abtastung von Mimikmerkmalen. Beim Motion 
Capturing werden Bewegungen erfasst und auf virtuelle Charaktere übertragen. Dazu 
werden mehrere Kameras eingesetzt, die die Position reflektierender Styroporkugeln 
analysieren(a und b) [We03]. Andere Ansätze verwenden eine Headcam (c) zur Erfassung 
von Markern auf dem Gesicht oder tasten über eine Mechanik die Gesichtsbewegungen 
ab (d). In der medizinischen Diagnostik werden Spezialkameras zur Analyse der 
Blickrichtung (e) oder Piezzo-Elemente zur Detektion von Spannungsverläufen der Haut 
eingesetzt (f). 
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1.2 Nicht-Intrusive Mimikanalyse 
Ein System zur videobasierten Mimikanalyse zeichnet sich dadurch aus, akquiriertes 
Bildmaterial zu analysieren und einer zuvor trainierten Kodierung zuzuordnen. Zur 
Verarbeitung liegt dem verwendeten Digitalrechner bei einem nicht-intrusiven Ansatz dazu – 
sofern keine Stereokamera verwendet wird – eine zweidimensionale Bildsequenz über einen 
linearen Zeitablauf als Eingangssignal vor. Diese durchläuft sequentiell eine 
Bildvorverarbeitung, eine darauf aufbauende Merkmalsextraktion und abschließend eine 
Klassifikation. Einen Überblick über die Architektur bietet Abbildung 1.3. Im Folgenden 
werden die drei Stufen und die von ihnen zu lösenden Aufgaben detaillierter beschrieben. 
 
Bildvorverarbeitung 
Die Bildvorverarbeitung dient als Vorstufe der Merkmalsextraktion dazu, das Gesicht und die 
in ihm relevanten Regionen zu detektieren. Die Gesichtsfindung entspricht dabei einem 
typischen Problem aus dem Gebiet der Mustererkennung. 
Um eine Verarbeitungsgeschwindigkeit gewährleisten zu können, wie sie für echtzeitfähige 
Systeme erforderlich ist, müssen high-level Methoden der Bildverarbeitung eingesetzt 
werden, um die zeitaufwendige Suche nur auf Teilbereichen des Bildes durchführen zu 
müssen. Durch weitere Verfahren erfolgt die Berechnung spezifischer Regionen wie Augen- 
und Mundbereich, in denen anschließend die genauere Merkmalsextraktion durchgeführt 
wird. 
Schwierigkeiten treten hierbei im Wesentlichen durch Bildrauschen in Form von 
Schattenbildung, Unschärfe und Überleuchtung auf. Aber auch äußerliche individuelle 
Unterschiede der Benutzer wie das Tragen von Brillen und Bärten sowie die Überdeckungen 
der Augenpartie durch Deckhaar können die korrekte Bestimmung der Merkmalsregionen 
erschweren.  
Wie unterschiedlich die Ansicht eines Benutzers innerhalb eines nur kurzen zeitlichen 
Verlaufs sein kann, zeigt Abbildung 1.4. Hier wurde die Mimik eines Rollstuhlbenutzers 
während der Fahrt abgetastet (weitere Details s. Anhang D). 
 
 
Abbildung 1.3: Architektur eines videobasierten Systems zur automatischen Mimikanalyse. In sich 
abgeschlossene Kernmodule bilden die Bildvorverarbeitung, die Merkmalsextraktion und 
die abschließende Klassifikation. 
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Merkmalsextraktion 
Aufgabe der Merkmalsextraktion ist die exakte Bestimmung der einzelnen Mimikmerkmale 
wie Iris- und Augenbrauenposition oder die Kontur des Mundbildes. Die zum Einsatz 
kommenden Verfahren müssen dabei jeweils den individuellen Eigenheiten der zu 
untersuchenden Merkmale angepasst sein. Die Weitergabe dieser Merkmale erfolgt in einer 
formalisierten Beschreibung, um sie vergleichbar machen zu können. 
Da es bei einer Projektion einer 3-dimensionalen Wirklichkeit auf einen 2-dimensionalen 
Bildraum immer zu einer verlustbehafteten Informationsreduktion kommt, ist es erforderlich, 
die Merkmale durch Einsatz von Vorwissen in Bezug zueinander zu setzen. So werden 
Geometrie und Textur in verschiedenen Gesichtsposen verzerrt und können nur durch Einsatz 
von spezifischen Modellen aufgelöst werden. 
 
Klassifikation 
In einer abschließenden Stufe der Mimikanalyse werden die extrahierten Einzelmerkmale 
klassifiziert, wobei vortrainiertes Wissen miteinfließt. So lassen sich separate 
Gesichtsmerkmale wie Blickrichtung, Lidschlag und Mundbild folgern. In einer zweiten 
Klassifikationsstufe können je nach Anwendungsszenarium weitere Schlussfolgerungen 
getroffen werden, wie beispielsweise die Zuordnung zu einer Emotion oder Gebärde. 
Problematisch bei der Klassifikation der zuvor bestimmten Merkmale ist die Bewertung der 
individuell unterschiedlichen Ausführungen von Gesichtsausdrücken und –bewegungen. So 
lassen sich Augenbrauenpositionen und Mundbilder sowie weitere Mimikmerkmale nur 
objektiv bewerten, wenn sie zu einer kalibrierten, emotionslosen Normalansicht in Bezug 
gesetzt werden können. 
Der Vergleich von Ergebnissen zu anderen Forschungsgruppen ist generell schwierig, da 
derzeit weltweit noch kein standardisiertes Datenmaterial und Kriterien zur Güte von 
Erkennungsraten verfügbar sind. 
 
Abbildung 1.4: links: Ansicht eines Rollstuhls, der mit einem System zur Mimikanalyse ausgestattet ist. 
rechts: Unterschiedliche Ansichten der Onboard-Kamera während einer Fahrt durch 
einen Flur. Deutlich sind Störungen durch Schattenbildung, Überleuchtung und  
Bewegungsunschärfe zu erkennen. 
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1.3 Zielsetzung und Gliederung 
Ziel der vorliegenden Arbeit ist die Entwicklung eines videobasierten Erkennungssystems für 
die nicht-intrusive Mimik-Analyse. Gegenüber existierenden Systemen wird eine größere 
Unabhängigkeit bzgl. Umgebung und individuellen Eigenheiten des Benutzers angestrebt. 
Dies soll insbesondere durch die Einführung adaptiver Verfahren in Kombination mit einem 
biomechanischen Gesichtsmodell gewährleistet werden. 
Als Testmaterial werden speziell für die Aufgabenstellung geeignete Datenbanken mit 
entsprechenden Videosequenzen konzipiert und umgesetzt, die sich sowohl zu 
Trainingszwecken als auch zur Evaluierung verwenden lassen.  
Abschließend erfolgt eine detaillierte Untersuchung zweier Anwendungsszenarien: Zum einen 
wird der positive Beitrag mimischer Parameter in Systemen zur automatischen 
Gebärdenspracherkennung analysiert, zum anderen wird als Nachweis zur Funktionalität auch 
gegenüber variierenden Umgebungssituationen eine innovative Steuerung für motorisch stark 
eingeschränkte Personen auf Basis der Mimikanalyse vorgestellt. 
 
Hauptziele dieser Arbeit sind im Einzelnen: 
· Entwicklung eines videobasierten Gesichtsfindungs und –verfolgungssystems als 
Grundlage für die nicht-intrusive Mimikanalyse. 
· Entwicklung eines Systems zur videobasierten Analyse von Mimikmerkmalen auf 
Basis eines standardisierten Kodierungssystems. 
· Einführung eines biomechanischen 3D-Kopfmodells zur synthetischen 
Modellgenerierung und zur Validierung von gefundenen Gesichtsmerkmalen. 
· Anfertigung einer umfangreichen Datenbasis und experimentelle Bewertung der 
Analyseleistung. 
· Untersuchungen von Relevanz und Güte des vorgestellten Ansatzes im Kontext der 
videobasierten Gebärdenspracherkennung. 
· Nachweis der Unabhängigkeit gegenüber Umgebungseinflüssen durch die 
Implementierung und Evaluierung einer praxistauglichen Mensch-Maschine-
Schnittstelle auf Basis eines mimikgesteuerten Ansatzes für einen Rollstuhl. 
· Berücksichtigung und Behandlung von Problemen beim mobilen Einsatz mit 
verschiedenen Benutzern und in wechselnden Umgebungen. 
 
Die Arbeit ist wie folgt gegliedert: 
Das Kapitel 2 bietet eine allgemeine Einführung in die Thematik der nicht-intrusiven 
Mimikanalyse sowie in die auftretenden Schwierigkeiten und einen Einblick in den Stand der 
Technik. Abschließend wird in diesem Abschnitt der dieser Arbeit zugrunde liegende 
Lösungsansatz vorgestellt.  
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Kapitel 3 geht auf die Bildaufbereitung und auf Verfahren zur Lokalisation des menschlichen 
Gesichtes in Videosequenzen ein.  
In Kapitel 4 wird ein neuartiges Verfahren zur Gesichtsmodellierung vorgestellt und die 
Extraktion der Mimik-relevanten Merkmale detailliert beschrieben.  
Es folgt in Kapitel 5 die Vorstellung von Verfahren zur Analyse der gewonnenen Merkmale; 
qualitative Ergebnisse der einzelnen Module und deren Diskussion schließen das Kapitel ab. 
Kapitel 6 stellt als Anwendung des entwickelten Systems die videobasierte Erkennung von 
Gebärdensprache vor. Im Verlauf dieses Kapitels wird ein System präsentiert, welches 
Merkmale von Mimik und Gestik fusioniert und vielversprechende Ergebnisse in der 
abschließenden Evaluierung liefert. (Um die Unabhängigkeit der vorgestellten Verfahren 
gegenüber Umgebungseinflüssen nachzuweisen, wird ergänzend in Anhang D eine 
praxistaugliche Mensch-Maschine-Schnittstelle auf Basis eines mimikgesteuerten Ansatzes 
für einen Rollstuhl vorgestellt.) 
Den Abschluss dieser Arbeit bildet das Kapitel 7 mit einer Zusammenfassung und einem 
Ausblick. 
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Kapitel 2  
Videobasierte Mimikanalyse 
Dieses Kapitel stellt die Grundlagen der videobasierten Mimikanalyse vor. Dazu wird in 
Abschnitt 2.1 zunächst auf die Mimik als Kommunikationskanal eingegangen. Dies umfasst 
die psychologischen und die physiologischen Grundlagen, welche später in der Erstellung 
eines biomechanischen Modells Anwendung finden (Abschnitt 4.2). Nach einem kurzen 
Überblick über die Geschichte der Mimikforschung endet der Abschnitt mit einer 
Klassifizierung mimischer Ausdrucksmittel. 
Der Abschnitt 2.2 präsentiert Anwendungsgebiete der videobasierten Mimikanalyse, die sich 
derzeit größtenteils noch im Entwicklungsstadium befinden. 
In Abschnitt 2.3 werden Leistungsfähigkeit und Schwierigkeiten bestehender Systeme zur 
Mimikerkennung sowie Lösungsansätze aus der Literatur vorgestellt und diskutiert.  
Es folgt die Beschreibung des in dieser Arbeit entwickelten Konzeptes zur nicht-intrusiven 
Mimikanalyse und der sich daraus ergebenden Anforderungen an die Versuchsbedingungen 
und an das verwendete Datenmaterial in Abschnitt 2.4. 
Das Kapitel endet mit Abschnitt 2.5, welcher die Versuchsbedingungen definiert und die 
Datenbanken vorstellt, die im Laufe der System-Entwicklung für Training und Evaluierung 
verwendet wurden. 
2.1 Mimik als Kommunikationskanal 
Paul Watzlawick stellte 1967 in seinem Buch „Menschliche Kommunikation“ in einem 
Abschnitt  über „Pragmatische Axiome und deren Definitionsversuch“ erstmalig die These 
auf, der Mensch könne nicht nicht kommunizieren [BJW67]. Dies bedeutet, dass jedes 
Verhalten als Reaktion auf etwas oder jemanden wiederum als Kommunikation zu werten ist, 
da jedes reaktive Verhalten Mitteilungscharakter besitzt. Dies besagt zugleich, dass dem 
Menschen neben der Verbalsprache weitere, nonverbale Kommunikationskanäle zur 
Verfügung stehen. Einen besonderen Informationsträger stellt das menschliche Gesicht dar, 
das durch Kopfhaltung und Gesichtsausdruck vielseitig zur Kommunikation eingesetzt wird. 
Im Folgenden wird zunächst auf psychologische und physiologische Aspekte eingegangen, 
die zur Entstehung von Mimik beitragen. Es folgt eine Historie der Mimikforschung vom 
Spätmittelalter bis zur Neuzeit. Als Resultat jüngerer Forschung wird abschließend ein 
weltweit anerkanntes System zur Klassifikation von mimischen Ausdrucksmitteln vorgestellt, 
das auch der vorliegenden Arbeit zu Grunde liegt. 
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2.1.1 Psychologische Grundlagen 
Bei Betrachtung der Bandbreite der wichtigsten Sinnesorgane (Tabelle 2.1) ist insbesondere 
die Informations-Aufnahmefähigkeit der Augen auffällig [Zi93]. Während eines Gespräches 
wird diese genutzt, um zusätzlich zur Sprache nonverbale Information aufzunehmen. 
 
Die Verarbeitung dieser Datenflut überfordert jedoch das menschliche Bewusstsein, so dass 
viele Informationen nur unbewusst oder teilbewusst wahrgenommen werden können. Die 
Verhaltensforschung unterscheidet deshalb zwischen verschiedenen Arten der nonverbalen 
Kommunikation, die im Folgenden speziell in Bezug auf die Mimik vorgestellt werden. 
 
Bewusste Kommunikation durch Mimik 
Als Teil der gesellschaftlichen Kommunikation ist der bewusste Einsatz von nonverbalen 
Informationen wie Gestik und Mimik Bestandteil jeder menschlichen Kultur, wobei in 
geographisch unterschiedlichen Gebieten ähnlich ausgeführte Verhalten z.T. jedoch 
vollkommen gegenteilige Bedeutung besitzen können, wie beispielsweise der direkte 
Augenkontakt oder ein Kopfnicken. Diese nonverbalen Ausdrucksformen sind im Gegensatz 
zu denen der teilbewussten Kommunikation erlernbar.  
 
Teilbewusste Kommunikation durch Mimik 
Teilbewusste nonverbale Kommunikation zeigt sich durch Veränderungen der Mimik, die 
zwar teilweise vom Akteur selbst wahrgenommen aber nicht bewusst zur Kommunikation 
eingesetzt werden. Zugrunde liegen diesen äußerlichen Signalen meist emotionale Ursachen 
wie z.B. Stress, Furcht, Angst und Scham. 
Dazu gehört z.B. auch das natürliche Lächeln, welches sich deutlich von einem bewusst 
künstlich aufgesetzten Lächeln unterscheidet (vgl. Abschnitt 2.2). Durch längeres Training ist 
es jedoch teilweise möglich, kurzfristig die unbewussten Bewegungen der Mimik 
nachzuahmen.  
 
 
Tabelle 2.1: Übersicht über die Informations-Aufnahmefähigkeit der menschlichen Sinnesorgane 
Sinnesorgan Bandbreite in Bit pro Sekunde 
Augen 10.000.000 
Haut 1.000.000 
Ohren 100.000 
Geruch 10.000 
Geschmack 1.000 
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Unbewusste Kommunikation durch Mimik 
Von unbewusster nonverbaler Kommunikation spricht man bei Merkmalen, die vom Akteur 
selbst nicht wahrgenommen und beeinflusst werden können, die jedoch von einem 
Kommunikationspartner oft unterbewusst registriert werden. Meist handelt es sich dabei um 
physiologisch bedingte Veränderungen, wie beispielsweise die Größe der Pupillen. 
Wissenschaftlich gesehen zählt die im späteren Verlauf der Arbeit vorgestellte 
Gebärdensprache im Gegensatz zur weit verbreiteten Meinung nicht zu den nonverbalen 
Kommunikationsformen, da durch Gestik und Mimik zeitlich und inhaltlich direkt auf die 
Kommunikation Einfluss genommen wird. Die Gebärdensprach-Linguistik unterteilt deshalb 
innerhalb von Gestik und Mimik nochmals zwischen verbalen und nonverbalen 
Ausdrucksformen, die zusammen den eigentlichen Gebärdensprach-Korpus ergeben. Weitere 
Informationen zur Syntax und Semantik der Gebärdensprache finden sich in Abschnitt 6.1. 
2.1.2 Physiologische Grundlagen 
Zur Analyse der menschlichen Mimik ist es notwendig, die anatomischen Gegebenheiten des 
Gesichtes näher zu betrachten. Aus ihnen ergeben sich direkte Anhaltspunkte für die 
Definition eines standardisierten Kodierungssystems mimischer Merkmale, auf welches in der 
vorliegenden Arbeit zurückgegriffen wird. Aber auch zur Erzeugung eines biomechanischen 
Modells, wie es in Abschnitt 4.2 eingeführt wird, ist die Integration von anatomischen 
Sachverhalten unabdingbar. Grundsätzlich kann die Mimik-relevante Anatomie in die drei 
Kategorien Wahrnehmung (Nerven), Verarbeitung (Großhirn) und Ausführung (Muskeln) 
eingeteilt werden, die im Folgenden vorgestellt werden. 
 
Verarbeitung menschlicher Gesichtswahrnehmung 
Der Verarbeitungsprozess des Menschen im Kontext der Gesichtswahrnehmung stellt das 
Maß dar, an dem sich ein System zur automatischen Mimikanalyse messen lassen muss. Es 
wird angenommen, dass der Mensch im Gehirn merkmalsbasierte und holistische1 
Betrachtungsweisen miteinander verbindet.  
Der merkmalsbasierte Ansatz unterteilt den komplexen Prozess der Gesichtswahrnehmung in 
kleinere Teilaufgaben. Dieser Bottom-Up Ansatz verbindet die Teilwahrnehmungen auf einer 
höheren Ebene in Gesichtsmerkmale, wie Auge, Nase und Mund. Als Nachweis für eine 
solche Betrachtungsweise wird angeführt, dass eine Person auch dann noch sicher erkannt 
werden kann, wenn die Gesichtsregion stark verdeckt oder nur teilweise sichtbar ist. Gesichter 
unbekannter Personen werden eher merkmalsbasiert verarbeitet [Sch01]. 
Beim holistischen Ansatz wird das Gesicht als ganzes betrachtet. Dabei werden einzelne 
Merkmale stets im Kontext der benachbarten betrachtet. Besonders für die Wiedererkennung 
von Gesichtern ist der holistische Ansatz äußerst wichtig. So wird vermutet, dass Gesichter 
von Bekannten, Freunden oder Familienmitgliedern eher holistisch wahrgenommen werden 
[Sch01]. 
Eine schematische Darstellung der Zusammenhänge bei der menschlichen Gesichtswahr-
nehmung ist in Abbildung 2.1 gegeben, die auf Ergebnissen der Kernspinn-Tomographie  
                                                 
1 ganzheitlich (griechisch holos = ganz) 
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beruht. Über die Verbindungen zwischen den einzelnen Modulen bestehen bisher keine 
genauen Kenntnisse [Ger97]. Andere Theorien gehen davon aus, dass nur die signifikanten, 
von der Norm abweichenden, Merkmale gespeichert werden [BaCl01]. 
 
Wahrnehmung 
Dem Stammhirn entspringen die zum peripheren Nervensystem zugehörigen 
Hirnnervenpaare, wobei jeweils ein Nerv für jede Körperseite zuständig ist. Die 12 
Hirnnerven haben motorische und/oder sensorische Aufgaben und werden mit römischen 
Ziffern bezeichnet. Kennzeichnung, Typ und Funktion der Hirnnerven sind in Tabelle 2.2 
aufgelistet und in Abbildung 2.2 dargestellt. 
Von den 12 Hirnnervenpaaren, die das Gehirn an seiner Basis verlassen, bilden die beiden für 
die Mimik relevantesten Gesichtsnerven das 7. Paar (Nervus facialis) für die linke und rechte 
Gesichtshälfte. Weitere Hirnnerven haben ebenfalls Einfluss auf den Gesichtsausdruck, so 
z.B. der Nervus oculomotorius und der Nervus trochlearis für die Augenstellung, der Nervus 
accessorius für die Kopfhaltung und der Nervus hypoglossus  für die Zungenbewegung. 
 
Abbildung 2.1: Schematische Darstellung über den Verarbeitungsprozess im Kontext menschlicher 
Gesichtswahrnehmung nach [Ger97]. 
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Abbildung 2.2: Darstellung und Zuordnung der zwölf Gesichtsnerven [Sa02] 
Tabelle 2.2: Überblick über Bezeichnung und Funktion der zwölf Gesichtsnervenpaare [Sa02] 
Nr. Bezeichnung Typ Funktion 
I Nervus olfactorius sensorisch Geruch, Geschmack 
II Nervus opticus sensorisch Gesichtssinn 
III Nervus oculomotorius motorisch Augen- und Augenlidbewegung; 
Anpassung an die Entfernung 
IV Nervus trochlearis motorisch oberer schräger Augenmuskel 
V Nervus trigeminus  sensorisch / motorisch sensorisch: Gesichtshaut 
motorisch: Kaumuskeln, Gaumen, Schlund 
VI Nervus abducens motorisch äußere gerade Augenmuskeln 
VII Nervus facialis sensorisch / motorisch sensorisch: vorderer Teil der Zunge 
motorisch: mimische Gesichtsmuskeln 
VIII Nervus vestibulocochlearis sensorisch sensorisch: hinterer Teil der Zunge, 
weicher Gaumen, Pharynx und Schlund 
motorisch: Schlund 
IX Nervus glossopharyngeus sensorisch / motorisch sensorisch: hinterer Teil der Zunge, 
weicher Gaumen, Pharynx und Schlund 
motorisch: Schlund 
X Nervus vagus sensorisch / motorisch sensorisch: Eingeweide 
motorisch: Kehlkopf, Rachen, Eingeweide 
XI Nervus accessorius motorisch Nacken (Kopfdreher) und Achsel; 
Ergänzung des Vagus 
XII Nervus hypoglossus motorisch Zunge 
2 Videobasierte Mimikanalyse 
14 
Ausführung 
26 Muskeln steuern den menschlichen Gesichtsausdruck. Diese Muskeln setzen an den 
Knochen des Gesichtskelettes und heften sich an die weichen Gewebe der Gesichtshaut wie 
etwa Augenlider, Nase, Wangen und Lippen. Alle Gesichtsmuskeln werden innoviert von  
Nervenabzweigungen aus den Hauptnervenbahnen, die dem Gehirnstamm entspringen und als 
rechter sowie linker Gesichtsnerv bezeichnet werden.  
 
Im Wesentlichen sind 11 der 26 Muskeln für die Mimik verantwortlich: 
· Der Augenbrauenheber (Frontalis), auch Stirnmuskel oder Kopfhaubenmuskel 
genannt, liegt in ganzer Breite auf der Stirn bis hin zum Haaransatz.  
· Der Augenbrauenrunzler (Korrugator supercilii) kann die gesichtsmittige Seite der 
Augenbrauen nach unten ziehen und sorgt so für das Stirnrunzeln.  
· Der Augenlidheber (Levator palpebrae) ist ein kurzer Muskel, der bei erstaunter 
Mimik eine Rolle spielt.  
· Der Augenringmuskel (Orbicularis oculi) umschließt jeweils ein Auge. Er sorgt für 
das Schließen der Augenlider und ist somit für das Blinzeln verantwortlich.  
· Der Oberlippenheber oder Kleine Jochbeinmuskel (Levator labii superioris) ist ein 
dreisträngiger Muskel der, ausgehend von Jochbogen/unterem Rand der 
Augenhöhle/Nase an der Oberlippe mündet. Mit ihm drücken wir Ekel aus.  
· Der Lachmuskel oder Große Jochbeinmuskel (Zygomaticus major) verbindet den 
Jochbogen mit dem Mundwinkel.  
· Die Lippendehnmuskeln sind erstens der Risorius, der sich vom Mundwinkel hinter 
die Kinnlade erstreckt, und zweitens der Halshautmuskel Platysma, ein flacher 
Muskel, der ausgehend vom Mundwinkelbereich sich stark verbreiternd über den Hals 
bis zum Brustansatz fortsetzt.  
· Der Mundringmuskel (Orbicularis oris) oder Lippenspannmuskel umschließt den 
Mund ringförmig. Er ist an keinem Knochen fixiert, sondern wird von anderen 
Muskeln gehalten. Daher ist er besonders beweglich.  
· Der Mundwinkelherabzieher (Depressor angulioris) verbindet die Unterlippe am 
Mundwinkel mit dem unteren Kieferrand.  
· Der Unterlippenherabzieher (Depressor labii inferiosis) kann die Unterlippe gerade 
herabziehen.  
· Der Schmollmuskel (Mentalis) setzt am Kinn an. Sieht die Haut auf dem Kinn 
runzelig aus, ist dieser Muskel aktiv.  
 
Auf Grund der Achsensymmetrie des Gesichts kommen praktisch alle der genannten Muskeln 
zweifach vor. Eine Darstellung der Gesichtsmuskulatur findet sich in Abbildung 2.3, einen 
Überblick über die einzelnen Muskeln findet sich in Tabelle 2.3.  
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Abbildung 2.3: Darstellung der Gesichtsmukulatur nach [Gr18] 
Tabelle 2.3: Überblick über die wesentlichen Gesichtsmuskeln nach [Gr18] 
Nr. Bezeichnung lat. Bezeichnung 
1 Augenbrauenhelfer Frontalis 
2 Augenbrauenrunzler Korrugator supercilii 
3 Augenlidheber Levator palpebrae 
4 Augenringmuskel Orbicularis oculi 
5 Oberlippenheber Levator labii superioris 
6 Lachmuskel Zygomaticus major 
7 Lippendehnmuskel Risorius 
8 Mundringmuskel Orbicularis oris 
9 Mundwinkelherabzieher Depressor angulioris 
10 Unterlippenherabzieher Depressor labii inferiosis 
11 Schmollmuskel Mentalis 
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2.1.3 Historie der Mimikforschung 
Die Erforschung von Gesichts-Anatomie und Mimik spielt in der Wissenschaft bereits seit 
Ende des 16. Jahrhunderts eine herausragende Rolle. So erscheinen erste Arbeiten um 1650 
zu den Ausdrucksmöglichkeiten des menschlichen Gesichtes von John Bulwer (1614-1684).  
Er postulierte erstmals eine „vorbabylonische Universalsprache“ des Menschen, die sich 
durch Gestik und Mimik auszeichnet [Bul44]. Diese findet einen illustren Platz im System der 
barocken Zeichenwelt, die sich durch eine Offenheit gegenüber den Naturwissenschaften 
auszeichnet. Bulwer versuchte sogar, Bildungsprogramme für Gehörlose (Dumbe Mans 
Academy) ins Leben zu rufen, scheiterte jedoch an der gesellschaftlichen Auffassung, dass 
die Gebärdensprache, trotz ihrer erstaunlichen Qualitäten im Vergleich zur Lautsprache, 
 
Abbildung 2.4: John Bulwer beschrieb erstmals eine menschliche Universalsprache in seinem 1648 
veröffentlichten Buch „The Deaf and Dumble Mans Friend“ 
 
Abbildung 2.5: Charles Bell erkannte die motorische und sensorische Funktion der Nerven und fertigte 
detaillierte Skizzen der menschlichen Anatomie an. 
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unvollkommen sei. Es bleibt letztlich bei der Didaktik des Fingeralphabets, also einer 
lautsprachorientierten Technik [Bul244]. Erst Ende des 19. Jahrhunderts werden weitere 
Grundlagen auf dem Gebiet der Mimikanalyse durch Charles Bell, Duchenne de Boulogne 
und Charles Darwin gelegt.  
Der schottische Chirurg Charles Bell (1774-1842) verfolgte die Nerven von den spezifischen 
Bereichen des Gehirns zu ihren Endorganen und beschrieb erstmals Nerven, die sensorische 
und Bewegungsfunktionen gleichermaßen leiten und den unterschiedlichen Verlauf 
sensorischer und motorischer Endfasern. So unterschied er den zum Gesicht führenden 
Schädelnerv V für sensorische Aufgaben und zur Steuerung des Kauens vom Gesichtsnerv 
VII, der den Gesichtsausdruck steuert [Bel02]. 
Der Mediziner Duchenne de Boulogne (1806-1875) veröffentlichte 1862 umfangreiche 
Ergebnisse zur Klassifikation der Gesichtsmuskeln, die im Kontext der Mimik aktiv werden. 
Er untersuchte dazu Epileptiker, Spastiker und Paraplegiker, indem er einzelne ihrer Muskeln 
mit Strom reizte. Ließ sich ein gelähmter Muskel elektrisch stimulieren, schloss Duchenne, 
müsse der Defekt in der fehlerhaften Innervation begründet sein, d.h. im Gehirn oder in der 
Verbindung dorthin. Durch die elektrische Stimulation des Gesichts versuchte er, möglichst 
echt aussehende Gefühlsregungen hervorzurufen, und benannte die Muskeln nach den 
Gefühlen, bei denen sie aktiviert wurden: den Muskel der Traurigkeit, des Schmerzes oder der 
Lüsternheit. Den Unterschied zwischen einem echten und einem falschen Lachen erklärte er 
im Verhalten des Orbicularis oculi, pars lateralis. Dabei handelt es sich um einen Muskel, 
der das Auge umfasst und nur bei einem natürlichen Lachen aktiviert wird, so dass sich 
dadurch die Augen schlitzförmig verengen („Er gehorcht nicht dem Willen, sein Fehlen 
entlarvt den falschen Freund.“) (vgl. Abschnitt 2.2). Duchenne verfolgte aber nicht nur 
wissenschaftliche, sondern auch ästhetische Ziele. So wollte er Einfluss auf die Kunst 
nehmen, indem er Regeln formulierte, die den Künstler „bei der wahren und vollständigen 
Darstellung der Bewegungen der Seele“ führten. Bei der Laokoongruppe, erschaffen durch 
die rhodischen Bildhauer Hagesandros, Athanodoros und Polydoros um 50 v.Chr., 
bemängelte er, seien die groben Gesichtszüge zwar getroffen, aber „Vieles im Stirnbereich“ 
sei biomechanisch nicht möglich. 
 
Abbildung 2.6: Duchenne de Boulogne dokumentierte 1860 Bewegungsmuster der menschlichen Mimik,  
 indem er einzelne Muskeln eines Probanden mittels Elektroden stimulierte. 
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Einer der bekanntesten Verhaltensforscher ist der Biologe Charles Darwin (1809-1882), der, 
durch das dem Menschen ähnliche Minenspiel seines Hundes motiviert, systematische 
Untersuchungen der Mimik in verschiedenen Kulturen durchführte, indem er hunderte von 
Fragebögen an Missionare und Forschungsreisende austeilte und nach deren Rückkehr 
analysierte.  
Die Auswertung führte ihn zum Schluss, dass Gefühle und deren Ausdrucksformen auf der 
ganzen Welt angeboren sind (so z.B. auch bei von Geburt an blinden Personen) und durch 
einheitliche Mimik ausgedrückt werden. Diese Ergebnisse wurden im Lauf der Zeit jedoch 
immer wieder angezweifelt. Während die Universalisten meinen, dass Emotionen und ihr 
mimischer Ausdruck angeboren sind, vertreten die Relativisten die Ansicht, dass der 
mimische Ausdruck das Produkt eines Lernprozesses innerhalb einer Kultur ist.  
Anfang der 60er Jahre veröffentlichte der Psychologe Paul Ekman neue Theorien, die die 
herkömmlichen Thesen nicht nur auf evolutionäre Gesichtspunkte beschränkt, sondern 
gleichzeitig den Einfluss sozialer Lernprozesse auf den Gesichtsausdruck miteinfließen 
lassen. Inzwischen wird, basierend auf den Thesen von Ekman, allgemein davon 
ausgegangen, dass sechs elementare Gefühle existieren, die durch eine universell 
verständliche Mimik ausgedrückt werden: Wut, Angst, Trauer, Freude, Ekel und 
Überraschung. Dem Menschen stehen hierzu bis zu 7000 unterschiedliche mimische 
Varianten zur Verfügung.  
Um Emotion und Mimik zunächst getrennt untersuchen zu können, definierte Ekman deshalb 
das Facial Action Coding System (FACS), eine Kodierung für das Auftreten kleinster, 
sichtbarer Bewegungen (Action Units) innerhalb des Gesichtes.  
In folgenden Abschnitt wird das Facial Action Coding System wegen seiner herausragenden 
Relevanz für die Mimikanalyse näher beschrieben.  
 
Abbildung 2.7: Charles Darwin erforschte Ähnlichkeiten des Verhaltens von Tieren und Menschen 
 und definierte erstmals angeborene Emotionen. 
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2.1.4 Das Facial Action Coding System 
In der Vergangenheit kam es immer wieder zu neuen Definitionen für mimische 
Ausdrucksmittel, so dass bis heute keine Übereinkunft existiert, wie sich Mimik messen lässt. 
So können zwar durch elektromyographische Messungen (EMG) kleinste Muskelbewegungen 
nachgewiesen werden, die im Gesicht nicht sichtbar sind; viele Mimikforscher erfassen 
jedoch in ihren Untersuchungen nicht die Aktivitäten selbst, sondern stattdessen die 
Information, die ein Beobachter dem Gesichtsausdruck entnehmen kann. Dies führt jedoch zu 
subjektiven Interpretationen und ganzheitlichen Eindrücken. Gegen dieses Vorangehensweise 
wandten sich Ekman und Friesen, indem sie ein Kodierungssystem entwickelten, dessen 
Anspruch es war, universal, objektiv und vollständig zu sein [EkFr76]. 
Basis dieses deskriptiven Facial Action Coding Systems (FACS) sind die anatomisch 
abgeleiteten minimalen Bewegungseinheiten, die mit menschlichem Augenmaß per 
Definition unterscheidbar sein müssen. Bei dem zu Grunde liegenden anatomischen Modell 
handelt es sich weitgehend um eine Modifikation des 1970 von dem Mediziner Hjörstjö  
eingeführten Modells [Hj70]. Dieser gab erstmalig nicht nur eine Auflistung aller 
Gesichtsmuskeln, die sich einzeln bewegen können, sondern auch eine Beschreibung davon, 
wie die Innervation jedes Muskels das Erscheinungsbild des Gesichtes verändert. Die 
kleinsten Messeinheiten innerhalb von FACS werden als Action Units (AUs) bezeichnet, die 
minimale Bewegungen im Gesicht beschreiben und nicht eine direkte Zuordnung zu 
beteiligten Muskelgruppen definieren. Diese Unterscheidung ist wichtig, da einzelne Muskeln 
verschiedene AUs hervorrufen können und anderseits andere AUs nur durch das 
Zusammenspiel mehrerer Muskelgruppen erzeugt werden können.  
Durch spezielles Training und elektrische Reizung einzelner Muskeln war es Ekman möglich, 
60 Primärbewegungen zu bestimmen, denen er teilweise zusätzlich noch Intensitätsstufen 
zuordnete. Eine Auflistung der Action Units und deren Erscheinungsbild findet sich in 
Tabelle 2.4. Die Universalität von FACS zeigt sich in der Möglichkeit, durch die 
Kombination der AUs sämtliche emotional bedingte Gesichtsausdrücke zu beschreiben.  
 
Abbildung 2.8: Paul Ekman setzte die Forschungen von Charles Darwin fort und entwickelte das  
Kodierungssystem FACS für minimal sichtbare Gesichtsbewegungen, sogenannte Action 
Units (AU), die exemplarisch rechts dargestellt sind [EkFr76]. 
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Tabelle 2.4: Übersicht über die Action Units nach FACS [EkFr76] 
AU Beschreibung Gesichtsmuskel Beispielbild AU Beschreibung Gesichtsmuskel Beispielbild 
1 Innere Augen-brauen werden 
angehoben 
Frontalis, pars medialis 26 Kiefer wird fallengelassen 
Masseter, entspannter 
Temporalis and internal 
Pterygoid 
2 Äußere Augen-brauen werden 
angehoben 
Frontalis, pars lateralis 27 Mund wird gestreckt Pterygoids, Digastric 
4 Augenbrauen 
werden gesenkt 
Corrugator supercilii, 
Depressor supercilii 
28 Lippen saugen 
aneinander Orbicularis oris 
5 Oberere Lider werden 
angehoben 
Levator 
palpebrae superioris 
41 Lid hängen 
herab 
Entspannung von Levator 
palpebrae superioris 
6 Wangen werden 
abgehoben 
Orbicularis oculi, pars 
orbitalis 
42 Augen sind 
schlitzförmig Orbicularis oculi 
7 Die Lider werden leicht 
angehoben 
Orbicularis oculi, pars 
palpebralis 
43 Augen sind 
geschlossen 
Relaxation of Levator 
palpebrae superioris; 
Orbicularis oculi, pars 
9 Die Nase wird 
gerümpft 
Levator labii 
superioris alaquae nasi 
44 Augen sind 
schlitzförmig 
Orbicularis oculi, pars 
palpebralis 
10 Oberer 
Lippenheber Levator labii superioris 
45 Zwinkern 
Relaxation of Levator 
palpebrae superioris; 
Orbicularis oculi, pars 
 
11 Die obere Lippenregion 
wird gehoben 
Levator anguli oris  
(Caninus) 
46 Blinzeln 
Relaxation of Levator 
palpebrae superioris; 
Orbicularis oculi, pars 
 
12 Die Mund-winkel werden 
gestreckt 
Zygomaticus major 51 Kopf ist nach links gedreht  
 
13 Die Wangen werden 
angespannt 
Zygomaticus minor 52 Kopf ist nach rechts gedreht  
 
14 Grübchen 
bilden sich Buccinator 
53 Kopf wird 
angehoben  
 
15 Mundwinkel 
werden gesenkt 
Depressor anguli 
oris (Triangularis) 
54 Kopf wird 
gesenkt  
 
16 Die unteren Lippen werden 
entspannt 
Depressor labii inferioris 55 Kopf wird nach links geneigt  
 
17 Kinn wird 
angehoben Mentalis 
56 Kopf wird nach 
rechts geneigt  
 
18 Ein Kussmund 
wird geformt 
Incisivii labii 
superioris und Incisivii 
labii inferioris 
57 Kopf wird nach 
vorne bewegt  
 
20 Lippen werden nach unten 
gezogen 
Risorius w/ platysma 58 Kopf wird nach hinten bewegt  
 
22 Die Lippen werden 
geöffnet 
Orbicularis oris 61 Augen schauen nach links  
23 Lippen werden aufeinander 
gepresst 
Orbicularis oris 62 Augen schauen nach rechts  
24 Lippen werden fest zusammen- 
gepresst 
Orbicularis oris 63 Augen schauen nach oben  
25 Die Lippen sind vonein-
ander getrennt 
Depressor labii inferioris 
oder Entspannung von 
Mentalis oder Orbicularis 
oris 
64 Augen schauen 
nach unten  
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Im weiteren Verlauf der Arbeit wird der Begriff des „mimischen Ausdrucksmittels“ mit dem 
Auftreten der einzelnen AUs gleichgesetzt. Die mimischen Ausdrucksmittel lassen sich in 
zwei Klassen unterteilen: 
Bei Intransienten Merkmalen handelt es sich um permanent sichtbare Merkmale, wie 
beispielsweise Mundbild, Augenlider und Augenbrauen. Der Vorteil dieser Kennzeichen liegt 
in der Möglichkeit diese permanent zu verfolgen und sie zur ständigen Validierung 
miteinzubeziehen.  
Transiente Merkmale umfassen die Ausdrucksformen, die nicht permanent sichtbar sind. Zu 
dieser Gruppe gehört die Blickrichtung, da sie beim Schließen der Lider nicht mehr 
auswertbar ist, und die Furchenbildung, wie sie z.B. beim Runzeln der Stirn entsteht. 
Ein Teilziel der vorliegenden Arbeit besteht in der Zuordnung der extrahierten Merkmale zu 
Action Units, wobei eine manuelle Auswahl anhand von Relevanz und Robustheit getroffen 
wurde. Die ausgewählten Merkmale und deren Gewinnung werden in Kapitel 4 beschrieben. 
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2.2  Anwendungsgebiete der videobasierten Mimikanalyse 
In diesem Abschnitt werden exemplarisch einige Anwendungen für den Einsatz der 
videobasierten Mimikanalyse vorgestellt. Dabei wird die Mimik entweder als zusätzlicher 
Informationsträger ausgenutzt, um Systeme robuster zu gestalten, oder als alleiniger 
Informationsträger. 
2.2.1 Lügendetektion 
Motiviert durch die Tatsache, dass sich Gefühle auf den gesamten Körper auswirken, gibt es 
verschiedene Ansätze, physiologische Signale zur Lügendetektion auszunutzen [LiSch00]. 
Neben den klassischen Merkmalen wie den Herzströmen (EKG), der Atemfrequenz und der 
Hautfeuchtigkeit lassen sich kleinste Gefühlsänderungen auch in der Mimik beobachten. 
Studien von Ekman haben ergeben, dass intuitiv ausgeführte Veränderungen des 
Gesichtsausdruckes, wie sie beispielsweise beim Lächeln entstehen, nur annähernd und nach 
aufwendigem Training imitiert werden können.  
Bei einem echten Lächeln, welches nach seinem Entdeckers die Bezeichnung „Duchenne-
Lächeln“ trägt,  werden die Zygomaticus-Muskeln, die von den Augen über die Wange bis zu 
den Mundwinkeln verlaufen, angespannt und erzeugen „mitlachende“ Augen. An einem 
aufgesetzten Lächeln werden hingegen nur die Risorius-Muskeln beteiligt, die zwar die 
Mundwinkel zur Seite aber nicht nach oben ziehen und die Augenpartien unbeeinflusst lassen. 
Des Weiteren tritt eine vorgetäuschte Mimik meist etwas asymmetrisch auf, da bewusste 
Bewegungen immer von beiden Gehirnhälften gesteuert werden. Da aber die beiden 
Gehirnhälften unterschiedlich stark ausgeprägt sind, kommt es durch die verschieden stark 
ausgesandten Signale zu asymmetrischen Erscheinungen. 
So lässt sich i.d.R. die Übereinstimmung von Sprache und Gesichtsausdruck zur Erkennung 
von bewusst falschen Aussagen auswerten. Geprägt durch Erziehung und Ausbildung sind 
Menschen jedoch nur teilweise in der Lage, die Gesichtsbewegungen objektiv zu erfassen und 
zu bewerten. Als Folge werden Systeme zur Analyse mimischer Merkmale für 
kriminaltechnische Anwendungen entwickelt [Ek85]. 
2.2.2 Spracherkennung 
Im Verlauf der letzten 30 Jahre diente innerhalb der computerunterstützten Spracherkennung 
allein das akustische Signal als Eingangssignal. Dieser klassische Ansatz wird zunehmend 
durch Einführung bildgebender Methoden unterstützt. Dies hat mehrere Gründe: Zum einen 
kann durch eine videobasierte Szenenanalyse die Zurdnungsproblematik aufgelöst werden, 
wie sie beispielsweise in Fahrzeugen oder bei Videokonferenzen auftritt, wenn neben dem 
Systembenutzer weitere Personen im Fokusbereich des Mikrofons kommunizieren. Des 
Weiteren zeigt sich in durch variierende Hintergrundgeräusche gestörten Umgebungen eine 
robustere Erkennungsrate durch das parallele Abtasten der Lippenbewegungen, die 
phonemspezifisch die Lautsprache begleiten [NeLiLi02]. In zahlreichen Arbeiten wird jedoch 
der lediglich unterstützende Charakter dieser Eingabemodalität dokumentiert, da das 
Mundbild innerhalb der gesprochenen Sprache sehr individuell ausfällt. Zu ähnlichen 
Ergebnissen kommt die vorliegende Arbeit (vgl. Kapitel 6) hinsichtlich des Einflusses der 
nicht-manuellen Parameter auf die videobasierte Gebärdenspracherkennung. 
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2.2.3 Gebärdenspracherkennung 
Gebärdensprachen stellen vollwertige lebendige Sprachen für die Kommunikation von und 
mit Gehörlosen dar. Die Vermittlung linguistischer Inhalte erfolgt dabei durch die 
Kombination von manuellen Parametern (Handform, Handstellung, Ausführungsstelle, 
Handbewegung)  und nicht-manuellen Parametern (Oberkörper, Kopf, Blickrichtung, 
Gesichtsausdruck, Mundbild). Leider werden Gebärdensprachen nur von wenigen Hörenden 
beherrscht. Daher kann die computergestützte Erkennung von Gebärdensprache in 
Anwendungen wie Übersetzungs- oder Lernsystemen als Hilfsmittel zur Integration von 
Gehörlosen in unsere vornehmlich aus Hörenden bestehende Gesellschaft eingesetzt werden.  
Wie bereits in Abschnitt 2.1 beschrieben, handelt es sich bei der Gebärdensprache nicht um 
nonverbale Kommunikation im eigentlichen Sinne, da durch die manuellen und nicht-
manuellen Parameter zeitlich und inhaltlich direkt auf die Kommunikation Einfluss 
genommen wird. Dabei steuern die mimischen Ausdrucksmöglichkeiten weitaus mehr als 
pantomimische, unterstützende Information zur Gestik bei. Durch sie lassen sich 
grammatikalische aber auch differenzierende Angaben kodieren und auflösen. Die 
Mimikanalyse ist somit unabdingbar für eine korrekte Interpretation und Übersetzung der 
Gebärdensprache.  
Im Rahmen der vorliegenden Arbeit wurde ein System zur videobasierten 
Gebärdenspracherkennung aufgebaut, welches erstmalig die Mimik des Benutzers analysiert 
und zur Übersetzung nutzt. Eine Beschreibung des Systems findet sich in Kapitel 6. 
2.2.4 Emotionsanalyse 
Seit Einführung des Computers bis zur Gegenwart bleiben im alltäglichen Dialog zwischen 
Mensch und Maschine emotionale Informationen unberücksichtigt. Erst allmählich beginnt 
sich ein Bewusstsein für die Unterstützung dieses wichtigen Kommunikationskanals zu 
entwickeln. Beispielsweise liegt eine Hauptproblematik in der Spracherkennung darin 
begründet, dass Benutzer nach einer Fehlerkennung des Systems deutlich ihre Sprechweise 
verändern, um besonders deutlich artikulierend besser verständlich zu sein. Da die 
Spracherkenner jedoch auf eine normale Aussprache trainiert sind, kommt es hierdurch 
unausweichlich zu weiteren Fehlerkennungen. Durch den Einsatz einer detaillierten 
Mimikanalyse lässt sich jedoch auf die emotionale Verfassung des Sprechers zurück 
schließen und das Dialogangebot einschränken, so dass beispielsweise  lediglich eine Ja/Nein 
Auswahl möglich ist, die dann robuster erkannt werden kann.  
2.2.5 Sondersteuerungen 
Für Menschen mit starken körperlichen Einschränkungen wie sie beispielsweise mit dem 
Krankheitsbild der Muskel-Dystrophie einhergehen oder für Paraplegiker verbleiben meist 
nur noch Bewegungen von Kopf und Mimik, um mit der Umwelt zu interagieren. Ein 
weitgehend selbstbestimmtes und autonomes Leben kann dann nur noch durch Einsatz 
technischer Hilfsmittel ermöglicht werden.  
Im Rahmen der vorliegenden Arbeit wurde ein Rollstuhl-Prototyp entwickelt, dessen Fahr- 
und Komfortfunktionen durch Ausführung vordefinierter Gesichtsausdrücke bzw. –stellungen 
angesteuert werden können. Dieser wurde im Rahmen der Fachmesse REHACare 2004, 
Düsseldorf der Öffentlichkeit präsentiert. Eine ausführlichere Beschreibung des Exponats 
findet sich in Anhang D. 
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2.2.6 Medizin-Technik 
Nach Schlaganfällen kommt es oftmals zu halbseitigen Lähmungserscheinungen, die sich 
besonders im Gesichtsbereich durch verminderte motorische Fähigkeiten äußert. Die 
videobasierte Mimikanalyse kann in solchen Fällen zur Diagnose aber auch zur Gewinnung 
von Erkenntnissen bzgl. eines Therapieverlaufes herangezogen werden. Kleinste 
Abweichungen der Gesichtsgeometrie in Hinsicht auf die natürliche Symmetrie lassen sich 
objektiv und einfach gewinnen und in Bezug auf das Krankheitsbild auswerten. 
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2.3 Stand der Technik videobasierter Mimikanalyse 
Bereits seit Anfang der 90er Jahre existieren vielfältige Lösungsansätze zur automatisierten 
Analyse und Interpretation menschlicher Gesichtsausdrücke. Die Verfahren verfolgen jedoch 
sehr unterschiedliche Zielsetzungen, so dass sie nur schwer miteinander zu vergleichen sind. 
So bestehen erhebliche Differenzen im Automatisierungsgrad, in der Berücksichtigung von 
Rahmenbedingungen, in der Robustheit gegenüber Störungen und in der Erkennungsleistung. 
Für eine objektive Bewertung der Systeme und eine Einordnung des vorliegenden Systems ist 
es erforderlich, diese Unterschiede herauszuarbeiten.  
In Abschnitt 2.3.1 wird zunächst eine Beschreibung von Verfahren zur videobasierten 
Mimikanalyse gegeben. Daran anschließend erfolgt in Abschnitt 2.3.2 ein Vergleich der 
System-Ansätze. Dies betrifft die Stufen der Gesichtsfindung, der Merkmalsextraktion und 
der Merkmalsklassifikation. Abschnitt 2.3.3 gibt abschließend einen Überblick über die 
wichtigsten Systemeigenschaften der Systeme und eine Einstufung der vorliegenden Arbeit. 
2.3.1 Verfahren zur videobasierten Mimikanalyse 
Samal und Iyengar geben 1992 erstmalig einen Überblick über Arbeiten aus dem Gebiet der 
videobasierten Mimikanalyse [SaIy92]. Die hier aufgeführten Verfahren sind fast 
ausnahmslos auf handsegmentierte Datenerfassung angewiesen und analysieren nur wenige 
Grundemotionen. Sie stellen jedoch die erste Evolutionsstufe der heutigen Systeme zur 
automatischen videobasierten Mimikerkennung dar. 
Anfang der 90er Jahre werden Systeme der zweiten Generation präsentiert. Keines der 
vorgestellten Systeme ist echtzeitfähig oder verfügt über eine automatische 
Gesichtslokalisierung. Erste Systeme bieten jedoch eine halbautomatische Mimikanalyse 
(nach manueller Initialisierung) und können bereits bis zu acht verschiedene 
Gesichtsausdrücke analysieren. Es handelt sich jedoch stets um speziell angepasste Verfahren, 
die kaum Toleranzen bzgl. Umgebung, Person und Störungen zulassen. Auch geben die 
Systeme die Ergebnisse nicht in Form von vergleichbaren Action Units nach dem Facial 
Action Coding System aus, sondern in subjektiv festgelegten „Emotionseinheiten“. Mangels 
Aktualität werden diese Systeme in diesem Abschnitt nicht vorgestellt; zum Vergleich finden 
sich aber in Abschnitt 2.3.3 die wesentlichen Systemeigenschaften. 
Im Folgenden werden die ab 1995 entwickelten Verfahren zur videobasierten Mimikanalyse 
vorgestellt. 
 
Black, Yacoob (1997) [BlYa97] 
Black und Yacoob verwenden lokale, parametrisierte Modelle von Bewegungsflüssen in 
Bildern, indem sie planare und affine Flussmodelle einsetzen. Die planaren Modelle 
repräsentieren ruckhafte Gesichtsbewegungen, wodurch innerhalb von Bildsequenzen eine 
Stabilisierung ermöglicht wird. Abbildung 2.9 zeigt die beiden verwendeten Modelle.  
Lokale Merkmalsbewegungen von Augen und Mund können anschließend durch die affinen 
Modelle untersucht werden. Dazu kommt ein coarse-to-fine Gradientenabstiegsverfahren zum 
Einsatz. Zur Initialisierung erfolgt eine manuelle Segmentierung von Gesichtsregion und 
einzelnen Merkmalen. Im weiteren Verarbeitungsprozess werden diese dann automatisch 
verfolgt.  
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Der Vergleich von Bewegungsparametern, wie beispielsweise der Translation oder Divergenz 
innerhalb eines lokalen Merkmalsbereichs (Lippenregion, Augenregion, etc.), mit empirisch 
festgelegten Schwellwerten bildet ein skalierungs- und rotationsunabhängiges Regelwerk. 
Eine Regel könnte beispielsweise lauten: Wenn die horizontale Bewegung der linken 
Augenregion durchschnittlich mehr als 10 Prozent der Augenbreite beträgt, dann ist Regel xy 
erfüllt.  
Die detektierten Bewegungen werden anschließend mit diesem Regelwerk validiert und sechs 
zuvor festgelegten Emotionen zugeordnet. Das Verfahren wurde mit 70 Bildsequenzen 
getestet, die 145 Gesichtsausdrücke von 40 Personen enthielten. Dabei wurde eine 
Erkennungsrate von 88% erzielt. 
 
Cohn, Zlochower, Lien (1998) [CoZlLi98] 
Die Gruppe um Cohn benutzen als Initialisierung 48 handsegmentierte charakteristische 
Punkte auf den Gesichtsmerkmalen. Im weiteren Verlauf werden diese durch einen Tracker 
verfolgt, der 13x13 Pixel große Regionen um diese Punkte anhand des optischen Flusses 
[LuKa81] analysiert.  
Als Klassifikationsmerkmale dienen die stärksten Verschiebungsvektoren der 48 Punkte zu 
ihrer Initialisierungsposition der emotionslosen Grundansicht. Gleichzeitig erfolgt eine 
manuelle Normalisierung der verschiedenen Punkte zueinander, um personenspezifische 
Unterschiede bzgl. der Gesichtsgeometrie auszugleichen. Die zu definierten Action Units 
zugehörigen Bewegungsmerkmale werden jeweils separat betrachtet und mittels 
Kovarianzmatrizen neun verschiedenen Bewegungsmustern zugeordnet. Die verwendeten 
Bilder entstanden unter konstanten idealen Lichtbedingungen, Brillen- und Bartträger wurden 
nicht berücksichtigt.  
Für Training und Evaluierung stand eine Datenbank mit 504 Bildsequenzen und 872 
Gesichtsausdrücken zur Verfügung. Für die obere Gesichtshälfte wurden die 
Gesichtsbewegungen zu 92% richtig erkannt, für die untere Gesichtshälfte lag die 
Erkennungsrate bei 83%. 
 
 
Abbildung 2.9: Darstellung des planaren und des affinen Modells zur Analyse von ruckhaften globalen 
und weichen lokalen Bewegungen in [BlYa97].  
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Edwards, Cootes, Tylor (1998) [EdCoTy98] 
Die Gruppe um Edwards verfolgt einen holistischen Ansatz unter Verwendung von Active 
Appearance Models (AAM) (vgl. Abschnitt 4.1.2). Dazu benutzen sie Gesichtsansichten, die 
sie mit 122 Punkten manuell markieren. In einem Trainingsschritt wird dann aus 88 Bildern 
durch eine Hauptachsentransformation (Principal Component Analysis/PCA) ein statistisches 
Modell mit Durchschnitts-Form und Deformationsvektor erstellt. Anschließend erfolgt eine 
multivariate Regressions-Analyse, um Ähnlichkeiten zu Geometrie und Textur zu berechnen 
und so die Trainingsdaten auf ein ungesehenes Eingabebild anzupassen.  
Der Algorithmus wurde auf 100 manuell segmentierten Bildern getestet, wobei sich eine 
Fehlerkennungsrate bzgl. der Graphanpassung von 19.2% ergab. Für die exakt positionierten 
Modelle wurden die angepassten Eigenvektoren sieben unterschiedlichen Gesichtsausdrücken 
mit einer Erkennungsrate von 75% richtig zugeordnet. 
 
Essa, Pentland (1997) [EsPe97] 
Zur Gesichtsfindung verwenden Essa und Pentland einen selbst entwickelten Eigen-Face 
Ansatz [PeMoSt94]. Die Grundlage dieses Verfahrens ist eine Sammlung von 128 
ausgewählten sog. "Basisgesichtern" (Eigen-Faces) die mittels der Hauptachsentransfor-
mation einen Vektorraum aufspannen (face-space). In einer Sequenz werden dann 
Bewegungsfelder (motion blobs) detektiert, deren in den Vektorraum projizierte Koeffizienten 
auf Ähnlichkeit mit dem Trainingsmaterial untersucht werden. 
Parallel wird der optische Fluss von Merkmalsregionen in zwei aufeinander folgenden 
Ansichten berechnet. Dies ist in Abbildung 2.10 dargestellt. Die Bestimmung der Bewegung 
erfolgt dabei auf Basis eines coarse-to-fine Kalman Filters in verschiedenen Auflösungen 
(multiscaled), der auch Vorhersagen für nachfolgende Bilder erlaubt. Dadurch lassen sich 
Störungen durch Bildrauschen weitgehend unterdrücken. Das Bewegungsschema von sechs 
Gesichtsausdrücken wird gespeichert und mittels des Euklidischen Abstands zu dem aktuell 
vorliegenden Muster zur Klassifikation ausgewertet.  
Mit 52 Sequenzen von Frontalansichten, ausgeführt von acht Personen, ergab sich eine 
Erkennungsrate von 98%. 
 
Abbildung 2.10: Die Bewegungsanalyse des Gesichtsausdruckes „Freude“ [EsPe97]. 
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Hong, Neven, v. d. Malsburg (1998) [HoNeMa98] 
Hong et al. verwenden zur Gesichtsfindung den PersonSpotter-Ansatz, der in [StElNe98] 
beschrieben wird. Dabei wird ein Filter über die Bildsequenz verwendet, der geometrische 
Veränderungen über die Zeit filtert (spatio-temporal filters). Durch Betrachtung der 
Bewegungs-Disparitäten verbunden mit einer Analyse von hautfarbähnlichen, konvexen 
Objekten können dabei Hand- und Gesichtsregionen bestimmt werden. Bei Gesichtsstillstand 
wird ein Gesichtstracker mit einem linearen Vorhersagefilter ähnlich einem Kalmanfilter 
eingesetzt, der sich auch gegenüber bewegten Hintergründen robust verhält. Seitenansichten 
des Gesichtes können jedoch nicht aufgelöst werden. 
Die Gesichtsregion dient der Initialisierung von sogenannter „General Face Knowledge“ 
(GFK) [Wi95], welche in weiten Teilen dem von Wiscott und v.d. Malsburg vorgestellten 
Elastic Bunch Graph (EBG) entspricht. Dabei handelt es sich um Gesichtsgraphen, für deren 
Knoten eine Schar von Gabor-Wavelet-Filterantworten gespeichert wird, sogenannte Jets. 
Diese bestehen aus fünf Frequenzen und acht Orientierungen, um rotations- und 
skalierungsunabhängig zu sein. In einer ersten Stufe zur groben Auffindung der 
Merkmalsregionen wird ein EBG mit 16 Knoten verwendet, der anschließend zur 
Initialisierung eines detaillierteren  EBGs mit 50 Knoten dient. Der größere EBG ist 
zusätzlich mit unterschiedlich gewichteten Knoten versehen, so dass Punkte an bzw. auf 
Gesichtsmerkmalen stärker in die Graphanpassung eingehen als Punkte von Randkonturen, 
Stirn oder Wangen.  
In Abbildung 2.11 sind die beiden verwendeten Gesichtsgraphen dargestellt. Die 
Merkmalsanalyse erfolgt durch Abgleich des berechneten Graphen mit sechs verschiedenen 
zuvor abgetasteten Gesichtsausdrücken. Es wird dabei angenommen, dass sich gleiche 
Mimiken unterschiedlicher Personen in geometrischer Hinsicht entsprechen. Bei Tests mit 25 
trainierten Benutzern wurde eine Erkennungsrate von 89% erreicht. Für sieben verschiedene 
Gesichtsausdrücke unbekannter Probanden lag sie bei 73%. Die Verarbeitungszeit des 
vorgestellten Systems liegt bei ca. 8 Sekunden. 
 
 
 
Abbildung 2.11: Dargestellt sind ein kleiner Gesichtsgraph (links) und ein Dichte-Graph (rechts), die die 
General Face Knowledge (GFK) nach [HoNeMa98] repräsentieren. 
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Huang, Huang (1997) [HuHu97] 
Zur Gesichtsfindung verwenden Huang und Huang einen äußerst rudimentären Ansatz, der 
ein Canny-gefiltertes Kantenbild als Eingabe verwendet. Symmetriebeziehungen der Kanten 
ergeben dabei eine Annäherung an die Gesichtsregion. Die Lokalisierung kann 
dementsprechend nur unter sehr eingeschränkten Rahmenbedingungen erfolgen. Die 
gefundene Region dient anschließend als Initialisierung von statistischen 
Punktverteilungsmodellen (Point Distribution Models/PDM) [CoTaCo95]. Die aus 90 
Punkten bestehenden PDMs wurden zuvor durch 90 Bilder von 15 Personen erzeugt, die 
sechs verschiedene Emotionen darstellten. Der Mund wird zur besseren Annäherung durch 
drei Parabelteilstücke nachgebildet, so dass es sich um einen hybriden Ansatz handelt, also 
einer Verbindung aus holistischem und analytischem Ansatz. Bei der eigentlichen Suche wird 
durch Verschieben und Skalieren des PDMs auf einem Gradientenbild versucht, die Kosten 
der Abweichungen zu den trainierten Deformationen zu minimieren. Die Anpassung der 
synthetischen Lippenkonturen erfolgt durch Suche nach starken Gradienten unter- und 
oberhalb des dunkelsten Punktes innerhalb der PDM-Mundregion. Dies funktioniert nur, 
wenn keine Zähne sichtbar sind. 
Zur Merkmalsanalyse werden zehn sogenannte Action Parameter (AP) berechnet, die sich als 
Abweichungen zu einer emotionslosen Normalansicht ergeben. Die zwei ersten 
Eigenvektoren der PDMs nähern dabei die APs zu 90 Prozent an. Durch einen Klassifikator, 
der versucht, lokale Distanzen zwischen Training und Realität zu minimieren (Minimum-
Distance-Classifier), werden die Verteilungen der ersten beiden Eigenvektoren zu sechs 
Clustern gruppiert. Um robust gegenüber Störungen zu sein, wie sie beispielsweise bei der 
Überlappung von Gesicht und Händen auftreten, werden die ersten drei Gewinner mit den 
kleinsten Distanzen ausgewertet um einen Gesamtsieger bestimmen zu können.  
Der Ansatz arbeitet personenabhängig mit 90 Bildern einer Testperson. Dabei wurde eine 
Erkennungsrate von 85 Prozent erzielt. Die einzelnen Verarbeitungsprozesse finden sich in 
Abbildung 2.12. 
 
 
 
Abbildung 2.12: Verarbeitungsprozess nach [HuHu97]: Dargestellt sind das ausgerichtete Trainingsset 
zur Generation von PDMs (links), ein an die Gesichtskonturen angepasstes PDM (mittig) 
und die verwendeten Action Parameter (rechts). 
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Kimura, Yachida (1997) [KiYa97] 
Kimura und Yachida verwenden ein Energiefeld zur Beschreibung des Gesichtes. Dieses wird 
zunächst normalisiert durch Verwendung von Augen- und Mundmittelpunkt, die durch das 
Verfahren von Wu et al. [WuYoPr96] extrahiert und verfolgt werden. Dabei kommt eine 
Integralprojektion zum Einsatz, die Farb- und Kanteninformation über die Gesichtsregion zu 
signifikanten Verteilungen aufsummiert. Als Energiefunktion dient eine Gauss-geglättete 
Gradientenrepräsentation, deren Abweichung zur emotionslosen Normalansicht die externen 
Kräfte berechnen lässt, die zur Verformung des Gesichtes führen. Die bestimmten Kräfte 
werden dabei einem elastischen Netz zugeordnet und mit zuvor trainierten Datensätzen 
abgeglichen. Eine Visualisierung des Energiefelds und dessen Gradientenrepräsentation findet 
sich in Abbildung 2.13. Die Zuordnung von Energiefunktion zu Gesichtsausdrücken wird von 
den Autoren qualitativ als „gut“ eingestuft. 
 
Kobayashi, Hara (1997) [KoHa97] 
Kobayashi and Hara verwenden einen analytischen Ansatz zur Gesichtsfindung. Sie benutzen 
eine monochromatische Kameraansicht um die durchschnittliche Helligkeitsverteilung  von 
10 Testpersonen zu ermitteln. Im Folgenden werden die Positionen der beiden Iriden durch 
eine Kreuzkorrelation bestimmt. Anhand dieser beiden Basispunkte werden die verbleibenden 
30 charakteristischen Gesichtspunkte (Facial Characteristic Points/FCP) durch feste 
Geometriebeziehungen bestimmt, wozu eine praktisch unveränderte Frontalansicht 
gewährleistet sein muss. Von 13 vertikalen Linien, auf denen die FCPs liegen, werden die 
Helligkeitsverteilungen berechnet und in ein zuvor trainiertes Neuronales Netzwerk zur 
Emotionsanalyse eingegeben. Eine Darstellung der FCPs ist in Abbildung 2.13 gegeben. Das 
System arbeitet in Echtzeit, kann jedoch nur vertikale Gesichtsveränderungen auflösen und ist 
äußerst störanfällig gegen horizontale Gesichtsbewegungen. Zur Klassifikation von sechs 
Basisemotionen wird ein aus 234x50x6 Neuronen bestehendes Back-Propagation Netzwerk 
eingesetzt, welches mit 90 Bildern von 15 Testpersonen trainiert wurde.  
Tests auf weiteren 90 Bildern anderer Benutzer ergaben Erkennungsraten von 85% bei einer 
Verarbeitungszeit von 66.7 ms zur Ermittlung des Gewinnerausdrucks von sechs definierten 
Ansichten. 
 
Abbildung 2.13: Darstellung des Energiefeldes und dessen Gradientenrepräsentation [KiYa97].  
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Lyons, Budynek, Akamatsu (1999) [LyBuAk99] 
Die Gruppe um Lyons verwendet einen Ansatz zur Mimikanalyse, der auf bereits 
segmentierten Gesichtsgraphen arbeitet. Auf Bildern mit einer Auflösung von 256x256 Pixeln 
werden dazu 34 charakteristische Punkte handsegmentiert. Zu jedem Punkt erfolgt die 
Berechnung von Gabor-Koeffizienten mit fünf Frequenzen und sechs Orientierungen, die sich 
jeweils zu einem sogenannten Labeled-Graph Vector (LG Vector) zusammenfassen lassen. 
Diese Vektoren werden mit einer Hauptachsentransformation transformiert und anschließend 
einer Linearen Diskriminanz Analyse (LDA) unterzogen, um Vektoren unterschiedlicher 
Gesichtsausdrücke unterschiedlichen Clustern zuzuordnen. Nach einer Trainingsphase ordnen 
sechs Klassifikatoren binär einen LG Vektor jeweils einer Emotion zu. Werden mehrere 
Emotionen gleichzeitig detektiert, so gewinnt der Klassifikator, dessen Centroid die kleinste 
Euklidische Distanz zum jeweiligen Clustermittelpunkt besitzt.  
Zur Untersuchung des Verfahrens verwendeten Lyons et al. 193 Bilder verschiedener 
Gesichtsausdrücke von neun Frauen. 90 Prozent des Datenmaterials wurde zum Training 
verwandt, 10 Prozent zur Evaluierung. Personenabhängig liegt die Erkennungsrate bei 92%, 
personenunabhängig bei 75%. Ein LG Vektor ist in Abbildung 2.15 abgebildet. 
 
Otsuka, Ohya (1998) [OtOh98] 
Otsuka und Ohya verwenden ein Links-Rechts Hidden Markov Model (HMM). Dabei handelt 
es sich um einen stochastischen endlichen Automaten, der lineare Zeitabläufe auf eine 
Zustandfolge abbildet. Sechs Modelle repräsentieren dabei sechs verschiedene 
Gesichtsausdrücke. Diese werden mit 15-dimensionalen Merkmalsvektoren entsprechender 
Sequenzen trainiert. 
Die Merkmalsvektoren ergeben sich aus dem Bewegungsmuster innerhalb lokaler Bereiche 
des rechten Auges und des Mundes durch Berechnung des Optischen Flusses (Optical-Flow) 
und entsprechen der räumlichen Veränderung innerhalb einer Sequenz. In Abbildung 2.16 
sind die Felder der Bewegungsvektoren für Auge und Mund durch ein deformiertes Gitternetz 
visualisiert. 
 
Abbildung 2.14: Die in [KoHa97] beschriebenen Facial Characteristic Points (FCP) auf den 13 vertikalen 
Linien. 
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Durch eine Fourier-Transformation werden während der Laufzeit diese ebenfalls zu einem 15-
dimensionalen Merkmalsvektor transformiert, der als Eingabe für die HMMs dient. Das 
verwendete HMM besteht aus fünf Zuständen, deren Übergangs- und Emissionswahrschein-
lichkeiten durch den Baum-Welch Algorithmus bestimmt wurden [LaRaBi93]. Das HMM 
wurde mit 120 Bildern von zwei Testpersonen trainiert und auf weiteren Sequenzen getestet. 
Die Erkennungsrate wird von den Autoren qualitativ mit „gut“ angegeben.  
 
Padgett C., Cottrell G.W (1996) [PaCo96] 
Padgett und Cottrell verwenden einen holistischen Ansatz, ohne eine automatische 
Merkmalsextraktion vorzunehmen. Sie benutzen eine von Ekman und Friesen 
zusammengestellte Bilddatenbank, die 97 Bilder von sechs Basisemotionen enthält. Die 
einzelnen Ansichten skalieren und überlagern sie so, dass die einzelnen Gesichtsmerkmale 
etwa deckungsgleich sind. Jedes Auge wird in zwei sich überlappende vertikale Regionen der 
Größe 32x32 Pixel aufgeteilt. Ebenso wird der Mund in drei überlappende horizontale 
Bereiche eingeteilt.  
 
Abbildung 2.15: Dargestellt ist der aus 34 charakteristischen Punkten bestehende Gesichtsgraph 
[LyBuAk99]. 
 
Abbildung 2.16: Die Bewegungsvektoren, die in [OtOh98] beschrieben werden, lassen sich durch 
deformierte Gitternetze visualisieren. 
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Anschließend wird eine Transformationsmatrix aus der Hauptachsentransformation von 
32x32 Pixel großen Blöcken über das gesamte Bild erstellt. Die sieben zuvor bestimmten 
Regionen werden auf Basis der 15 ersten Eigenvektoren der PCA als Eingabe für ein 
Neuronales Back-Propagation Netzwerk genutzt. 10 Knoten innerhalb des Hidden Layers 
aktivieren mit einer nicht-linearen Sigmoid-Funktion sieben Ausgangsneuronen 
(stellvertretend für die Basisemotionen). Die Evaluierung erfolgte als Leave-One-Out Test 
(Bis auf ein Bild werden alle zum Training verwendet, das verbleibende Bild dient der 
Evaluierung) mit 12 Testpersonen. Gemittelt über alle möglichen Konfigurationen ergab sich 
eine korrekte Zuweisungsrate von 86%. 
 
Pantic, Rothkrantz, (2000) [PaRo00] 
Pantic und Rothkrantz analysieren vertikale und horizontale Histogramme einer 
Frontalansicht, um die Gesichtskontur zu bestimmen. Dazu betrachten sie einen speziell 
angepassten HSV-Farbraum. Zur eigentlichen Merkmalssuche werden eine Frontalansicht 
und eine Seitenansicht verwendet. Eine Vorstellung des Dual-View Ansatzes vermittelt 
Abbildung 2.17. 
Die Frontalansicht beinhaltet 30 Merkmale, von denen 25 direkt mit 19 lokalen Punkten 
korrespondieren. Bei den verbleibenden fünf Merkmalen handelt es sich um die 
Formbeschreibungen von Mund und Kinn. Die Seitenansicht besteht aus 10 Punkten des 
Profils. Um die einzelnen Gesichtsmerkmale zu detektieren werden gängige Verfahren aus 
der Literatur zur Kantendetektion angewandt und mit anatomischem Hintergrundwissen 
abgeglichen. 
Zur Klassifikation erfolgt eine Bewertung der Abweichungen zu einem emotionslosen Profil. 
Bei der Evaluierung von 496 Dual-Views wurde eine Erkennungsrate für 31 unterschiedliche 
Action Units von 92% (AUs der oberen Gesichtshälfte) bzw. 86% (AUs der unteren 
Gesichtshälfte) erreicht.  
 
 
 
Abbildung 2.17: Geometrie des Dual-View Ansatzes von [PaRo00]. 
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Wang, Iwai, Yachida (1998) [WaIwYa98] 
Die Gruppe um Wang benutzt einen hybriden Ansatz zur Gesichtsrepräsentation. 19 Facial 
Feature Points (FFP) repräsentieren dabei die lokale Topologie und 12 weitere Facial 
Emotion Feature Points (FEFP) den Gesichtsausdruck. Eine Darstellung der FFPs wird in 
Abbildung 2.18 gegeben. Die FFPs werden zur Initialisierung als bekannt vorausgesetzt und 
anschließend durch ein Verfahren nach [BuLaMa89] verfolgt, welches ein memory-layer und 
ein input-layer vereint. Die eigentliche Graphsuche wird durch einen dynamischen Prozess 
implementiert, der durch simulated-annealing eine Kostenfunktion minimiert. Einige FFPs 
mit schwächeren Gewichten können dabei stärker deformiert werden, als beispielsweise die 
Mundregion. Die 12 FFEPs werden durch B-Splines teilweise untereinander verbunden und 
lassen so Messungen zwischen emotionslosem und ausdrucksbehafteten Gesicht zu. Der 
Trajektorien-Verlauf dieser FFEPs über die Zeit wurde genutzt, um 29 Bildsequenzen mit drei 
Emotionen von acht Personen zu evaluieren. Unter idealen Voraussetzungen ergab sich eine 
durchschnittliche Erkennungsrate von 95% bei einer Verarbeitungsgeschwindigkeit von 2.5 
s/Bild. 
 
Yoneyama, Iwano, Ohtake (1997) [YoIwOh97] 
Bei dem von Yoneyama, Iwano und Ohtake vorgestellten Ansatz handelt es sich um einen 
hybrides Verfahren. Zunächst werden zur Normalisierung diverse Merkmale automatisch 
extrahiert wie z.B. die Augenpositionen und die Höhe von Augen und Mund. Anschließend 
wird ein 8x10 großes Gitter über das Gesicht gelegt und für jede sich ergebende Region der 
durchschnittliche optische Fluss nach Horn und Schunck [HoSch81] berechnet. Das 
Verfahren unterscheidet sich in der Berechnung des optischen Flusses (Bewegungsmuster 
zwischen zwei aufeinander folgenden Bildern) durch die Annahme, dass benachbarte Punkte 
ähnliche Bewegungen ausführen. Dadurch erfolgt eine Relativierung von falsch zugeordneten 
Pixeln. Yoneyama et al. messen die Stärke und Richtung der Pixelbewegungen bei einem 
Übergang von einem emotionslosen Gesicht zu einem definierten Gesichtsausdruck. Um das 
System robuster zu gestalten, wurde dabei auf den horizontalen Bewegungsanteil verzichtet. 
Die so erhaltenen 80 Bewegungsparameter werden zwei identischen diskreten Hopfield 
Netzwerken zugeführt, die aus 14x14 Neuronen bestehen. Das erste Netzwerk wurde mit 40 
Bildern von 10 Personen trainiert, die vier verschiedene Emotionen zeigen.  
 
Abbildung 2.18: Das Verfahren nach [WaIwYa98] verwendet 19 Facial Feature Points. 
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Das zweite Netzwerk basierte auf einem Datensatz mit sehr deutlich ausgeführten Emotionen. 
Zum Training wurde die Personnaz learning rule [KaSo87] eingesetzt. Nur im Fall einer 
unsicheren Entscheidung des ersten Netzwerkes kommt das zweite Netzwerk zum Einsatz. 
Die durchschnittliche Erkennungsrate des Systems liegt bei 92%, wobei die Trainings-Bilder 
auch zur Evaluierung eingesetzt wurden. 
 
Zhao, Kearney (1996) [ZhKe96] 
Zhao et al. verwendeten ebenfalls die von Ekman und Friesen zusammengestellte Datenbank 
[EkFr76] mit vorsegmentierten Gesichtsgraphen. Auf jedem Bild werden zehn 
charakteristische Distanzen manuell bestimmt und mit den Korrespondenzen emotionsloser 
Ansichten der gleichen Person normalisiert. Die normalisierten Maße dienen als Eingabe 
eines 10x10x3 großen neuronalen Back-Propagation-Netzwerkes, um sechs Basisemotionen 
unterscheiden zu können. Die drei Ausgangsneuronen kodierten dabei binär die erkannte 
Emotion, wobei zwei Konfigurationen dem emotionslosen Gesichtsausdruck zugeordnet 
wurden. Benutzerabhängig ergab sich für 94 Bilder eine Erkennungsrate von 100%. 
 
Zhang, Lyons, Schuster (1998) [ZhLySch98] 
Die Versuchsbedingungen von Zhang et al. entsprechen weitgehend denen von Lyons et al. 
[LyBuAk99]. Dabei werden 34 charakteristische Punkte manuell auf dem Gesicht verteilt und 
jeweils die Koeffizienten der Gabor-Wavelet-Antwort gespeichert. Im Unterschied zu Lyons 
wurden fünf Frequenzen und sechs Orientierungen berücksichtigt. Die Bilder von neun 
verschiedenen Frauen besaßen eine Größe von 256x256 Pixeln bei einem Augenabstand von 
60 Pixeln. 
Zur Klassifikation diente ein Neuronales Netzwerk mit 680x7x7 Neuronen, wobei als Eingabe 
die geometrische Position der 34 Marker und jeweils 18 Gabor-Wavelet Koeffizienten zur 
Verfügung standen. Diese wurden sechs Basisemotionen und einem neutralen 
Gesichtsausdruck zugeordnet. Bei einer Datenbankgröße von 213 Bildern wurden 90 Prozent 
zum Training und 10 Prozent zur Evaluierung genutzt. Über alle Konfigurationen wurde eine 
Erkennungsrate von 90.1 erreicht. 
2.3.2 Vergleich der Systeme 
Dieser Abschnitt vergleicht die zuvor beschriebenen Ansätze hinsichtlich der Verfahren zur 
Gesichtsfindung, Merkmalsextraktion und Merkmalsklassifikation. 
 
Gesichtsfindung 
Bei den meisten Verfahren ist die Position des Gesichtes durch den Versuchsaufbau 
vorgegeben. Dazu werden beispielsweise die Kameras an einem Helm des Probanden 
befestigt oder dieser muss mit seinem Gesicht eine fest definierte Position einnehmen, 
wodurch das Problem der Lokalisierung a-priori gelöst ist. Andere Gruppen verweisen darauf, 
dass Verfahren der Gesichtsfindung bereits existieren (wie z.B. in  [RoBaKa98], [SuPo98] 
oder [TeDaAk98] beschrieben) und mit den Systemen kombiniert werden können. 
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Sofern Ansätze zur Gesichtsfindung eingesetzt werden, können diese in holistische und 
analytische Verfahren unterteilt werden. Bei holistischen Ansätzen wird das Gesicht als 
Einheit gesucht, bei analytischen wird durch einzelne entscheidende Merkmale auf das 
Gesicht geschlossen. Die eingesetzten Methoden reagieren sehr unterschiedlich auf abrupte 
Kopfbewegungen und sind meist nicht echtzeitfähig (vgl. Tabelle 2.9). 
Nur [EsPe97] und [HoNeMa98] sind in der Lage, in willkürlichen Umgebungen 
vollautomatisch Gesichter in Echtzeit aufzufinden. Teilweise werden auch analytische und 
holistische Ansätze miteinander verbunden (hybride Ansätze). Einen Überblick über die 
eingesetzten Verfahren zur Gesichtsfindung wird in Tabelle 2.5 gegeben. 
 
Tabelle 2.5: Überblick über die Gesichtsfindung der vorgestellten Verfahren 
Referenz Ansicht Ansatz Gesichtsfinder 
[BlYa97] Frontal - Gesichtsregion wird manuell bestimmt 
[CoZlLi98] Frontal - Gesichtsregion wird manuell bestimmt 
[EdCoTy98] Frontal - Gesichtsregion wird manuell bestimmt 
[EsPe97] Frontal bis Profil Hol. 
Bewegte Regionen werden mittels der Fast Fourier Transformation in einen zuvor 
durch Trainingsbilder aufgespannten Eigenvektorraum projiziert. Bei Projektions-
Koordinaten mit minimalem Abstand zu dem Trainingsmaterial handelt es sich um 
Gesichter. 
[HoNeMa98] Frontal Hol. Bewegung, Farbe und Form werden verwendet, um konvexe hautfarbige Regionen zu segmentieren. Zusätzlich erfolgt eine Prediktion des Bewegungsverlaufes. 
[HuHu97] Frontal Hol. 
Zur Initialisierung von Punktverteilungsmodellen dient ein einfacher Kantendetektor 
(Canny-Edges). Dabei wird davon ausgegangen, dass zwischen den Lippen ein 
lokales Maximum vorliegt und dass das Gesicht vertikal durch zwei parallele Kanten 
begrenzt wird. 
[KiYa97] Frontal Ana. 
Nach der Zusammenführung von Farb- und Kanteninformation wird eine 
Integralprojektion durchgeführt. Deren Maxima dienen der Initialisierung eines 
Energiefeldes. 
[KoHa97] Frontal Ana. 
Dieser Ansatz geht davon aus, dass die Iriden des Benutzers in der 
Helligkeitsverteilung markant auftreten. An diesen wird die Gesichtsregion dann 
ausgerichtet. 
[LyBuAk99] Frontal - Gesichtsregion wird manuell bestimmt 
[OtOh98] Frontal - Gesichtsregion wird manuell bestimmt 
[PaCo96] Frontal - Gesichtsregion wird manuell bestimmt 
[PaRo00] Frontal + Profil Hol. Frontal- und Profilansicht werden ausgewertet um vertikale und horizontale Konturverläufe zu detektieren. 
[WaIwYa98] Frontal - Gesichtsregion wird manuell bestimmt 
[YoIwOh97] Frontal - Gesichtsregion wird manuell bestimmt 
[ZhKe96] Frontal - Gesichtsregion wird manuell bestimmt 
[ZhLySch98] Frontal - Gesichtsregion wird manuell bestimmt 
Dissertation ± 60 Grad Hyb. 
Auf einer binären Suchmaske wird durch zwei holistische Ansätze eine Aufenthalts-
wahrscheinlichkeit für das Gesicht bestimmt. Wird das Gesicht kurzzeitig nicht 
detektiert, unterstützt ein Gesichtstracker die erneute Suche. 
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Merkmalsextraktion 
Grundsätzlich unterteilen sich auch hier die Methoden in holistische, analytische und hybride 
Ansätze. Ein weiteres wichtiges Unterscheidungsmerkmal der untersuchten Systeme stellt das 
verwendete Gesichtsmodell dar.  
Einen vergleichenden Überblick gibt Tabelle 2.6. 
Tabelle 2.6: Überblick über die Merkmalsextraktion der vorgestellten Verfahren 
Referenz Ansatz Gesichtsmodell Merkmale 
[BlYa97] Hol. 
Optischer Fluss 
in zwei 
Regionen 
Bewegungsmerkmale des Optischen Flusses: Ein planares Modell dient 
der Modellierung von ruckhaften Bewegungen, ein weiteres affines 
Modell der Modellierung von weichen lokalen Bewegungen. 
[CoZlLi98] Ana. 
Optischer Fluss 
in drei 
Regionen 
Bewegungsmerkmale des Optischen Flusses: Das Verfahren verwendet 
den Optischen Fluss in 13x13 großen Regionen, um 48 manuell 
segmentierte Initialisierungspunkte zu verfolgen  
[EdCoTy98] Hol. AAM mit 122 Punkten 
Gesichtsgeometrie: Ein Active Appearance Model passt einen Graphen 
aus 122 Punkten dem Gesicht an. Einzelne Gesichtsmerkmale werden 
dann durch die Geometrie des Graphen bestimmt. 
[EsPe97] Hyb. 
Optischer Fluss 
auf gesamten 
Gesicht 
Bewegungsmerkmale des Optischen Flusses: Das Verfahren verwendet 
den Optischen Fluss innerhalb von Gesichtsregionen zur 
Merkmalsextraktion.  
[HoNeMa98] Hol. Gesichtsgraph aus 50 Punkten 
Gesichtsgeometrie: Ein elastischer Gesichtsgraph (EBG) wird 
verformt, bis er trainierten Gesichtsverformungen durch Minimierung 
einer Kostenfunktion ähnelt. 
[HuHu97] Hol. PDM aus 90 Punkten 
Gesichtsgeometrie: Ein Punktverteilungs-Modell wurde verwendet, um 
auf einem mit einem Canny-Operator erstellten Kantenbild optimal das 
Gesicht anzunähern. 
[KiYa97] Hyb. 
Energiefeld als 
Gradient eines 
Kantenbildes 
Ein Energiefeld wird auf dem Gradientenbild berechnet. Die Muster 
der Deformationen dienen anschließend der Klassifikation. 
[KoHa97] Ana. 
FCPs auf  
13 vertikalen 
Linien 
Die Helligkeitsverteilung entlang 13 vertikaler Linien ist 
Eingangssignal für die anschließende Klassifikationsstufe  
[LyBuAk99] Hyb. Gesichtsgraph aus 34 Punkte 
Auf einem angepassten Gesichtsgraphen werden die Koeffizienten der 
Gabor Transformation als Klassifikationsmerkmal verwendet. 
[OtOh98] Hol. 
Optischer Fluss 
in zwei 
Regionen 
Bewegungsmerkmale des Optischen Flusses: Auf einem 
Gradientenbild wird der Optische Fluss innerhalb der Augen- und 
Mundregion berechnet. 
[PaCo96] Hol. 
Eigenvektoren 
in sieben 
Regionen 
Die Eigenvektoren in sieben Regionen von Augen, Nase und Mund 
werden mittels der Hauptachsentransformation erzeugt und dienen als 
Klassifikationsmerkmal. 
[PaRo00] Ana. 
Zwei Ansichten 
Frontal: 19 Pkt. 
Profil:10 Pkt. 
Gesichtsgeometrie: Durch Einsatz eines Dual-View Punktmodells 
werden Konturpunkte ermittelt und als Klassifikationsmerkmal 
weitergegeben. 
[WaIwYa98] Hyb. Gesichtsgraph aus 19 Punkten 
Gesichtsgeometrie: Ein Gesichtsgraph wird dem Gesicht angepasst, 
indem eine Kostenfunktion basierend auf dem Prinzip der simulierten 
Abkühlung (simulated annealing) minimiert wird. 
[YoIwOh97] Hyb. Gitter aus  8x10 Quadraten 
Bewegungsmerkmale des Optischen Flusses: Auf dem Gradientenbild 
erfolgt an 80 Punkten eines Gitternetzes die Berechnung des Optischen 
Flusses.  
[ZhKe96] Ana. Gesichtsgraph aus 34 Punkte 
Gesichtsgeometrie:  Zehn charakteristische Distanzen aus einem 
manuell segmentierten Graphen dienen als Klassifikationsmerkmal. 
[ZhLySch98] Hyb. Gesichtsgraph aus 10 Punkten 
Gesichtsgeometrie: 34 charakteristische Punkte werden manuell auf 
dem Gesicht verteilt. Die Gabor-Wavelet-Antworten bilden das 
Klassifikationsmerkmal.  
Dissertation Hyb. AAM mit 70 Punkten 
Gesichtsgeometrie: Ein Active Appearance Model basierend auf 
synthetisch generierten Trainingsbilder dient der Gewinnung einzelner 
Gesichtsmerkmale. 
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Merkmalsklassifikation 
Alle vorgestellten Verfahren verfügen über eine automatische Klassifikationsstufe für die 
extrahierten Merkmale. Die Systeme -mit Ausnahme von [PaCo96]- haben als Zielsetzung, 
Gesichtsausdrücke in Form von Emotionen zu bestimmen, wie sie in der Verhaltensforschung 
relevant sind. Dabei werden nicht die einzelnen bereits vorgestellten Action Units analysiert, 
sondern ganzheitliche Gesichtsausdrücke. Interessant ist, dass dazu praktisch jede Gruppe 
mangels eines weltweit standardisierten Datenpools spezielles Datenmaterial verwendet. Die 
Ergebnisse sind deshalb auch nicht unmittelbar miteinander vergleichbar, geben jedoch einen 
guten Eindruck davon, wieweit die Forschung auf dem Gebiet der videobasierten 
Mimikanalyse bereits fortgeschritten ist. 
Einen Überblick über die Verfahren zur Klassifikation und das verwendete Testmaterial gibt 
Tabelle 2.7. 
Tabelle 2.7: Überblick über die Merkmals-Klassifikation der vorgestellten Verfahren 
Referenz Methode Anz. Testmaterial Rate 
[BlYa97] Empirisches Regelwerk für regionale Bewegungsmuster  6 70 Seq., 40 Pers. 88% 
[CoZlLi98] Diskriminantenfunktion für die maximalen Distanzvektoren der Referenzpunkte 9 504 Seq., 100 Pers. 88% 
[EdCoTy98] Mahalabobis-Distanz für  Hauptachsentrans-formation  von 122 Punkten der  Geometrie  7 200 Bilder, 25 Pers. 74% 
[EsPe97] Abgleich von 2-dimensionalen Bewegungsflüssen einer Sequenz mit vortrainierten Emotionsmustern  4 30 Seq., 8 Pers. 98% 
[HoNeMa98] Auswertung der Anpassung eines elastischen Gesichtsgraphen an personen-spezifische Muster 7 >175 Bilder, 25 Pers. 81% 
[HuHu97] 2D Hauptachsentransformation verbunden mit einem Distanzen-Klassifikator 6 90 Bilder, 15 Pers. 85% 
[KiYa97] 3D Hauptachsentransformation verbunden mit einem Distanzen-Klassifikator 3 keine Angabe k.A. 
[KoHa97] Neuronales Netz der Größe 234x50x6 mit Back-Propagation Learning 6 90 Bilder, 15 Pers. 85% 
[LyBuAk99] Hauptachsentransformation und Lineare Diskriminanz Analyse von Gesichtsgraphen 7 193 Bilder, 9 Pers. 75-92% 
[OtOh98] Hidden Markov Modelle mit Baum-Welch Verfahren für das Training 6 keine Angabe k.A. 
[PaCo96] Neuronales Netz der Größe 15x10x7 mit Back-Propagation Learning 21 84 Ekman-Bilder 86% 
[PaRo00] Regelwerk verbunden mit Experten – System 6 265 Dual-Views 91% 
[WaIwYa98] Betrachtung der durchschnittlichen B-Spline Trajektorien charakteristischer Punke 3 29 Seq., 8 Pers. 95% 
[YoIwOh97] Zwei Neuronale Netze der Größe 14x14 mit überwachtem Hopfield Learning 4 keine Angabe k.A. 
[ZhKe96] Neuronales Netz der Größe 10x10x3 mit Back-Propagation Learning 6 94 Ekman-Bilder 100% 
[ZhLySch98] Neuronales Netz der Größe 646x7x7 mit Back-Propagation Learning 7 213 Bilder, 9 Pers. 90% 
Dissertation Hidden Markov Modelle verbunden mir einem Fuzzy-Klassifikator 18 7560 Sequenzen 93% 
2 Videobasierte Mimikanalyse 
39 
2.3.3 Zusammenfassung der System-Eigenschaften 
Nachdem zuvor die Systeme zur videobasierten Mimikanalyse vorgestellt wurden, wird in 
diesem Abschnitt ein zusammenfassender Überblick über die Systeme gegeben. Dazu erfolgt  
zunächst die Vorstellung wesentlicher Eigenschaften eines idealen Systems.  
 
Eigenschaften eines idealen Systems 
Die Eigenschaften eines idealen Systems lassen sich in die vier Hauptkategorien 
Automatisierungsgrad, Berücksichtigung von Rahmenbedingungen, Robustheit gegenüber 
Störungen und Erkennungsleistung einteilen. Die 18 wichtigsten Eigenschaften eines Systems 
zur videobasierten Mimikanalyse zeigt Tabelle 2.8. 
Tabelle 2.8: Klassifizierung idealer Eigenschaften eines Systems zur videobasierten Mimikanalyse 
Kategorie Beschreibung 
Automatische Bilderfassung 
Verarbeitung von Bildsequenzen 
Automatische Gesichtserkennung 
Automatische Merkmalsextraktion der Mimik 
Automatisierung  
des Systems 
Automatische Klassifikation der Gesichtsausdrücke 
Nicht-intrusiver-Ansatz 
Personenunabhängigkeit 
Umgebungsunabhängigkeit 
Adaptive Anpassung an Umgebung und Benutzer 
Berücksichtigung von 
Rahmenbedingungen 
Echtzeitfähigkeit 
Auflösung von Überdeckungen 
Verarbeitung von ruckhaften Bewegungen 
Verarbeitung bei verrauschten Gesichtsausdrücken 
Robustheit gegenüber 
Störungen 
Einbezug von anatomischen Gegebenheiten 
Berücksichtigung von Action Units 
Berücksichtigung von Intensitätsstufen 
Berücksichtigung von Ausdruckskombinationen 
Erkennungsleistung 
Anzahl von unterschiedlichen Gesichtsausdrücke 
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Eigenschaften der Systeme zur videobasierten Mimikanalyse 
In Tabelle 2.10 findet sich eine Übersicht über die Systemeigenschaften von Systemen zur 
videobasierten Mimikanalyse. Darin werden vollständigkeitshalber auch unkommentierte 
Systeme präsentiert, die zwischen 1990 und 1995 entstanden. Die zuvor ausführlich 
vorgestellten Verfahren finden sich im zweiten Teil der Tabelle.
Tabelle 2.9: Übersicht über die Eigenschaften aktueller Verfahren aus der Literatur 
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des Systems 
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Erste Verfahren bis 1995 
[CoMe91] × × × ─ ● ● ● × × × × ─ ─ ─ × × × 8 
[KeMcKe93] × × × × ● ● ● × ● × × ─ ─ ● × × × n 
[KoHa97] × × × × ● ● ● × × × × ─ ─ × × ● ● 6 
[Ma91] × ● × ● ● ● ─ × × × × × × ● × × × 4 
[MaLeTs93] × × × × ● ● × ● × × × ─ ─ × × × × 4 
[MoReBl95] ● ● ● ● ● ● ─ ● × × × ● ● × × × × 5 
[RaSoWi91] × × × ─ ● ─ ─ × × × ─ ─ ─ ─ × × × 6 
[RoYaDa94] × ● × ● ● ● ─ ─ × × × ● ● × × × × 2 
[UsTaYa93] × × × × ● ● ● × × × × ─ ─ × × × × 3 
[VaHoHa95] × × × × ● ● ● × × × × ─ ─ × × × × 7 
[YaDa94] ─ ● × ● ● ● ─ ─ × × × ● ● × × ● × 7 
Aktuelle Verfahren ab 1996 
[BlYa97] ● ● × ● ● ● ● ─ × × × ● × × × ● × 6 
[CoZlLi98] ● ● × ● ● ● × ● × ─ × × × ● × × × 9 
[EdCoTy98] ● × × ● ● ● ● ─ × × × ● ● × × × × 7 
[EsPe97] ● ● ● ● ● ● ─ ● × ● × ─ ● ● × × × 4 
[HoNeMa98] ● × ● ● ● ● ● ─ × ● × ● ● × × × × 7 
[HuHu97] ● × ● ● ● ● × ● × × × × ● ● × × × 6 
[KiYa97] ● ● ● ● ● ● × × × ─ × × ● × × ● × 3 
[KoHa97] ● × ● ● ● ● × ● × ● × × ● ─ × × × 6 
[LyBuAk99] × × × × ● ● ─ ● × × × ─ × ● × × × 7 
[OtOh98] ● ● ─ ● ● ● ● ─ × × × ● × × × × × 6 
[PaCo96] × × × × ● ● ─ ● × × × ─ × × ● × × 21 
[PaRo00] ● × ● ● ● ● ● ● × × × ● ● × × ● ● 6 
[WaIwYa98] ● ● × ● ● ● × ● × × × × ─ × × ● × 3 
[YoIwOh97] ● × ● ● ● ● × ● × ─ × × ● ● × × × 4 
[ZhKe96] × × × × ● ● ─ ● × × × ─ × ─ × × × 6 
[ZhLySch98] × × × × ● ● ─ ● × × × ─ × ● × ● ● 7 
Dissertation ● ● ● ● ● ● ● ● ● ● × ● ● ● ● ● ● 20 
Legende: ● = Ja,  × = Nein, ─ = keine Angaben 
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2.4 Konzept für die nicht-intrusive Mimikanalyse 
Abweichend zu bereits bestehenden Konzepten wurde bei der Entwicklung des Konzeptes zur 
nicht-intrusiven Mimikanalyse in der vorliegenden Arbeit Wert darauf gelegt, dass das 
System auch außerhalb von Laborbedingungen akkurate Ergebnisse erzielt. 
Weiterhin soll die Arbeit zu folgenden innovativen Kernpunkte einen Beitrag leisten: 
· Durch Verwendung von Standardhardware soll ein günstiges und leicht bedienbares 
System gewährleistet werden. 
· Variierende Umweltfaktoren wie Beleuchtung und Hintergrund sollen ebenso wie 
individuelle personenbedingte Besonderheiten durch Einbindung von a-priori Wissen 
kompensiert werden. 
· Relevanz und Güte des vorgestellten Ansatzes sollen im Kontext der videobasierten 
Gebärdenspracherkennung vorgestellt werden. 
· Die Alltagstauglichkeit des entwickelten Systems soll durch Untersuchungen einer 
mimischen Rollstuhl-Steuerung nachgewiesen werden. 
Um die beschriebenen Ziele erreichen zu können, war es notwendig, ein in sich schlüssiges 
Gesamtkonzept zu entwerfen, welches sowohl a-priori Wissen als auch dynamisch 
gewonnene Information miteinfließen lässt. Abbildung 2.19 gibt aufbauend auf den bereits in 
Abschnitt 1.1 vorgestellten Verarbeitungsstufen einen Überblick über die Struktur des 
Gesamtsystems, welche im Folgenden detaillierter vorgestellt werden wird.  
Der zeitliche Verlauf beginnt mit der Erfassung des Videosignals und führt über die 
Bildvorverarbeitung und die Merkmalsextraktion zur Klassifikation der gewonnenen 
Merkmale. Innerhalb jeder Verarbeitungsstufe werden dabei Prozeduren angewandt, die auf 
statisch vortrainiertem und dynamisch gewonnenem Wissen basieren. 
Grundsätzlich lässt sich das entwickelte System in vier Stufen unterteilen: Die Bildakquisition 
erfasst das Bild der Kamera und versucht deren Einstellungen zu optimieren. In der 
anschließenden Bildvorverarbeitung wird die Ansicht aufgebessert und das Gesicht 
lokalisiert. Innerhalb der Merkmalsextraktion werden die charakteristischen Gesichtsregionen 
segmentiert und die einzelnen Merkmale, die einen Gesichtsausdruck prägen, extrahiert. 
Abschließend wertet eine Klassifikationsstufe die gewonnenen Merkmale aus und ordnet sie 
vordefinierten Gesichtsausdrücken zu. 
Jede Stufe verwendet zur Verarbeitung zwei Arten von Wissen, die einander bedingen. 
Angewandtes Wissen besteht aus dynamisch anpassbaren Regeln und Algorithmen. Diese 
wiederum basieren auf zuvor gewonnenen Erfahrungen und werden deshalb dem 
vortrainierten Wissen zugeordnet. 
Die einzelnen Stufen werden in den folgenden Abschnitten kurz vorgestellt, bevor sie in den 
entsprechenden Kapiteln eingehend erörtert werden. 
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Abbildung 2.19: Schritte des Verarbeitungsprozesses 
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2.4.1 Bildakquisition 
Mit der Qualität der Erfassung des Bildsignals ist die Güte der Verarbeitung aller 
nachfolgenden Stufen zwangsläufig verbunden. Ziel der Bildakquisition ist die Konstanz von 
Farbe und Helligkeit der Gesichtsregion auch unter wechselnden Beleuchtungsverhältnissen. 
Handelsübliche Webcams, wie sie im präsentierten Ansatz verwendet werden, besitzen 
mittlerweile vielerlei Einstellmöglichkeiten, um dies zu ermöglichen. Meist existiert die 
Möglichkeit einer teil- oder vollautomatischen Selbstkonfiguration, die für viele 
Anwendungen durchaus befriedigende Resultate liefert. Dabei werden Weißabgleich, 
Verschlusszeit und eine Gegenlichtkompensation über Algorithmen bestimmt, die 
hardwaretechnisch fest in der Kamera implementiert sind.  
Fließt jedoch Kontextwissen in den Prozess mit ein, wie beispielsweise die Kenntnis über 
Gesichtsregionen, oder kann auf die Position einer Lichtquelle über deren Schattenbildung 
zurückgeschlossen werden, so lässt sich eine wesentlich exaktere Einstellung der 
Kameraparameter vornehmen. Im vorgestellten System wird deshalb eine auf die verwendete 
Kamera abgestimmte Vorgehensweise angewendet, um eine optimale Bildqualität auch unter 
schwierigen Umgebungsbedingungen zu gewährleisten. 
2.4.2 Bildvorverarbeitung 
Ziel der Bildvorverarbeitung ist die robuste Lokalisierung der Gesichtsregion, die dem von 
Augenbrauen und Unterlippe aufgespannten Rechteck entspricht. Zur Steigerung von 
Erkennungsrate und Verarbeitungsgeschwindigkeit erfolgt nur eine Untersuchung von 
hautfarbenen Regionen. Um Latenzen der Kameraparameter-Optimierung zu kompensieren 
und individuelle Gesichtsdetails zu berücksichtigen, wird dabei ein generelles Hautfarbmodell 
adaptiv an den Benutzer angepasst.  
Die Gesichtsfindung basiert auf einem holistischen Ansatz, der den Regionenverlauf von 
Teilbereichen des Gesichtes bewertet. So werden beispielsweise Augenbrauen durch einen 
vertikalen Verlauf horizontal ausgerichteter heller, dunkler und wieder heller Regionen 
charakterisiert. Um eine schnelle Verarbeitung gewährleisten zu können, wird dabei ein 
Integral-Image Ansatz kombiniert mit einem Ada-Boosting Klassifikator eingesetzt (vgl. 
Abschnitt 3.5.3). 
Um auch bei verschiedenen Gesichtsposen und Überdeckungen von Händen und Gesicht 
weiterhin gute Resultate erzielen zu können, werden parallel charakteristische Punkte der 
Gesichtsregion verfolgt. Des Weiteren wird nach erfolgter Lokalisierung eine Reduzierung 
von Schatten- und Überblendungseffekten vorgenommen. 
2.4.3 Merkmalsextraktion 
Aufgabe der Merkmalsextraktion ist die exakte Lokalisierung und anschließende Gewinnung 
detaillierter Informationen der Mimikmerkmale. Dabei werden die Kopfpose, Bewegungen 
der Augenbrauen, Lidschlag, Blickrichtung und Mundbild analysiert.  
Um zunächst die jeweiligen Merkmalsbereiche (Areas of Interest / AOI) bestimmen zu 
können, erfolgt eine iterative Anpassung eines Gesichtsgraphen an das Gesicht. Dazu wird 
eine modifizierte Variante des Active Appearance Models (AAM) verwendet (vgl. Abschnitt 
4.1.2). Diese vereinigt Geometrie- und Textur-Information einer triangulierten Ansicht des 
Gesichtes. Da die Merkmalsextraktion auch unter variierenden Beleuchtungssituationen und 
Gesichtsposen unterschiedliche Gesichtsausdrücke personenabhängig möglichst exakt 
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bestimmen soll, muss ein solches Model äußerst umfangreich mit vielen Personen vortrainiert 
werden. Dies führt jedoch gleichzeitig zu einer Unschärfe des Modells.  
Deshalb wird in einem Vortraining ein personenadaptiertes Modell erstellt, indem mittels 
einer Frontalansicht ein biomechanisches 3D-Modell des Benutzers erzeugt wird. Das 3D-
Modell verfügt dabei über eine anatomisch korrekte Modellierung von Muskeln und Haut. 
Dadurch lassen sich verschiedenste Gesichtsausdrücke unter verschiedenen Posen und 
Beleuchtungen synthetisch generieren. Diese künstlichen Ansichten werden in einen 
adaptierten Gesichtsgraphen trainiert, der nun zur Merkmalslokalisierung verwendet wird. 
Ergebnis ist eine gute Annäherung von 70 charakteristischen Punkten des Gesichtes. 
In einer zweiten Stufe der Merkmalsextraktion werden die einzelnen Mimikmerkmale 
genauer bestimmt. Dazu kommen gängige Verfahren der Bildverarbeitung zum Einsatz, die 
einen über die Lagebestimmung hinausgehenden Informationsgewinn ermöglichen. So 
werden Lidschlag, Blickrichtung und Lippenkontur berechnet. Unter Berücksichtigung von 
Hilfspunkten wie den Nasenlöchern erfolgt abschließend zusätzlich eine Lage-Validierung. 
Dies ermöglicht beispielsweise die Auflösung von Zuordnungs-Problemen, wie sie 
beispielsweise bei den Augenbrauen von Brillenträgern auftreten. Die Validierung erfolgt 
anhand einer kalibrierten emotionslosen Normalansicht des Benutzers. 
2.4.4 Merkmalsklassifikation 
Ziel der Merkmalsklassifikation ist die Zuordnung der aufgefundenen Mimikmerkmale zu 
dem bereits in Abschnitt 2.1.4 vorgestellten Kodierungssystem FACS. 
Dazu werden zwei Ansätze parallel verfolgt: Zum einen erfolgt direkt auf dem vorliegenden 
Bild eine Klassifikation statischer Merkmale unter Anwendung von Fuzzy-Sets und zum 
anderen wird der Verlauf über die Zeit durch Einsatz von Hidden Markov Modellen (HMM) 
bewertet. Hiermit können besonders Übergänge zwischen verschiedenen Gesichtsausdrücken 
oder Posen bewertet werden. 
Ergebnis der Merkmalsklassifikation ist ein Vektor, der die betrachteten Action Units und 
teilweise deren Intensitäten enthält. 
2.4.5 Eigenschaften des entwickelten Systems 
Bei dem in der vorliegenden Arbeit entwickelten System handelt es sich um einen Ansatz, der 
mittels einer automatischen Bildverarbeitung personen- und umgebungsunabhängig das 
Gesicht des Benutzers lokalisiert und anschließend dessen Mimik analysiert. Überdeckungen 
durch die Hände können dabei wegen mangelnder Information nicht aufgelöst werden. Das 
System erfasst die Merkmale ohne auf Hilfsmittel wie Marker oder spezielle Hardware 
angewiesen zu sein, also nicht-intrusiv. Durch eine hohe Verarbeitungsgeschwindigkeit von 
bis zu 50 Bildern/Sekunde werden dabei auch ruckhafte Bewegungen zuverlässig 
ausgewertet. Sowohl die Gesichtslokalisierung als auch die Merkmalsextraktion erfolgen 
vollautomatisch. Störungen der Eingabebilder wie das Tragen von Brillen oder Bärten werden 
weitgehend robust aufgelöst. Durch Verwendung eines biomechanischen Modells, in dem 
Muskeln und Hautspannungen naturgetreu implementiert sind, wird anatomisches 
Grundlagenwissen in das System miteinbezogen. In Echtzeit werden 20 Action Units des 
Facial Action Coding Systems unabhängig voneinander analysiert, wobei bei der Mehrzahl 
auch Intensitätsstufen betrachtet werden.  
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2.5 Versuchsbedingungen und verwendetes Datenmaterial 
Im Verlauf der Evolution des verwendeten Systems wurden verschiedene umfangreiche 
Datenbanken erzeugt, um kontextspezifisch quantitative Erkennungsergebnisse zu erhalten. 
Das derzeit weltweit vorhandene Datenmaterial konnte abgesehen von wenigen Ausnahmen 
nicht verwendet werden. Dies liegt darin begründet, dass es auf dem noch jungen Gebiet der 
Mimikanalyse bislang noch zu keiner Standardisierung gekommen ist. Besonders die 
Berücksichtigung des zeitlichen Verlaufs für alltagstaugliche Systeme in Form von 
Videosequenzen erfordert eine äußerst aufwendige Erhebung von Datenmaterial. 
Neben der Bedeutung für die Evaluierung enthalten die verwendeten Datenbanken 
zusätzliches Wissen, das durch Training als high-level Information in die einzelnen Module 
miteinfließt. Für Evaluierung und Training ist es unabdingbar, zusätzlich zu den reinen 
Bildsignalen manuell segmentierte Informationen bereitzustellen, was mit sehr hohem 
Zeitaufwand verbunden ist 
Im Verlauf der vorliegenden Arbeit wurden sechs Datenbanken erstellt: 
· Datenbank zur Gesichtsfindung 
· Datenbank zur AAM-Modelbildung 
· Datenbank zur Mundbild-Analyse 
· FACS-Datenbank 
· Virtual-Reality-Datenbank 
· Gebärden-Datenbank 
Zum besseren Überblick sind in Tabelle 2.10 die wesentlichen Merkmale der verwendeten 
Datenbanken zusammengestellt, die in Anhang A näher beschrieben werden. 
Tabelle 2.10: Übersicht über wesentliche Merkmale der verwendeten Datenbanken 
 Gesichts-DB AAM-DB Mundb.-DB FACS-DB VR-DB Gebärden-DB 
Typ Einzelbilder Einzelbilder Einzelbilder Sequenzen Einzelbilder Sequenzen 
Personen 30 24 24 21 24 4 
Posen 3 x 3 6 x 5 1 3 x 3 19 x 9 1 
Beleuchtungen 3 3 2 2 6 1 
Wiederholungen 20 5 5 1 1 5 
Variationen - 4 Gesichts-ausdrücke 15 Mundbilder 20 Ansichten 
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Einzelgebärden 
Bild-Anzahl 16.200 43.200 3.600 280.000 98.496 ca. 100.000 
Segmentierung Ja (manuell) Ja (manuell) Ja (manuell) Nein Ja (semi-automatisch) Nein 
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Kapitel 3  
Bildaufbereitung und Gesichtsfindung 
Dieses Kapitel stellt die verwendeten Methoden der Bildvorverarbeitung vor. Dabei handelt 
es sich um Verfahren, die zur Gewährleistung einer exakten Merkmalsextraktion und –
Analyse unverzichtbar sind. Dies umfasst die Optimierung des Bildsignals und die 
Lokalisierung der Gesichtsregion des Benutzers im Bild. 
Das Kapitel ist wie folgt gegliedert: Zunächst wird in Abschnitt 3.1 das Konzept der 
Bildvorverarbeitung vorgestellt. Abschnitt 3.2 erläutert den internen Aufbau der verwendeten 
Kamera, da eine Verbesserung der Aufnahmequalität nur durch das Verständnis der 
Arbeitsweise dieses Gerätes möglich ist. In den folgenden Abschnitten wird detailliert auf die 
Bildaufbereitung eingegangen, die durch eine vorgeschaltete dynamische Optimierung von 
Helligkeit, Kontrast und Farbkonstanz (Abschnitt 3.3) und durch eine nachgeschaltete 
Reduzierung von Bildstörungen (Abschnitt 3.4) realisiert wird. Mit der Beschreibung der 
verwendeten Verfahren zur Lokalisierung und Verfolgung des Gesichtes (Abschnitt 3.5) 
schließt das Kapitel. 
3.1 Konzept der Bildvorverarbeitung 
Das Konzept zur Bildvorverarbeitung verwendet Module zur Akquisition, Bildverbesserung 
und Gesichtslokalisierung. 
Die Akquisition der Bilddaten erfolgt durch eine handelsübliche CCD-Kamera, deren Vorteile 
in der geringen Baugröße, dem attraktiven Preis-Leistungsverhältnis und der einfachen 
Ansteuerung liegen. Nachteilig ist die Anfälligkeit, bei variierenden Beleuchtungs-
verhältnissen zu Übersteuerungen oder zu Unterbelichtungen zu neigen und - unabhängig 
davon - Farben zu verfälschen. Deshalb wurde ein Modul zur Kalibrierung der 
Kameraparameter und ein nachgeschaltetes Modul zur dynamischen Erhaltung der 
Farbkonstanz geschaffen. Als Referenz dient den beiden Komponenten die Farb- und 
Intensitäts-Verteilung der Gesichtsregion.  
Um die Gesichtsregion effizient und robust lokalisieren zu können, wird eine binäre 
Suchmaske eingesetzt, die den Suchraum der Gesichtslokalisierung einschränkt. Diese beruht 
auf der Hautfarbähnlichkeit und dem Bewegungsmuster zusammenhängender Regionen 
innerhalb des Quellbildes. Auf der berechneten Maske wird mittels eines holistischen 
Ansatzes das Gesicht lokalisiert. Die Gesichtsfindung erfolgt in jedem einzelnen Bild der 
Sequenz, so dass ruckhafte Bewegungen keinen Einfluss auf die Erkennungsleistung haben. 
Versagt die Gesichtssuche aufgrund von Verdeckungen (z.B. mit den Händen) oder starken 
räumlichen Kopfdrehungen, übernimmt ein Modul zur Gesichtsverfolgung die Bestimmung 
der Gesichtsposition. Dieses beruht auf einem analytischen Ansatz, der das Bewegungsmuster 
charakteristischer Punkte der letzten gültigen Gesichtsregion auswertet.  
Nach erfolgreicher Lokalisierung des Gesichtes, erfolgt eine Neukalibrierung der 
dynamischen Farbkonstanz und der relevanten Kameraparameter. Die Hautfarbreferenz für 
die Suchmaske wird ebenfalls angepasst.  
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Abschließend erfolgt eine Reduzierung von Bildstörungen, wie sie durch partiellen 
Schattenwurf oder Überleuchtung hervorgerufen werden. Ausgaben der Bildvorverarbeitung 
sind schließlich ein farbkonstantes Bild und die Koordinaten der Gesichtsregion.  
Das Konzept der Bildvorverarbeitung ist in Abbildung 3.1 dargestellt. 
3.2 Akquisition der Bilddaten 
Kameras mit einem CCD-Chip (Charged Coupling Device) haben sich im Bereich von 
Digitalkameras (insbesondere WebCams) stark verbreitet, da sie kostengünstig hergestellt 
werden können, eine geringe Baugröße besitzen und schnell auszulesen sind. Für die 
vorliegende Arbeit kommt die ToUCam 840K der Firma Philips zum Einsatz. Die zugrunde 
liegende Technik und die damit verbunden Möglichkeiten der Beeinflussung werden in den 
folgenden Abschnitten vorgestellt.  
3.2.1 Funktionsweise von CCD-Kameras 
Ein CCD-Chip besteht aus einem zweidimensionalen Gitter lichtempfindlicher Halbleiter, in 
denen Licht in elektrische Ladung umgewandelt wird. Einfallende Photonen werden im 
dotierten Siliziumkristall absorbiert und erzeugen dort elektrische Ladungen (Photoeffekt). 
 
Damit diese Ladung nicht abfließt, wird eine Ladungssenken/Ladungsbarrieren-Struktur 
gebildet, die die entstehende Elektronenwolke festhält. Das Auslesen der gesammelten 
Ladungen erfolgt zeilenweise. Dazu werden die Ladungspakete, begrenzt von den 
Ladungsbarrieren, zeilenweise durch den Siliziumkristall geschoben.  
Die einzelnen Sensoren eines CCD-Chips sind zunächst nicht in der Lage, Farben (also 
unterschiedliche Wellenlängen bzw. Energie von Photonen) zu unterscheiden. Daher kommen 
kleine Filterstrukturen (Mosaikfilter) zum Einsatz, die in Analogie zum menschlichen Auge 
drei Primärfarben auf die jeweiligen CCD-Bereiche durchlassen. Die Arbeitsweise eines 
CCD-Bauelements ist in Abbildung 3.2 dargestellt. 
Es folgt eine Verstärkung jeder am Ausgangsgate ankommenden Ladung und die 
Diskretisierung der Spannung durch einen Analog-Digital-Wandler. Anschließend wird durch 
einen Digitalen Signal Prozessor (DSP) das Signal in einen Bild-Speicher übertragen (vgl. 
Abbildung 3.3). Der DSP nimmt zusätzlich in Verbindung mit einem Micro-Controller 
Einfluss auf verschiedene Parameter der Kamera. 
 
 
 
Abbildung 3.1: Konzept der Bildvorverarbeitung: Von zentraler Bedeutung ist die Gesichts- 
Lokalisierung, deren Ergebnis sowohl die Bildverbesserung als auch nachgeschaltete 
Module maßgeblich beeinflusst. 
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Meist existiert die Möglichkeit einer teil- oder vollautomatischen Selbstkonfiguration der 
Kameraparameter, die für viele Anwendungen durchaus befriedigende Resultate liefert, für 
eine komplexe messtechnische Aufgabe, wie sie in dieser Arbeit vorliegt, jedoch unbrauchbar 
ist. 
Sechs Parameter von CCD-Kameras sind von zentraler Bedeutung: 
· Auflösung: 
Die Auflösung bestimmt maßgebend die Detailgenauigkeit. Bei einer Ganzkörper-
Aufnahme, wie sie zur videobasierten Gebärdenspracherkennung erforderlich ist (vgl. 
Kapitel 6), besitzt die Iris beispielsweise lediglich einen Radius von ca. 5 Pixeln für 
die in Europa weitverbreitete PAL-Auflösung (768 x 576 Pixel). Zusätzlich tritt bei 
hohen Auflösungen, bedingt durch die physikalischen Gegebenheiten der CCD 
Technologie, nachhaltiges Rauschen auf. Da das Signal üblicherweise im Interlaced-
Verfahren, also mittels zweier Halbbilder, verarbeitet wird, kommt es zu 
Bewegungsartefakten. Diese aufgrund ihres Erscheinungsbildes als Kammeffekte 
bezeichneten Effekte stören die Kontinuität von Objektkanten erheblich, was für 
Algorithmen der Bildverarbeitung sehr nachteilig ist. Abhilfe schafft hier die 
Reduzierung der Auflösung auf ein Halbbild, was bei Beibehaltung der 
Bildproportionen zu einer Auflösung von 384 x 288 Pixeln führt. Zu geringe 
Auflösungen verursachen wiederum Aliasing- bzw. Moiré-Effekten. Dabei kommt es 
zu einer Überlagerung der Struktur eines aufgenommenen, feinen Musters mit der 
Struktur der Pixelanordnung des CCDs, wodurch unerwünschte neue, regelmäßige 
Muster entstehen. 
· Verschlusszeit: 
Bei CCD-Kameras erfolgt der Verschluss (Shutter) mechanikfrei durch eine 
festgelegte Zeitspanne, nach der die einzelnen Zeilen ausgelesen werden. Für die Wahl 
einer kurzen Verschlusszeit spricht die Auflösung von schnellen Bewegungen. Ist die 
Verschlusszeit zu kurz, hat dies jedoch ein starkes Rauschen zur Folge, da die in den 
Senken gesammelten Elektronenwolken nur schwach ausgebildet werden können. Die 
Stärke des Rauschens ist dabei temperaturabhängig und kann durch Verfahren wie die 
Dark frame subtraction verringert werden, bei dem direkt nach dem eigentlichen Bild 
ein Schwarz-Bild aufgenommen wird. Bei diesem treten überwiegend ähnliche Fehler 
auf, die anschließend gegeneinander verrechnet werden können. Bei hoher 
 
Abbildung 3.2: Arbeitsweise eines CCD-Bauelementes 
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Belichtungsdauer sind die Senken überwiegend gesättigt und es kommt zu 
Überleuchtungen, was sich in Form weißer Regionen im Bild äußert. Dieser Effekt 
wird als Blooming bezeichnet und kommt dadurch zustande, dass Ladungen auf 
benachbarte Elemente überspringen. Des Weiteren kommt es zu Verwischungs-
effekten, da bei schnellen Objektbewegungen praktisch verschiedene Bilder auf dem 
Chip übereinander zu einem Ausgangsbild integriert werden. 
· Bildrate: 
Ein Bild in PAL-Auflösung hat bei einer 8-Bit Diskretisierung der drei Farbkanäle 
einen Speicherbedarf von 768 x 576 x 8 x 3 Bit = 1.3 MByte. Um die 
Echtzeitfähigkeit eines Systems zu gewährleisten, müssen ca. 25 Bilder pro Sekunde 
ausgewertet werden. Daraus folgt eine erforderliche Bandbreite zwischen Kamera und 
Rechner von 31.6 MByte. Da dies Bus- und Prozessorleistung gegenwärtiger PCs zu 
sehr auslasten würde, werden die Daten zunächst in der Kamera durch Hardware 
komprimiert. Typischerweise werden Übertragungsbandbreiten von 4 MByte genutzt, 
so dass höhere Bildraten zwangsläufig eine Erhöhung der Kompression zur Folge 
haben. Dies kann sich in einer derartigen Verschlechterung der Bildqualität äußern, 
dass es empfehlenswert ist, eine geringere Bildauflösung zu wählen. 
· Verstärkung: 
Die automatische Verstärkung (Automatic Gain Control/AGC) erfolgt direkt 
anschließend an die Auslesung der Zeilen. Dabei wird das Signal auf einen fest 
definierten Durchschnitts-Helligkeitswert verstärkt. Unberücksichtigt bleibt jedoch 
dabei, dass bei starken Helligkeitsschwankungen zusätzlich zu der Verstärkung 
unbedingt eine Anpassung der Verschlusszeit erfolgen muss. Aus diesem Grund 
erfolgte im Versuchsaufbau die Ansteuerung von Verschlusszeit und Verstärkung 
extern (vgl. Abschnitt 3.3.2). 
· Weißabgleich: 
Verschiedene Algorithmen kommen zum Einsatz, um Bilder auch unter variierenden 
Beleuchtungen mit verschiedenen Farbtemperaturen farbneutral wiederzugeben. Dabei 
werden mangels Rechenleistung der Kamerahardware nur Stichproben untersucht (ca. 
64 Pixel). Überschreitet die Luminanz eines dieser Pixel die Durchschnittshelligkeit 
um beispielsweise 60% und weicht der Farbton vom Idealweiß signifikant ab, so wird 
ein Zähler inkrementiert. Dieser steuert anschließend das Verhältnis zwischen den drei 
Farbkanälen. Problematisch ist dabei, dass nicht unbedingt das fokussierte Objekt 
bewertet wird, da das Stichproben-Gitter fest vorgegeben ist. So kann ein 
vorbeifahrendes rotes Auto ungewünschte Veränderungen der Kameraparameter 
verursachen. Deshalb wurde die einzelne Verstärkung der drei Farbkanäle zum 
Weißabgleich ebenfalls extern angesteuert. 
· Gegenlichtkompensation: 
Viele Kameras verfügen zusätzlich zu den genannten Einflussmöglichkeiten über eine 
Gegenlichtkompensation. Diese hat lediglich Einfluss auf die bereits beschriebene 
Stichproben-Verteilung zur Anpassung der Verstärkung und des Weißabgleichs. Meist 
erfolgt hierzu eine erhöhte Gewichtung des Bildzentrums zur Analyse. Befindet sich 
das Objekt (hier: Gesicht) nicht in der Bildmitte, so führt das Verfahren zu schlechten 
Resultaten. Daher wurde im Kontext der vorliegenden Arbeit die 
Gegenlichtkompensation deaktiviert. 
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3.2.2 Kamerabedingte Abbildungsfehler 
Neben den genannten Einschränkungen, die auf CCD-spezifische Eigenschaften 
zurückzuführen sind,  existieren weitere Kamera-bedingte Einflüsse, die sich negativ auf die 
Abbildung der Realität in einer computergerechten Darstellung äußern. Hierbei handelt es 
sich um Abbildungsfehler durch die eingesetzten Optiken. Vollständigkeitshalber folgt eine 
Auflistung der bedeutendsten Abbildungsfehler: 
· Sphärische Aberration: Die sphärische Aberration (Öffnungsfehler) tritt auf, wenn 
die Linsenoberfläche eine Kugeloberfläche beschreibt. Die Fokussierung parallel 
eintreffender Strahlen in einem Brennpunkt ist nur für achsennahe Strahlen gegeben. 
Dadurch kommt es zur sogenannten Verzeichnung (oder auch Distorsion), die sich 
durch die gekrümmte Wiedergabe gerader Linien am Bildrand äußert. Asphärische 
Linsen mit parabelförmigem Querschnitt vermeiden diesen Fehler, sind aber in hoher 
optischer Qualität nur sehr teuer zu fertigen.  
· Chromatische Aberration: Die Chromatische Aberration oder auch Farblängsfehler 
führt zu Farbsäumen, da der Linsenrand das Licht wie ein Prisma in seine spektralen 
Bestandteile zerlegt. Mit einer mechanischen Blende kann dieser Effekt weitgehend 
vermieden werden, da das Licht, welches die Linse am Rand passiert, am stärksten zur 
Aberration beiträgt. 
· Vignettierung: Unter Vignettierung wird die (ungewollte) Abdunkelung der Bild-
Ecken verstanden. Dieser Effekt tritt hauptsächlich bei Weitwinkelobjektiven auf. 
Aufgrund des Strahlengangs werden hierbei die Bildecken schwächer belichtet als das 
Bildzentrum. 
3.2.3 Repräsentation des Bildes im Rechner 
In diesem Abschnitt werden grundlegende Definitionen für die Schreibweise und die 
mathematische Beschreibung des verarbeiteten Bildsignals gegeben. 
Das Farbbild einer CCD-Kamera setzt sich aus der additiven Mischung dreier Farbkanäle (rot, 
grün und blau) zusammen. Standardbedingt wird dabei jede Primärfarbe durch 256 Werte 
quantisiert.  
Eine Bildsequenz kann als diskrete Vektorfunktion wie folgt dargestellt werden: 
 
Abbildung 3.3: Das Bildsignal des CCD wird verstärkt, durch einen Analog/Digital-Wandler diskretisiert 
und in einem Bildspeicher abgelegt. Ein Micro-Controller nimmt dabei dynamisch 
Einfluss auf Helligkeit und Farbe des Bildes.  
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0 ≤ x < Anzahl der Spalten 
0 ≤ y < Anzahl der Zeilen 
0 ≤ t < Dauer der Sequenz T 
(3.1) 
Dabei wird das Bild als Matrix angesehen, dessen Koordinaten durch x (Spalte) und y (Zeile) 
definiert sind. Eine Sequenz wird durch die serielle Abfolge der einzelnen Bilder gebildet, 
wobei ein einzelnes Bild für einen Zeitraum Δt bestehen bleibt, der in [ms] (Millisekunden) 
gemessen wird. Die Bildwiederholungsrate ist durch 1000/Δt gegeben, Maßeinheit ist [fps] 
(frames per second). 
Der Farbwert eines Pixels ist als Vektor definiert und wird mit RGB bezeichnet. Es gilt: 
R
RGB G
B
é ù
ê ú= ê ú
ê úë û
                 mit { }, , 0, ... , 255R G B Î  (3.2) 
Es ist nun wünschenswert, die Farbwahrnehmung innerhalb der Akquisitionsphase zu 
normalisieren. Die dazu notwendigen Verfahren werden im folgenden Abschnitt näher 
betrachtet. 
3.3 Verfahren zur Farbkonstanz 
Verschiedene Faktoren können das äußere Erscheinungsbild eines Gegenstandes stark 
beeinflussen, besonders hinsichtlich seiner Farbe. Farbinformationen sind jedoch im Rahmen 
computerunterstützter Bildverarbeitung äußerst wichtig. Die menschliche Hautfarbe eignet 
sich beispielsweise für die Unterstützung der Gesichtslokalisierung. Aber auch Merkmale 
innerhalb des Gesichtes, wie beispielsweise die Lippen, lassen sich von der Umgebung durch 
Einbezug von Farbinformation vereinfacht segmentieren.  
In diesem Abschnitt wird deshalb auf die Problematik der Farbkonstanz und Ansätze für 
deren Gewährleistung eingegangen. Unter konstanter Farbwahrnehmung wird im Kontext der 
Arbeit verstanden, dass die digitalisierte Abbildung eines Objektes farblich auch unter 
variierenden Umweltverhältnissen an einen kalibrierten Farbwert angepasst wird. Abschnitt 
3.3.1 untersucht die beeinflussenden Faktoren der Farbwahrnehmung digitaler Systeme. Es 
folgt die Beschreibung einer dynamischen Regelung der Kameraparameter (Abschnitt 3.3.2) 
und eines Ansatzes zur dynamischen Farbkonstanz durch Softwarefilter (Abschnitt 3.3.3). Der 
Abschnitt endet mit der Darstellung der Ergebnisse der eingesetzten Verfahren (Abschnitt 
3.3.4). 
3.3.1 Beeinflussende Faktoren der Farbwahrnehmung 
Grundlage für die Farbwahrnehmung einer Kamera ist ihre Spektralantwort, also die 
Sensitivität der drei Filter für verschiedene Wellenlängen. Durch sie wird festgelegt, wie 
empfindlich und exakt eine Kamera auf bestimmte Farben reagiert.  
Ein von der Kamera wahrgenommener Farbwert im RGB-Farbraum kann durch das spektrale 
Integral beschrieben werden: 
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( )E l =Lichtspektrum der Umgebung 
( ), ,R G BQ l =Spektralantwort der Kamera 
( )matS l = Reflektionsfkt. des Materials 
(3.3) 
Hier wird über die Wellenlänge l des Lichtspektrums integriert. ( )E l gibt dabei die spektrale 
Energieverteilung der Beleuchtung an und ( )matS l beschreibt die Reflektionsfunktion des 
beleuchteten Materials. ( ) ( ) ( ), ,R G BQ Q Ql l l  repräsentieren die CCD-charakteristischen 
Spektralantworten der einzelnen Farbkanäle.  
Zusammenfassend sind es also die kameraspezifische Wahrnehmung, die Lichttemperatur der 
Umgebungsbeleuchtung und die Charakteristik des reflektierenden Materials, die Einfluss auf 
die Farbwahrnehmung eines digitalen Bildes haben. Im Folgenden werden diese drei Faktoren 
näher betrachtet. 
Kameraspezifische Wahrnehmung 
Wie beschrieben, besitzt jeder CCD-Sensor unterschiedliche Spektralantworten für die drei 
Primärfarben, die durch den internen Aufbau der verwendeten Hardware bestimmt werden.  
Bei der eingesetzten Philips ToUCam 840K Pro handelt es sich um eine USB-Webcam, die 
mit einem Progressive-Scan CCD-Chip ICX098AK der Firma Sony ausgestattet ist. Der 
Sensor ist in der Lage, einzelne Pixel in ca. 1/30 Sekunde separat auszulesen. Diese 
Eigenschaft ermöglicht der Kamera Blooming-Effekte, bei denen übersteuerte Ladungssenken 
benachbarte Ladungssenken durch Elektronenabgaben stark negativ beeinflussen, deutlich zu 
verringern, da die Ladungssenken dadurch nur in Ausnahmefällen gesättigt werden.  
Das Auslesen mittels der Progressive-Scan Technologie verbunden mit der extern 
verstellbaren Ladungsverstärkung hat hardwarebedingt starken Einfluss auf die 
Spektralantwort des Sensors. In Abbildung 3.4 (links) ist die Abhängigkeit der Verstärkung 
auf die Empfindlichkeit der drei Primärkanäle rot, grün und blau anhängig von der 
Wellenlänge veranschaulicht. 
Zusätzlich verfügt die Kamera über einen Infrarotsperrfilter, der jedoch entfernt werden kann, 
was zu einer größeren Sensitivität in dunklen Umgebungen führt. Auch hier verändert sich die 
Spektralantwort des Sensors maßgeblich, was ebenfalls in Abbildung 3.4 (rechts) dargestellt 
wird. 
Lichttemperatur der Umgebungsbeleuchtung 
Neben den kamera-spezifischen Abbildungseigenschaften beeinflusst auch die 
Lichttemperatur der Umgebungsbeleuchtung das farbliche Erscheinungsbild eines Objektes. 
So tendieren Aufnahmen unter der Einwirkung von Leuchtstoffröhren stark zu einem 
Grünstich. Das Lichtspektrum verschiedener Lichtquellen zeigt Abbildung 3.5. Ein 
Lösungsansatz besteht darin, zusätzliche Leuchtkörper um die Kamera anzuordnen und somit 
die Umgebungsabhängigkeit zu verringern. Die erforderliche Beleuchtungsstärke ist jedoch in 
realen Umgebungen problematisch zu realisieren und wird vom Benutzer als störend 
empfunden. Deshalb wurde im vorliegenden Ansatz auf den Einsatz zusätzlicher Lichtquellen 
verzichtet und stattdessen versucht, die Problematik durch geeignete Algorithmen zu lösen. 
Bei mobilen Systemen innerhalb von Gebäuden kommt erschwerend durch die Installation 
vieler Lichtquellen eine starke Ortsabhängigkeit hinzu.  
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Noch schwieriger ist es, wenn ein System außerhalb von Laborbedingungen eingesetzt wird 
und die Beleuchtungsverhältnisse innerhalb kurzer Zeiträume wechseln. Bedingt durch 
wechselnde Wetterverhältnisse verändert sich dann beispielsweise das Verhältnis von 
direktem und indirektem Sonnenlicht.  
Zur Lösung dieser Probleme kommen deshalb Verfahren der Bildaufbereitung zum Einsatz, 
die in Abschnitt 3.4 beschrieben werden.  
 
Abbildung 3.4: links: Dargestellt wird die Abhängigkeit der Wahrnehmung der drei Primärfarben 
abhängig von Wellenlänge und Verstärkung für die Philips ToUCam 840K. Auffällig ist 
der starke Einfluss der Verstärkung auf den Rot-Kanal. rechts: Wird der 
Infrarotsperrfilter, so verändert sich die Spektralantwort des CCD signifikant.  
 
Abbildung 3.5: Lichtspektren verschiedener Lichtquellen 
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Charakteristik des reflektierenden Materials  
Neben dem Spektrum der Beleuchtung ist die Reflektionseigenschaft des beleuchteten 
Materials von entscheidender Bedeutung für sein farbliches Erscheinungsbild.  
Im Rahmen der Arbeit stellt die menschliche Haut das zu erkundende Objekt dar. Diese 
besteht aus der Hautoberfläche (epidermis) und der sich darunter befindlichen dickeren 
eigentlichen Haut (dermis). Die Reflektion des Lichtes erfolgt an der Oberfläche der 
Epidermis. Dabei wird etwa 5% der einfallenden Strahlung unabhängig von Wellenlänge und 
Rasse zurückgeworfen [AnHuPa81]. Die verbleibende Strahlung wird hauptsächlich in der 
Dermis in Abhängigkeit von der Beschaffenheit des Blutes absorbiert, das sich bei allen 
menschlichen Rassen gleich zusammensetzt. Die Hautfarbe hängt von der Durchlässigkeit der 
Epidermis ab, welche wiederum von der Melanin-Konzentration beeinflusst wird.  
In Abbildung 3.6 ist die Reflektionseigenschaft der menschlichen Haut abhängig von 
Wellenlänge und Rasse dargestellt. Caucasian Erythematous steht dabei für durch 
Sonnenbrand gerötete Haut. Interessant ist der ähnliche Verlauf für Farbige und hellhäutige 
Personen. Der Hauptunterschied besteht hauptsächlich in der Helligkeit (Luminanz), nicht 
jedoch im Farbton (Chrominanz). 
3.3.2 Kamera-Kalibrierung durch den erweiterten Simplex-Algorithmus 
Da sich die Faktoren Beleuchtung und Reflektion in der vorliegenden Arbeit aufgrund der 
Zielsetzung nicht beeinflussen lassen, verbleibt nur die Anpassung der Kameraparameter. 
Die wesentlichen Parameter einer digitalen Kamera zur Optimierung der Darstellungsqualität 
einer Abbildung sind die Verschlusszeit, der Weißabgleich und die Verstärkung. Um diese 
sich gegenseitig beeinflussenden Faktoren parallel optimieren zu können, wurde in der 
vorliegenden Arbeit der erweiterte Simplex-Algorithmus eingesetzt [NeMe65].  
 
 
Abbildung 3.6: Reflektionseigenschaft der menschlichen Haut abhängig von Hauttyp und Wellenlänge 
[AnHuPa81]. 
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Bei einem Simplex im n-dimensionalen Raum (hier gilt n=3 für die drei Parameter) handelt es 
sich um ein geometrisches Objekt mit n+1 Positionsvektoren, die jeweils einen identischen 
Abstand zueinander besitzen. Der Positionsvektor P  ist dabei wie folgt definiert: 
s
P w
g
æ ö
ç ÷= ç ÷
ç ÷
è ø
 mit 
s ≈ Verschlusszeit (shutter) 
w ≈ Weißabgleich (white-balance) 
g ≈ Verstärkung (gain) 
(3.4) 
P  besitzt einen skalaren Wert, der die Anzahl der (Referenz)-hautfarbenen Pixel im 
Gesichtsbereich abhängig von den drei Parametern s, w und g angibt. Der schlechteste Vektor 
wird an dem Körper gespiegelt, der durch die verbleibenden n Vektoren aufgespannt wird und 
ergibt mit diesen einen neuen Simplex. 
Der Simplex-Algorithmus versucht iterativ durch diese Vorgehensweise, einen optimalen 
Positionsvektor zu finden, der den gewünschten Zielvorgaben am nächsten kommt. Im 
vorliegenden Fall gilt es, den durchschnittlichen Farbwert der Gesichtsregion einem 
empirisch festgesetzten Referenzwert anzunähern. Für die optimale Einstellung der Parameter 
ist jedoch eine geeignete Initialisierung notwendig, die beispielsweise durch eine 
Vorabverwendung des automatischen Weiß-Abgleichs der Kamera erreicht werden kann.  
Abbildung 3.7 (links) zeigt ein Beispiel für den 2-dimensionalen Fall. Zu dem Positionsvektor 
P werden zwei zusätzliche Positionsvektoren U und V hinzugefügt. Da P  am wenigsten 
hautfarbene Bereiche erzeugt, wird er an der Geraden UV auf 'P gespiegelt. Es ergibt sich der 
neue Simplex S´. Das Verfahren wird solange wiederholt, bis es gegen ein lokales Maximum 
konvergiert Abbildung 3.7 (rechts). 
Ein Nachteil des Simplex-Algorithmus ist die starre Schrittweise und die damit einhergehende 
lineare Performance. Deshalb wurde der Ansatz in der vorliegenden Arbeit erweitert, indem 
eine Stauchung bzw. Streckung der Spiegelung durch Einführung eines Regelwerks 
ermöglicht wurde. Abbildung 3.8 stellt den erweiterten Simplex-Algorithmus für einen 
zweidimensionalen Parameterraum dar. 
 
 
Abbildung 3.7: links: Beim Simplex-Algorithmus wird der schlechteste Positionsvektor P  an den  
Punkten U  und V  des gemeinsamen Simplex S auf 'P  gespiegelt. Es entsteht der neue 
Simplex S’.   rechts: Das Verfahren konvergiert schon nach kurzer Zeit gegen ein lokales 
Maximum [NeMe65]. 
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Das Regelwerk ist wie folgt festgelegt: 
· Wenn P U P V¢ ¢> Ç >  
dann wiederhole Spiegelung mit Streckung um Faktor 2 von P auf 2P¢  
· Wenn ( ) ( )P U P V P U P V¢ ¢ ¢ ¢> Ç < È < Ç >   
dann verwende weiterhin P¢  
· Wenn P U P V P P¢ ¢ ¢< Ç < Ç >  
dann wiederhole Spiegelung mit Streckung um Faktor 0.5 von P auf 0.5P¢  
· Wenn P U P V P P¢ ¢ ¢< Ç < Ç <  
dann wiederhole Spiegelung mit Streckung um Faktor -0.5 von P auf 0.5P-¢  
3.3.3 Dynamische Farbkonstanz 
Die im vorherigen Abschnitt beschriebene Optimierung der Kameraparameter hat den 
Nachteil, dass die Kamera hardwarebedingt nur mit einer Latenzzeit von ca. 200 ms auf die 
Veränderungen reagiert. Um eine zusätzliche, unmittelbare Farbkonstanz der Gesichtsregion 
zu gewährleisten, wurden deshalb zwei weitere Verfahren in die Bildaufbereitung 
mitaufgenommen. Dabei handelt es sich um den GreyWorld-Constancy Algorithmus 
[CaFu99] und die Ellipsen-Transformation [BiSa00] für Farbräume. 
 
GreyWorld-Constancy 
Bei dem GreyWorld-Constancy Algorithmus wird davon ausgegangen, dass eine auftretende 
Farbveränderung durch Skalierung aller Farbkanäle kompensiert werden kann. Erstrebenswert 
ist dabei, den Farbmittelwert der Gesichtsregion auf einen zuvor definierten Referenzwert 
anzupassen.  
 
 
 
 
Abbildung 3.8: Dynamische Schrittweitenanpassung beim erweiterten Simplex: Je nach Güte des 
gespiegelten Punktes wird eine Korrektur der Schrittweite vorgenommen.  
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    mit ( , , ) Farbkanal-MittelwertR G BFacec =  (3.5) 
Die Skalierungsfaktoren λ(R,G,B) der einzelnen Farbkanäle werden über das Verhältnis der 
Farbkanal-Referenzwerte zu den erhaltenen Mittelwerten wie folgt gebildet: 
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                  mit ( , , )  Farbkanal-ReferenzwertR G BRefc =  (3.6) 
Anschließend werden alle Farbwerte des aktuellen Bildes I mit den Skalierungsfaktoren 
multipliziert, so dass sich ein neues Bild I´ ergibt. Es gilt: 
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Ellipsen-Transformation 
Eine weitere Klasse von Verfahren zur Farbkonstanz versucht definierte Farbunterräume in 
zusammenfassende Hüllen (Gammuts) zu transformieren. Die Strukturen der einzelnen 
Gammuts können dabei komplexe Polygone aber auch einfache geometrische Formen sein. 
Einen einfachen Vertreter der Gammut-Transformationen stellt die Ellipsen-Transformation 
dar.  
Bei der Ellipsen-Transformation werden vier Schritte durchlaufen: 
Schritt 1: Zunächst erfolgt eine Projektion des RGB-Farbhistogramms auf die Rot-Grün, die 
Blau-Grün und die Rot-Blau Ebene, wodurch drei zwei-dimensionale Verteilungen gewonnen 
werden. Dies ist in Abbildung 3.9 dargestellt. 
Schritt 2: Im zweiten Schritt werden Ellipsen gesucht, die die Verteilungen möglichst 
optimal annähern. Dazu bietet sich der BlobEM-Algorithmus [Bi98] an. Dieser berechnet das 
optimale Verhältnis von innenliegenden zu außenliegenden Punkten unter der Annahme, dass 
sich die Verteilung ähnlich einer Gaussverteilung verhält. Innerhalb der vorliegenden Arbeit 
ergab sich eine optimale Anzahl von zwei bis drei Ellipsen, um die Verteilung einer 
Projektionsebene sinnvoll anzunähern. 
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Schritt 3: Anschließend wird eine Transformationsmatrix berechnet, mit der sich die 
gefundenen Ellipsen auf ideale Referenz-Ellipsen abbilden lassen. Dazu wird die Ellipse 
durch die Translationsmatrix T auf den Koordinatenursprung verschoben, durch die 
Rotationsmatrix R auf eine vertikale Ausrichtung gedreht und schließlich durch die 
Skalierungsmatrix S auf einen Einheitskreis skaliert. Die Transformation auf die Referenz-
Ellipse erfolgt in inverser Reihenfolge. Daraus kann die Transformationsmatrix iA  der i-ten 
Ellipse gewonnen werden: 
' ' '
i i i i i i iA T R S S R T= × × × × ×   (3.8) 
Schritt 4: Abschließend werden die so gewonnenen Transformationsmatrizen iA auf alle 
Farben angewendet, wobei die Werte der Farbkanäle als Koordinaten interpretiert werden. 
Abbildung 3.10 zeigt die beschriebene Vorgehensweise. Zunächst wird eine Verteilung durch 
zwei Ellipsen angenähert. Diese werden auf den Einheitskreis abgebildet und anschließend 
durch die zuvor berechneten, kalibrierten Rücktransformationsmatrizen auf die neuen 
normalisierten Verteilungsellipsen abgebildet. 
 
Abbildung 3.9: Zerlegung eines dreidimensionalen Histogramms in drei einzelne zweidimensionale 
Histogramme [BiSa00] 
 
Abbildung 3.10: Transformation zweier Ellipsen auf den Einheitskreis sowie deren Rücktransformation 
durch zuvor berechnete Transformationsmatrizen [BiSa00]. 
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3.3.4 Ergebnisse der Farbkonstanz-Verfahren 
Um die Qualität der eingesetzten Farbkonstanz-Algorithmen beurteilen zu können, wurden 
zwei Bildsequenzen untersucht, in deren Verlauf sich die Farbtemperatur verändert.  
In der ersten Versuchsreihe wurden zunächst der Blaukanal, anschließend der Rotkanal und 
schließlich Rot- und Blaukanal kombiniert, durch eine Dreiecksfunktion verstärkt und 
abgeschwächt. Dies wurde jeweils für das gesamte Bild und für die Gesichtsregion 
durchgeführt. 
In der zweiten Versuchsreihe wurde praxisnah durch Ein- und Ausschalten einer Neonlampe 
die herrschende Farbtemperatur der Umgebung sprunghaft verändert.  
Bei der Evaluierung beider Versuchsreihen zeigte sich, dass das Zusammenspiel der 
Algorithmen vorzüglich geeignet war, die Farben konstant zu halten. In Abbildung 3.11 bis 
Abbildung 3.16 sind die Ergebnisse der Farbkonstanz-Verfahren dargestellt.  
 
 
 
 
 
Abbildung 3.11: Histogramme der Gesichtsregion bei stetiger Veränderung der Lichttemperatur ohne 
Einsatz von Verfahren zur Farbkonstanz. 
 
Abbildung 3.12: Histogramme der Gesichtsregion bei stetiger Veränderung der Lichttemperatur mit 
Einsatz von Verfahren zur Farbkonstanz. 
3 Bildaufbereitung und Gesichtsfindung 
61 
 
Abbildung 3.13: Histogramme des gesamten Bildes bei stetiger Veränderung der Lichttemperatur ohne 
Einsatz von Verfahren zur Farbkonstanz. 
 
Abbildung 3.14: Histogramme des gesamten Bildes bei stetiger Veränderung der Lichttemperatur mit 
Einsatz von Verfahren zur Farbkonstanz. 
 
Abbildung 3.15: Histogramme der Gesichtsregion bei sprunghafter Veränderung der Lichttemperatur 
ohne Einsatz von Verfahren zur Farbkonstanz. 
 
Abbildung 3.16: Histogramme der Gesichtsregion bei sprunghafter Veränderung der Lichttemperatur 
mit Einsatz von Verfahren zur Farbkonstanz. 
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3.4 Reduzierung von Bildstörungen 
Die in Abschnitt 3.3 vorgestellten Verfahren zur Farbkonstanz haben Einfluss auf Helligkeits- 
und Farbverlauf des gesamten Bildes. Oftmals ist es jedoch notwendig, einzelne Regionen 
separat aufzubessern, da diese durch Schattenwurf oder Überleuchtung gestört werden. In 
diesem Abschnitt werden deshalb Verfahren zur Schattenreduktion und zur 
Überleuchtungsrekonstruktion vorgestellt, die in dieser Arbeit zum Einsatz kommen. 
3.4.1 Schatten-Reduktion 
Werden idealisierte Laborbedingungen verlassen, so trifft man u.U. auf kurzfristig stark 
variierende Lichtverhältnisse. Dies betrifft nicht nur Veränderungen bzgl. der Farbtemperatur 
sondern auch bzgl. der Position von Beleuchtungsquellen. Dabei führt gerichtetes Licht im 
Gegensatz zu diffuser Beleuchtung zu Schattenbildungen.  
Bedingt durch die Anatomie des Kopfes sind bestimmte Bereiche des Kopfes dafür 
prädestiniert, andere Bereiche gegenüber Lichtquellen abzudecken und so Schatten zu 
erzeugen. Dabei handelt es sich bevorzugt um die oberen Knochen der Augenhöhle, die Nase 
und das Kinn. Die auf einem Objekt geworfenen Schatten unterteilen sich in zwei 
grundlegende Klassen: 
· Umbra: Bei der Umbra handelt es sich um den so genannten Kernschatten, der durch 
absolute Verdeckung entsteht. 
· Penumbra: Der Nebenschatten Penumbra entsteht dann, wenn die Lichtquelle nicht 
punktförmig ist. 
Für den Menschen stellen Schatten eine wichtige zusätzliche Quelle für Informationen über 
die räumliche Beschaffenheit eines Körpers dar. Dies ist jedoch nur der Fall, wenn zuvor 
erlerntes umfangreiches Alltagswissen eingesetzt werden kann. Für die bildgestützten 
Verfahren, stellen Schattenregionen Störungen dar, da die Homogenität von Objekten in 
erheblichem Maß beeinträchtigt wird. Die Folge ist, dass zusammenhängende Regionen wie 
z.B. Lippen oder Augenhöhlen bei der Segmentierung in Unterregionen aufgeteilt oder aber 
fälschlich anderen Regionen zugeordnet werden. 
Verschiedene Ansätze zur Schattenreduktion sind bekannt. Ebrahimi et al. [EbSaCa01] führen 
eine Kantendetektion über die Helligkeitsverläufe eines Bildes durch. Die erhaltenen 
Regionen werden anschließend über Nachbarschaftsvergleiche in Schatten- und 
Nichtschattenregionen zusammengefasst. Ebrahimi et al. verwenden dazu statt eines RGB-
Farbraumes den c1c2c3-Farbraum, der wie folgt definiert ist: 
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  (3.9) 
Dieser invariante Farbraum ermöglicht sogar weitgehend die Unterscheidung zwischen 
Eigenschatten und Fremdschatten. Rahmenbedingung ist die Verwendung von einfarbigen 
Objekten vor einem homogenen, einfarbigen Hintergrund (vgl. Abbildung 3.17).  
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Andere Ansätze zur Schattenreduktion beruhen auf dem Prinzip der Differenzbildung 
mehrerer Ansichten einer Szene unter variierenden Beleuchtungen. Das Shadow-Flash 
Verfahren illuminiert eine Szene diffus, linksseitig und rechtsseitig [ElYoKo02]. Aus den drei 
Ansichten lässt sich wie folgt ein schattenfreies Bild erzeugen: 
2Shadow right left right left diffuseI I I I I IØ = - + + - ×   (3.10) 
Das Verfahren eignet sich insbesondere bei Aufnahmen durch fixierte Kameras im 
Außenbereich, die tageszeit-bedingtem Schattenwurf unterworfen sind. Exemplarisch sind für 
eine Verkehrsszene in Abbildung 3.18 zwei schattige Aufnahmen und die schatten-korrigierte 
Ansicht dargestellt. 
Bei allen bekannten Verfahren der Literatur werden starke Einschränkungen an die 
Aufnahmebedingungen geknüpft. Deshalb wurde im Rahmen der Arbeit ein neuer Ansatz 
entwickelt, der im Folgenden vorgestellt werden soll. 
Das Verfahren geht davon aus, dass sich Schattenbildung primär durch die Verringerung der 
Intensität, nicht aber durch eine Veränderung der eigentlichen Farbinformation äußert. Ziel ist 
es also, die Intensität in Schattenzonen gezielt zu verstärken.  
Dazu sind zwei Schritte erforderlich: 
· Generierung einer Schattenmaske 
· Berechnung der neuen Intensität von Schattenregionen 
 
Abbildung 3.17: Verfahren nach [EbSaCa01]: Die Schattendetektion mit invarianten Farbräumen 
ermöglicht die vom Objekt geworfenen Schatten (mittig) und die Eigenschatten (rechts) 
korrekt zu detektieren. 
 
Abbildung 3.18:Durch zwei verschieden illuminierten Ansichten (links und mittig) lässt sich ein 
schattenreduziertes Bild berechnen (rechts) [ElYoKo02].  
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Die Schattenmaske IShadow kodiert das Auftreten von Schatten in Form eines Grauwertbildes. 
Dazu wird zunächst der Intensitätsbereich hautfarbener Pixel bestimmt (vgl. Abschnitt 3.5.2). 
Bildpunkte mit einer Intensität bis 90% werden als Schattenregionen interpretiert. Der 
Vorfaktor λ dient der gewünschten Verstärkung. 
( , )( , ) 1Shadow
Thresh
I x yI x y
c
l
æ ö
= × -ç ÷
è ø
 mit ( )0.9 maxThreshc I= ×  (3.11) 
Durch eine Multiplikation des Bildes mit der generierten Schattenmaske lässt sich das 
schattenbereinigte Bild berechnen: 
( , ) ( , ) (1 ( , ))ShadowI x y I x y I x y¢ = × +   (3.12) 
Durch den Einsatz des beschriebenen Verfahrens werden Schatten erfolgreich reduziert und 
der Intensitätsverlauf geglättet. Die verstärkten, hautfarbenen Regionen besitzen jedoch kein 
ausgeprägtes Farbspektrum. Der Grund hierfür ist, dass sich hardwarebedingt Farben unter 
geringer Beleuchtung Grauwerten annähern und farblich nicht mehr differenziert von der 
Kamera wahrgenommen werden können. Abbildungen der Schattenmaske und des 
verbesserten Bildes finden sich in Abbildung 3.19. 
3.4.2 Überleuchtungs-Rekonstruktion 
Bei seitlichen Beleuchtungseinflüssen kommt es oftmals zu Helligkeits-Übersteuerungen 
einer Gesichtshälfte. Deshalb wurde in der vorliegenden Arbeit ein Verfahren zur 
Rekonstruktion dieser Regionen entwickelt. Der Ansatz basiert darauf, dass die Textur der 
korrespondierenden Gesichtshälfte in die übersteuerten Regionen kopiert wird. Dazu ist es 
erforderlich, Wissen bzgl. der Gesichtsgeometrie miteinfließen zu lassen. Dies geschieht 
durch das in 4.1.2 beschriebene Verfahren, was darauf beruht, einen Gesichtsgraphen mittels 
70 charakteristischer Punkte optimal an das Gesicht anzupassen. Durch die Triangulierung 
dieser Punkte kann eine Beschreibung des Gesichtes durch Dreiecke gewonnen werden.  
Zeilenweise wird jeder Punkt der gewonnenen Dreiecke auf Übersteuerung untersucht. Weist 
ein Punkt signifikante Verhältnisänderungen einzelner Farbkanäle oder deutliche 
Abweichungen vom Helligkeits-Mittelwert des Dreiecks auf, so werden seine baryzentrischen 
Koordinaten bestimmt. Durch diese Koordinaten ist es möglich, jeden Punkt eines Dreiecks 
relativ zu den Eckpunkten zu bestimmen. 
Seien A , B undC die Positionsvektoren der drei Ecken. Dann lässt sich jeder Punkt P in einem 
Dreieck darstellen als: 
 
Abbildung 3.19: Zur Reduzierung von Schatten eines Bildes (links) wird eine Maske (mittig) dunkler 
Hautbereiche erstellt und diese zur Aufhellung verwendet (rechts).  
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1bar bar bar bar bar barP a A b B c C mit a b c= × + × + × + + =   (3.13) 
Die baryzentrischen Koordinaten a, b, c ergeben sich wie folgt: 
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  (3.14) 
Nach der Berechnung der baryzentrischen Koordinaten wird der korrespondierende Punkt in 
der anderen Gesichtshälfte bestimmt und die Textur in Form des Farbwertes kopiert. 
Aufgrund der stark unterschiedlichen Helligkeit beider Gesichtshälften erscheinen die 
kopierten Texturen sehr dunkel zu ihrer Umgebung. Eine Verbesserung des Verfahrens ließ 
sich in der vorliegenden Arbeit dadurch erreichen, dass die kopierte Textur durch alpha-
blending wie folgt aufgehellt wurde: 
(1 )mirrorc c ca a¢ = × + - ×  mit 
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(3.15) 
Als optimaler Wert für a ergab sich 0.5. Eine Darstellung des Verfahrens findet sich in 
Abbildung 3.20. In der Praxis zeigte sich, dass die Textur-rekonstruktion rechenzeitaufwendig 
ist und nur minimale Verbesserungen der Graphanpassung (vgl. Abschnitt 4.1.2) mit sich 
bringt. Deutlich besser ist es, Überleuchtungen durch eine geeignete Wahl der 
Kameraparameter (vgl. Abschnitt 3.3) von vornherein auszuschließen.  
3.5 Gesichtsfindung und –Verfolgung 
Eine exakte Lokalisierung des Benutzer-Gesichtes ist sowohl für den in Abschnitt 3.3 
vorgestellten Ansatz zur Farbkonstanz als auch zur optimalen Initialisierung der 
Merkmalsextraktion essentiell. Deshalb wird in diesem Abschnitt der Stand der Technik auf 
dem Gebiet der Gesichtslokalisierung und der in der vorliegenden Arbeit verwendete Ansatz 
vorgestellt.
 
Abbildung 3.20: Zur Rekonstruktion eines überleuchteten Bildbereiches (links) wird die Textur der 
segmentierten Dreiecke (mittig) auf korrespondierende Dreiecke gespiegelt (rechts).  
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3.5.1 Stand der Technik 
Schon um 1970 werden erste theoretische Verfahren zur Gesichtslokalisierung beschrieben, 
die einfache heuristische und anthropometrische Ansätze verwenden [SaNaKa72]. Dennoch 
präsentieren erst gegen 1990 Forschergruppen reale Systeme zur Gesichtsdetektion 
[ChWiSo95]. Inzwischen existieren bereits vielfältige Ansätze zur Lokalisierung des 
menschlichen Gesichtes.  
Zur Detektion von Gesichtern ist es notwendig, a-priori Wissen miteinzubeziehen. 
Grundsätzlich existieren zwei Möglichkeiten, dieses Vorwissen zu formulieren. Analytische 
Ansätze (oder auch merkmalsbasierte Ansätze) beruhen auf lokalen, charakteristischen 
Merkmalen des Gesichtes. Die eingesetzten Verfahren lassen sich wie folgt kategorisieren: 
· Low-Level-Verfahren nutzen einfache Merkmale wie Objektkanten, Intensität, 
Farbe, Bewegung und Symmetriebeziehungen, um auf die Gesichtsregion zu 
schließen. 
· High-Level-Verfahren setzen mehrere Low-Level-Merkmale zueinander in 
Beziehung, indem sie sequentiell oder parallel diese gegeneinander validieren. 
· Konturenbasierte Verfahren verfügen über eine Beschreibung der Gesichtsform und 
suchen mittels sogenannter Snakes, deformierbarer Templates oder Punktverteilungs-
Modellen nach Korrespondenzen. 
Im Gegensatz zu den analytischen Ansätzen betrachten holistische Ansätze (oder auch 
bildbasierte Ansätze) die Gesichtsregion als Ganzes. Die Verfahren lassen sich wie folgt 
unterteilen: 
· Lineare Unterräume ermöglichen durch mathematische Verfahren wie die 
Hauptachsentransformation oder die lineare Diskriminanzanalyse die Transformation 
eines Bildes in einen Datenraum, in dem Gesichtsansichten „nah“ beieinander liegen.  
· Neuronale Netzwerke versuchen die Verarbeitung des menschlichen Nervensystems 
nachzuahmen und eignen sich durch ihre einfache Trainierbarkeit zur 
Gesichtslokalisierung. 
· Statistische Ansätze, wie beispielsweise Support Vector Machines, besitzen einen 
hohen Abstraktionsgrad und eignen sich zur Lösung von Problemen der 
Mustererkennung, wie sie im Kontext der Handschrift- und Spracherkennung, sowie 
der Gesichtslokalisierung auftreten. 
Eine Darstellung der Einteilung von Verfahren zur Gesichtslokalisierung nach [HjLo01] 
findet sich in Abbildung 3.21. Im Folgenden werden die einzelnen Verfahren detailliert 
vorgestellt. 
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1. Low-Level Ansätze 
Viele Ansätze verwenden Kanten-Detektoren, um Gesichtskonturen in einem Bild zu suchen 
[HeKaRoSo95; HeVeDeMc99; HuGuWe96; JaEl95; LiRo95; WaTa00]. Dabei kommen 
bevorzugt der Sobel-Operator, der Laplace-Operator, und der Marr-Hildreth-Operator zum 
Einsatz [MaHi80]. Bei den Verfahren ist es notwendig, die aufgefundenen Kanten mit einem 
Gesichtsmodell abzugleichen. Govindaraju [Go96] verwendet dazu beispielsweise ein 
Modell, dessen Proportionen durch Verhältnisse des goldenen Schnittes [FrMu87] angenähert 
werden: 
1 5 1,61
2
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Face
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+
= =  mit 
hFace = Höhe des Gesichtes 
wFace = Breite des Gesichtes 
(3.16) 
Durch Minimierung einer Kostenfunktion versucht er, eine Kombination der gefundenen 
Kanten zu bilden, die dem Modell möglichst nahe kommt. Das Testmaterial besteht aus 60 
Bildern mit insgesamt 90 Gesichtern. Govindaraju erreicht dabei eine Erkennungsrate von 
76% mit durchschnittlich zwei falsch detektierten Gesichtern pro Bild. 
Andere Gruppen benutzen den Verlauf der Intensität, um Gesichter zu lokalisieren 
[WoKoSp95], [HoLe96]. Gesichtsmerkmale wie Brauen, Pupillen und Lippen erscheinen 
generell dunkler im Verhältnis zu ihrer Umgebung. Geeignete Histogrammanpassung und der 
Einsatz von morphologischen Operatoren erleichtern hierbei die Suche nach lokalen Minima. 
Durch die Beleuchtung kommt es oftmals zu hellen Reflektionen. [YaHu96] verwendet 
deshalb einen Pyramiden-Ansatz, der zunächst geringe Auflösungen untersucht, bei denen die 
Glanzpunkte nicht erscheinen. Anschließend wird die Auflösung stufenweise erhöht, um die 
Ergebnisse zu verifizieren. 
 
Abbildung 3.21: Darstellung der Einteilung von Verfahren zur Gesichtslokalisierung nach [HjLo01] 
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Die Farbe ist ein weiteres Merkmal, das zur Gesichtsdetektion eingesetzt wird. Dabei wird 
ausgenutzt, dass sich die menschliche Hautfarbe in Farbräumen gut von Hintergrundfarben 
trennen lässt (vgl. Abschnitt 3.5.2). Weit verbreitet ist der rgb-Farbraum, der eine 
Normalisierung des RGB-Farbraums durchführt und so weitgehend unabhängig von 
Helligkeits-Schwankungen ist: 
Rr
R G B
Gg
R G B
Bb
R G B
=
+ +
=
+ +
=
+ +
  (3.17) 
Der rgb-Farbraum erlaubt des Weiteren eine Reduktion auf zwei Dimensionen, da r+g+b=1 
gilt.  
Ein weiterer Farbraum, der oft verwendet wird, ist der YIQ-Farbraum, der vom National 
Television System Committee (NTSC) festgelegt wurde und vor allem für Videosignale und 
für das Farbfernsehen eingesetzt wird. Grundsätzlich ist YIQ eine Form von RGB, die eine 
effiziente Übertragung und eine Kompatibilität mit monochromen TV-Bildschirmen 
ermöglicht (Y-Kanal). Darüber hinaus ist er im Gegensatz zu den zuvor genannten 
Farbräumen besser geeignet, asiatische Hautfarben vom Hintergrund zu trennen, da diese 
näher beieinander gruppierbar sind [DaNa96; WeSe99]. 
0.299 0.587 0.144
0.596 0.274 0.322
0.211 0.523 0.312
Y R G B
U R G B
V R G B
= × + × + ×
= × - × - ×
= × - × + ×
  (3.18) 
Andere Gruppen verwenden perzeptuelle Farbräume. Diese zeichnen sich dadurch aus, dass  
Luminanz und Chrominanz voneinander getrennt werden, wie es auch bei der menschlichen 
Wahrnehmung von Bildern geschieht.  
Perzeptuelle Farbräume verwenden statt kartesischer Koordinatensysteme zylindrische 
Koordinatensysteme. Ein Vertreter ist der HSI-Farbraum, der gut geeignet ist, Lippen, Augen 
und Brauen zu lokalisieren [GrCoEz00; KaBe97; LuLi97; KeGoCo96; ShMo00; SoPi97; 
TeDaAk98; YoOh99]. 
( ) ( ) ( )2
2arccos
2
31 min( , , )
1 ( )
3
R G BH
R G R G G B
S R G B
R G B
I R G B
æ ö× - -ç ÷=
ç ÷× - + - × -è ø
= - ×
+ +
= × + +
 
H = Hue (Farbton) 
S = Saturation (Sättigung) 
I= Intensity (Intensität)  
(3.19) 
Neben der Farbinformation ist auch die Analyse von  Bewegungen eine verbreitete Methode 
zur Gesichtslokalisierung. Unter der Annahme, dass ein statischer Hintergrund gegeben ist, 
lässt sich ein bewegtes Gesicht leicht von diesem trennen. [CrElLi87] verwenden horizontale 
und vertikale Bewegungsmuster innerhalb adjazenter Regionen, um ein Augenpaar zu 
detektieren und dadurch auf das Gesicht zurückschließen zu können.  
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Andere Gruppen versuchen die Bewegung von Gesichtskonturen auszunutzen. McKenna et 
al. benutzen dazu einen räumlich-zeitlichen Gauss-Filter G(x,y,t) [KeGoLi95] mit: 
( )
3
2 2 2 2 2
( , , ) a x y u taG x y t u e
p
- + +æ ö= ç ÷
è ø
 
a = Filterbreite 
u = Skalierungsfaktor 
(3.20) 
Die zweite Ableitung des Filters ergibt einen Zeit-Kanten-Operator G´´(x,y,t): 
2
2
2 2
1( , , ) ( , , )G x y t G x y t
u t
æ ö¶¢¢ = - Ñ +ç ÷¶è ø
   (3.21) 
Durch Faltung des Eingangsbildes mit diesem lassen sich bewegte Kanten leicht durch die 
Nulldurchgänge in S(x,y,t) ermitteln.  
( , , ) ( , , ) ( , , )S x y t G x y t I x y t¢¢= Ä    (3.22) 
Die Positionen der bewegten Kanten werden anschließend mit Referenz-Bewegungsmustern 
von Gesichtern abgeglichen. 
Motiviert durch Erkenntnisse im Bereich der menschlichen Bildwahrnehmung [Tr85], 
[WeJaTe96], präsentierten Reisfeld et al. einen Operator, der ähnlich der Retina 
symmetrische Strukturen eines Bildes detektiert. Dazu geben sie ein Maß msym für die 
Symmetrie eines Pixels p wie folgt an: 
( , ) ( )
( , )sym
i j p
m C i j
ÎG
= å    (3.23) 
Γ(p) beschreibt die Menge aller zu p punktsymmetrischen Punkte und C(i,j) den Symmetrie-
Beitrag dieser Pixel. 
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   (3.24) 
In C(i,j) geht die Distanz zu p ein, die Phase –hier stellvertretend für die Rotation des Kopfes- 
wird durch P(i,j) gewichtet und die Ähnlichkeit wird durch die Gradienten ri und rj definiert. 
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   (3.25) 
Durch dieses Verfahren können symmetrische Merkmale wie Mund und Augen sehr gut 
detektiert und anschließend zur Gesichtslokalisierung verwendet werden. 
 
2. High-Level-Analyse 
Low-Level-Ansätze liefern oftmals nur unzureichende Erkenntnisse, so dass eine 
Gesichtsdetektion nur fehlerhaft erfolgt. So werden z.B. bei ausschließlicher Ausnutzung von 
Farbinformationen unter realen Bedingungen auch Gesichter im Hintergrund auf hautfarbenen 
3 Bildaufbereitung und Gesichtsfindung 
70 
Flächen (Holz-Schränke) fälschlicherweise lokalisiert. Dieses Problem kann umgangen 
werden, wenn zusätzliches Wissen über die Gesichtsgeometrie in die Berechnungen 
miteinfließt. Einige Verfahren erreichen dies, indem sie entweder relativ von einem 
gefundenen Merkmal aus sequentiell weitere Regionen als Verifizierung begutachten, oder 
parallel Merkmalsgruppen bilden, die flexible Gesichtsgeometrien repräsentieren. 
Sequentielle Suchtechniken verwenden signifikante Merkmale, um von diesen auf weniger 
signifikante zu schließen, wobei anthropometrisches Wissen miteinfließt. So wird 
beispielsweise eine kleine Fläche oberhalb einer größeren als Gesicht oberhalb eines Körpers 
interpretiert. Anschließend erfolgt dann die Suche nach Augen innerhalb der kleinen Region 
etc. Vertreter dieser Verfahrensweise sind [BeReSa92; CrBe97; GrChPe95; HjWr99; 
YaHu96]. Andere Gruppen verwenden die Hauptachsen des Gesichtes [CrElLi87; 
SaMaKi97], die Kopfkontur [SiAiHa95] oder den Oberkörper [TuPe91; WoKoSp95]. Die 
sequentiellen Suchverfahren basieren überwiegend auf heuristischen Ansätzen, wobei die 
Frontalansichten unter identischen Umgebungsbedingungen als Trainingsmaterial eingesetzt 
werden.  
Sollen verschiedene Posen berücksichtigt werden, eignen sich parallele Suchtechniken 
besser, da bei ihnen komplette Merkmalskonstellationen trainiert werden. Diese Verfahren 
sind im Vergleich zu den sequentiellen Suchtechniken skalierungs- und rotationsunabhängig 
und robust gegenüber verdeckten Merkmalen. Yow und Cipolla gruppieren mehrere Kanten-
Formationen zu Untergruppen, die wiederum übergeordneten Gruppen zugeordnet werden 
[YoCi97]. Mittels eines Bayesian Belief Networks (BBN) werden verschiedene 
Gruppenanordnungen anschließend auf Gültigkeit überprüft. Dadurch ist es möglich, 
fehlerhafte Gruppen zu ignorieren  Auch eine fehlerfreie Erkennung von Brillenträgern ist 
gewährleistet. Maio und Maltoni setzen die Hough-Transformation ein, um ellipsenförmige 
Objekte wie Gesichtskontur, Augenbrauen, Augen, Nase und Mund zu detektieren 
[MaMa00]. Anhand von zwölf binären Vorlagen, die jeweils verschiedene Gesichtsansichten 
repräsentieren, werden die Konstellationen der Ellipsen anschließend validiert. 
 
3. Konturenmodelle 
Im Gegensatz zu den einfachen Modellen, die bei den parallelen Suchverfahren verwendet 
werden, handelt es sich bei Konturenmodellen um sich dynamisch an die individuellen 
Gegebenheiten anpassende Modelle. Entsprechend ihrer Evolutionsstufe werden sie in 
Snakes, deformierbare Templates und Punktverteilungsverfahren eingeteilt. 
Snakes gehen auf Arbeiten von Kass et al. zurück [KaWiTe87]. Sie finden beispielsweise 
Einsatz, um die Kopfkontur anzunähern. Dazu werden sie durch Verwendung von Low-
Level-Verfahren in der Gesichtsregion initial positioniert. Anschließend passen sich die 
Snakes an die gewünschte Kontur an, indem sie in einem sogenannten Evolutionsprozess 
versuchen, folgende Energiefunktion zu minimieren: 
Snake intern externE E E= +    (3.26) 
Eintern bezeichnet dabei die internen, intrinsischen Eigenschaften, die in einem Vortraining 
berechnet werden. Dies ist vergleichbar mit einem elastischen Gummiband, welches versucht 
seine Grundform einzunehmen (Kreis). Die externen, extrinsischen Parameter stellen den 
Gegenpart dar, der versucht, vergleichbar einem Magneten, die Snakes in eine bestimmte 
Form zu zwingen. Als externe Kraft verwenden Gunn und Nixon den Gradienten eines Bildes 
[GuNi94]. Andere Gruppen benutzen zusätzlich die Hautfarbähnlichkeit [WuYoPr96; 
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YoYaYa98]. Durch die Definition der internen Kräfte sind Snakes anfällig gegenüber 
konkaven Mustern, da sie dazu tendieren, ihren Umfang zu minimieren. Abhilfe schaffen 
Ansätze, die zwei Snakes verwenden. Eine Snake versucht sich von innen nach außen dem 
Gesicht anzupassen, eine andere Snake von außen nach innen. Die resultierenden Konturen 
werden anschließend gemittelt.  
Eine Weiterentwicklung der Snakes stellen die deformierbaren Templates dar [YuHaCo92; 
TiGr00; XiSuZh94]. Dazu wird die externe Energie unterteilt in Energien, die durch 
linksgekrümmte, rechtsgekrümmte oder gerade Kanten bedingt sind. Zusätzlich wird eine 
Energie aus der Helligkeit der betrachteten Pixel definiert. Die zu minimierende 
Energiefunktion ergibt sich wie folgt: 
Template intern left right even intensityE E E E E E= + + + +    (3.27) 
Die Gewichte der externen Energien sind jedoch nur schwer zu definieren und das Verfahren 
ist aufgrund seiner Komplexität äußerst rechenintensiv.  
Im Gegensatz zu Snakes und deformierbaren Templates verwenden Punktverteilungs-
modelle lediglich ausgesuchte Referenzpunkte. Die Parameter der Verschiebung dieser 
Punkte werden durch ein Training berechnet, welches Objekte verschiedener Größe und Pose 
berücksichtigt. Durch den Einsatz einer Hauptachsentransformation, basierend auf den 
Variationen der Referenzpunkte, entsteht ein flexibles Modell. Jeder Punkt p lässt sich so 
durch einen Durchschnittsvektor p  und eine erlaubte Deformation darstellen, die durch einen 
Parametervektor v und die Eigenwertmatrix P bestimmen ist: 
p p P v= + ×    (3.28) 
Eine detaillierte Darstellung der Theorie von Punktverteilungsmodellen findet sich in 
Abschnitt 5.4, wo diese im Kontext der Mundform-Analyse eingesetzt werden. Erstmalig zum 
Einsatz kamen Punktverteilungsmodelle zur Gesichtslokalisierung bei Lanitis et al. 
[LaTaCo94]. Diese verwenden 152 Referenzpunkte auf Brauen, Augen, Nase und 
Gesichtskontur. Zur Initialisierung muss das Modell ebenso wie die Snakes und verformbaren 
Templates innerhalb einer vermeintlichen Gesichtsregion initialisiert werden. Durch eine 
Kostenfunktion, die die Abweichung vom Trainingsset repräsentiert, lässt sich die Aussage 
treffen, ob es sich bei der Initialisierung tatsächlich um eine Gesichtsregion handelt. 
Zusätzlicher Nutzen der Punktverteilungsmodelle ist die automatische Bestimmung der 
Positionen einzelner Gesichtsmerkmale. 
Bei den zuvor vorgestellten Verfahren handelt es sich um analytische Ansätze, die lokale 
Merkmale zur Gesichtslokalisierung verwenden. Eine weitere Möglichkeit besteht darin, 
holistisch ganze Regionen in einem Schritt zu verarbeiten. Diese Vorgehensweise wird auch 
als bildbasiert bezeichnet und soll im Folgenden vorgestellt werden. 
 
4. Lineare Unterräume 
Im Bildraum, der alle möglichen Bilder beinhaltet, bilden Gesichter einen Unterraum. Es gibt 
nun verschiedene Möglichkeiten, den Bildraum zu definieren. Einige Ansätze dazu basieren 
auf multivariater statistischer Analyse. Sirovich und Kirby entwickelten 1987 einen Ansatz 
basierend auf einer Hauptachsentransformation (Principal Components Analysis/PCA), um 
effizient Gesichter zu beschreiben [SiKi87]. Diese beruht darauf, dass sich eine Sammlung 
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von ähnlichen Signalen (hier Gesichtsansichten) durch ein Durchschnittssignal und seine 
möglichen Abweichungen beschreiben lässt. Dabei gilt für das Durchschnittsgesicht D für n 
verschiedene Gesichtsansichten Γ: 
1
1 n
i
i
D
n =
= Gå    (3.29) 
Der Abweichungsvektor X der einzelnen Ansichten zum Durchschnittsgesicht ergibt sich 
dann zu: 
[ ]1( )...( )nX D D= G - G -    (3.30) 
Durch die Eigenvektoren (principal components) der Kovarianzmatrix C lassen sich die 
charakteristischsten Abweichungen zur Durchschnittsansicht angeben. 
Jede einzelne Ansicht kann als lineare Kombination der Eigenvektoren dargestellt werden. 
Das Ergebnis einer Linearkombination wird als Eigenface bezeichnet, so dass das Verfahren 
auch von Eigenface-Ansatz  genannt wird. Turk und Pentland verwenden diesen Ansatz, 
indem sie die Gewichtung der Eigenvektoren als Gesichtsähnlichkeit verstehen [TuPe91]. 
Durch einen Vergleich der Eigenvektoren einer neuen Ansicht mit den Eigenvektoren des 
Trainingsmaterials lässt sich dann die Aussage treffen, ob es sich um ein Gesicht handelt. 
Weitere Veröffentlichungen von Pentland et al. setzten das Verfahren auch ein, um 
charakteristische Merkmale wie Nase, Mund und Augen zu detektieren [MoPe94; PeMoSt94]. 
Andere Autoren wie Samal und Iyengar verwenden das beschriebene Verfahren, um die 
Silhouette des Kopfes zu lokalisieren und daraus auf die Kopfposition zu schließen [SaIy92].  
Die PCA ist jedoch nicht optimal geeignet, um ausgeprägte Variationen hinsichtlich der 
Gesichtsansicht zu beschreiben, da sich der Raum aller Gesichtsansichten (face-space) stark 
vergrößert und dann auch Fehlobjekte beinhaltet. Ein Lösungsansatz besteht darin, den face-
space in kleinere Unterräume aufzuteilen. Aufgrund der Variationen in den betrachteten 
Daten bilden sich in der Regel mehrere Cluster im Wertebereich aus, die durch multimodale 
Mischverteilungen (Linearkombinationen einfacher Normalverteilungen) besser repräsentiert 
werden können als mit unimodalen Verteilungen. Dieser Ansatz wurde erstmalig von Sung 
und Poggio präsentiert [SuPo98]. 
 
5. Neuronale Netzwerke 
Neuronale Netze sind weitverbreitet im Feld der Mustererkennung, insbesondere der 
Gesichtsdetektion. Sie zeichnen sich dadurch aus, dass sie anhand von Trainingsbeispielen 
lernfähig sind, ohne dass explizite Zusammenhänge der Merkmale vorgegeben werden 
müssen. Weitere Vorteile sind die hohe Parallelität bei der Informationsverarbeitung, eine 
hohe Fehlertoleranz und die verteilte Wissensrepräsentation, durch die ein fehlerhaftes 
Neuron (hier Pixelbereich) nur eine kleine Störquelle darstellt.  
Eine Übersicht über erste Ansätze, die Neuronale Netzwerke zur Gesichtsdetektion einsetzen, 
findet sich bei Viennet und Fougleman [ViFo98]. Die beschriebenen Verfahren nutzen Multi 
Layer Perceptron – Netzwerke (MLP), die nur auf ausgewählten Bildern gute Ergebnisse 
liefern. Als Meilenstein gilt der 1998 von Rowley et al. vorgestellte Detektor [RoBaKa98], 
der durch ein der menschlichen Retina ähnliches Netzwerk die menschliche Wahrnehmung 
nachbildet. Dazu setzen sie drei verschiedene Eingangsnetze ein, die eine 20x20 Pixel große 
Region in 2x2, 4x4 und 20x5 große Blöcke einteilen. Diese werden in einem Hidden Layer 26 
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Neuronen zugeordnet, die schließlich mittels Sigmoid-Funktionen auf ein Ausgangsneuron 
geschaltete werden.  
 
6. Statistische Ansätze 
Neben Ansätzen, die lineare Unterräume oder Neuronale Netzwerke verwenden, existieren 
noch weitere statistische Vorgehensweisen zur Gesichtsfindung. Colmenarez und Huag 
stellen ein System vor, welches auf der Kullback-Leibler-Divergenz beruht [CoHu97]. Diese 
ist ein Maß für die Unterschiedlichkeit zweier Wahrscheinlichkeitsverteilungen 
nX
P und nMP für einen Zufallsprozess X
n. Es gilt: 
ln nn
n n
X
X M X
X M
P
H P
P
= å    (3.31) 
Die Wahrscheinlichkeitsfunktionen werden in diesem Fall durch die Zeilen-Histogramme von 
Training und Versuch zur Verfügung gestellt. Eine niedrige Kullback-Leibler-Divergenz 
bedeutet somit eine hohe Entropie bzw. eine große Gesichtsähnlichkeit. 
Osunna et al. präsentieren einen Ansatz, der Support Vector Machines (SVM) zur 
Gesichtslokalisierung verwendet [OsFrGi97]. Bei SVMs handelt sich um eine überwachte 
Lernmethode aus dem Bereich des Maschinellen Lernens. Das Prinzip der Klassifikation bzw. 
Mustererkennung beruht auf dem Finden einer optimal trennenden Hyperebene in einem 
hochdimensionalen Merkmalsraum - typischerweise mit wesentlich höherer Dimension als 
der ursprüngliche Merkmalsraum (letzterer wird auch als Eingaberaum bezeichnet). Die Idee 
dahinter besteht darin, dass mit einer geeigneten, nichtlinearen Abbildung in eine ausreichend 
hohe Dimension, Daten aus zwei Kategorien stets mit Hilfe einer Hyperebene getrennt 
werden können. Dieser hochdimensionale Merkmalsraum hat potentiell unendlich viele 
Dimensionen. Dennoch ist die Berechnung einer Hyperebene möglich, da die SVM so 
formuliert werden kann, dass die Trainingsdaten nur in Skalarprodukten auftreten. Der 
Merkmalsvektor kann durch einen Kernel funktional bewertet werden. 
Als Kernel-Funktion wird bei Osunna et al. ein Polynom dritten Grades eingesetzt und mit 
einem Dekompositions-Algorithmus trainiert. Dieser hat zum Ziel, schrittweise das 
Lösungssystem zu zerlegen, beginnend bei der Sicht auf die Hauptfunktion bis zur Ebene 
elementarer Funktionen. Auf einer Ebene wird jeweils von Details der darunterliegenden 
Ebene abstrahiert. Die Teilfunktionen zusammengenommen ergeben vollständig die 
aufgegliederte Funktion. Zur Effizienzsteigerung wird das Verfahren nur auf hautfarbenen 
Regionen angewandt.  
Schneiderman und Kanade beschreiben einen trainierbaren Detektor für die Lokalisierung von 
Gesichtern in jeder möglichen Größe, Position und Haltung [SchKa98]. Um Variationen bzgl. 
der Kopfpose aufzulösen, verwendet der Detektor eine Vielzahl von Klassifikatoren, die 
unterschiedliche Bereiche abdecken. Jeder dieser Klassifikatoren berechnet, ob das Gesicht 
mit einer definierten Größe innerhalb eines Bildfensters vorhanden ist. Die Klassifikatoren 
basieren dabei auf der statistischen Beschreibung einer kleinen Region (local part). Die 
Beschreibung wird durch die Wavelet-Koeffizienten der Region generiert und beinhaltet 
Erscheinungsbild, Frequenz und Orientierung. Die Klassifikatoren sind pyramidenförmig 
angeordnet und entscheiden durch einen Likelihood-Test, ob weitere Klassifikatoren 
hinzugezogen werden sollen oder ob das Objekt als Nicht-Gesicht eingestuft wird.
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3.5.2 Erstellung der Suchmaske 
Um den Suchraum bei der Gesichtssuche einzuschränken, verwendet der hier verfolgte 
Ansatz eine Suchmaske, die auf Hautfarb- und Bewegungs-Information basiert. Die 
Generierung der Maske wird im Folgenden näher beschrieben. 
 
Auswertung von Hautfarb-Information 
Es existieren verschiedene Ansätze, um einzelne Bildpunkte hinsichtlich ihrer Hautfarb-
ähnlichkeit zu bewerten. Diese verwenden meist Verteilungsfunktionen [ZhYaWa00] oder 
Histogramme [KjKe96], um die menschliche Hautfarbe zu modellieren. Einen Histogramm-
getriebenen Ansatz verfolgen ebenso Jones und Regh [JoRe98], der auch dieser Arbeit 
zugrunde liegt.  
Für das Verfahren wurden mehrere tausend Bilder aus dem World Wide Web (WWW) 
gesammelt. Auf diesen erfolgte manuell eine Segmentierung hautfarbener Regionen, so dass 
sich zwei Klassen erstellen ließen. CH umfasst dabei die Klasse aller hautfarbenen Pixel und 
C¬H die Klasse aller nicht-hautfarbenen Pixel. Diese lassen sich durch einfaches Auszählen 
der Häufigkeit aller Farben über die gesamte Datenmenge durch Histogramme HH(RGB) und 
H¬H(RGB) darstellen. Der Speicherbedarf eines Histogramms errechnet sich durch die 
Anzahl der Dimensionen, die verwendete Diskretisierung und den Speicherbedarf des 
Häufigkeitszählers zu 32 Bit * 256^3 = 64 MByte. Untersuchungen haben gezeigt, dass eine 
Diskretisierung von 5 Bit (32 Intensitäten) zu einer vernachlässigbaren Verschlechterung der 
Einteilung führt. Dadurch verringert sich der Speicherbedarf auf 32Bit * 32^3 = 128 kByte. 
Die Reduzierung der Auflösung wurde deshalb in dieser Arbeit übernommen.  
Durch die manuelle Segmentierung kann a-priori Wissen gewonnen werden. Unter der 
Voraussetzung, dass sich ein Pixel der Hautfarbklasse CH zuordnen lässt, kann die 
Auftrittswahrscheinlichkeit P(RGB|CH) für seinen Farbwert RGB berechnet werden, indem 
das Verhältnis der zuvor bestimmten Häufigkeit zu der Gesamtzahl aller Pixel der 
Hautfarbklasse NH gebildet wird: 
( ) ( )| HH
H
RGB
P RGB C
N
=
H
  (3.32) 
Äquivalent kann die Auftrittswahrscheinlichkeit P(RGB|C¬H) einer Farbe bestimmt werden, 
von der bekannt ist, dass es sich bei ihr nicht um Hautfarbe handelt: 
( ) ( )| HH
H
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P RGB C
N
Ø
Ø
Ø
=
H
  (3.33) 
Diese a-priori Wahrscheinlichkeiten lassen sich mit Hilfe des Bayes-Theorems zu einer a-
posteriori Wahrscheinlichkeit wie folgt verbinden: 
( ) ( )| ( )|
( | ) ( ) ( | ) ( )
H H
H
H H H H
P RGB C P C
P C RGB
P RGB C P C P RGB C P CØ Ø
×
=
× + ×
  (3.34) 
Damit kann die Zugehörigkeit eines beliebigen Pixels aufgrund seines Farbwertes zur Klasse 
Haut oder Nicht-Haut bestimmt werden.  
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Das generelle Hautfarbmodell hat den Nachteil, dass in ihm durch Verwendung der Bilder aus 
dem WWW sehr viel Varianz enthalten ist und somit auch hautfarbene Objekte im 
Hintergrund fälschlicherweise detektiert werden. Deshalb wurde das Verfahren in der 
vorliegenden Arbeit durch eine iterative Adaptionsstufe ergänzt, die das Wissen bzgl. der 
Lage der Gesichtsregion nutzt (vgl. Abschnitt 3.5.3). 
Dabei werden Pixel, die innerhalb des Gesichtsbereiches liegen, im Hautfarb-Histogramm 
verstärkt gewichtet. Hautfarbene Pixel des Hintergrundes werden dagegen verstärkt im 
Hintergrund-Histogramm berücksichtigt. Dies führt dazu, dass nicht-hautfarbene Pixel nach 
wenigen Iterationen praktisch keine Gewichtung mehr erhalten und hautfarbene Pixel des 
Gesichtes deutlich von hautfarbenen Pixeln des Gesichtes getrennt werden können. 
Abbildung 3.22 zeigt die generellen Histogramme HH(RGB) und H¬H(RGB), basierend auf 
den manuell segmentierten Daten und die adaptierten Versionen nach der ersten und fünften 
Iteration des beschriebenen Verfahrens. Deutlich erkennbar ist die sich im Verlauf der 
Iterationen verbessernde Trennung zwischen Gesicht und Hintergrund in den 
Visualisierungen der Hautfarb-Wahrscheinlichkeit. 
 
Abbildung 3.22: Dargestellt ist die Hautfarb-Wahrscheinlichkeit, die Hautfarb- und die Hintergrund-
Histogramme basierend auf manuell segmentierten Daten des WWW (Generelles Modell) 
und nach Berücksichtigung des Wissens über die Lage der Gesichtsregion (Adaptierte 
Modelle). 
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Auswertung von Bewegungsinformation  
Als zweites Merkmal zur Erstellung einer Suchmaske dient die Bewegungs-Information. 
Dabei wird der Sachverhalt ausgenutzt, dass sich benachbarte Pixel einer zusammen-
hängenden Region ähnlich bzgl. ihres Bewegungsmusters verhalten. Es existieren 
verschiedene Möglichkeiten, den optischen Fluss, also die Richtung und den Betrag der 
Bewegung, eines einzelnen Bildpunktes zu berechnen. In [GaMcNo98] werden acht 
Verfahren bzgl. der Verarbeitungsgeschwindigkeit und der Genauigkeit miteinander 
verglichen. Die Ansätze beruhen darauf, die Differenz eines Bildes zu einem statischen 
Hintergrundbild oder einem direkt vorhergegangenen Bild zu bilden.  
Bobick und Davis präsentieren einen Ansatz, der auch in der vorliegenden Arbeit 
Verwendung findet [BoDa01]. Diese führen eine gewichtete Summation zeitlich aufeinander 
folgender binarisierter Differenzbilder durch, welche als Motion History Image (MHI) 
bezeichnet wird.  
Ein Bewegungsbild ist dabei wie folgt definiert: 
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  (3.35) 
In Imotion wird immer dann ein Eintrag vorgenommen, wenn eine Bildkoordinate zu zwei 
Zeitpunkten gemäß der L2-Norm größer ist als der gegebene Schwellwert θ. Andernfalls wird 
mit der Zeitkonstanten τ der Beitrag zurückliegender Differenzen linear abgeschwächt. 
Abbildung 3.23 zeigt verschiedene Szenarien, in denen sich das Objekt und/oder der 
Hintergrund bewegt. Zusammenhängende Regionen sind deutlich erkennbar an den 
unterschiedlichen Intensitäten der visualisierten Bewegungsmuster.  
 
Abbildung 3.23: Die Abbildung visualisiert Bewegungsmuster unterschiedlicher Szenarien: Bewegung von 
Objekt und Hintergrund (links), Bewegung des Hintergrundes (mittig) und Bewegung des 
Objektes (rechts). 
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Kombinierte Suchmaske 
Die endgültige Suchmaske ergibt sich aus der Kombination von Hautfarb- und Bewegungs-
Information. Dazu wird das größte hautfarbene Objekt ausgewählt und anschließend durch 
zusammenhängende Bewegungsmuster begrenzt, die sich von dem der hautfarbenen Region 
unterscheiden (vgl. Abbildung 3.24). 
3.5.3 Holistischer Ansatz zur Gesichtsfindung 
Bei dem hier verwendeten Ansatz zur Gesichtsfindung handelt es sich um ein holistisches 
Verfahren nach Viola und Jones, das aus drei separaten Modulen besteht [ViJo01]. Das erste 
Modul transformiert ein Eingangsbild in ein sogenanntes Integral-Image. Dieses dient der 
effizienten Berechnung der zu untersuchenden Merkmale. Das zweite Modul dient der 
automatischen Auswahl geeigneter Merkmale, die die Variationen innerhalb des 
menschlichen Gesichtes beschreiben. Dazu kommt ein spezielles Boosting-Verfahrens nach 
[FrSc95] zum Einsatz. Das dritte Modul repräsentiert einen Kaskaden-Klassifikator, der 
mehrstufig versucht, uninteressante Regionen zu verwerfen, um anschließend eine 
kostenintensivere Untersuchung der verbleibenden Regionen vorzunehmen. Dabei werden die 
Merkmale eingesetzt, die zuvor im Training durch das AdaBoost-Verfahren gewonnen 
wurden. Im Folgenden werden die drei Module detaillierter vorgestellt. 
 
Integral-Image 
Zielsetzung des Ansatzes von Viola und Jones ist es, möglichst simple Merkmale zu 
verwenden, da diese schnell berechnet und für den Klassifikator leicht trainiert werden 
können. Dazu legen sie die Haar-Merkmale von Papgeorgiou et al. zugrunde und erweitern 
diese [PaOrPo98]. Ein Merkmal ergibt sich danach durch Berechnung der Helligkeits-
Differenz benachbarter, gleichgroßer Regionen. Diese kombinieren sie zu vier verschiedenen 
Konstellationen. Eine fünfte Kombination wurde im Rahmen der vorliegenden Arbeit 
hinzugefügt. In Abbildung 3.25 sind die fünf verwendeten Merkmale dargestellt.  
Für das Merkmal M gilt abhängig von x1, x2, y1, y2: 
M(x1, y1, x2, y2)= abs (Helligkeit    - Helligkeit    )  (3.36) 
Ziel ist es, Anordnungen zu finden, so dass die Helligkeits-Differenz der Regionen ein 
Maximum bildet.  
 
Abbildung 3.24: Die Suchmaske (rechts) ergibt sich aus Hautfarb- (links) und Bewegungs-Information 
(mittig). 
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Beispielsweise ist die Region der Augenbrauen meist dunkel und die  
darüberliegende Region hell, so dass es zu einer großen Differenz kommt und das Merkmal 
als signifikant eingestuft wird. 
Nun existieren in einer nur 24x24 Pixel großen Region bereits 45396 Möglichkeiten, die fünf 
Konstellationen zu bilden (die enorm große Anzahl kommt zustande, da das Seitenverhältnis 
der Regionen variabel ist). Es ist leicht nachvollziehbar, dass ein derart großer Suchraum 
äußerst zeitaufwendige Vorberechnungen zur Bestimmung des Helligkeitsintegrals der 
betreffenden Regionen zur Folge hat. Deshalb führen Viola und Jones ein Integral-Image ein, 
das auf Vorarbeiten von Simard et al. basiert [SiBoHa99].  
Das Integral-Image Iint an der Koordinate (x,y) ist als Summe über alle Intensitäten I(x,y) wie 
folgt definiert: 
' , '
( , ) ( ', ')int
x x y y
I x y I x y
£ £
= å   (3.37) 
Durch Einführung der kumulativen Spaltensumme Srow(x,y) ist es möglich, folgende zwei 
Rekurrenzen zu definieren: 
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I x y I x y S x y
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  (3.38) 
Die Ausnutzung dieser Gleichungen ermöglicht eine komplette Berechnung des Integral-
Image in einem Durchlauf des Originalbildes. Das Integral-Image hat den Vorteil, dass es nur 
einmal berechnet werden muss und anschließend die Berechnung des Intensitätsintegrals Fi 
jeglicher Rechtecke durch eine simple Addition und zwei Subtraktionen möglich ist. 
Für das Beispiel in Abbildung 3.26 gilt: 
FA = Iint(xA,yA) 
FB = Iint(xB,yB) - Iint(xA,yA)  
FC = Iint(xC,yC) - Iint(xA,yA) 
FD = Iint(xD,yD) + Iint(xA,yA) - Iint(xB,yB) - Iint(xC,yC) 
FE = Iint(xE,yE) - Iint(xC,yC) 
FF = Iint(xF,yF) + Iint(xC,yC) - Iint(xD,yD) - Iint(xE,yE) 
FF – FD = Iint(xF,yF) + Iint(xA,yA) - Iint(xB,yB)  
               - Iint(xE,yE) + 2 Iint(xC,yC) - 2 Iint(xC,yC) 
(3.39) 
 
Abbildung 3.25: Dargestellt sind die fünf verwendeten Merkmale nach Viola und Jones [ViJo01]. 
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Die Vorgehensweise wird an einem Beispiel (vgl. Abbildung 3.27) verdeutlicht. Als Merkmal 
soll die blau-rote Konstellation untersucht werden. Im ersten Schritt wird das Integral-Image 
erstellt. Dadurch ist es möglich in einem zweiten Schritt mittels weniger Rechenschritte ein 
Differenzbild zu berechnen. Jeder Eintrag in diesem Bild steht für die Helligkeitsdifferenz der 
beiden Regionen. Diese Position eines Eintrages definiert die linke obere Ecke der 
Merkmalsregion. Im Rechenbeispiel ergibt sich ein Maximum von 6 für das Merkmal an 
Position (2,3). 
 
Abbildung 3.26: Das Integralimage ermöglicht die Berechnung der Helligkeit einer Fläche durch vier 
einfache Operatoren. Die Helligkeit der Fläche FD ergibt sich so zu I(xD,yD)+I(xA,yA)-
I(xB,yB)-I(xD,yD). 
 
Abbildung 3.27: Beispiel zur Lokalisierung eines einzelnen Merkmals, hier bestehend aus der Helligkeits-
Differenz der blauen und der roten Region. 
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AdaBoosting 
Im zweiten Schritt werden die n-signifikantesten Merkmale ausgewählt. Dies geschieht 
mittels des AdaBoosting-Algorithmus, einer speziellen Art des Ensemble-Lernens. Die Idee 
besteht dabei darin, einen „starken“ Klassifikator durch eine Kombination „schwacher“ 
Klassifikatoren (weak learner) zu erzeugen. Dabei werden zwei Hauptziele verfolgt: 
· Erzeugung eines möglichst diversen Ensembles von „schwachen“ Klassifikatoren 
· Kombination dieser Klassifikatoren zu einem „starken“ Klassifikator 
Als Grundlage ist ein Lernalgorithmus A vorgegeben, der aus einer Trainingsmenge N einen 
Klassifikator h generiert, wobei gilt: 
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  (3.40) 
X stellt dabei die Menge aller Merkmale dar, Y ist das ideale Klassifikationsergebnis (hier 
X = Merkmale wie oben beschrieben, Y = {Gesicht, kein Gesicht}). Die Anzahl der 
Trainingsbeispiele ist durch m gegeben. In der vorliegenden Arbeit wurde als 
Lernalgorithmus A ein einfaches Perceptron gewählt: 
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Das Perceptron hj(x) hängt dabei vom Merkmal fj(x) und einem gegebenen Schwellwert θj ab, 
pj stellt die Richtung der Ungleichung sicher. 
Die Suche nach geeigneten „schwachen“ Klassifikatoren erfolgt, indem aus der gegebenen 
Trainingsmenge D eine Anzahl verschiedener Varianten Dt mit t = 1,2,..K erzeugt wird. 
Daraus wird durch Anwendung von A ein Ensemble von Klassifikatoren ht = A(Dt). Der 
Gesamtklassifikator H(x) wird als gewichtete Summation verwirklicht: 
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= å   (3.42) 
Beim Ada-Boosting werden die Einzelklassifikatoren iterativ erzeugt, wobei in jedem 
Iterationsschritt jedes Trainingsbeispiel in Abhängigkeit von seinem Beitrag zum 
Klassifikationsfehler gewichtet wird. „Schwierigere“ Beispiele werden dabei allmählich höher 
gewichtet und umgekehrt. Dadurch wird das Training der sukzessive später erzeugten 
Klassifikatoren im Verlauf immer entschiedener auf die noch verbleibenden Problemfälle 
fokussiert. 
Eine Darstellung der 4 besten Merkmale, die in der vorliegenden Arbeit ermittelt werden 
konnten, findet sich in Abbildung 3.28. 
Im Folgenden wird der Algorithmus zur Auswahl geeigneter Merkmale mittels AdaBoosting 
vorgestellt. 
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Schritt 1: Initialisierung 
- m1…mn sei eine Menge von Trainingsbildern 
- bi sei eine Binärvariable, für die gilt: 0,1 ,b m M m Mi i faces i faces= " Î Ï  
- m sei die Anzahl aller Gesichter und l die Anzahl aller Nicht-Gesichter 
- w1,i seien Initialisierungsgewichte, für die gilt: 
1 1, 0,11, 2 2
w bi im l
= " =  
Schritt 2: Iterative Suche der T signifikantesten Merkmale:  For t = 1,..,T 
- Normalisiere die Gewichte
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so dass wt eine Wahrscheinlichkeitsverteilung bildet 
- Für jedes Merkmal j trainiere einen Klassifikator hj. Der Fehler ergibt sich in 
Abhängigkeit von wt zu: ( )j i j i i
i
w h x ye = × -å  
- Wähle als Klassifikator ht den Klassifikator, mit dem kleinsten Fehler εt 
- Aktualisiere die Gewichte: 11, , i
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Schritt 3: Ermittlung des Gesamt-Klassifikators: 
- Der Klassifikator ergibt sich zu: 
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Abbildung 3.28: Dargestellt sind die vier besten Merkmale, die sich in der vorliegenden Arbeit durch den 
AdaBoosting-Algorithmus ergaben. 
3 Bildaufbereitung und Gesichtsfindung 
82 
Kaskaden-Klassifikator 
Der Kaskaden-Klassifikator hat als Ziel, die Erkennungsleistung der Gesichtslokalisierung zu 
steigern bei gleichzeitiger Senkung der Verarbeitungszeit. Dazu wird ausgenutzt, dass kleine 
effiziente Klassifikatoren gebildet werden können, die eine Vielzahl von Teilbereichen des 
Bildes als gesichtsunähnlich zurückweisen (false-positives), ohne dass dabei fälschlicherweise 
tatsächliche Gesichter ebenfalls abgelehnt werden (false-negatives). Anschließend werden 
komplexere Klassifikatoren eingesetzt, um die false-positives-Rate weiter zu verringern. In 
der ersten Stufe erreicht so beispielsweise ein simpler Klassifikator, der ein zwei-Regionen-
Merkmal auswertet, bereits eine false-positive-Rate von 40 Prozent bei 100 Prozent 
Erkennungsrate von Gesichtern.  
Bei dem Gesamtsystem handelt es sich um einen degenerierten Entscheidungsbaum, der als 
Kaskade bezeichnet wird. Dazu sind mehrere Klassifikatoren sequentiell hintereinander in 
sogenannten Layern angeordnet (Abbildung 3.29). Die false-positive-Rate F der Kaskade 
lässt sich wie folgt berechnen: 
1
K
i
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F f
=
= Õ   (3.43) 
wobei fi die false-positive-Rate eines einzelnen der K Layer ist. Für die Erkennungsrate D gilt 
äquivalent: 
1
K
i
i
D d
=
= Õ   (3.44) 
Ziel ist es, für jeden Layer einen Klassifikator aus mehreren Merkmalen zusammenzustellen, 
bis eine vorgegeben maximale Erkennungsrate D bei gleichzeitiger minimaler Fehlerkennung 
F erreicht wird. 
Der dazu verwendete Algorithmus nach [ViJo01] wird im Folgenden vorgestellt. 
 
Abbildung 3.29: Schematische Darstellung der Erkennungs-Kaskade: Eine Serie von Klassifikatoren wird 
auf jede Bildregion angewandt. Dadurch wird die erforderliche Rechenzeit stark gesenkt 
bei gleichzeitig hoher Akkuratheit. 
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Schritt 1: Initialisierung 
- Der Benutzer legt f und FZiel fest 
- Mfaces sei die Menge aller Gesichter 
- M¬faces sei die Menge aller Nicht-Gesichter 
- F0 =1.0; D0 = 1.0; i = 0 
 
Schritt 2: Iteratives Verfahren zur Ermittlung aller Klassifikatoren eines Layers 
- i = i +1; ni = 0; Fi = Fi-1 
- Solange Fi > FZiel 
o ni = ni +1 
o Verwende Mfaces und M¬faces um einen Klassifikator mit ni Merkmalen 
mittels AdaBoosting zu generieren 
o Prüfe den Klassifikator des aktuellen Layers auf einem separaten Testset 
um Fi und Di zu bestimmen 
o Verringere den Schwellwert des i-ten Klassifikators, bis der Klassifikator 
des aktuellen Layers eine Erkennungsrate von d x Di-1 besitzt. 
- Wenn Fi > FZiel, dann prüfe den Klassifikator des aktuellen Layers auf einem Set 
von Nicht-Gesichtern und füge jedes fehlklassifizierte Objekt in N ein 
-  
3.5.4 Verfolgung des Gesichtes 
Das in Abschnitt 3.5.3 beschriebene Verfahren zur Lokalisierung des Gesichtes liefert für 
Profilansichten des Benutzers nur unsichere Resultate. Deshalb wurde in der vorliegenden 
Arbeit zusätzlich ein Modul eingeführt, welches geeignete Punkte im Gesichtsbereich 
verfolgt, sofern die Güte der Gesichtslokalisierung einen Schwellwert unterschreitet. Dazu 
kommt ein Algorithmus von Tomasi und Kanade zum Einsatz, der im Folgenden näher 
beschrieben wird [ToKa91]. 
Die Verfolgung von Punktpaaren in aufeinander folgenden Bildern kann in zwei Teilaufgaben 
zerlegt werden. Zunächst werden geeignete Merkmale im Bild extrahiert, anschließend 
werden diese in den folgenden Bildern der Sequenz lokalisiert. Dieser Vorgang wird als 
Tracking bezeichnet. Falls dabei in einem Bild Merkmale verlorengehen, werden neue 
Merkmale bestimmt. 
Gute Merkmale zeichnen sich dabei im Kontext eines Tomasi-Kanade-Trackers dadurch aus, 
dass sie einfach in den folgenden Bildern wiedergefunden werden können. Dabei wird 
vorausgesetzt, dass zwischen zwei aufeinander folgenden Bildern nur kleine Bewegungen des 
zu verfolgenden Bereiches erfolgen.  
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In diesem Fall gilt folgende Abhängigkeit für die Intensität zweier aufeinander folgender 
Bilder: 
'( , ) ( , )I x y I x yz h= + +   (3.45) 
wobei : ( , )d z h=  die Verschiebung des Punktes (x,y) beschreibt. Es gilt nun die Annahme, 
dass Punkte, deren Intensität sich im ersten Bild in horizontaler und/oder vertikaler Richtung 
stark ändert, auch im nachfolgenden Bild ähnlich charakterisierbar sind. Deshalb wird ein 
Merkmal durch einen kleinen rechteckigen Bereich W vordefinierter Größe mit dem 
Mittelpunkt (x,y) beschrieben, der eine große Varianz bzgl. der Pixelintensitäten aufweist. Der 
Bereich W wird auch als Merkmalsfenster bezeichnet. Die Varianz der Intensität wird anhand 
des Gradienten g = (gx,gy) an der Stelle (x,y) bestimmt: 
2
2
x x y
x y y
g g g
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g g g
æ ö
= ç ÷ç ÷
è ø
  (3.46) 
Besitzt die Matrix G zwei große Eigenwerte λ1 und λ2, so bildet der Bereich ein gutes 
Merkmal mit ausreichender Varianz. Zwei kleine Eigenwerte kennzeichnen einen Bereich mit 
wenig Intensitätsänderung, während ein kleiner und ein großer Eigenwert eine Änderung der 
Intensität in nur eine Richtung beschreibt. 
Aus allen möglichen Merkmalsfenstern W werden deshalb diejenigen ausgewählt, deren 
kleinster Eigenwert 
1 2min( , )l l l=   (3.47) 
am größten ist. Zusätzlich beeinflussen weitere Einschränkungen, wie der minimale Abstand 
zwischen den Merkmalen oder der minimale Abstand vom Bildrand, die Auswahl. 
Für die ausgewählten Merkmale wird unter Verwendung des Translationsmodells iterativ die 
Verschiebung im Folgebild bestimmt.  
Approximiert man die Intensitätsfunktion linear durch 
( , ) ( , ) TI x y I x y g dz h+ + = +   (3.48) 
so gilt es, folgendes Gleichungssystem zu lösen: 
( )'mit ( , ) ( , ) T
G d e
e I x y I x y g dw
× =
= - ×ò
W
W   (3.49) 
Dabei wird über den Merkmalsbereich W integriert, wobei ω eine Gewichtungsfunktion 
darstellt. Da das Translationsmodell und die lineare Approximation der Intensität nicht exakt 
sind, wird dieses Gleichungssystem iterativ gelöst. Die zulässige Verschiebung d wird dabei 
durch eine Obergrenze beschränkt. Zusätzlich kann auch ein affines Bewegungsmodell 
berücksichtigt werden. Dieses ermöglicht die Definition einer „Unähnlichkeit“ von 
Merkmalen durch Schätzung der affinen Transformation. Wird diese zu groß, so wird das 
Merkmal durch ein neues ersetzt. In Abbildung 3.30 wird die Verfolgung geeigneter Punkte 
der Gesichtsregion visualisiert. 
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Abbildung 3.30: Dargestellt ist das Tracking der Gesichtsregion. Dabei werden geeignete Punkte der 
letzten zuverlässigen Gesichtslokalisierung (links) verwendet, aus denen der 
Gesichtsbereich interpoliert wird (mittig und rechts). 
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Kapitel 4  
Gesichtsmodellierung 
Um einzelne Merkmale des menschlichen Gesichtes analysieren zu können, ist es notwendig, 
a-priori Wissen in die Berechnung miteinfließen zu lassen. In der vorliegenden Arbeit wird 
dazu das menschliche Gesicht durch einen Gesichtsgraphen modelliert. Gängigste Konzepte 
dynamischer Gesichtsgraphen sind die Elastic Bunch Graphs (EBG) und die Active 
Appearance Models (AAM), die im Abschnitt 4.1 detailliert vorgestellt werden.  
Um einen Gesichtsgraphen zu erzeugen, ist ein umfangreiches Training im Vorfeld 
erforderlich, durch das erlaubte Abweichungen zu einem Durchschnittsmodell erlernt werden. 
In der vorliegenden Arbeit wurden dazu vier Verfahren implementiert und untersucht 
(Abschnitt 4.2). 
Eine Besonderheit stellt dabei ein neues Verfahren dar, welches rein synthetisch generierte 
Ansichten für das Training verwendet. Dies ermöglicht ein 3-dimensionales Kopfmodell des 
Benutzers, welches auf einer einzigen Frontalansicht beruht. Das zugrunde liegende 3D-
Modell und seine Adaption auf den Benutzer wird in Abschnitt 4.3 beschrieben. Das Kapitel 
endet in Abschnitt 4.4 mit einer Evaluierung der verschiedenen Verfahren. 
4.1 Konzepte dynamischer Gesichtsgraphen 
In der vorliegenden Arbeit wurden zwei gängige Verfahren zur Gesichtsmodellierung 
untersucht. Dabei handelt es sich um den Elastic Bunch Graph (EBG), der auf den Arbeiten 
von Wiskott et al. [WiFeMa97] basiert und den Active Appearance Models (AAM), die von 
Cootes und Taylor [CoTaCo95] als Weiterentwicklung allgemeiner Punkt-Verteilungs-
Modelle präsentiert wurden. Bei beiden Verfahren werden elastische Graphen eingesetzt, die 
die Geometrie des Gesichtes repräsentieren. Die Textur wird bei den EGBs durch lokal 
begrenzte Muster an charakteristischen Punkten repräsentiert, die AAMs verwenden 
stattdessen die Textur kleiner Polygone, die sich durch die Triangulierung charakteristischer 
Punkte ergeben. 
4.1.1 Elastic Bunch Graphs 
Elastic Bunch Graphs (Elastische Graphenbündel) wurden entwickelt, um das menschliche 
Gesicht durch Gesichtsgraphen zu modellieren. Die Kanten des Graphen repräsentieren die 
Geometrieinformation. Um zusätzliches Wissen über die Textur miteinzubeziehen, werden 
auf den Knoten des Graphen sogenannte Jets positioniert.  
Bei diesen Jets handelt es sich um eine Beschreibung der Grauwerte einer kleinen Region um 
einen Bildpunkt (X,Y). Die Jets basieren auf der Wavelet-Transformation: 
( , ) ( , ) ( , )j jX Y I x y x X y Y dx dyyÁ = - -òò   (4.1) 
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Ψj stellt dabei eine Familie von zwei-dimensionalen Gaborwavelets dar: 
2 2 2
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  (4.2) 
Die einzelnen Wavelets lassen sich durch Parameter wie folgt steuern: 
2
22
k
kx
+
-
= mit k=0,..,4: mittlere Frequenz des Wavelets  (4.3) 
8l
l pJ = mit l=0,..,7: räumliche Orientierung des Wavelets  (4.4) 
2s p= bestimmt im Zusammenspiel mit ξ die räumliche 
Ausdehnung des Gauß-Fensters und somit die 
Skalierung des Wavelets 
 (4.5) 
Der Index j berechnet sich aus k und l zu j=k+8l. Eine exemplarische Darstellung der 
Transformation findet sich in Abbildung 4.1. 
Für einen Punkt (X,Y) ist somit ein Jet als Menge von 40 komplexen Wavelet-Koeffizienten 
definiert, die sich durch fünf unterschiedliche Mittenfrequenzen in jeweils acht verschiedenen 
Orientierungen ergeben. 
Da die Elemente eines Jets komplex sind, bietet sich eine Darstellung in Polarkoordinaten-
Schreibweise an: 
i
j ja e
jÁ =   (4.6) 
Dabei gibt aj den Betrag und φ die Phase der Koeffizienten an. 
Um charakteristische Punkte in einem Bild zu finden, werden Referenz-Jets in einem 
vorliegenden Bild gesucht. Dazu berechnet man lokale Jets und verändert die Ortsparameter 
sukzessive, bis die Ähnlichkeit zum Referenz-Jet ein Maximum erreicht hat.  
 
Abbildung 4.1: Faltung eines Portraits mittels Gaborwavelets: Für zwei exemplarische Wavelets sind 
Imaginäranteil und Amplitude der Faltung dargestellt. 
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Die Berechnung der Jet-Ähnlichkeit ist problematisch, da aufgrund von 
Phasenverschiebungen auch auf identischen Bilddaten nahe beieinander liegende Jets sehr 
unterschiedliche Koeffizienten besitzen können. Deshalb ignoriert eine erste von Wiskott et 
al. beschriebene Vergleichsfunktion Sa die Phase der Koeffizienten: 
2 2
( , )
j j
j
a
j j
j j
a a
S
a a
¢
¢Á Á =
¢
å
å å
  (4.7) 
Um die Phaseninformation in die Vergleichsfunktion miteinzubeziehen, ist es notwendig, die 
Verschiebung d=(dx,dy) zwischen den zu vergleichenden Jets zu berücksichtigen. Dadurch 
lässt sich die Phasenverschiebung wie folgt ausgleichen: 
( )
2 2
cos cos sin
( , )
j j j j k x l k y l
j
j j
j j
a a d d
S
a a
j
j j x J x J¢ ¢- - -
¢Á Á =
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å
å å
  (4.8) 
Um die einzelnen Jets miteinander in Beziehung zu setzen, werden diejenigen elastischen 
Graphen verwendet, deren Knoten charakteristischen Punkten auf dem Gesicht entsprechen 
und für die Referenz-Jets berechnet werden. Da die Erscheinung der Punkte stark variieren 
kann (Auge geöffnet/Auge geschlossen), werden die Ausprägungen des Merkmals durch eine 
Reihe von Referenz-Jets (Bunch) ausgeglichen. Bei der Analyse der Bilddaten wird dann nur 
dasjenige Element eines Jets berücksichtigt, das die größte Ähnlichkeit zu den Bilddaten 
aufweist (Local Expert). Eine Darstellung eines EBGs und seiner Anpassung findet sich in 
Abbildung 4.2. 
Bei untrainierten Benutzern erfolgte die Graphanpassung in der vorliegenden Arbeit sehr 
ungenau. Leichte Verdrehungen des Kopfes führten aufgrund der stark veränderten Wavelet-
Koeffizienten ebenfalls zu sehr ungenauen Resultaten. Da zusätzlich die Berechnung der 
Wavelet-Koeffizienten sehr zeitaufwendig ist, wurde der Einsatz von EBGs im Rahmen der 
Graphanpassung nicht weiter verfolgt. 
 
Abbildung 4.2: Dargestellt ist ein EBG bestehend aus 9 Punkten, an denen Jets mit vier Orientierungen 
und drei Skalierungen positioniert sind (links). Durch ein iteratives Verfahren wird der 
Graph optimal an das Gesicht ausgerichtet (rechts). 
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4.1.2 Active Appearance Models 
Bei Active Appearance Models (AAM) handelt es sich um statistische Modelle, die Textur- 
und Geometrie-Information zu einer sogenannten Erscheinung (Appearance) kombinieren 
[CoTaCo95]. Die Zusammenführung erfolgt unter Verwendung eines Eigenwert-Ansatzes, 
um eine Reduzierung der Datenmenge zu erreichen, worin die Echtzeitfähigkeit des Ansatzes 
begründet liegt. Der Ansatz basiert darauf, ein Konturen-Modell und ein Texturen-Modell zu 
einem kombinierten sogenannten Appearance-Modell zu verbinden. Die einzelnen Modelle 
werden im Folgenden näher beschrieben. 
 
Konturen-Modell  
Die Kontur eines Objekts wird durch eine Menge von Punkten repräsentiert, die sich an 
charakteristischen Positionen des Objekts befinden. Diese Konfiguration von Punkten muss 
auch dann erhalten bleiben, wenn das Objekt verschoben, gedreht oder skaliert wird. Cootes 
et al. beschreiben die Auswahl geeigneter Markierungspunkte, sogenannter Landmarks, so 
dass sich diese konsistent auf jedem Bild des Training-Sets befinden [CoTa01]. Dadurch wird 
das Verfahren generell auf Objektklassen beschränkt, deren Vertreter eine gemeinsame 
Grundstruktur besitzen. Dieses schließt beispielsweise Objekte wie organische Zellen aus, 
welche eine große Varianz ihrer Kontur aufweisen können. In einem Trainings-Set von 
Dreiecken werden z.B. typischerweise die Eckpunkte ausgewählt, da sie die essentiellen 
Eigenschaften eines Dreiecks beschreiben und Unterschiede der einzelnen Bilder im Set 
schnell deutlich machen. Üblicherweise hat aber ein Objekt keine solch einfache und 
geradlinige Kontur wie das Dreieck. Deshalb müssen weitere Punkte aufgenommen werden, 
die entlang von Kanten bzw. Grenzlinien zwischen zwei markanten Landmarks liegen und so 
die Gestalt eines Objektes geeignet repräsentieren. In Abbildung 4.3 sind die verwendeten 
charakteristischen Landmarks eines Gesichts dargestellt. 
 
Abbildung 4.3: Darstellung 70 charakteristischer Landmarks der menschlichen Gesichtskontur, die in der 
vorliegenden Arbeit verwendet wurden.  
4 Gesichtsmodellierung 
91 
Sind n Punkte in d Dimensionen ausgewählt, dann wird die Kontur (shape) durch einen 
n d× großen Vektor x repräsentiert, der durch Zusammenfügen aller Einzelvektoren der 
Landmarks, sortiert nach Dimensionen, entsteht: 
[ ]11 1 21 2 1,..., , ,..., ,..., ,...,
T
n n d dnx x x x x x x=   (4.9) 
Sind s Beispiele im Trainings-Set enthalten, dann werden s solcher Vektoren ix generiert. Um 
statistische Analysen auf den s Vektoren durchführen zu können, müssen diese in einem 
einheitlichen Koordinatensystem ausgerichtet sein. Die Bilder müssen außerdem derselben 
Position, Skalierung und Rotation, zusammengefasst als Pose, unterworfen sein. Dazu wird 
häufig die Procrustes Analyse verwendet [DrMa98]. Diese betrachtet die Konturen des 
Trainings-Sets und minimiert die Summe ihrer Abstände zur durchschnittlichen Kontur. Das 
Verfahren ist in Abbildung 4.4 dargestellt.  
Bei der Ausrichtung ist unbedingt zu beachten, dass nur solche Operationen verwendet 
werden, die konturerhaltend sind, die die Punktmenge kompakt halten und die keine 
unnötigen Nicht-Linearitäten einführen. Weiterführende Anmerkungen hierzu finden sich in 
[CoTa01]. 
Die s Beispiel-Punktemengen, die nun in einem gemeinsamen Koordinatensystem 
ausgerichtet sind, beschreiben eine Verteilung von Konturpunkten für das Objekt. Ziel ist es, 
diese Verteilung so zu modellieren, dass neue Beispiele generiert werden können, die ähnlich 
denen des ursprünglichen Trainings-Sets sind. Konkret bedeutet dies, dass für die Erzeugung 
eines neuen Beispiels x¢  ein parametrisiertes Modell M in der Form 
 ( )x M p¢ =   (4.10) 
aufgestellt werden kann, wobei p den Parametervektor des Modells darstellt. Mit Hilfe dieses 
Parametervektors können neue Beispiele so beschränkt werden, dass sie nur denen aus dem 
Trainingsset ähneln. 
Nach [CoTa01] wird die Hauptkomponentenanalyse (Principal Component Analysis/PCA) 
angewendet, um die Dimension der Datenmenge zu reduzieren. Die PCA bestimmt zu einer 
gegebenen Punktewolke die Hauptachsen, so dass die ursprünglichen Punkte angenähert 
werden können, ohne alle ursprünglichen Parameter verwenden zu müssen. Wie gut die 
Approximation ist, wird durch den Korrelationskoeffizienten bestimmt. 
 
Abbildung 4.4: Ziel der Procrustes Analyse ist die Anpassung einer Shapes an ein Referenzshape durch 
affine Transformationen. Dazu wird im Beispiel das Shape B so translatiert, dass sein 
Schwerpunkt mit dem Schwerpunkt des Referenzshapes A übereinstimmt. Anschließend 
erfolgt eine Anpassung durch Rotation und Skalierung, bis der durchschnittliche Abstand 
der korrespondierenden Punkte minimal ist (Procrustes Distanz). 
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Es wird zunächst der Mittelwertvektor x der s Vektoren ix  des Trainings-Sets bestimmt: 
1
1 s
i
i
x x
s =
= å   (4.11) 
Seien die n Konturpunkte des Modells beschrieben durch n Parameter Xi. Dann beschreibt die 
Varianz die Streuung eines Parameters Xi, d.h., wie weit die Werte 2ijx  vom Erwartungswert 
E(Xi) abweichen. Als Korrekturterm zur Varianz einer Summe von Parametern beschreibt die 
Kovarianz Cov den linearen Zusammenhang der verschiedenen Parametern Xi: 
1 2 1 1 2 2( , ,..., ) (( ( )) (( ( )) ... (( ( ))n n nCov X X X E X E X E X E X E X E X= - × - × × -  (4.12) 
Durch die Bestimmung der Abweichung zwischen jedem Konturenvektor ix zum Durchschnitt 
x , kann ix¶ gewonnen werden.  
Werden diese Abweichungsvektoren als Spalten einer Matrix betrachtet, dann ergibt sich: 
1( ... )sD x x= ¶ ¶   (4.13) 
Daraus lässt sich die Kovarianzmatrix wie folgt berechnen: 
1 TS DD
s
=   (4.14) 
Im Folgenden werden die Eigenwerte λi und Eigenvektoren ij von S berechnet. Die 
Eigenvektoren bilden dabei eine Orthogonalbasis. Jeder Eigenwert definiert die Varianz der 
Daten vom durchschnittlichen Wert in Richtung des zugehörigen Eigenvektors. 
Wenn die Deformations-Matrix Фk die t Eigenvektoren der größten Eigenwerte von S 
beinhaltet, also die mit dem größten Einfluss auf die Abweichung vom Durchschnittswert, 
1 2( , ,... )k tj j jF =   (4.15) 
so bilden diese t Vektoren eine Unterraumbasis der obigen Orthogonalbasis, welche 
wiederum eine Orthogonalbasis darstellt. Jeder Punkt des Trainings-Sets kann nun 
folgendermaßen angenähert werden: 
k kx x p» + F ×   (4.16) 
wobei der Vektor pk der schon zuvor erwähnte Parametervektor des gesuchten Modells ist, der 
nun aber nur noch eine reduzierte Anzahl t an Parametern beinhaltet. Man spricht dann auch 
nicht mehr von Punkten, sondern von Modi, denen ein Parameter zugeordnet ist. Die Anzahl t 
der Eigenvektoren kann laut [CoTa01] so gewählt werden, dass das Modell einen gewissen 
Grad (z.B. 98%) der gesamten Varianz der Daten repräsentiert. Ein anderer Ansatz besteht 
darin, so viele Werte miteinzubeziehen, dass das Modell jedes Beispiel des Trainings-Sets bis 
zu einer gegebenen Genauigkeit annähern kann. 
Zusammenfassend wird also eine Näherung für die n markierten Konturpunkte der Dimension 
d für die s Beispiele des Trainings-Sets ermittelt, die die Abweichungen zur durch-
schnittlichen Kontur berücksichtigt. Mit Hilfe dieser Näherung kann, zusammen mit der 
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Orthogonalität der Eigenvektormatrix, der Parametervektor pk berechnet werden. Aus (4.16) 
ergibt sich: 
( )Tkp x x= F -   (4.17) 
Durch Variation der Elemente von pk kann die Kontur x variiert werden. Dazu wird der 
veränderte Vektor pk in (4.16) eingesetzt und die neue Kontur x berechnet. Die 
Durchschnittskontur und exemplarische Varianzen der Landmarks sind in Abbildung 4.5 
dargestellt. 
Die Varianz des i-ten Parameters pki, über alle Beispiele des Trainings-Sets ist gegeben durch 
den Eigenwert λi. Um sicherzustellen, dass die neu generierte Kontur ähnlich denen im 
ursprünglichen Trainings-Set ist, können Grenzen für die Abweichung festgelegt werden. 
Empirisch wurde eine maximale Abweichung von 3 il± für den Parameter pki  als optimal 
ermittelt  (Abbildung 4.6). 
 
Texturen-Modell 
In [CoTa01] ist beschrieben, wie mit Hilfe der ermittelten Durchschnitts-Kontur jedes 
Beispiel des Trainings-Sets so vereinheitlicht wird, dass daraus ein Trainings-Set resultiert, 
welches keine Geometrieinformation mehr enthält. Dazu werden die Kontrollpunkte jedes 
Beispiels so verschoben, dass sie mit denen der Durchschnitts-Kontur übereinstimmen. Dies 
beseitigt Variationen der Textur, die aufgrund von unterschiedlichen Konturen entstanden 
sind. Anschließend werden RGB-Werte der kontur-normalisierten Beispiele im Bereich der  
Durchschnitts-Kontur in Form eines Texturenvektors tim zusammengestellt.  
 
Abbildung 4.5: Durchschnittskontur und exemplarische Variationen der Landmarks. 
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Um Lichteffekte zu minimieren, werden die Texturenvektoren tim nochmals normalisiert. 
Dazu dient je Texturenvektor ein Skalierungsfaktor und ein Offset α: 
( 1) /imt t b a= - ×   (4.18) 
wobei 1 ein Einheits-Vektor ist. In die Werte für α und β fließt der bzgl. äußerlicher 
Lichteffekte normalisierte Durchschnitts-Texturenvektor t ein. Zur Bestimmung von t wird 
zuerst der Durchschnitt aller Texturenvektoren bestimmt. Dieser erhält dann eine Skalierung 
und ein Offset, so dass die Summe der Elemente Null ergeben und die Varianz der Elemente 
Eins ist, um somit t zu erhalten. Die Werte für α und β zur Normalisierung von tim sind dann 
gegeben durch 
( 1) /
im
im
t t
t n
a
b
= ×
= ×
  (4.19) 
wobei n die Anzahl der Elemente des Vektors angibt.  
Haben alle Texturenvektoren Skalierung und Offset erhalten, wird erneut der Durchschnitt 
bestimmt und gegebenenfalls der Vorgang für den neuen Durchschnittswert 
wiederholt. t wird rekursiv solange bestimmt, bis die erneute Durchschnittsberechnung 
konvergiert.  
Ab hier verläuft die Analyse genau wie zuvor bei der Bestimmung der Kontur. Es wird 
wiederum eine PCA auf die normalisierten Daten angewendet. Daraus ergibt sich folgende 
Näherung für einen Texturenvektor des Trainings-Sets: 
 
Abbildung 4.6: Konturen-Modelle für die Variation der ersten drei Eigenvektoren φ1, φ2 und φ3 zwischen 
3 ,0 und 3l l- . 
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t tt t p= + F ×   (4.20) 
wobei tF wieder die Eigenvektorenmatrix zur Kovarianzmatrix darstellt, nun aber die der 
Texturenvektoren. Die Texturen-Parameter werden durch pt repräsentiert. 
Als Textur wurde in der vorliegenden Arbeit ein 3-Band-Fehlfarbbild verwendet, welches als 
Kanäle die Intensität, den I3 Kanal nach [OhKaSa80] und den Y-Gradienten verwendet (vgl. 
Abbildung 4.7). Das Fehlfarbbild verstärkt Kanten- und Farbinformationen zur besseren 
Trennung von Lippen und Gesicht. Der Farbraum mit seinen drei Kanälen K1, K2 und K3 
ergibt sich damit wie folgt: 
1
2
3
3
2
4
2
4
R G BK
G R BK
G R BK
+ +
=
- -
=
- -
=
  (4.21) 
 
Appearance-Modell 
Mit Hilfe der beiden Parametervektoren pk und pt kann die Erscheinung jedes Beispiels des 
Trainings-Sets durch Kontur und Textur beschrieben werden. Dazu wird ein konkatenierter 
Vektor pa erzeugt: 
k k
a
t
W p
p
p
æ ö
= ç ÷ç ÷
è ø
  (4.22) 
wobei Wk eine Diagonalmatrix von Gewichten für jeden Konturparameter darstellt. Dies ist 
nach [CoEtTa01] notwendig, da die Elemente des Konturparameter-Vektors pk als 
Pixeldistanzen, die des Texturenparameter-Vektors pt aber als Pixelintensitäten gegeben sind. 
Beide können nicht direkt miteinander verglichen werden. Die Veränderung der generierten 
Modellinstanz in pt um eine Einheit würde die Instanz ebenfalls um eine Einheit verschieben. 
Die Gewichte lassen sich ermitteln, indem systematisch jedes Element des Konturparameter-
Vektors pk im Wert geändert und seine Wirkung auf die Textur untersucht wird. 
 
Abbildung 4.7: In der vorliegenden Arbeit wurde als Textur ein Fehlfarbbild verwendet, das sich aus 
Intensität, I3-Kanal und Y-Gradient zusammensetzt (von links nach rechts). 
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Aus (4.16) und (4.20) und unter Ausnutzung der Eigenschaft, dass die Eigenvektormatrix 
orthogonal ist und deshalb die invertierte Matrix gleich ihrer Transponierten ist, ergibt sich: 
( )
( )
T
k k
T
t t
p x x
p t t
= F -
= F -
  (4.23) 
Durch Einsetzen in (4.22) ergibt sich: 
( )
( )
T
k k
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t
W x x
p
t t
æ öF -
= ç ÷
F -è ø
  (4.24) 
Nach [CoEtTa01] können eventuelle Korrelationen zwischen den Konturen- und 
Texturenparametern genutzt werden, um in einer weiteren PCA eine kompaktere 
Datendarstellung zu gewinnen. Da die Parametervektoren pk und pt Varianzen beschreiben, 
haben sie als Mittelwert jeweils den Nullvektor. Deshalb ergibt die PCA folgende Näherung 
für einen beliebigen Erscheinungsvektor pa des Trainings-Sets: 
a ap c» F   (4.25) 
wobei Φa die Eigenvektor-Matrix der Erscheinung und c der Parametervektor der 
Erscheinung ist, der sowohl die Parameter der Kontur als auch der Textur kontrolliert. 
Die Linearität des Modells erlaubt nun die Anwendung einfacher linearer Algebra, um die 
Kontur und die Textur als Funktion von c anzugeben. Setze 
pk
p
pt
pk
pt
c
c
c
Fæ ö
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æ ö
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è ø
  (4.26) 
und unter Verwendung von (4.23) und (4.24) erhält man: 
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  (4.27) 
Daraus lassen sich folgende Funktionen zur Festlegung einer Kontur x und einer Textur t 
ablesen: 
1
k k pk pk
t pt pt
x x W c
t t c
-= + F F
= + F F
  (4.28) 
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oder abgekürzt 
k pk
t pt
x x Q c
t t Q c
= +
= +
  (4.29) 
mit  
1
k k k pk
t t pt
Q W
Q
-= F F
= F F
  (4.30) 
Somit lässt sich ein Beispiel-Bild mittels des Modells erstellen, indem 
· ein Parametervektor c festgelegt wird, 
· das konturenfreie Texturenbild mittels Vektor t aus Gleichung (4.27) erzeugt wird, 
· und dieses dann unter Verwendung der in x beschrieben Kontrollpunkte nach 
Anwendung von (4.28) deformiert wird. 
In Abbildung 4.8 sind verschiedene Erscheinungsbilder des Appearance-Modells dargestellt, 
wobei die ersten fünf Eigenvektoren zwischen 3 ,0, 3l l- variiert werden. 
AAM-Suche 
Die Bildinterpretation hat allgemein zum Ziel, ein bekanntes Objekt in einem zuvor 
unbekannten Bild zu erkennen. Dabei kann dieses Objekt mit veränderten und deshalb 
unbekannten Eigenschaften dargestellt sein, z.B. verursacht durch einen neuen Blickwinkel. 
Die Idee der Anwendung eines Active Appearance Models besteht darin, diejenige 
Parametereinstellung des Modells zu suchen, die den Unterschied zwischen dem durch das 
AAM erzeugten Bild des Objekts und dem gegebenen Bild minimiert. Somit stellt die 
Bildinterpretation bzw. die AAM-Suche ein Optimierungsproblem dar. 
Durch die Anwendung der PCA bei der Modellerstellung erfolgt eine beachtliche 
Reduzierung der Datenmenge. Dennoch ist die Optimierung der Parameter meist sehr 
aufwendig, da nicht garantiert werden kann, dass der Suchraum eingegrenzt ist. Die Suche 
kann jedoch trotzdem optimiert werden, denn jeder Versuch, das Modell mit dem Bild zur 
Übereinstimmung zu führen, repräsentiert ein ähnliches Optimierungsproblem. Es ist nämlich 
zu beobachten, dass das Verändern jedes Modellparameters vom korrekten Wert ein 
bestimmtes Muster im Ergebnisbild verursacht. Deshalb kann von einer linearen 
Abhängigkeit ausgegangen werden, die schon vorab, also offline, für diese Klasse von 
Problemen gelernt werden kann. Wird dieses a-priori Wissen über die Anpassung der 
Modellparameter bei der Bildsuche angewendet, dann ergibt sich ein Algorithmus mit 
effizienter Laufzeit. An dieser Stelle wird auch deutlich, warum die AAM active heißen: Hier 
wird das Modell benutzt, um Entscheidungen über die zu wählenden Parameter zu treffen. Es 
ist somit aktiv an der Suche der Übereinstimmung beteiligt. Generell wird wie folgt 
vorgegangen: 
Betrachte den Abstandsvektor I¶ , der die Differenz zwischen dem gegebenen Bild Ii und 
einem durch das AAM generierte Bild Im darstellt: 
i mI I I¶ = -   (4.31) 
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Abbildung 4.8: Erscheinungsbild für die Variation der ersten fünf Eigenvektoren c1, c2, c3, c4 und c5 
zwischen 3 ,0 und 3l l- . 
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Bei der Minimierung des Abstands wird der Fehler 2| |ID = ¶ betrachtet. Demnach beinhaltet 
das Optimierungsproblem zwei Teilprobleme: 
· Das Erlernen der Beziehung zwischen dem Bildunterschied I¶ und der Abweichung in 
den Modellparametern c¶  
· Minimierung des Abstandsfehlers D  durch Anwendung des gelernten Wissens im 
Rahmen eines iterativen Algorithmus 
Bei der Betrachtung der Beziehung zwischen I¶ und c¶ ist das einfachste Modell eine lineare 
Abhängigkeit, welches sich als gute Näherung erwiesen hat: 
c A I¶ = ×¶   (4.32) 
Um A zu bestimmen, wird eine multiple multivariate lineare Regression auf einer Auswahl 
von bekannten Modellverschiebungen und den resultierenden Differenzbildern I¶ ausgeführt. 
Die Auswahl kann erstellt werden, indem die Modellparameter für einige bekannte Bilder 
zufällige Abweichungen erhalten. Um den Fehler D bestimmen zu können und somit eine 
aussagekräftige Beziehung aufstellen zu können, müssen die Referenzrahmen identisch sein. 
Deshalb wird die Kontur der zu vergleichenden Bilder vereinheitlicht und deren Texturen 
verglichen.  
Neben Störungen in den Modellparametern werden auch kleine Abweichungen in der Pose, 
also der Stellung, Skalierung und Orientierung vorgenommen. Diese weiteren Parameter 
werden in die Regression einbezogen, und der Einfachheit halber c¶ , dem Abweichungs-
Vektor der Modellparameter, angefügt. Um die Linearität des Modells (4.32) zu erhalten, 
wird die Pose nur durch die Transformationen der Skalierung s, Drehung θ und Verschiebung 
in x-/y-Richtung (tx,ty) variiert. Die entsprechenden Parameter sind angegeben als (sx,sy,txty), 
wobei mit cos( ) 1 und sin( )x ys s s sq q= × - = × eine kombinierte Skalierung mit Drehung 
ausgeführt wird. Die Bestimmung der Beziehung zwischen c¶ und I¶ bzw. t¶ verläuft für jedes 
Beispiel-Bild des Trainings-Sets wie folgt:  
· Initialisiere den Startvektor c0 mit dem festgelegten Vektor c der Erscheinungs-
Parameter des aktuell ausgewählten Beispiel-Bildes 
· Definiere in | c¶ | zufällige Abweichungen für die Parameter und berechne damit einen 
neuen Modellparametervektor 0c c c= ¶ +  
· Mit diesem neuen Parametervektor c generiere unter Verwendung von (4.29) die 
entsprechende Zielkontur. Verwende diese, um das vorliegende Bild ti zu 
normalisieren, so dass es mit der Kontur des modellierten Objekts übereinstimmt und 
später als tn mit tm verglichen werden kann. 
· Erstelle dann durch Anwendung von c auf (4.29) ein konturenfreies Texturenbild tm. 
· Der durch c¶ induzierte Unterschied zum aktuell ausgewählten Beispiel-Bild kann nun 
mit n mt t t¶ = - berechnet werden. 
· Vermerke c¶ mit zugehörigem t¶ und wiederhole das Verfahren mehrmals für dasselbe 
Beispiel-Bild. Führe die gesamte Iteration für alle Beispiel-Bilder aus.  
Bei den gewählten Abweichungen c¶ ist eine möglichst große Spannbreite gewünscht, um ein 
möglichst vollständiges Bild des funktionalen Zusammenhangs zu erhalten. Empirische 
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Untersuchungen haben gezeigt, dass der optimale Bereich für die Modellparameter ca. 0.5 der 
Standardabweichung des Trainings-Sets, für die Skalierung ca. 10% und für die Verschiebung 
2 Pixel beträgt, da ansonsten eine lineare Beziehung nicht mehr gewährleistet ist.  
Mit den ermittelten Wertepaaren c¶ und t¶ wird nun eine multiple multivariate lineare 
Regression ausgeführt, um A in (4.32) zu bestimmen. In einer Regression wird eine 
statistische Analyse des Effekts von Einflussfaktoren auf Zielvariablen erstellt. Konkret wird 
die lineare Abhängigkeit mehrerer Variablen, hier die einzelnen induzierten Bildunterschiede 
der Textur t¶ , von wiederum mehreren Variablen, den gewählten Parameterabweichungen c¶ , 
untersucht. Damit enkodiert A das Wissen, welches in der obigen Iteration über die 
Abhängigkeiten festgestellt wurde. 
Somit ist der erste Teil des Optimierungsproblems gelöst und die Beziehung zwischen 
Abweichungen der Modellparameter und ihren Auswirkungen auf das generierte Bild 
aufgestellt. Es kann nun im zweiten Teil die Minimierung des Fehlers durchgeführt werden.  
Die Optimierung wird durch Iterationen durchgeführt, in denen das lineare Modell (4.32) aus 
dem ersten Teil in jeder Iteration die Veränderungen in Pose und Modellparameter 
vorhersagt, die zu einer besseren Übereinstimmung führen. Konvergenz wird erreicht, wenn 
das Fehlermaß einen passenden Schwellenwert unterschreitet.  
Nachdem die geschätzten Modellparameter c0 mit denen des Standardmodells initialisiert 
sind, also mit den ermittelten Durchschnittswerten, wird wiederum mit dem schon in der 
Iteration zur Ermittlung von A erstellten normalisierten Bild tn gearbeitet. Der Algorithmus 
verläuft dann wie folgt: 
· Bestimme den Bildunterschied 0 n mt t t¶ = - und den Fehler
2
0 0| |E t= ¶  
· Berechne die geschätzte auszuführende Abweichung 0c A t¶ = ×¶  
· Setze k = 1 und 1 0c c k c= - ¶  
· Generiere das Bild zur Schätzung c1, was ein neues tm ergibt. 
· Führe auf dem normalisierten gegebenen Bild eine erneute Normalisierung durch, 
diesmal für die Kontur, die sich aus c1, dem neuen Parametervektor ergibt. 
· Berechne den neuen Fehlervektor 1t¶ . 
· Wiederhole dieses Verfahren solange, bis sich keine Verbesserung des Fehlers Ei mehr 
ergibt. Sollte der Fehler Ei  nicht kleiner werden, dann führe dieselbe Berechnung 
nochmals mit kleineren Werten 0.5, 0.25 etc. für k durch. 
Das Ergebnis ist die eindeutige Konfiguration von Modellparametern, die das Objekt, hier das 
Gesicht, in einem gegebenen Bild beschreibt. Somit kann das Objekt einer bestimmten 
Objektklasse zugeordnet werden, nämlich derjenigen, zu der das Modell erstellt wurde. 
Stimmt die Konfiguration sogar mit einem normalisierten Beispiel des Trainings-Sets überein, 
dann ist das Objekt darüberhinaus identifiziert.  
Um dies an einem Beispiel zu verdeutlichen: Der Optimierungsalgorithmus habe Parameter 
eines Gesichtsmodells gefunden, zu denen das Bild eines Gesichts generiert werden kann, das 
mit dem Gesicht der vorliegenden Abbildung übereinstimmt. Die gefundenen Parameter 
mögen denen eines Gesichts des Trainings-Sets gleichen. Somit kann das Gesicht einer 
bestimmten Person zugeordnet werden. 
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4.2 Modellerstellung 
Die Güte des Trainingmaterials für ein AAM ist entscheidend für die Graphanpassung. Das 
Trainingsmaterial besteht dabei aus den Ansichten eines Benutzers und einer Beschreibung 
charakteristischer Punkte. Im Verlauf der Arbeit wurden vier verschiedene Ansätze 
untersucht, die sich in ihrem Automatisierungsgrad und dem Verhalten gegenüber 
ungesehenen Ansichten unterscheiden und im Folgenden vorgestellt werden. 
4.2.1 Modellerstellung durch vortrainierte Modelle 
Die einfachste Art, ein AAM zu erstellen besteht darin, verschiedene Ansichten des 
jeweiligen Benutzers manuell zu segmentieren und diese als Trainingsmaterial zu verwenden. 
Dies Verfahren ist jedoch äußerst störanfällig gegenüber ungelernten Variationen des äußeren 
Erscheinungsbildes. Unterschiedliche Lichteinflüsse oder Veränderungen bzgl. der Frisur, 
eines Bartes oder einer Brille verhindern adäquate Erkennungsergebnisse. Möchte man diese 
Veränderungen in das Modell miteintrainieren, so ist dies zwangsläufig mit extrem hohen 
Aufwand durch eine manuelle Segmentierung tausender Ansichten verbunden. Ein anderer 
Ansatz besteht darin, die Ansichten verschiedener Personen zu verwenden, um von 
vorneherein mehr Varianz in das Modell einzuführen.  
Dazu wurden in der vorliegenden Arbeit, wie in Abschnitt 2.5 beschrieben, 24 Personen dazu 
aufgefordert, 15 Gesichtsposen, verbunden mit unterschiedlichen Beleuchtungen und 
Gesichtsausdrücken, einzunehmen. Dadurch entstanden 43200 Ansichten, die manuell 
segmentiert und anschließend in ein AAM trainiert wurden. Das so erzeugte Modell hat den 
Vorteil, auch bei ungesehenen Personen befriedigende Graphanpassungen für 
Frontalansichten zu erzielen. Der Einsatz für Profilansichten ist jedoch problematisch, da das 
Modell starke Variationen bzgl. Kontur und Textur besitzt und deshalb auch leicht 
Fehlanpassungen möglich sind. Dies liegt daran, dass in Profilansichten nicht mehr alle 
Punkte der Frontalansicht sichtbar sind 
4.2.2 Modellerstellung durch gezieltes Posentraining 
Die Modellerstellung durch gezieltes Posentraining ähnelt der Vorgehensweise in der 
Spracherkennung, bei der der Benutzer in einer Trainingsphase aufgefordert wird, 
vorgegebene Sätze zu sprechen. Dadurch wird die individuelle Ausdrucksweise im späteren 
Analyseprozess berücksichtigt. 
In dieser Arbeit wird der Benutzer durch einen Avatar dazu aufgefordert, nacheinander neun 
verschiedene Kopfposen einzunehmen. Für jede der neun Posen existiert ein AAM, das 
speziell für diese Pose mittels manuell segmentierter Ansichten dieser Pose trainiert wurde.  
Ist der Gesichtsgraph des Benutzers für eine Pose optimal angepasst, wird die Ansicht sowie 
der Graph abgespeichert. Anschließend erfolgt die Erkennung der nächsten Pose. Sind alle 
Posen erkannt worden, wird automatisch ein adaptiertes AAM berechnet, bei welchem 
anhand eines Gewichtungsfaktors der Einfluss der zuvor personenabhängigen Posen 
berücksichtigt werden kann. Durch das System wird der Benutzer mit Hilfe eines Avatars 
geführt, der assistierende Anweisungen und Hilfestellungen gibt. 
In Abbildung 4.9 ist das Verfahren zur Modellerstellung durch gezieltes Posentraining 
dargestellt. 
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4.2.3 Modellerstellung durch Lernen im Hintergrund 
Ziel dieses Ansatzes ist es, zur Laufzeit besonders gute Graphanpassungen und 
korrespondierende Ansichten zu speichern und diese anschließend in ein neues, adaptiertes 
AAM mit einzubeziehen. Dabei stehen zwei Möglichkeiten zur Verfügung, geeignete 
Konfigurationen auszuwählen (vgl. Abbildung 4.10):  
Automatische Auswahl 
Bei der automatischen Auswahl wird permanent die Güte der AAM-Anpassung anhand der 
Mahalanobis-Distanz ermittelt. Bei der Mahalanobis-Distanz handelt es sich um ein 
Distanzmaß zwischen Punkten in einem mehrdimensionalen Vektorraum, d.h., die Verteilung 
des AAM-Modells wird mit dem aktuell vorliegenden Shape abgeglichen. Bei multivariaten 
Verteilungen werden die m Koordinaten eines Punktes als m-dimensionaler Spaltenvektor 
dargestellt. Dieser Spaltenvektor kann als Realisation eines Zufallsvektors X mit der 
Kovarianzmatrix S verstanden werden. Es gilt für den Punktabstand d(x,y): 
1
1 2 1 2 1 2( , ) ( ) ( )
Td p p p p S p p-= - -   (4.33) 
Graphisch bilden die Punkte gleicher Mahalanobis-Distanz von einem Zentrum im 2-
dimensionalen eine gedrehte Ellipse. Dadurch ist das Verfahren translations- und skalierungs-
invariant. 
Unterschreitet die Mahalanobis-Distanz einen definierten Schwellwert, werden Graph- und 
Texturanpassung als korrekt eingestuft und in das Trainingsset übernommen. 
 
 
 
Abbildung 4.9: Bei der Modellerstellung durch gezieltes Posentraining fordert ein Avatar den Benutzer 
auf, bestimmte Kopfhaltungen einzunehmen. Die Ansichten und Graphen werden 
anschließend mit einem allgemeinen Modell zu einem adaptierten Modell kombiniert. 
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Semi-Automatische Auswahl 
Bei der semi-automatischen Auswahl hat der Benutzer Einfluss auf die Auswahl geeigneter 
Shapes. Dazu werden ihm nach einer gewissen Zeit, in der er seinen Kopf frei bewegen darf, 
angepasste Gesichtsgraphen visuell präsentiert, die eine gewisse Mahalanobis-Distanz nicht 
überschreiten. Der Benutzer wählt dann korrekt angepasste Graphen aus, die anschließend in 
ein erneutes Training miteinfließen. 
4.2.4 Modellerstellung durch synthetisch generierte Ansichten 
Eine weitere neuartige Möglichkeit, personenadaptive Gesichtsgraphenmodelle zu erstellen, 
besteht darin, synthetisch generierte Ansichten als Trainingsmaterial zu verwenden. Dazu 
wird ein drei-dimensionales Kopfmodell mit der Geometrie und Textur des Benutzers 
eingesetzt (Abbildung 4.11). Die Erstellung dieses virtuellen Modells wird in Abschnitt 4.3 
ausführlich beschrieben. 
Dadurch, dass das 3D-Modell über anatomisch korrekt positionierte Muskeln verfügt, lassen 
sich verschiedene, realistisch wirkende Gesichtsausdrücke erzeugen. Bewegungen der 
Augenbrauen, des Mundes und der Augen sind so einfach nachahmbar. Des Weiteren lassen 
sich verschiedene Beleuchtungssituationen synthetisch generieren, wie sie auch in der Praxis 
auftreten. Der Vorteil dieses Ansatzes besteht darin, dass das Verfahren lediglich eine 
Frontalansicht des Benutzers voraussetzt, die zur Erstellung des virtuellen 3D-Kopfes genutzt 
wird. Anschließend können beliebig viele Ansichten künstlich für das Training erzeugt 
werden.  
In der vorliegenden Arbeit werden sechs Beleuchtungssituationen simuliert, wobei das 3D-
Modell 171 (19x9) Posen und vier verschiedene Gesichtsausdrücke einnimmt (vgl. Abschnitt 
2.5). Damit ergeben sich 4104 Ansichten, die sich in ca. 20 Sekunden erzeugen lassen, ohne 
dass der Benutzer in den Prozess eingreifen muss. Durch die Kenntnis der 3D-Geometrie des 
Modells lassen sich leicht die korrespondierenden 2D-Punkte durch eine simple Projektion 
ermitteln. 
 
Abbildung 4.10: Bei der Modellerstellung durch Lernen im Hintergrund werden permanent geeignete 
Shapes gesammelt, die anschließend automatisch oder überwacht in das 
Trainingsmaterial miteinfließen. 
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4.3 Erstellung eines 3D-Modells 
Um synthetisch generierte Ansichten eines Benutzers erstellen zu können, wie sie in 
Abschnitt 4.2.4 verwendet werden, wurde in der vorliegenden Arbeit ein drei-dimensionales 
Modell eines Kopfes erstellt. Zunächst erfolgt in Abschnitt 4.3.1 eine Beschreibung des 3D-
Kopfmodells und der vielfältigen Möglichkeiten, diesen zu manipulieren. Anschließend wird 
in Abschnitt 4.3.2 und 4.3.3 beschrieben, wie Geometrie und Textur aus einer Frontalansicht 
verwendet werden, um das 3D-Modell hierauf anzupassen. 
4.3.1 3D-Kopfmodell 
Für die vorliegende Arbeit wurde ein virtuelles 3D-Kopfmodell implementiert, welches 
realistische anatomische und biomechanische Eigenschaften aufweist. Dazu entstand unter 
OpenGL ein drei-dimensionales Gitternetz aus 512 Punkten bzw. 811 Polygonen. Diesem 
wurden 11 virtuelle Muskeln hinzugefügt, wie sie in Abschnitt 2.1.2 beschrieben sind. Ein 
weiterer Ringmuskel um den Mund dient dazu, Mundverformungen nachzubilden. Zusätzlich 
zu der Gesichtsgeometrie wurden die Augen und Zähne als getrennte Objekte implementiert, 
um diese separat anpassen zu können.  
Bei OpenGL handelt es sich um eine Spezifikation für ein plattform- und 
programmiersprachenunabhängiges API (Application Programming Interface) zur 
Entwicklung von 3D-Computergrafik.  Der OpenGL-Standard beschreibt etwa 250 Befehle, 
die die Darstellung komplexer 3D-Szenen in Echtzeit erlaubt. Dazu wird die Möglichkeit 
ausgenutzt, spezifische Operationen wie beispielsweise das Rendern (Erzeugung eines Bildes 
durch Umwandlung der Daten des Objektraums in graphische Daten des Bildraums) direkt 
auf der Grafikkarte eines Rechners auszuführen. 
 
 
Abbildung 4.11: Bei der Modellerstellung durch synthetisch generierte Ansichten wird anhand einer 
Frontalansicht  des Benutzers ein 3D-Modell erstellt. Dieses dient anschließend der 
Gewinnung von Ansichten wobei Pose, Gesichtsausdruck und Beleuchtung variiert 
werden können. 
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In Abbildung 4.12 ist das Gitternetz mit den visualisierten Muskeln (links), der gerenderte 
3D-Kopf (mittig) und das mit einer Textur des Benutzers versehene Modell (rechts) 
dargestellt. Das 3D-Modell dient sowohl der  Erstellung synthetischer Ansichten als auch der 
Validierung verschiedener Merkmale. 
Zur Erstellung synthetischer Ansichten lassen sich virtuelle Lichtquellen im 3D-Raum 
positionieren, durch die verschiedene Beleuchtungssituationen simuliert werden können 
(Abbildung 4.13 links). Zur Auswahl stehen dabei sowohl diffuse als auch spektrale 
Leuchtkörper mit unterschiedlichen Farbspektren, um sowohl Kunst- als auch Tageslicht 
nachbilden zu können. 
Durch die Kontraktion der 11 Muskeln ist es möglich, das Gitternetz gezielt zu deformieren, 
um verschiedene Gesichtsausdrücke synthetisch zu generieren. Dies schließt die Bewegung 
der Lider und des Kiefers mit ein (Abbildung 4.13 mittig).  
Da im 3D-Modell auch die menschliche Haut modelliert wurde, lassen sich Spannungen 
innerhalb des Gesichtes ableiten. Dies dient dazu, im weiteren Verlauf Vorhersagen treffen zu 
können, inwiefern einzelne Gesichtsmerkmale dazu neigen, in eine entspannte Ausgangslage 
zurückzukehren. Ein hochgezogener Mundwinkel neigt beispielsweise dazu, in seine neutrale 
Ausgangslage zurückzukehren. In Abbildung 4.13 (rechts) sind die Hautspannungen 
visualisiert.  
 
Abbildung 4.12: Das Gitternetz mit visualisierten Muskeln (links), der gerenderte 3D-Kopf (mittig) und 
das mit einer Textur versehene Modell (rechts).  
 
Abbildung 4.13: Durch virtuelle Lichtquellen lassen sich verschiedene Beleuchtungssituationen simulieren 
(links). Die nachgebildeten Muskeln erlauben die synthetische Generierung von 
Gesichtsausdrücken (mittig). Dabei auftretende Spannungen der Haut können ermittelt 
werden (rechts).  
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4.3.2 Geometrie-Anpassung 
Im Folgenden wird beschrieben, wie die Geometrie eines 3D-Kopfmodells auf die durch ein 
AAM segmentierten Punkte einer zwei-dimensionalen Frontalansicht angepasst wird.  
Dazu wird ein vorgefertigtes allgemeines 3D-Kopfmodell als Referenzmodell verwendet, 
welches aus 512 Punkten P3D besteht. Des Weiteren wird eine Frontalansicht benötigt, auf der 
70 charakteristische Punkte PAAM mittels der AAM-Suche bestimmt werden. Für jeden dieser 
Punkte AAMiP existiert ein korrespondierendes Element
3D
iP im 3D-Kopfmodell. 
Ziel ist es nun, eine Funktion f zu finden, die alle Punkte P3D auf ein adaptiertes 3D-
Kopfmodell mit den Punkten P3D’ abbildet: 
3 3 '( )D Df P P=   (4.34) 
Dabei sollen die 70 Korrespondenzen des 3D-Kopfmodells auf die bekannten Punkte des 
AAM-Graphen abgebildet werden: 
3( )D AAMi if P P=  für i = 0..69  (4.35) 
Ein beliebiger Punkt P3D des 3D-Modellkopfes soll in Abhängigkeit der Distanzen zu allen 
Korrespondenzen PAAM verschoben werden Dazu müssen zu den 70 Punkten des AAMs 
Verschiebungsvektoren αi bestimmt werden. Die neue Position der P3D’ ergibt sich dann wie 
folgt: 
69
3 ' 3 3 3
0
( ) ( )D D D Di i
i
P f P P R P a
=
= = + ×å   (4.36) 
Dabei ist der Abstand eines beliebigen 3DP zum i-ten Korrespondenzpunkt in dem 
Gewichtungsfaktor 3( )DiR P enthalten. Da sich die Korrespondenzpunkte gegenseitig 
beeinflussen, reicht es nicht, 3AAM Di i iP Pa = - zu setzen, da dann (4.35) nicht erfüllbar ist. Die 
αi sind deshalb zunächst nicht bekannt. Die Gewichtungsfaktoren 3( )DiR P berechnen sich wie 
folgt: 
3 3 3
3 2 2
1( ) mit min | |
| |
D D D
i i i jD AAM i j
i i
R P r P P
P P r ¹
= = -
- +
  (4.37) 
Je größer der Abstand zwischen P3D und der Korrespondenz AAMiP ist, desto kleiner ist
3( )DiR P  
und somit sinkt der Einfluss des i-ten Verschiebungsvektors auf die Gesamtverschiebung von 
P3D’. Der Term ri sorgt zum einen dafür, dass 3( )DiR P  nicht unendlich wird, wenn P
3D = 
PAAM. Zum anderen beeinflusst ri den Wirkungsbereich von αi. 
Für die Bestimmung der Verschiebungsvektoren αi kombiniert man die Gleichungen (4.35) 
und (4.36) zu der neuen Gleichung (4.37). Darin sind bis auf die αi alle Variablen bekannt: 
3 3
1
( )
n
AAM D D
j j i j i
i
P P R P a
=
- = ×å   (4.38) 
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Durch Aufspalten von (4.37) in die x, y und z Komponente ergeben sich drei lineare 
Gleichungssysteme, die mit Standardverfahren lösbar sind. Die Funktion f ist somit 
vollständig bestimmt. 
In Abbildung 4.14 sind die korrespondierenden Punkte von AAM und 3D-Modell nach 
erfolgter Geometrie-Anpassung dargestellt. 
4.3.3 Texturanpassung 
Um die Textur der 2D-Frontalansicht optimal auf das 3D-Modell anzupassen, ist es 
erforderlich, diese geeignet zu skalieren und zu translatieren. Dabei wird die Textur des 
erweiterten Gesichtsbereiches anhand der AAM-Punkte aus der Frontalansicht gewählt. Um 
die Textur auf den 3D-Kopf zu mappen, muss diese etwas verzerrt werden, da der Kopf durch 
seine 3D-Modellierung über eine vergrößerte Oberfläche verfügt. Für die Skalierungsfaktoren 
sx und sy gilt: 
3 3 2 2
max min max min
3 3 2 2
max min max min
3 3 2 2
max min max min
3 3 2 2
max min max min
D D K D K D
x K D K D D D
D D K D K D
y K D K D D D
x x x xs
x x x x
y y y ys
y y y y
- -
= ×
- -
- -
= ×
- -
  (4.39) 
 
 
 
 
Abbildung 4.14: Zu jedem Punkt (Punkte der inneren Lippenkontur sind aus Gründen der 
Übersichtlichkeit nicht dargestellt) des AAM-Gesichtsgraphen (links) existiert ein 
korrespondierender Punkt im 3D-Modell (rechts). Im Prozess der Geometrie-Anpassung 
werden alle Punkte des 3D-Modells so angepasst, dass die Geometrie der 
Korrespondenzen erhalten bleibt.  
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wobei die Indizes wie folgt zu deuten sind: 
· 3D :  Alle Punkte des 3D-Modells 
· K3D :  Merkmalspunkte des 3D-Modells 
· 2D :  Koordinaten der Frontalansicht 
· K2D : Koordinaten der Merkmalspunkte der Frontalansicht (AAM) 
Eine Darstellung der verzerrten Textur und des texturierten 3D-Modelles findet sich in 
Abbildung 4.15.  
 
Abbildung 4.15: Ein geeigneter Bildausschnitt der Frontalansicht wird so verzerrt (links), dass er auf dem 
3D-Modell eine natürliche Erscheinung ergibt (rechts). 
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4.4 Evaluierung 
In diesem Abschnitt werden die quantitativen Ergebnisse der in den vorherigen Abschnitten 
vorgestellten Verfahren präsentiert. 
Untersucht werden dazu die Pixelfehlerraten der Gesichtsgraphenanpassung des adaptiven 
Modells gegenüber dem herkömmlichen nicht-adaptiven und einem handsegmentierten 
Gesichtsgraphenmodell um so die Vorteile der Adaption an einen Benutzer zu ermitteln.  
Zur Evaluierung wurden für sechs Personen fünf verschiedene AAMs generiert: 
1. Generelles Modell: Zur Generierung eines generellen Modells dienten Ansichten von 
neun Posen der sechs Testpersonen unter drei verschiedenen Beleuchtungen. 
Insgesamt wurden 810 Ansichten in ein AAM trainiert 
2. Gezieltes Posentraining: Wie in Abschnitt 4.2.2 beschrieben, wurden die sechs 
Testpersonen aufgefordert, neun verschiedene Posen einzunehmen. Sobald die 
Ansichten vorlagen, wurden sie abgespeichert und anschließend in ein gemeinsames 
AAM aufgenommen. Dieses umfasst ebenfalls 810 Ansichten 
3. Lernen im Hintergrund (automatisch): Bei diesem Ansatz konnten die sechs 
Testpersonen ihren Kopf frei bewegen. Geeignete Ansichten wurden gespeichert und 
anschließend in ein AAM trainiert (vgl. Abschnitt 4.2.3). Das erzeugte Modell umfasst 
526 Ansichten. 
4. Lernen im Hintergrund (semi-automatisch): Basierend auf dem Modell, welches 
durch Lernen im Hintergrund entstand, wurde ein weiteres AAM erzeugt, welches 
subjektiv besonders gelungene Graphanpassungen verwendet (vgl. Abschnitt 4.2.3). 
Das durch diesen manuellen Prozess entstandene AAM umfasst 219 der zuvor 526 
automatisch selektierten Ansichten. 
5. Synthetisches Modell: Zur Erstellung des synthetischen Modells wurde von jeder der 
sechs Testpersonen ein Frontalbild aufgenommen, anhand dessen automatisch ein 3D-
Modell erstellt wurde (vgl. Abschnitt 4.2.4). Dieses generierte 13 x 7 Ansichten des 
Benutzers, wobei verschiedene Beleuchtungen simuliert wurden. Das hierdurch 
entstandene AAM umfasst 819 Ansichten. 
Zur Analyse der fünf Modelle wurden 324 weitere Bilder handsegmentiert. Anschließend 
erfolgte die in Abschnitt 2.4 beschriebene Berechnung des Gesichtsgraphen für jedes der 
Modelle. Als Fehlermaß diente zunächst der mittlere Punkt-zu-Punkt Abstand Dpp, d.h. die 
Euklidische Distanz der manuell segmentierten Kontrollpunkte (segmentierte Kontur) zu den 
durch die Graphanpassung ermittelten Punkten (angepasste Kontur).  
2 2
, , , ,
1
1( , ) ( ) ( )
n
pp seg adp adp i seg i adp i seg i
i
D G G x x y y
n =
= - + -å   (4.40) 
Dabei ergab sich jedoch, dass dieses Maß die Evaluierung stark verfälscht, da die angepasste 
Kontur oftmals die segmentierte Kontur sehr gut wiedergibt, wobei die ermittelten Punkte 
leicht verschoben sind, was zu einem hohen Fehler führt. Deshalb wurde stattdessen der 
mittlere Abstand Dpk der angepassten Kontur zur segmentierten Kontur verwendet. Zum 
besseren Verständnis sind die beiden Verfahren zur Ermittlung des Fehlers in Abbildung 4.16 
dargestellt. 
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Für den Punkt-zu-Kontur Abstand gilt: 
2 2
, ,
1
1( , ) ( ( )) ( ( ))
n
pk seg adp adp i x adp i y
i
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n =
= - + -å   (4.41) 
Die Referenzkurve wird dabei mittels eines linearen Splines r(t) beschrieben. 
[ ]( ) ( ( ), ( )), 0,1x yr t r t r t t= Î   (4.42) 
Die Gesichtsgröße betrug bei allen Aufnahmen ca. 150 x 240 Pixel. Daraus ergibt sich ein 
durchschnittlicher Punkt-zu-Kontur Fehler der verschiedenen Modelle zwischen 1.5 und 3 
Prozent. Am schlechtesten passt sich das generelle Modell an, da in ihm durch 
Berücksichtigung aller sechs Testpersonen die größte Varianz enthalten ist. Alle anderen 
Modelle zeigen signifikant bessere Ergebnisse.  
In Abbildung 4.17 sind die durchschnittlichen Fehler für sechs bedeutsame Regionen 
dargestellt (Augenbrauen, Augen, Nase, Außenmund, Innenmund und Kinn). Abbildung 4.18 
bis Abbildung 4.20 zeigen die ermittelten Abweichungen getrennt für die neun Posen. Die 
einzelnen Ergebnisse werden im Folgenden detaillierter bewertet. 
 
Abbildung 4.16: Der Punkt-zu-Punkt Fehler (links) gibt im Gegensatz zum Punkt zu Kontur-Fehler 
(rechts) nur eine ungenaue Aussage bzgl. der Graphanpassung. 
 
Abbildung 4.17: Dargestellt ist die durchschnittliche Pixelabweichung der verschiedenen Modelle bzgl. 
der charakteristischen Merkmale. 
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Abbildung 4.18: Dargestellt ist die durchschnittliche Pixelabweichung der verschiedenen Modelle bzgl. 
der nach oben geneigten Kopfposen. 
 
Abbildung 4.19: Dargestellt ist die durchschnittliche Pixelabweichung der verschiedenen Modelle bzgl. 
der nicht geneigten Kopfposen. 
 
Abbildung 4.20: Dargestellt ist die durchschnittliche Pixelabweichung der verschiedenen Modelle bzgl. 
der nach unten geneigten Kopfposen. 
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Der Einsatz adaptiver Modelle verbessert signifikant die Anpassungsleistung der einzelnen 
Gesichtsmerkmale; teilweise halbiert sich der durchschnittliche Punkt-zu-Kontur Abstand. 
Äußerst problematisch ist die Anpassung des Graphen in der Kinnregion. Dies ist bedingt 
durch Schattenwurf und/oder das Tragen eines Bartes, da in diesen Fällen der Gradient nicht 
mehr sicher bestimmt werden kann, der elementarer Bestandteil der Graphanpassung ist. 
Außerdem ist zu erkennen, dass die Erkennungsrate mit zunehmender Abweichung von der 
Frontalansicht zunimmt. Besonders betroffen sind dabei die „Eckansichten“, in denen der 
Kopf nach oben links, unten links, oben rechts und unten rechts gerichtet ist.  
Die durch gezieltes Posentraining und Lernen im Hintergrund (automatisch) erstellten 
Modelle liefern zwar deutlich bessere Ergebnisse als das generelle Modell, werden jedoch 
noch von den Modellen übertroffen, die durch semi-automatisches Lernen im Hintergrund 
oder synthetisch generierte Ansichten erstellt wurden. Insbesondere bei Brillenträgern zeigte 
sich, dass das synthetische Modell deutlich zuverlässiger Augen- und Augenbrauen-Regionen 
detektiert (vgl. Abbildung 4.21), 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 4.21: Insbesondere bei Brillenträgern passt sich das synthetisch generierte Modell deutlich 
besser an die Gesichtskontur an als das generelle Modell. 
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Kapitel 5  
Gewinnung von Merkmalen der Mimik 
Nachdem in Kapitel 4 beschrieben worden ist, wie sich ein Gesichtsgraph geeignet an einen 
Benutzer anpassen lässt, widmet sich dieses Kapitel der detaillierteren Analyse der einzelnen 
Gesichtsmerkmale. Dies ist erforderlich, da die Anpassung des Graphen stets fehlerbehaftet 
ist und nur durch die Verwendung weiterer Verfahren eine hochwertige Analyse der Mimik 
gewährleistet werden kann.  
Die vorliegende Arbeit teilt die Gesichtsmerkmale dazu in vier Gruppen ein, die im 
Folgenden näher betrachtet werden. Dabei handelt es sich um die Kopfhaltung (Abschnitt 
5.1), die Blickrichtung (Abschnitt 5.2), die Bewegung der Augenbrauen (Abschnitt 5.3) und 
das Mundbild (Abschnitt 5.4). Zu jedem Merkmal wird kurz auf Ansätze der Literatur 
eingegangen, das in der Arbeit entwickelte Konzept mit den zugehörigen Grundlagen 
vorgestellt und separate Ergebnisse präsentiert. 
Eine exemplarische Zusammenstellung von 108 Testansichten mit der Visualisierung von 
automatisch detektierten Merkmalen findet sich in Anhang C. 
5.1 Analyse der Kopfhaltung 
Die Analyse der Kopfhaltung stellt eine besondere Herausforderung an die Bildverarbeitung, 
da die auszuwertende Kameraansicht stets eine zwei-dimensionale Abbildung einer drei-
dimensionalen Realität darstellt, sofern monokulare Kamerasysteme eingesetzt werden. Dabei 
handelt es sich um eine nicht-lineare Transformation. Dass anhand von zwei-dimensionalen 
Ansichten trotzdem durchaus eine präzise Abschätzung der Kopfpose erfolgen kann, lässt sich 
implizit aus der menschlichen Wahrnehmungsleistung folgern [BuEdTa94;LoPaPo95]. Diese 
Vorgehensweise ist auch deshalb attraktiv, da sich der Rechenaufwand gering hält.  
Es existieren bereits vielfältige Anwendungen, die videobasiert die Kopfhaltung analysieren, 
wie beispielsweise das „Motion Capturing“ zur Ansteuerung von Avataren. Die verwendeten 
Verfahren werden in Abschnitt 5.1.1 beschrieben. Im folgenden Abschnitt wird das Konzept 
der vorliegenden Arbeit präsentiert. Dieses beruht auf einem analytischen und einem 
holistischen Ansatz, die in den Abschnitten 5.1.3 und 5.1.4 vorgestellt werden. Die Thematik  
der Analyse der Kopfhaltung schließt mit einer Evaluierung der eingesetzten Verfahren in 
Abschnitt 5.1.5. 
5.1.1 Stand der Technik 
Prinzipiell sind alle Ansätze zur Analyse der Kopfhaltung auf eine vorangehende 
Lokalisierung des Kopfes angewiesen (vgl. Abschnitt 3.5). Die weitere Vorgehensweise hängt 
vom Kontext der Anwendung ab. So existieren Ansätze, die lediglich eine grobe Abschätzung 
(coarse pose estimation) der Kopfpose erfordern oder aber diese als Vorstufe einer feineren 
Berechnung nutzen (multi-scale pose estimation). Die Verfahren lassen sich ebenfalls wie die 
Verfahren zur Gesichtslokalisierung in analytische (merkmalsbasierte) und holistische 
(bildbasierte) Verfahren einteilen. 
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Analytische Ansätze 
Analytische Ansätze basieren meist darauf, extrahierte Punkte zuvor erlernten, 
korrespondierenden Punkten zuzuweisen. Dies ist generell problematisch, da es oft zu  
Eigenüberdeckungen kommt, wie sie beispielsweise bei Profilansichten auftreten, und somit 
nicht die Anzahl der sichtbaren Punkte variiert. Des Weiteren sind die Verfahren auf hohe 
Bildauflösungen angewiesen, um die charakteristischen Punkte eindeutig auffinden zu 
können. 
Gee und Cipolla verwenden ein geometrisches Gesichtsmodell zur Bestimmung der 
Kopfhaltung, wobei nicht auf die Extraktion der dafür erforderlichen Punkte eingegangen 
wird [GeCi94]. Dabei wird die Verformung des Trapezes ausgewertet, das durch die äußeren 
Augenwinkel und die Mundwinkel aufgespannt wird, um auf die Kopfhaltung 
zurückzuschließen. Eine ausführliche Beschreibung des Ansatzes findet sich in Abschnitt 
5.1.4, da dieses Modell u.a. in der vorliegenden Arbeit eingesetzt wird. 
Kruger et al. verwenden die bereits in Abschnitt 4.1.1 beschriebenen Elastic Bunch Graphs 
[KrPoMa96]. Dabei werden Graphen eingesetzt, an deren Verbindungspunkten sogenannte 
Jets mittels Antworten von Gabor-Filtern das lokale Erscheinungsbild repräsentieren. Mehrere 
Graphen modellieren dazu die verschiedenen Posen. Das Modell, welches am besten die 
aktuelle Gesichtsansicht beschreibt, repräsentiert somit die vorliegende Pose. Das Verfahren 
ist jedoch äußerst rechenintensiv durch die Vielzahl der verwendeten Modelle. 
Taylor et al. verwenden Active Shape Models (ASM) um Gesichter und deren Variationen in 
Bildern zu lokalisieren (vgl. Abschnitt 5.4.4, wo ASMs zur Modellierung der Lippen 
verwendet werden) [LaTaCo94]. Diese basieren auf einer statistischen Modellierung der 
Gesichtsgeometrie, die nach einer Transformation in einen abstrakten Datenraum Aussagen 
über vorliegende Abweichungen zu einer Frontalansicht erlaubt. 
Azarbayejani und Pentland verwenden einen erweiterten Kalman Filter (Extended Kalman 
Filter/EKF), um die Kopfhaltung aus der Bewegungsanalyse von 10-20 Punkten zu verfolgen 
[AzPe95]. In diesem Verfahren wird der Kopf als Ellipsoid angenähert und über die 
Berechnung des Optical Flow auf dessen Form und damit auf die Kopfhaltung 
zurückgeschlossen. 
Holistische Ansätze 
Innerhalb der holistischen Ansätze wird die Gesichtsregion als Ganzes ausgewertet, um 
Rückschlüsse auf die Kopfpose zu ziehen. 
Beymer verwendet dazu vorgefertigte, maskierte Gesichtsregionen aus 15 verschiedenen 
Ansichten, um mittels eines einfachen Template-matchings auf eine Kopfhaltung 
zurückzuschließen [Be93]. Die Maske, die der aktuellen Ansicht am stärksten ähnelt, 
repräsentiert die vorliegende Pose. 
Dieses Verfahren wird von McKenna und Gong weiter verfeinert, indem als Template ein 
Bild aus vier verschiedenen Wavelet-Antworten zusammengestellt wird [KeGo98]. Dieses 
Verfahren wird ebenfalls in der vorliegenden Arbeit verwendet und ist in Abschnitt 5.1.4 
beschrieben. 
Eine Vielzahl an Forschungsgruppen verwendet Neuronale Netzwerke zur Analyse der 
Kopfhaltung [BrAbpA98;NiFr96;RaRi98;RoBaKa98;TiKaCo01;ZhPiCa02]. Dabei wird die 
Gesichtsregion als Neuronenmatrix interpretiert, die mittels RBF-Netzen auf zwei Ausgänge 
(entsprechend Dreh- und Neigungswinkel) geschaltet werden. 
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5.1.2 Konzept 
Zur Analyse der Kopfhaltung werden in der vorliegenden Arbeit zwei Ansätze verfolgt, deren 
Ergebnisse miteinander abgestimmt werden. Bei dem ersten Ansatz handelt es sich um ein 
analytisches Verfahren, welches die Geometrie des Trapezes auswertet, das durch die äußeren 
Augenwinkel und die Mundwinkel aufgespannt wird. Die vier dafür benötigten Punkte 
werden aus dem zuvor gewonnenen Gesichtsgraphen übernommen. Das Verfahren wird in 
Abschnitt 5.1.3 detailliert beschrieben. 
Der zweite, holistische Ansatz verwendet ebenfalls den Gesichtsgraphen, indem die 
Gesichtsregion durch Verwendung der konvexen Hülle aller Punkte des AAMs extrahiert 
wird. Es folgt eine Transformation der so gewonnenen Ansicht in einen Eigenwertraum, 
dessen Basis durch die Hauptachsentransformation von 60 synthetisch generierten Referenz-
Ansichten verschiedener Kopfhaltungen generiert wird. Die Auswertung der minimalen 
Euklidischen Distanz der transformierten Ansicht im Eigenwertraum zu den Referenzpunkten 
lässt dann Rückschlüsse auf die Kopfhaltung zu. Das Verfahren wird in Abschnitt 5.1.4 
präsentiert. 
Abschließend erfolgt ein Vergleich der Resultate des analytischen und des holistischen 
Ansatzes. Unterscheiden sich diese signifikant, so wird eine Abschätzung der aktuellen Pose 
vorgenommen, indem die letzte zuverlässige Bestimmung mit einer Vorhersage verbunden 
wird, die sich durch den optischen Fluss der letzten aufeinander folgenden Bilder ergibt. 
Andernfalls ergibt sich die Kopfhaltung aus dem Mittelwert der beiden Ergebnisse. 
Einen Überblick über das verwendete Konzept zur Analyse der Kopfhaltung gibt 
Abbildung 5.1. 
 
Abbildung 5.1: Das Konzept zur Analyse der Kopfhaltung basiert auf der Kombination eines analytischen 
und eines holistischen Ansatzes, deren Ergebnisse anschließend validiert werden.  
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5.1.3 Analytischer Ansatz 
Bei dem ersten verwendeten Ansatz handelt es sich um ein analytisches Verfahren, das 
anhand der Geometrie von vier Punkten des Gesichtes auf die Kopfhaltung zurückschließt. 
Ziel ist es, auf Basis der Beschaffenheit der ursächlich durch die Projektion hervorgerufenen 
Verzerrung der Symmetrie Aussagen über die Verschiebung und Rotation des Gesichtes 
relativ zur Position des Projektionszentrums zu treffen. In einer Frontalansicht treten keine 
Verzerrungen der spiegelsymmetrischen Fläche auf, die durch die Augenwinkel und 
Mundwinkel aufgespannt wird. Liegt hingegen eine nicht frontal aufgenommene Projektion 
des Kopfes vor, so findet eine Verzerrung der Symmetrie der Gesichtsebene statt. Diese bleibt 
zwar weiterhin symmetrisch, Lage und Orientierung ihrer Symmetrieachse ist jedoch eine 
andere. Aufbauend auf der genauen Beschaffenheit dieser Verzerrung ist es möglich, 
Aussagen über die Randbedingungen der verzerrend wirkenden Projektion zu treffen. Eine 
dieser Randbedingungen stellt die Orientierung der Gesichtsebene relativ zur Kamera dar, zu 
deren Bestimmung ein auf Mukherjee et al. zurückgehendes Verfahren verwendet wird 
[MuZiBr95]. Um die Dreh- und Neigungswinkel σ und τ zu bestimmen, wird dabei die 
verzerrte Form der Gesichtsebene entsprechend Abbildung 5.2 in ihre frontale Darstellung 
rücktransformiert. Die genaue Zusammensetzung der Rücktransformationsmatrix lässt dann 
Rückschlüsse auf σ und τ zu. Möchte man den Punkt x der potentiell verzerrten Ansicht auf 
den Punkt x´ der unverzerrten Frontalansicht transformieren, so gilt für die 
Rücktransformation: 
x Ux b¢ = +   (5.1) 
Wobei U eine 2x2 große Transformationsmatrix und b eine Translations-Komponente 
darstellt. Es kann gezeigt werden, dass sich U wie folgt zusammensetzt [BlMa90]: 
1 ( ) ( , )U R Pl q l t=   (5.2) 
Dabei stellt R(θ) eine Rotation um θ und P(λ,τ) eine symmetrische Matrix, für die gilt: 
 
Abbildung 5.2: Dargestellt ist die Rücktransformation der verzerrten Gesichtsebene (rechts) auf die 
unverzerrte Frontalansicht (links), woraus auf die Art der Drehung und Neigung 
zurückgeschlossen werden kann. 
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Die Dekomposition von U zeigt die einzelnen Bestandteile der linearen Rücktransformation. 
Diese besteht aus einer isotropen Skalierung um λ1, einer Drehung um die optische Achse 
entsprechend R(θ) und einer Skalierung um λ in Richtung τ. Durch Einführung zweier 
orthogonal zueinander stehender Vektoren a  (Mittelpunkt der Augen - Augenwinkel) und b  
(Mittelpunkt der Augen – Mittelpunkt der Mundwinkel), wie in Abbildung 5.2 dargestellt, 
lässt sich nach [MuZiBr95] die Transformationsmatrix U direkt berechnen: 
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wobei Re das Verhältnis vom Augenwinkelabstand zu der Distanz Mittelpunkt Augen – 
Mittelpunkt Mundwinkel beschreibt. Da a  und b  parallel und orthogonal zu den Symmetrie-
achsen liegen, folgt: 
0T Ta U U b× × × =   (5.6) 
Bei U muss es sich folglich um eine symmetrische Matrix handeln mit 
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Aus der Theorie von [MuZiBr95] ergibt sich weiter:  
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Der Normalenvektor der Kopfhaltung lässt sich anschließend wie folgt berechnen: 
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Dabei ist zu beachten, dass das Ergebnis der Dreh- und Neigungswinkel durch die 
Verwendung der trigonometrischen Funktionen stets doppeldeutig ist.  
In Abbildung 5.3 wird dieser Sachverhalt an einem Beispiel deutlich. Für verschiedene 
Kopfhaltungen ist das von Augenwinkeln und Mundwinkeln aufgespannte Trapez identisch.  
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Diese Problematik kann jedoch dadurch aufgelöst werden, dass zusätzlich die Position eines 
weiteren Stützpunktes berücksichtigt wird, wie beispielsweise die Nasenspitze. Somit ist das 
System vollständig bestimmt. 
5.1.4 Holistischer Ansatz 
Neben dem beschriebenen analytischen Ansatz wurde in der vorliegenden Arbeit ein zweites 
Verfahren zur Bestimmung der Kopfpose implementiert. Der hier verwendete Ansatz beruht 
auf einem Verfahren nach [KeGo98]. Dazu wird die Gesichtsregion mittels der 
Hauptachsentransformation (Principal Component Analysis/PCA) in einen Datenraum 
transformiert, der durch die Eigenvektoren aufgespannt wird, die sich durch die Verteilung 
verschiedener Posen ergibt. 
Die verwendeten monochromen Referenzbilder werden zunächst normalisiert, indem zunächst 
von jedem Pixel die mittlere Intensität aller Pixel abgezogen wird und anschließend durch die 
Standardabweichung geteilt wird. Dieser Vorgang glättet Variationen, die durch 
unterschiedliche Beleuchtungssituationen verursacht werden.  
Sei eine Referenz-Sequenz mit n Ansichten eines rotierenden Kopfes gegeben, dann kann ein 
Datenraum (Pose Eigen Space/PES) mittels der PCA generiert werden. Jedes Bild der Größe 
m =  w x h lässt sich dazu als m-dimensionaler Zeilenvektor x darstellen. Die Referenz-
Bildsequenz mit n Ansichten, die gleichmäßig von -60 bis 60 Grad aufgenommen wurden, 
kann durch ein Set solcher Vektoren {x1,x2,…,xn) repräsentiert werden. Neuartig gegenüber 
bestehenden Ansätzen der Literatur ist die Verwendung von synthetisch generierten 
Ansichten, wie sie in Abschnitt 4.2.4 beschrieben wurden. Der Durchschnitt μ und die 
Kovarianzmatrix S lassen sich wie folgt berechnen: 
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Abbildung 5.3: Die Rekonstruktion der Pose aus der Gesichtsgeometrie ist doppeldeutig. Dies ist an der 
identischen Geometrie des Trapezes der beiden dargestellten Kopfposen erkennbar. 
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Seien φj mit j = 1..n’ die Eigenvektoren von S mit den größten korrespondierenden 
Eigenwerten λj, für die gilt: 
j j jj l j=å   (5.11) 
Die n’ Eigenvektoren bilden die Basis des PES. Für jedes beliebige Bild der Größe w x h kann 
ein Mustervektor Ω(x) = [ω1 ω2… ωn’] durch die Projektion mit den Eigenvektoren φj 
berechnet werden: 
( ) mit 1,.., 'Tj j x j nw j m= - =   (5.12) 
Nach der Normalisierung des Mustervektors mit den Eigenwerten kann nun das Bild in den 
PES projiziert werden: 
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Die Referenz-Sequenz lässt sich so als Kurve im PES darstellen. Soll nun aus einer neuen 
Ansicht die Pose bestimmt werden, so wird dieses Bild ebenfalls wie beschrieben in den PES 
projiziert und anschließend die größte Korrespondenz zu einem der Referenzpunkte bestimmt, 
die einer minimalen Euklidischen Distanz zu diesem Punkt entspricht. Die in den PES 
transformierten synthetisch generierten Ansichten sind in Abbildung 5.4 dargestellt, wobei 
zur Visualisierung nur die ersten drei Eigenvektoren berücksichtigt werden. 
Untersucht man den Einfluss der Beleuchtung auf das Verfahren, so wird deutlich, dass die 
Projektion der Sequenzen trotz Farbnormalisierung stark von dieser abhängig ist. In 
Abbildung 5.5 sind Ansichten unter drei verschiedenen Beleuchtungssituationen und die sich 
daraus ergebenden Referenzkurven im PES dargestellt. Ein Lösungsansatz für dies Problem 
besteht darin, statt des Intensitäts-Bildes eine modifizierte Ansicht zu verwenden. In der 
vorliegenden Arbeit kommt dazu eine Zusammenstellung von vier Gabor-Wavelet-
Transformationen (GWT) zur Anwendung. Dadurch erhöht sich die Robustheit gegenüber 
variierenden Beleuchtungen, da lokale Merkmale zur Analyse der Kopfhaltung verstärkt 
werden. 
Bei einer Gabor Wavelet Transformation (GWT) handelt es sich um die Faltung des Bildes 
mit einem Gabor-Wavelet im Fourierraum. Weitere Informationen zu Wavelets finden sich im 
Kontext der Elastic Bunch Graphs in Abschnitt 4.1.1. 
 
Abbildung 5.4: Exemplarisch dargestellt sind fünf von sechzig synthetisch generierten Ansichten, aus 
denen geeignete Ausschnitte gewählt werden. Diese dienen zur Erzeugung des PES. 
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Zum Einsatz kommt eine kombinierte Ansicht, die aus den Antworten der GWT für die vier 
Orientierungen 0°, 45°, 90° und 145° zusammengesetzt ist. In Abbildung 5.6 ist deutlich zu 
erkennen, dass durch Verwendung dieser neuen Ansicht die korrespondierenden Punkte der 
unterschiedlich beleuchteten Referenzbilder deutlich näher beieinander liegen.  
5.1.5 Evaluierung 
Bei der Evaluierung der Ergebnisse konnten die guten Resultate aus [KeGo98] bestätigt 
werden. Die Abweichung bei einem Testset von sechs Personen ergab eine durchschnittliche 
Abweichung von ca. 3 Grad, wobei die Drehung von -60 bis + 60 Grad und die Neigung von -
30 bis +30 Grad variierten. Lediglich problematisch sind stark verdrehte Ansichten, die nicht 
mehr im PES eindeutig zugewiesen werden konnten. Lediglich in 4% aller Fälle 
unterschieden sich die Resultate des analytischen und des holistischen Ansatzes derart, dass 
keine Posenbestimmung erfolgen konnte.  
Eine Darstellung der Abweichung zwischen Abweichung der ermittelten Kopfpose und der 
tatsächlichen Kopfverdrehung findet sich in Abbildung 5.7. 
 
 
Abbildung 5.5: Betrachtet man die Projektionen unterschiedlich beleuchteter Sequenzen im PES, so ist 
deren Abhängigkeit von der Beleuchtung auffällig. 
Abbildung 5.6: Verwendet man statt der Intensität eine Komposition aus vier Gabor-Wavelet-
Transformierten, so liegen die unterschiedlich beleuchteten Sequenzen im PES deutlich 
näher beieinander. 
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5.2 Analyse der Blickrichtung  
Die Blickrichtung stellt nicht nur im visuellen Sinn einen maßgeblichen Richtwert für den 
Fokus einer Person dar. Gerade im Zusammenhang der Interaktion mit einem Computer 
richtet sich das Augenmerk eines Menschen auf das jeweilige Objekt aktuellen Interesses. 
Demzufolge besitzt die Detektion der Blickrichtung das Potential, als leistungsstarke 
Eingabehilfe verwandt zu werden. Ebenso werden weitere Anwendungsszenarien untersucht, 
wie die Kontrolle der Aufmerksamkeit eines Kraftfahrers auf den Straßenverkehr. 
Es existieren bereits vielfältige Ansätze, die Blickrichtung zu analysieren, die in Abschnitt 
5.2.1 vorgestellt werden. Im folgenden Abschnitt erfolgt die Präsentation des hier 
verwendeten Konzeptes, das auf einer erweiterten Circle-Hough-Transformation beruht, die in 
Abschnitt 5.2.3 beschrieben wird. Die Klassifikation der Blickrichtung übernimmt in der 
vorliegenden Arbeit ein Maximum-Likelihood-Klassifikator (Abschnitt 5.2.4). Die Thematik  
der Analyse der Blickrichtung schließt mit einer Evaluierung der eingesetzten Verfahren in 
Abschnitt 5.2.5. 
5.2.1 Stand der Technik 
Es existieren bereits zahlreiche Ansätze, um die Bewegungen des Auges zu erfassen und zu 
analysieren. Dabei wird prinzipiell zwischen drei verschiedenen Techniken unterschieden: 
Kontaktlinsen 
Durch Einsatz spezieller Kontaktlinsen können sehr exakte Aufzeichnungen der 
Augenbewegungen getätigt werden. Dazu wird das Licht analysiert, das durch kleine in die 
Linsen eingebettete Spiegel reflektiert wird. Ein anderer Ansatz ermittelt die Augenstellung 
mittels der „search coil“-Technik, bei der kleine Spulen in die Kontaktlinse eingelassen sind, 
die ein messbare Induktion hochfrequenter elektromagnetischer Felder in einem um den Kopf 
positionierten Käfig bewirken. 
 
Abbildung 5.7: Abweichung der ermittelten Kopfpose von der tatsächlichen Kopfdrehung. Deutlich 
sichtbar ist die Zunahme der Abweichung mit dem Grad der Verdrehung aus der 
Frontalansicht. 
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Die beiden Varianten besitzen eine hohe zeitliche und räumliche Auflösung, haben jedoch den 
Nachteil, dass sie für den Träger unkomfortabel sind und aufgrund der Gefahr einer 
Ödembildung nur kurzzeitig (<20 Minuten) einsetzbar sind. 
Elektrookulogramm 
Bei Augenbewegungen wird zwischen Hornhaut (Cornea) und Netzhaut (Retina) ein 
elektrisches Potential von ca. 0.4 bis 1 mV erzeugt, welches gemessen und analysiert werden 
kann. Der Gleichstrom repräsentiert dabei die Augenposition, der Wechselstrom die 
Augenbewegung. Problematisch sind hierbei die durch die Augenmuskeln erzeugten 
Potentiale, die jedoch durch geeignete Anordnung der Elektroden gefiltert werden können. 
Das Verfahren wird in der klinischen Praxis zu Diagnosezwecken angewandt, wobei eine 
Messgenauigkeit von 1.5 bis 2 Winkelgrad bei einem Bereich von ±70 Grad erreicht werden 
kann. 
Bildverarbeitung 
Inzwischen existieren diverse Ansätze zur Erkennung von Sclera und Pupille, die prinzipiell 
zusätzliche Beleuchtungsquellen und eine begrenzte Bewegungsfreiheit des Kopfes 
voraussetzen. Die einzelnen Verfahren werden im Folgenden beschrieben. 
Qiang Ji und Xiaojie Yang veröffentlichten 2002 einen Bericht über ihre Arbeit auf dem 
Gebiet der videobasierten Messung der Aufmerksamkeit eines Autofahrers in Echtzeit 
[JiYa02]. Der entwickelte Prototyp besteht aus einer fest im Fahrzeug installierten CCD-
Kamera, einem IR-LED-Array und einem Rechner, der die Videobilder verarbeitet, die IR-
LEDs steuert und ein Alarmsystem kontrolliert. Aus den von außen sichtbaren biologischen 
Merkmalen, wie Blinzeln, Blickrichtungsänderungen und Kopfbewegung zieht das System 
automatisiert Rückschlüsse auf den Aufmerksamkeitszustand des Fahrers und erzeugt bei 
erkennbarer Ermüdung ein akustisches Warnsignal. Der Vorteil dieses Systems gegenüber 
bestehenden Systemen, deren Zustandsanalyse zum Beispiel auf Herzschlag, Gehirnströmen 
und Pulsrate basiert, liegt in der berührungslosen Arbeitsweise und der 
Personenunabhängigkeit. Die in diesem Bericht präsentierte Methode zur Erkennung der 
Blickrichtung basiert auf dem sogenannten „Bright-Pupil-Effect”. Wird die menschliche 
Pupille mit infrarotem Licht bestrahlt, wird ein sehr hoher Anteil genau in Einfallsrichtung 
zurückreflektiert und kaum im Auge gestreut. Um sich diesen Effekt zu nutze zu machen, 
kombinierten Ji und Yang eine im nahen Infrarot empfindliche CCD-Kamera mit zwei 
kreisförmig um die optische Achse angeordneten IR-LED-Arrays, die abwechselnd aktiviert 
werden. Leuchten die inneren LEDs, so reflektieren die Pupillen diese deutlich zur Kamera im 
Gegensatz zu den weiter entfernten LEDs. Da die übrigen Gesichtsregionen praktisch gleich 
beleuchtet werden, und auch äußere Störeinflüsse wie Fremdbeleuchtung auf beiden 
Aufnahmen gleich intensiv sind, lassen sich aus einem Differenzbild sehr robust die Pupillen 
extrahieren (vgl. Abbildung 5.8). 
Betke et al. beschreiben ein System, mit dem in Echtzeit der sichtbare weiße Bereich des 
Augapfels (Sclera) in einem Gesicht gefunden werden kann [BeMuMa00]. Primäres Ziel des 
Projektes ist es, Kindern mit Lähmungen oder traumatischen Hirnschäden ein 
Kommunikationswerkzeug zu schaffen. In der Zukunft sehen die Entwickler die Möglichkeit, 
das System für normale Verbraucher als Alternative oder Ergänzung zu Maus und Tastatur 
einzusetzen. Die eingesetzte Kamera verfügt über eine mechanische Schwenk- und 
Neigeeinheit sowie über ein optisches Zoom; die verarbeiteten Bilder haben dabei eine 
Auflösung von 320x240 Pixeln. Die Detektion der Augen erfolgt in mehreren Schritten. 
Zunächst wird die Kamera in eine zentrale Position mit minimalem Zoom bewegt. Dann wird 
das Gesicht aufgrund seiner Farbe und Bewegung gesucht und geeignet vergrößert. Sobald 
das Gesicht bildfüllend ist, werden darin die Augen gesucht. 
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Auch dieser Vorgang basiert auf einem Farbansatz, bei dem davon ausgegangen wird, dass 
die hellen Bereiche des Augapfels unabhängig von Person und Herkunft gelblich-weiß sind. 
Zusätzlich werden zur Gewichtung der Farbinformationen noch Kanteninformationen 
hinzugezogen. Die Evaluierung dieses Systems ist schwierig, da die Erkennungsqualität 
davon abhängt, wie stark sich der beobachtete Kopf bewegt. In diesem Fall muss die Kamera 
häufig nachjustiert werden. Die Erkennungsleistung beschreiben die Autoren als „gut“. Eine 
Darstellung des Verfahrens findet sich in Abbildung 5.9. 
Talmi et al. beschäftigen sich mit der Problematik, dass heutige holographische Displays 
ungenügend auf die menschliche Wahrnehmung eingehen. Grundsätzlich wird der gesamte 
dargestellte Raum scharf dargestellt, wohingegen das menschliche Auge nur über einen stark 
eingegrenzten Tiefenbereich verfügt, in dem Objekte scharf auf die Netzhaut projiziert 
werden [TaLi99]. Auf dieser Problematik aufbauend haben die Autoren ein System 
entwickelt, welches aus drei Kameras, einem IR-LED-Array, einem homogenen Hintergrund 
und dem verarbeitenden Rechner besteht. Wie in Abbildung 5.10 (links) zu sehen, sind zwei 
der Kameras auf gleicher Höhe neben dem Display angebracht, die den Kopf des Benutzers 
aufnehmen. Dadurch ist es möglich, drei-dimensionale Koordinaten des Kopfes zu errechnen, 
um anschließend die dritte unter dem Display befindliche, Kamera auf das Gesicht zu 
schwenken und heranzuzoomen. Um die 3D-Position der Augen zu finden, wird auf beiden 
Kamerabildern gesondert eine PCA durchgeführt und anschließend mittels eines „Nearest 
Winner Matchs“ den zuvor definierten Referenzpositionen im Eigenspace die Augenposition 
bestimmt. Die Resultate dieser Suche werden noch zusätzlich mit Geometrieinformationen 
(wie z.B. Abstand und Lage der Augen zueinander) gewichtet und somit die Positionen der 
Augen in jedem einzelnen der beiden Bilder bestimmt. Sobald in beiden Bildern beide Augen 
gefunden wurden, werden sie kombiniert und daraus die 3D-Position berechnet, nach der sich 
 
Abbildung 5.8: Bei dem Ansatz nach [JiYa02] werden zwei kreisförmig angeordnete Arrays von IR-LEDs 
eingesetzt, die abwechselnd leuchten (links). Dabei kommt es nur bei den inneren LEDs zu 
Reflektionen auf der Pupille. Durch Differenzbildung aufeinanderfolgender Ansichten 
sind die Pupillen deutlich lokalisierbar. 
 
Abbildung 5.9: Betke et al. verwenden ein System, welches mittels einer Schwenk-Neige-Kamera mit 
einem optischen Zoom zunächst die geeignete Gesichtsregion extrahiert [BeMuMa00]  
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die dritte  Kamera dann ausrichtet. Im nächsten Schritt wird auf dem Bild der dritten Kamera 
nun aus dem Abstand zwischen den Pupillenmittelpunkten und der Reflexion der LEDs auf 
der Hornhaut des Auges die Blickrichtung bestimmt, um in der auf dem Display dargestellten 
3D Szene die fokussierte Region scharf und den Rest entsprechend unscharf darzustellen. Die 
Vorgaben des präsentierten Ansatzes sind sehr restriktiv: Das Gesicht muss definiert 
ausgeleuchtet werden, der Hintergrund darf keine Kanten aufweisen und das Auge maximal 
±20 Grad von der Mittelposition abweichen. Der Kopf darf zwar in kleinen Grenzen bewegt 
werden, dadurch sinkt jedoch die Verarbeitungsgeschwindigkeit.  
Am Institut für Neuroninformatik der Ruhr-Universität Bochum wird das anthropomorphe 
Robotersystem CoRA (Cooperative Robot Assistant) entwickelt, welches einen Menschen bei 
handwerklichen Arbeiten unterstützt, wobei es dessen Bewegungen und Aktionen beobachtet 
und interpretiert [StBe00]. Das System besteht aus einem fest an dem Arbeitstisch montierten 
Roboterarm, Mikrophonen, Berührungssensoren und zwei Stereokamerasystemen, die auf 
Kopfhöhe des Benutzers und auf Tischhöhe positioniert sind. Basierend auf einem der beiden 
Stereokamerasysteme (je nachdem, ob der Mensch auf den Tisch oder nach oben sieht) wird 
zunächst der Kopf in den aufgenommen Bildern gesucht, indem große hautfarbene Bereiche 
ermittelt werden. Da von einer statischen Beleuchtung vor einem homogenen Hintergrund 
ausgegangen wird, ist dies ein schneller und robuster Ansatz. Da sich die Augen in den  
oberen zwei Dritteln des Kopfes befinden, wird der Suchbereich auf dem gefundenen 
hautfarbenen Bereich entsprechend eingeschränkt. Anschließend wird darauf ein Filter 
angewendet, der stark strukturierte Regionen im Gesicht hervorhebt und zur Erkennung von 
Eckpunkten dient. Da beide Augen ungefähr auf der selben Höhe, mittig im Gesicht und nicht 
am Rand der analysierten Region, und außerdem in einem bekannten Abstand voneinander 
liegen, lassen sich andere stark strukturierte Bereiche, wie Nase, Mund und die Ränder des 
gefundenen Kopfes als Augenkandidaten ausschließen. Um in den gefundenen 
Augenregionen (jeweils 30x65 Pixel) die Pupillen zu lokalisieren, werden zwei verschiedene 
Verfahren eingesetzt und die Ergebnisse später kombiniert: Zunächst wird ein „Region 
Growing“ Algorithmus eingesetzt, der auf den im Bild gefundenen dunklen Pixeln beginnt, 
zusammenhängende Regionen zu finden. Auf die Ergebnisse werden dann die Regionen 
mittels eines Template Matchings auf Ähnlichkeit mit zuvor generierten Pupillenmasken 
verglichen. Unabhängig davon wird parallel die sogenannte Hough Transformation 
angewendet, um in der Augenregion gefundene Kantenpixel zu untersuchen. Sobald die beide 
voneinander unabhängigen Algorithmen abgeschlossen sind, werden die Ergebnisse 
verglichen und somit die besten Kandidaten bestimmt. Die Augenwinkel, die zur 
Blickrichtungsdetektion dienen, werden mit Hilfe eines parametrischen Modells des Auges 
gesucht, dem die gefundenen Kanten möglichst gut entsprechen müssen. Aus der Position der 
Iris relativ zu den Augenecken, lässt sich dann die Blickrichtung bestimmen.   
 
Abbildung 5.10: Einen Ansatz mit drei Kameras verfolgen Talmi et al.  [TaLi99]. Dabei werden die außen 
am Monitor befindlichen Kameras dazu genutzt, um ein dreidimensionales Kopf-Modell 
des Benutzers zu fertigen. Die dritte Kamera betrachtet anschließend ausschließlich die 
Augenregion (rechts). 
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5.2.2 Konzept 
Zur Lokalisierung der Iris kommt in der vorliegenden Arbeit eine erweiterte Circle-Hough- 
Transformation zum Einsatz (vgl. Abschnitt 5.2.3), die in einem speziellen Datenraum eine 
zuverlässige Erkennung von kreisförmigen Objekten erlaubt. Die Anwendung dieses 
Verfahrens erfordert ein vorverarbeitetes Bild. Dazu wird zunächst aus der Augenregion der 
Rot-Kanal extrahiert, da in diesem ein hoher Kontrast zwischen Haut und Iris vorliegt, die 
kaum Rottöne beinhaltet.  
Durch die Berechnung der gerichteten X- und Y-Gradienten des Rotkanals ist es möglich, 
Amplitude und Phase des Gradienten zwischen der Iris und ihrer Umgebung hervorzuheben. 
Anhand dieser Information wird auf einer Suchmaske, deren Generierung auf der 
Schwellwertsegmentierung des Rotkanals basiert, mittels der erweiterten Circle-Hough-
Transformation der sogenannte Hough-Raum erzeugt, dessen lokale Maxima auf kreisförmige 
Objekte im Ausgangsbild schließen lassen. Da es sich bei der Iris naturgemäß um eine 
homogene Fläche handelt, können die lokalen Extrema anschließend validiert werden, indem 
der Füllgrad innerhalb eines vorgegebenen Radius im Rotkanal an den Positionen validiert 
wird, die im Hough-Raum lokale Extrema aufweisen.  
Abschließend wird die Blickrichtung bestimmt, indem mittels eines Maximum-Likelihood-
Klassifikators die Verteilung der Intensitäten in Kreisbogenabschnitten um die Iris mit zuvor 
trainierten Referenzverteilungen verglichen wird (vgl. Abschnitt 5.2.4).  
Das Konzept zur Analyse der Blickrichtung ist in Abbildung 5.11 dargestellt.  
 
Abbildung 5.11: Zur Analyse der Blickrichtung wird im Rahmen der Arbeit eine erweiterte Hough-
Transformation eingesetzt. Diese ermittelt kreisförmige Objekte innerhalb der 
Augenregion durch Kombination einer Suchmaske sowie der Amplitude und 
Phaseninformation. 
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5.2.3 Circle-Hough-Transformation 
Die Hough-Transformation (HT) ist eine weitverbreitete Methode, um geometrische Formen 
in digitalen Bildern zu  lokalisieren und wurde 1962 von P.V.C. Hough zum Patent 
angemeldet [Ho62]. Die grundlegende Idee ist die Transformation von digitalen Bilddaten in 
einen speziellen Parameterraum, dem sogenannten Houghraum. Zur Transformation von 
Geraden wird dieser Raum beispielsweise zweidimensional durch die Parameter Steigung und 
Verschiebung aufgespannt. Um Kreise und Ellipsen im Houghraum darzustellen, sind höhere 
Dimensionen erforderlich, verbunden mit mehr Speicher- und Rechenbedarf.  
Im Kontext der Kreiserkennung kommt eine Modifikation der Hough-Transformation zum 
Einsatz, die sogenannte Circle-Hough-Transformation (CHT). Der hierbei verwendete  
Houghraum H(x,y,r) entspricht einem dreidimensionalen Akkumulator, der die 
Wahrscheinlichkeit angibt, dass ein Kreis mit einem bestimmten Radius r an einer Position 
(x,y) im Eingangsbild vorliegt. Sei Cr die Randkurve eines Kreises mit dem Radius r, für den 
gilt: 
{ }2 2 2( , ) |rC i j i j r= + =   (5.14) 
Der Houghraum ergibt sich dann durch: 
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= + +å   (5.15) 
Anschaulich bedeutet dies für einen fest vorgegebenen Radius, dass jeder Punkt P des 
Ausgangsbildes im Houghraum einen Kreis mit den zu erwartenden Radien erzeugt. Die 
Beiträge dieser Kreise werden im Houghraum addiert. Ein lokales Maximum an der Position 
P’ lässt dann auf den Mittelpunkt eines Kreises im Ausgangsbild zurückschließen. Der 
Vorgang ist in Abbildung 5.12 exemplarisch für 4 und 16 Stützstellen dargestellt, wenn ein 
spezieller Radius gesucht wird.  
In der vorliegenden Arbeit wurde der Ansatz dahingehend erweitert, dass im Houghraum der 
Akkumulator nicht mehr kreisförmig inkrementiert wird, sondern nur noch 
Kreisbogenabschnitte berücksichtigt werden (vgl. Abbildung 5.13). 
 
Abbildung 5.12: Bei der generellen Hough-Transformation werden alle Punkte eines Kantenbildes (links) 
als Kreismittelpunkte interpretiert. Im Houghraum werden die Kreise inkrementiert, 
woraus  lokale Maxima entstehen, die potentielle Kreismittelpunkte des Kantenbildes 
repräsentieren. Exemplarisch ist dies für 4 und 16 Stützpunkte (mittig und rechts) 
dargestellt. 
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Die Kreisbogenabschnitte werden orthogonal zur Phase beidseitig der Kante im Houghraum 
inkrementiert. Beidseitig deshalb, weil durch ungünstige Lichteinflüsse nicht sichergestellt 
werden kann, dass die Iris immer an eine hellere Fläche angrenzt, und somit ein hell-dunkel 
Wechsel ebenso wie ein dunkel-hell Wechsel zur Kantenbildung führen kann. 
5.2.4 Ermittlung der Blickrichtung 
Zur Ermittlung der Blickrichtung wird in der vorliegenden Arbeit ein Verfahren eingesetzt, 
welches auf der Analyse des weißlichen Augenkörpers (Sclera) basiert. Dazu wird 
anschließend an die Lokalisierung der Iris ein konzentrischer Kreis mit dem doppelten Radius 
um die Iris gebildet. Es folgt eine Aufteilung des sich daraus ergebenden Kreisrings in acht 
Segmente. Die integrierten Intensitäten dieser hintereinander liegenden Segmente lassen sich 
als Verteilung interpretieren, die deutliche Rückschlüsse auf die Blickrichtung des Auges 
zulassen. In Abbildung 5.14 sind für zwei verschiedene Blickrichtungen die Verteilungen 
jeweils für das linke und das rechte Auge dargestellt, wobei auffällt, dass sich die 
Verteilungen für die jeweiligen Augenpaare stark ähneln, für unterschiedliche 
Blickrichtungen jedoch deutlich divergieren.  
Diese Tatsache lässt sich ausnutzen, indem die Verteilungen mittels eines Maximum-
Likelihood-Klassifikators zuvor trainierten Blickrichtungen eindeutig zugewiesen werden 
können. Der Maximum-Likelihood-Klassifikator beruht auf einer fest dimensioniert 
überwachten Klassifizierungsstrategie mit statistischem Ansatz. Die Objekt- bzw. 
Musterklassen werden im Merkmalsraum mit Hilfe von n-dimensionalen Verteilungs- oder 
Dichtefunktionen erfasst. Die Zuweisung eines unbekannten Objektes mit Hilfe seines 
Merkmalsvektors erfolgt nach dem Gesichtspunkt der maximalen Wahrscheinlichkeit für das 
Vorliegen einer Objektklasse anhand von Stichproben bekannter Objektklassen. 
Das Prinzip des Maximum-Likelihood-Klassifikators ist die Zuweisung eines 
Merkmalsvektors ( , )g m x y= , über dessen Zugehörigkeit nichts bekannt ist, zu einer der t 
Objektklassen anhand der maximalen Wahrscheinlichkeit (vgl. Abbildung 5.15). Die t 
Objektklassen sind durch t Verteilungen k0, k1 ,…, kn-1 des n-dimensionalen Merkmalsraum 
( ( , , ))M m x y n= definiert, die durch Stichproben ermittelt wurden. Der Merkmalsvektor 
g beinhaltet in der vorliegenden Arbeit acht Elemente entsprechend den acht 
Intensitätsintegralen der beschriebenen Kreisbogensegmente. 
 
Abbildung 5.13: Im Gegensatz zur generellen Hough-Transformation werden bei der erweiterten Hough-
Transformation im Hough-Raum nur Kreisbogenanschnitte inkrementiert, wodurch ein 
Rauschen im Kantenbild sich deutlich schwächer zur Ermittlung der Kreislokalisierung 
auswirkt. Exemplarisch ist dies für 4 und 16 Stützpunkte (mittig und rechts) dargestellt. 
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Zum Training des Klassifikators wurden von 10 Personen 15 verschiedene Blickrichtungen (5 
x 3) aufgenommen. Diese dienen der Bestimmung von Mittelwertvektoren µi (i = 0..14), der 
Kovarianzmatrix Si und der inversen Kovarianzmatrix Si-1. Aus der Kovarianzmatrix kann auf 
den Streuungsvektor is zurückgeschlossen werden. Auf den ermittelten Größen wird nun die 
Rückweisungsschwelle 1
i
T
z i i id s S s
-= × ×  für jede Merkmalsklasse bestimmt werden. 
Zur Klassifikation werden für den aktuellen Merkmalsvektor g die Mahalanobis-Distanzen 
1( ) ( )Ti i i id g S gm m
-= - -  zu allen Merkmalsklassen gebildet. Anschließend erfolgt ein 
 
Abbildung 5.14: Zur Ermittlung der Blickrichtung werden die Intensitäten in acht Segmenten um die Iris 
integriert. Somit lässt sich für jedes Auge eine Verteilung erzeugen, die deutlich die 
Blickrichtung repräsentiert.  
 
Abbildung 5.15: Dargestellt ist die Funktionsweise des Maximum-Likelihood-Klassifikators. Dabei 
gewinnt der Merkmalsvektor, der die geringste Mahalanobis-Distanz zu den 
Merkmalsklassen besitzt, sofern diese kleiner als die zuvor erlernte Rückweisungsschwelle 
liegt. 
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Vergleich mit den zuvor trainierten Rückweisungsschwellen. Der Merkmalsvektor g wird 
dann derjenigen Merkmalsklasse kj zugewiesen, zu der seine Mahalanobis-Distanz minimal 
ist. Gleichzeitig muss die Distanz unter der Rückweisungsschwelle dieser Klasse liegen. 
5.2.5 Evaluierung 
Zur Evaluierung erfolgte zunächst eine Untersuchung der Lokalisierung der beiden Iris. Dazu 
wurden vier Güteklassen definiert, für die in Abbildung 5.16 exemplarische Ansichten 
dargestellt sind. Für die fünf horizontalen und drei vertikalen Blickrichtungen zeigt sich, dass 
die erweiterte Circle-Hough-Transformation sehr gute Resultate ermöglicht (Abbildung 5.17, 
Abbildung 5.18 und Abbildung 5.19). Einschränkungen sind für Brillenträger zu verzeichnen, 
da bei diesen der starke Gradient des Brillengestells zu Fehllokalisierungen führen kann. Die 
Iris für die Blickrichtungen, bei denen die Testpersonen nach unten schauen, werden ebenfalls 
des Öfteren falsch fehlerbehaftet lokalisiert, da durch die dabei gesenkten Lider meist nur 
noch Bruchteile des Auges für die Kamera sichtbar sind und so ein zuverlässige Auswahl im 
Houghraum nicht möglich ist. 
 
Abbildung 5.16: Innerhalb der Arbeit wurden zur Evaluierung vier verschiedene Qualitätsstufen der 
Irislokalisierung definiert. Dabei handelt es sich um fehlerfreie (a), wenig fehlerbehaftete 
(b), stark fehlerbehaftete (c) und nicht erfolgte Lokalisierungen der Iris (d).  
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Abbildung 5.17: Qualitative Ergebnisse für die Blickrichtung „Oben“. 
 
Abbildung 5.18: Qualitative Ergebnisse für die Blickrichtung „Mitte“. 
 
Abbildung 5.19: Qualitative Ergebnisse für die Blickrichtung „Unten“. 
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Zur Ermittlung der Klassifikationsleistung des Maximum-Likelihood-Klassifikators erfolgte 
als weitere Untersuchung der Vergleich zwischen vorliegenden und erkannten 
Blickrichtungen. Dabei wurden ebenfalls fünf horizontale und drei vertikale Augenstellungen 
betrachtet. Das Testmaterial beschränkte sich hierzu auf die Ansichten, in denen die Iris zuvor 
fehlerfrei lokalisiert wurden. Es ergab sich ein ähnliches Resultat, wie in der zuvor 
beschriebenen Untersuchung. Auch hier beeinflussten Brillengestelle negativ die 
Klassifikationsleistung, da diese durch Erscheinen in den Kreissegmenten (vgl. 5.2.4) ein 
verändertes Profil der Intensitäten verursachen. In den verbleibenden Ansichten wurde die 
Blickrichtung jedoch meist fehlerfrei bestimmt. Eine Darstellung der Klassifikationsleistung 
findet sich in Abbildung 5.20. 
5.3 Analyse der Augenbrauen 
Ein weiteres, wichtiges Merkmal des Gesichtes ist die Stellung der Augenbrauen. Diese haben 
insbesondere im Kontext der Gebärdensprache eine herausragende Bedeutung als 
Informationskanal (vgl. Abschnitt 6.1). Im Folgenden wird der in der vorliegenden Arbeit 
entwickelte Ansatz zur Lokalisierung der Augenbrauen vorgestellt. 
5.3.1 Stand der Technik 
Spezielle Arbeiten zur Lokalisierung der menschlichen Augenbrauen existieren derzeit nicht. 
Es finden sich jedoch im Kontext der Mimikanalyse rudimentäre Verfahren, um die 
Augenbrauen zu detektieren (vgl. Abschnitt 2.3). Diese beruhen ausnahmslos darauf, mittels 
eines Punktverteilungsmodells des gesamten Gesichtes, die Augenbrauen „nebenbei“ mit zu 
bestimmen, oder aber über einfache Schwellwertsegmentierungen dunkle Regionen oberhalb 
der Augen als Brauen zu interpretieren.  
Erkennungsergebnisse und das Verhalten gegenüber kritischen Rahmenbedingungen 
(Beleuchtung, Brillen) werden jedoch nicht berücksichtigt bzw. diskutiert.  
 
Abbildung 5.20: Darstellung der Klassifikationsleistung der Blickrichtung.  
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5.3.2 Konzept 
Das Konzept zur Lokalisierung der Augenbrauen ähnelt dem zur Lokalisierung der Iris (vgl. 
Abschnitt 5.2.1). Durch die Referenzpunkte des angepassten Gesichtgraphen wird zunächst 
die Augenbrauenregion bestimmt. Im zweiten Schritt erfolgt eine Extraktion des Rotkanals, 
was eine Kontrasterhöhung zwischen Haut und Augenbrauen bewirkt. Auf dieser Ansicht 
erfolgt getrennt voneinander die Berechnung der Color Watershed Transformierten und des 
Y-Gradienten. 
Bei der Watershed Transformation handelt es sich um ein Verfahren nach Vincent und Soille 
zur Segmentierung, wobei Grauwertunterschiede eines Bildes als Höhenrelief interpretiert 
werden [ViSo91]. Anschaulich beschrieben werden bei der sukzessiven Flutung des 
Grauwertgebirges Staudämme (watersheds) zwischen aneinandergrenzenden Staubecken 
errichtet. Dieser Flutungsprozess erfolgt auf dem Gradientenbild, d.h. die Staudämme 
errichten sich später entlang starker Kanten. In der Regel resultiert aus dem Verfahren eine 
Übersegmentierung des Bildes (insbesondere bei verrauschtem Bildmaterial), so dass die 
Regionen anschließend in einem Merge-Schritt anhand eines Ähnlichkeitskriteriums 
zusammengefasst werden müssen. Die Color Watershed Transformation arbeitet 
darüberhinaus auf einem Farbkontrast-Gradienten [Cu91], um die Farbinformation stärker zu 
bewerten. Anschließend werden durch einen iterativen Prozess adjazente Regionen anhand 
der Texturmerkmale verglichen und bei Ähnlichkeit miteinander verschmolzen. 
Durch die Kombination der Color Watershed Transformation und des Y-Gradienten können 
die Kanten gewonnen werden, die sich durch einen Übergang von hell nach dunkel 
auszeichnen, was der oberen Kante der Augenbrauen entspricht. Da es durch das geschilderte 
Verfahren zu unterbrochenen Linienzügen kommen kann, werden diese in einem weiteren 
Schritt miteinander verbunden. Durch eine abschließende Überprüfung des Füllgrades einer 
begrenzten Region unterhalb der ermittelten Linienzüge, können die in Frage kommenden 
Linienzüge validiert werden. Eine Darstellung des Konzeptes zur Lokalisierung der 
Augenbrauen findet sich in Abbildung 5.21. 
 
Abbildung 5.21: Zur Lokalisierung der Augenbrauen wird im Rahmen der Arbeit die Color Watershed 
Transformation eingesetzt. Nach einer mehrstufigen Validierung der ermittelten Kanten 
können die Augenbrauen sehr robust detektiert werden. 
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5.3.3 Evaluierung 
Zur Evaluierung wurden Ansichten von 10 Testpersonen aus der FACS-Datenbank verwendet 
(vgl. Anhang A), worunter sich vier Brillenträger befinden. Die Aufnahmen erfolgten unter 
drei unterschiedlichen Beleuchtungsverhältnissen und neun verschiedenen Perspektiven. 
Insgesamt wurden pro Person 81 Bilder ausgewertet. Bei allen Ansichten war Voraussetzung, 
dass die Augenbrauen sichtbar waren und nicht durch Haare oder Brillengestelle verdeckt 
wurden. 
Bei der Untersuchung wurde einschränkend nur untersucht, ob die Augenbrauen horizontal 
korrekt lokalisiert werden konnten, d.h. auf den tatsächlichen Augenbrauen lagen. Die 
seitliche Begrenzung spielte keine Rolle, da sie für die Mimikanalyse nicht relevant ist. 
Unterschieden wird bei den Ergebnissen zusätzlich zwischen entspannten, gehobenen und 
gesenkten Augenbrauen, sowie die Erkennungsgüte ohne und mit Validierung.  
Es zeigte sich, dass mit Hilfe der Validierung sehr gute Erkennungsrate erzielt werden 
konnten. Einen Überblick über die Ergebnisse wird in Tabelle 5.1, Tabelle 5.2 und Tabelle 
5.3 gegeben. In Anhang C finden sich darüber hinausgehend Visualisierungen der detektierten 
Augenbrauen. 
Tabelle 5.1: Erkennungsergebnisse der Lokalisierung von entspannten Augenbrauen 
 Linke Augenbraue Rechte Augenbraue 
 Ohne Validierung  des Füllgrads 
Mit Validierung 
des Füllgrads 
Ohne Validierung 
des Füllgrads 
Mit Validierung 
des Füllgrads 
Björn 55% 100% 42% 100% 
Lars 64% 100% 100% 100% 
Markus 99% 100% 95% 100% 
Michael 100% 100% 100% 100% 
Oktavian 98% 100% 100% 100% 
Tobias 19% 100% 77% 100% 
Urs 100% 100% 100% 100% 
Florian (Brille) 100% 100% 100% 100% 
Holger (Brille) 100% 100% 100% 100% 
Matthias (Brille) 88% 100% 92% 100% 
Urs (Brille) 52% 100% 100% 100% 
Mittelwert 79,55% 100,00% 91,45% 100,00% 
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Tabelle 5.2: Erkennungsergebnisse der Lokalisierung von gehobenen Augenbrauen 
 Linke Augenbraue Rechte Augenbraue 
 Ohne Validierung  des Füllgrads 
Mit Validierung 
des Füllgrads 
Ohne Validierung  
des Füllgrads 
Mit Validierung  
des Füllgrads 
Björn 60% 100% 84% 100% 
Lars 69% 100% 100% 100% 
Markus 52% 100% 100% 100% 
Michael 100% 100% 100% 100% 
Oktavian 68% 100% 100% 100% 
Tobias 67% 100% 77% 100% 
Urs 100% 100% 100% 100% 
Florian (Brille) 20% 48% 44% 72% 
Holger (Brille) 100% 100% 100% 100% 
Matthias (Brille) 88% 100% 100% 100% 
Urs (Brille) 100% 100% 100% 100% 
Mittelwert 74,91% 95,27% 91,36% 97,45% 
Tabelle 5.3: Erkennungsergebnisse der Lokalisierung von gesenkten Augenbrauen 
 Linke Augenbraue Rechte Augenbraue 
 Ohne Validierung  des Füllgrads 
Mit Validierung 
des Füllgrads 
Ohne Validierung  
des Füllgrads 
Mit Validierung 
des Füllgrads 
Björn 7% 100% 100% 100% 
Lars 100% 100% 100% 100% 
Markus 82% 100% 100% 100% 
Michael 100% 100% 100% 100% 
Oktavian 93% 100% 98% 100% 
Tobias 64% 100% 100% 100% 
Urs 100% 100% 100% 100% 
Florian (Brille) 36% 48% 98% 100% 
Holger (Brille) 100% 100% 98% 100% 
Matthias (Brille) 98% 100% 100% 100% 
Urs (Brille) 73% 100% 100% 100% 
Mittelwert 77,55% 95,27% 99,45% 100,00% 
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5.4 Analyse des Mundbildes 
Das Mundbild stellt den primären visuellen Kommunikationskanal dar. Die Analyse der 
Lippenbewegungen ist Gegenstand umfangreicher Forschungen, die in Abschnitt 5.4.1 
beschrieben werden. Anschließend erfolgt die Beschreibung des hier verwendeten Konzeptes 
(Abschnitt 5.4.2) und der verwendeten Verfahren (Abschnitte 5.4.3, 5.4.4). Abschließend 
werden die Ergebnisse einer umfangreichen Evaluierung präsentiert. 
5.4.1 Stand der Technik 
Erste Arbeiten, die ihren Ursprung in der Spracherkennung besitzen, präsentiert Petajan 
[Pe84]. Das System extrahiert zur Unterstützung einer automatischen Spracherkennung 
geometrische Merkmale des Mundbereiches, wie Höhe, Breite und Fläche des Mundes aus 
zuvor manuell selektierten Mundbereichen und verwendet diese als zusätzliche Merkmale zur 
Spracherkennung.  
Goldschein analysiert Mundbilder, wobei der Mundbereich zuvor manuell segmentiert 
werden muss [Go93]. Die Untersuchungen erfolgten unter eingeschränkten 
Laborbedingungen. Dabei werden eine definierte Beleuchtung, aufklebbare Markierungen 
und Make-up auf den Lippen vorausgesetzt. Die Klassifikation vier verschiedener Mundbilder 
erfolgt mit Hidden Markov Modellen. 
Vogt et al. verwenden ein System, welches erstmalig eine aktive Verfolgung ungeschminkter 
Lippen unter natürlicher Beleuchtung erlaubt [VoSoMa97]. Die Detektion der Lippen basiert 
auf einer helligkeitsabhängigen Segmentierung von Bildregionen mit Hautfarbe. Dazu wird 
das Bild in den HSI-Farbraum transformiert und anhand der Hautfarbähnlichkeit potenzielle 
Gesicht- und Lippenbereiche bestimmt. Diese werden in aufeinander folgenden Bildern 
miteinander verglichen. Für die Modellierung der Lippen kommen Konturmodelle zum 
Einsatz, die Energiefelder basierend auf der Gradienteninformation ausnutzen, um das Modell 
zu stabilisieren. Die Klassifikation des Mundbildes erfolgt durch einen neuronalen Ansatz, 
der zwischen sechs verschiedenen Lippenformen unterscheiden kann (Abbildung 5.22). Dabei 
konnte sprecherabhängig eine Erkennungsrate der Lippenformen von bis zu 97% erzielt 
werden.  
Stiefenhagel et al. präsentierten einen Ansatz zur Verfolgung der Lippen, um Worte anhand 
des Mundbildes zu erkennen [StMeYa97]. Der Mundbereich wird dabei durch Wissen über 
die Position der Augen abgeschätzt. Anschließend erfolgt die Suche nach der horizontalen 
Linie zwischen den Ober- und Unterlippe, wobei eine horizontale Integralprojektion der 
Intensität zum Einsatz kommt. Für die horizontalen Grenzen der Lippen wird die vertikale 
Integralprojektion sowie ein horizontaler Kantenfinder verwendet. Anschließend erfolgt ein 
 
Abbildung 5.22: Dargestellt sind die sechs Mundbilder nach [VoSoMa97]. 
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Abgleich der berechneten Integralprojektionen mit zuvor handsegmentierten Daten. 
Andere Gruppen verwenden Active Contour Models, die bereits in Abschnitt 3.5.1 als Snakes 
eingeführt worden sind. Bei diesen handelt es sich um geschlossene zusammenhängende 
Kurven, die innerhalb eines Bildes definiert sind und sich unter der Einwirkung von internen 
und externen Kräften bewegen können. Sie erfordern meist ein Kantenbild als Energiefeld, 
wie es beispielsweise mit dem Sobel-Operator oder eine anderem Kantenoperator erzeugt 
werden kann. In [DeCoFr99], [LiDeCo99] werden Snakes verwendet, um die Lippenkontur 
zu detektieren. Daraus gewonnene Lippenparameter dienen der Animationen von „talking 
faces“ (also synthetisch animierten Gesichtern), die im MPEG4-Format komprimiert und über 
ein Netzwerk übertragen werden, um eine Kommunikation mit sehr kleinen Datenraten zu 
ermöglichen. Dazu verwenden die beiden Gruppen eine spezielle Kamera, die auf einem 
Helm angebracht auf die Lippen ausgerichtet ist (Abbildung 5.23). Zur Initialisierung der 
Snakes dient auch hier die Integralprojektion über die Luminanz. Es konnte gezeigt werden, 
dass auch mit einer schlechten Initialisierung des Verfahrens noch gute Detektion möglich ist. 
Getestet wurden die Snakes mittels kurzer Bildsequenzen (Öffnen des Mundes), wobei ca. 
150 Iterationen erforderlich waren, was im schlechtesten Fall wenige Sekunden dauerte. 
Zusätzlich wurden die Snakes mit 120 Bildern von verschiedenen Personen getestet. Hierbei 
ergab sich eine Erkennungsrate für Mundregion und Mundwinkel zu 90%. Eine korrekte 
Initialisierung der Snakes vorausgesetzt, wurden die Lippenkonturen zu 82% richtig 
detektiert.  
In einer weiteren Arbeit von Palm et al. werden Active Contour Models für die Analyse der 
physiologischen und pathologischen Lippenbewegungsabläufe in der Medizin eingesetzt 
[PaNeLe99]. Probleme bereitet die hohe Sprechgeschwindigkeit, die in starken 
Objektverschiebungen resultiert und nicht durch eine alleinige Konturanpassung kompensiert 
werden kann. Deshalb erweitern Palm et al. die klassischen aktiven Konturmodelle um eine  
 
Abbildung 5.23: Bei der „talking faces“-Synthese nach [DeCoFr99] werden die von einer am Kopf 
positionierten Kamera akquirierten Bilder bzgl. des Mundbildes analysiert. Die 
Ergebnisse werden anschließend mit einem System zur Spracherkennung kombiniert und 
zur Animation eines synthetischen Kopfmodells verwendet. 
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Vorjustierung der Grobkonturen, die eine energiebasierte Konturanpassung erst möglich 
macht. Die Schätzung der Verschiebung zur Vorjustierung basiert auf dem Gradientenbild 
und einem prädikatenlogisch formulierten Regelwerk, das Annahmen und Nebenbedingungen 
als Wissensbasis enthält.  
Im Gegensatz zu den Active Contour Models bieten Deformable Templates die Möglichkeit, 
Vorwissen über die Form des gesuchten Objektes miteinzubeziehen. Dazu werden Kurven in 
Form von Polynomen vorgegeben, die die eigentliche Objektform approximieren. Diese mit 
nur wenigen Parametern steuerbare Kontur reduziert den Rechenaufwand im Vergleich zu 
Snakes deutlich. Herpers et al. verwenden ein Template, welches auf fünf Polynomen basiert, 
die um den Schwerpunkt zentriert mit dem Winkel θ rotiert werden können [HePrSt94]. Eine 
Darstellung des Templates findet sich in Abbildung 5.24. Zwei Parabeln mit der Höhe h und 
Breite w beschreiben bei diesem Ansatz die Innenkante des Mundes wie folgt: 
2
21
xy h
w
æ ö
= × -ç ÷
è ø
  (5.16) 
Die Außenkontur lässt sich durch drei Polynome 4-ten Grades wie folgt beschreiben: 
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  (5.17) 
wobei sich durch den Parameter q die Abweichung zu einer Parabel einstellen lässt. Eine 
Darstellung des Modells findet sich in Abbildung 5.23. 
Durch 12 Parameter lässt sich so die Form, Position und Orientierung des Templates 
beschreiben. Die Anpassung des Template an das Objekt erfolgt durch Minimierung einer 
Kostenfunktion. Es gibt keine Beschränkungen bezüglich der Wahl dieser Kostenfunktion, für 
die gewöhnlich Merkmale wie Kanten, Flächen und Scheitelpunkte einfließen. Herpers et al. 
verwenden die Summe der Integrale über die genannten Merkmale entlang des 
Gradientenbildes, das mittels des Prewitt-Operators erzeugt wird. Getestet wurde das 
Verfahren an Bildsequenzen mit einer Person unter drei unterschiedlichen Lichtverhältnissen 
und einer zweiten Person unter vier unterschiedlichen Lichtverhältnissen. Da der angewendete 
Algorithmus an eben diesen Sequenzen optimiert und anschließend getestet wurde, ergaben 
sich sehr gute Erkennungsergebnisse. Das Tracking der Höhen und Breiten der Lippen wurde 
von den Autoren als „excellent“ befunden.  
 
Abbildung 5.24: Das von Herpers et al. verwendete Template besteht aus zwei Parabeln für die 
Innenkontur und drei Polynomen 4-ten Grades für die Außenkontur [HePrSt94].  
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Ahlrichs et al. verwenden ebenfalls Deformable Templates bei der Untersuchung von 
Gesichtslähmungen [AhPaWo96]. Hierbei wird zur Analyse der Lähmungen vorwiegend die 
Mundregion betrachtet, da dieser innerhalb des Gesichts die größte funktionale Bedeutung 
zukommt und sich durch die Analyse ihrer Asymmetrie Rückschlüsse auf den Grad der 
Lähmung machen lassen. Für die Mundregionbestimmung wird auch hier die 
Integralprojektion eingesetzt, wobei sich eine Erkennungsrate der Mundregion zu 88% ergab. 
Die Approximation des Mundes erfolgt durch acht Parabeln, wodurch sich zum Teil 
Bildfehler ausgleichen lassen, wenn z.B. Kanten auf Grund mangelnden Kontrastes zwischen 
Lippen und Haut kaum oder gar nicht sichtbar sind. Das Verfahren wurde anhand von 
Stichproben aus Bildsequenzen von 28 Patienten untersucht. Dabei ergaben sich 
Erkennungsraten von 72% für pathologische Asymmetrien der Mundwinkel. 
Eine weitere Möglichkeit, die Lippenkontur zu segmentieren, besteht darin, Active Shape 
Models (ASMs) zu verwenden, die den Vorläufer der bereits in Abschnitt 4.1.2 beschriebenen 
Active Appearance Models darstellen. Dabei wird statistisches Formwissen in den 
Segmentierungsprozess miteinbezogen, indem ein Modell trainiert durch manuell 
segmentierte Konturen wird. Dieses Expertenwissen kann anschließend für den 
Segmentierungsprozess genutzt werden (vgl. Abschnitt 5.4.4). Luettin et al. verwenden ASMs 
für die Lokalisierung und Verfolgung der Lippen in Grauwertbildern zur audiovisuellen 
Erkennung von Sprachen [LuNeTh96]. Dabei wurden für die Konturen Gradientenbilder 
verwendet, wobei der Gradient entlang der Kontur unterschiedliche Werte abhängig von 
Person, Beleuchtung, Reflexionen und von der Sichtbarkeit der Zähne annehmen kann. 
Initialisiert wird das Verfahren im ersten Bild einer Bildsequenz mit der mittleren 
Lippenform. Diese wird in der sogenannten „region of interest“ (in diesem Fall der 
Mundregion) platziert. Für die nachfolgenden Frames wurde die Position der Lippen aus 
jeweils dem vorhergehenden Frame verwendet. In der Arbeit findet eine Datenbank mit 96 
Bildsequenzen Anwendung, die Ansichten von zwölf Sprechern enthält. Die Ergebnisse 
wurden in drei Klassen aufgeteilt und für „gut“ (wenn die Lippenkontur mit einer kleineren 
Abweichung als von einem Viertel der Lippendicke klassifiziert wurde), für „ausreichend“ 
(wenn die Abweichung eine halbe Lippendicke nicht überschrit), und sonst für „verfehlt“ 
befunden. Die Erkennungsrate ergab zu 81% das Ergebnis „gut“, zu 12% „ausreichend“ und 
zu 6% „verfehlt“. 
 
Abbildung 5.25: Lettin et al. verwenden Active Shape Modells zur Detektion der Lippenkontur 
[LuNeTh96]. 
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Ähnlich haben Faruquie et al. die ASM dazu verwendet, die Lippen zu detektieren 
[FaMaRa00]. Der allgemeine Ansatz wurde jedoch um parametrisierte Kurven erweitert. 
Diese ersetzten den Satz von Punkten, mit denen normalerweise die Lippenkonturen 
beschrieben wurden. Dadurch werden die Konturen, ähnlich wie bei dem „Deformable 
Templates“-Ansatz, durch fünf Kurven und damit mit weniger Parametern beschrieben. 
Zusätzlich wurden jedoch 5 charakteristische Endpunkte verwendet, die die inneren und 
äußeren Mundwinkel sowie die Oberlippe markieren. Insgesamt sind dabei nur 25 Parameter 
erforderlich, wo hingegen die klassische Methode 92 Parameter (Punkte) benötigt. 
5.4.2 Konzept 
Zur Detektion der Lippenkontur kommen in der vorliegenden Arbeit ein 
Punktverteilungsmodell (Point Distribution Model/PDM) und ein Aktives Konturenmodell 
(Active Shape Model/ASM) zum Einsatz. Dabei wird die Lippenkontur durch 44 Punkte 
modelliert, die sich gleichmäßig auf Ober- und Unterlippe verteilen. 
Zur Initialisierung des ASM ist es notwendig, die Punkte der Mundkontur weitgehend 
anzunähern. Dazu werden vier Merkmalskarten berechnet, die die Lippenregionen anhand 
ihrer Farbe und des Gradienten zu deren Umgebung hervorheben. Die Merkmalskarten lassen 
sich zu einer einzigen Suchmaske kombinieren, die anschließend noch von kleineren 
Störungen bereinigt wird. Im Folgenden dienen acht Punkte zur Approximation der 
Randkurve dieser Suchmaske. Diese werden durch eine Spline-Interpolation miteinander 
verbunden, so dass eine geglättete Kontur resultiert. Abschließend erfolgt die Extraktion von 
44 Punkten dieser neuen Randkurve, die dann als Initialisierung der ASM-Punkte dienen. 
Eine Darstellung des Prozesses findet sich in Abbildung 5.26. 
 
Abbildung 5.26: Das Konzept zur Ermittlung der Lippenkontur basiert auf der Anpassung eines Active 
Shape Models. Zu dessen Initialisierung dienen vier Masken. 
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5.4.3 Erstellung der Merkmalskarten 
Der vorliegende Ansatz verwendet vier Merkmalskarten. Das Ziel ist die Erstellung einer 
Initialisierungsmaske, in der die Lippenregionen als zusammenhängendes Objekt vom 
Hintergrund (hier Haut bzw. Bart) getrennt werden. Zunächst werden die verwendeten 
Merkmalskarten separat vorgestellt und anschließend die Kombination und Korrektur dieser 
beschrieben. 
 
Merkmalskarte 1: Lippenfarbwahrscheinlichkeit 
Die erste Merkmalskarte repräsentiert die Wahrscheinlichkeit, dass es sich bei der Farbe eines 
Pixels um Lippenfarbe handelt. Dazu kommt der bereits in Abschnitt 3.5.2 beschriebene 
Ansatz zum Einsatz, bei dem a-priori Wissen über zwei Klassen CL (Lippen) und C¬L (Nicht-
Lippen) durch vorgefertigte Histogramme miteinfließt. Durch Anwendung des Bayes-
Theorems lässt sich die a-posteriori Wahrscheinlichkeit berechnen, mit welcher 
Wahrscheinlichkeit sich ein Farbwertes RGB der Klasse CL zuordnen lässt: 
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  (5.18) 
Dazu wurden im Vorfeld die Histogramme durch manuelle Segmentierung von 800 
Aufnahmen der Lippenregion erstellt.  
 
Merkmalskarte 2: Logarihmic Hue 
Eine weitere Möglichkeit, die Lippe von der Umgebung hervorzuheben, besteht darin, den 
sogenannten LUX-Farbraum (Logarithmic hUe eXtention) zu nutzen, wie ihn Lievon und 
Luthon beschreiben [LiLu04]. Dabei handelt es sich um einen nicht-linearen Farbraum, der 
sich besonders dazu eignet, den Kontrast zwischen Lippen und Haut zu verstärken und der 
wie folgt definiert ist: 
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 (5.19) 
wobei L die Luminanz-Information und U und X die chromatische Information tragen. In der 
vorliegenden Arbeit wurde der U Kanal als zweite Merkmalskarte verwendet. 
  
Merkmalskarte 3: I3-Kanal 
Als weitere Merkmalskarte kommt der dritte Kanal des I1I2I3 Farbraum zum Einsatz 
[OhKaSa80]. Dieser ist ebenso wie der Logarithmic Hue Farbraum dazu geeignet, den 
Kontrast von Lippen und Haut zu verstärken.  
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Der I1I2I3 Farbraum ist wie folgt definiert: 
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  (5.20) 
 
Merkmalskarte 4: Gradient 
Die vierte Merkmalskarte verwendet einen Sobel-Operator, um die Kanteninformation zu 
repräsentieren, die im kontrastreichen Übergang zwischen Lippen und Haut/Bart begründet 
liegt. 
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Die Filtermaske wird anschließend mit der Eingangsregion gefaltet. 
 
Verknüpfung der Karten 
Die zuvor beschriebenen Merkmalskarten gilt es, zu einer kombinierten Initialisierungskarte 
zu vereinen. Dazu werden sie durch eine logische ODER-Verknüpfung kombiniert, wobei 
keine bestimmte Gewichtung erfolgt, da Untersuchungen diesbezüglich keine Verbesserung 
des Resultates erbrachten. Im Gegensatz zu den ersten drei Merkmalskarten, die eine 
Trennung von Lippen und umgebender Haut durch Analyse der Farbe bewirken, dient die 
Gradienten-Karte der Verbindung der einzelnen Regionen. Vereinzelt kommt es nämlich 
dazu, dass Ober- und die Unterlippe voneinander getrennt segmentiert werden, da dunkle 
Mundwinkel und Zähne den Zusammenhang dieser Regionen unterbrechen. 
Dennoch kann es zu Segmentierungsfehlern wie beispielsweise einer Übersegmentierung 
kommen, bei der die die farblichen Übergänge zwischen Lippen und benachbarter Haut 
fließend sind. Dieser Effekt entsteht meist, wenn Schattenwurf unterhalb der Lippen die 
betreffende Kinnregion dunkel erscheinen lässt. Untersuchungen zeigten, dass klassische 
Verfahren zur Korrektur durch morphologische Faltungs-Operatoren wie Erosion und 
Dilatation ungeeignet sind, die Störungen zu glätten. Deshalb kommt hier ein iteratives 
Verfahren zum Einsatz, welches den Schwerpunkt des die Lippen umschließenden 
Rechteckes CogLip in Bezug zum Schwerpunkt der segmentierten Fläche CogArea setzt. Liegt 
CogLip oberhalb von CogArea, dann kann dies an linienförmigen Artefakten liegen. Zeilenweise 
werden diese gelöscht und die Untersuchung erfolgt erneut, bis die Schwerpunkte annähernd 
gleich sind.  
Eine Darstellung der Parameter sowie der korrigierten Maske findet sich in Abbildung 5.27. 
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5.4.4 Modellierung der Lippen 
Zur Modellierung der Lippen kommen Punktverteilungsmodelle (Point Distribution 
Model/PDM) zum Einsatz, die den Konturenmodellen der Active Appearance Models 
entsprechen, die bereits in Abschnitt 4.1.2 beschrieben worden sind. 
Dazu entstand ein Trainingsset in Form einer Bilddatenbank (siehe Anhang A), wobei 24 
Personen so aufgenommen wurden, dass der ganze Kopf das Bild ausfüllt. Um möglichst 
typische Mundbewegungen zu erhalten, musste jede der Personen unter zwei verschiedenen 
Beleuchtungen jeweils 15 Mundformen präsentieren. Bei diesen handelt es sich um 
Mundbilder, die visuell voneinander unterscheidbar sind. Auf diesen Bildern erfolgte 
anschließend manuell eine Segmentierung in Oberlippe, Unterlippe, Mundraum und Zähne. In 
den so erhaltenen Masken wurden jeweils 44 Punkte auf der Mundkontur gleichmäßig 
verteilt, wobei Punkt 1 und Punkt 23 auf die Mundwinkel fielen. 
In der Arbeit erfolgte sowohl die Untersuchung symmetrischer als auch asymmetrischer 
PDMs. Bei den symmetrischen Modellen wurde dabei von einer vertikalen Symmetrie 
ausgegangen. Diese Einschränkung zeigt jedoch, dass reale Mundformen überwiegend 
asymmetrische Formen besitzen und so nicht durch diese PDMs exakt angenähert werden 
können.  
Da die aus den segmentierten Bildern erhaltenen Mundformen unterschiedlich groß, leicht 
verdreht oder an unterschiedlichen Stellen im Bild positioniert sein können, war es 
notwendig, alle Bildpunkte zu normieren. Die Normierung wird bezüglich der Größe 
(Skalierung S), Verschiebung (Translation T) und Verdrehung (Rotation R) durchgeführt. 
Die mittlere Form der Trainings-Mundbilder, deren Eigenvektormatrix und der Varianzvektor 
bilden dann die eigentlichen PDMs, die praktisch den Konturenmodellen der Active 
Appearance Models entsprechen. Die Abbildung 5.28 findet sich die Darstellungen der 
PDMs, wobei deren ersten vier Eigenvektoren in einem Bereich von 3 ,0 bis 3l l- variiert 
wurden. 
 
 
 
 
 
 
Abbildung 5.27: Die kombinierte Maske (links) wird durch ein iteratives Verfahren nach oben und unten 
beschnitten, bis das Verhältnis der Schwerpunkte der Region und der Fläche konvergiert. 
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5.4.5 Evaluierung 
Zur Evaluierung der Anpassungsleistung der AMSs wurden handsegmentierte Bilder der 
Mundbild-Datenbank (Anhang A) verwendet. Diese enthält 3600 Aufnahmen von 24 
Personen, die unter zwei Beleuchtungen 15 verschiedene Mundbilder artikulieren. Dabei 
wurden für symmetrische und asymmetrische PDMs getrennt die Abweichungen von Form 
und Mittelpunktes zwischen segmentierten und idealen Konturen ermittelt. Dabei ergab sich 
eine mittlere Abweichung von 2,6 bzw. 2,81 Pixeln. Die Resultate der Anpassung sind in 
Tabelle 5.4 zusammengefasst, detailliertere Ergebnisse finden sich in Anhang B. 
 
Abbildung 5.28: Punktverteilungsmodelle für die Variation der ersten vier Eigenvektoren φ1, φ2 ,φ3 und 
φ4 zwischen  3 ,0 und 3l l- . 
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Tabelle 5.4: Anpassungsleistung der ASMs 
 Asymmetrische PDMs Symmetrische PDMs 
 Formabweichung in Pixeln (Prozent) 
Mittelpunkt-
abweichung 
in Pixeln (Prozent) 
Formabweichung 
in Pixeln (Prozent) 
Mittelpunkt-
abweichung 
in Pixeln (Prozent) 
Birgit 2,13 (0,37) 1,19 2,39 (0,41) 1,17 
Christian 4,05 (0,70) 2,71 4,35 (0,74) 2,58 
Christoph 2,06 (0,36) 0,96 2,43 (0,41) 0,89 
Daniel 2,16 (0,38) 0,86 2,33 (0,41) 1,08 
Frank 2,37 (0,40) 1,15 2,69 (0,45) 1,27 
Harkan 2,02 (0,34) 1,09 3,21 (0,54) 1,09 
Henning 3,30 (0,54) 1,09 3,04 (0,50) 1,08 
Jochen 1,80 (0,31) 1,15 2,16 (0,37) 1,04 
Joerg 4,12 (0,67) 1,70 4,17 (0,68) 1,40 
Juergen 2,74 (0,47) 1,45 2,79 (0,48) 1,36 
Kosta 2,05 (0,36) 0,84 2,22 (0,38) 1,07 
Matthias 1,89 (0,33) 0,94 2,31 (0,40) 0,88 
Michael 2,33 (0,39) 1,44 2,28 (0,38) 1,44 
Nico 2,77 (0,48) 1,65 2,66 (0,46) 1,51 
Nils 2,64 (0,45) 1,44 2,71 (0,47) 1,26 
Pablo 2,56 (0,43) 1,34 2,82 (0,48) 1,31 
Peter 2,37 (0,40) 1,32 2,38 (0,41) 1,23 
Stephan 2,30 (0,39) 1,17 2,50 (0,42) 1,28 
Suat 3,00 (0,51) 1,56 3,22 (0,54) 1,42 
Thomas 2,81 (0,46) 2,14 3,85 (0,66) 2,40 
Tilman 3,05 (0,52) 1,37 2,83 (0,49) 1,25 
Tom 2,22 (0,38) 1,08 2,47 (0,41) 1,07 
Ulle 2,25 (0,38) 1,36 2,46 (0,42) 1,16 
Ulle2 3,32 (0,58) 1,78 3,19 (0,56) 1,79 
Mittelwert 2,60 (0,44) 1,37 2,81 (0,48) 1,33 
6 Mimikanalyse im Kontext von videobasierter Gebärdenspracherkennung 
145 
Kapitel 6  
Mimikanalyse im Kontext von videobasierter 
Gebärdenspracherkennung 
Nachdem in den vorausgehenden Abschnitten qualitativ hohe Erkennungsergebnisse bzgl. der 
Analyse einzelner Merkmale präsentiert werden konnten, beschäftigt sich dies Kapitel mit der 
Analyse des ganzheitlichen Gesichtsausdrucks im Kontext der videobasierten 
Gebärdenspracherkennung. Diese eignet sich in besonderem Maße zur Erprobung des 
Systems zur nicht-intrusiven Gebärdenspracherkennung der vorliegenden Arbeit, wie im 
Folgenden näher dargelegt wird. 
Bei Gebärdensprachen handelt es sich um komplexe und hoch entwickelte 
Kommunikationsmittel der Gehörlosen untereinander aber auch mit Hörenden. Die 
Informationsübertragung erfolgt dabei multimodal und rein visuell durch gestische und 
mimische Kanäle. Die computergestützte Erkennung von Gebärdensprache in Anwendungen 
wie Übersetzungs- oder Lernsystemen als Hilfsmittel zur Integration von Gehörlosen in 
unsere vornehmlich aus Hörenden bestehende Gesellschaft ist bereits seit 10 Jahren Ziel eines 
Forschungsbereiches am Lehrstuhl für Technische Informatik. Eine besondere Bedeutung 
kommt dabei der Mimikanalyse zu, da durch die Mimik elementare Information über Syntax 
und Semantik kodiert wird.  
Zum näheren Verständnis wird zunächst in Abschnitt 6.1 auf den Aufbau der 
Gebärdensprache eingegangen. Abschnitt 6.2 gibt einen Überblick über bereits existierende 
Ansätze zur automatischen Gebärdenspracherkennung. Im Anschluss daran findet sich das in 
der vorliegenden Arbeit entwickelte Konzept (Abschnitt 6.3). Es folgen die Beschreibungen 
der Extraktion manueller und nicht-manueller Merkmale sowie deren Klassifikation in den 
Abschnitten 6.4 bis 6.6. Das Kapitel schließt mit einer Evaluierung des Systems. 
6.1 Aufbau der Gebärdensprache 
Bei der Gebärdensprache handelt es sich, wie bereits erwähnt, um eine multimodale Sprache, 
d.h. es werden -wie auch bei Lautsprachen- mehrere Kommunikationskanäle simultan 
genutzt. Grundsätzlich wird zwischen den manuellen, gestischen Kanälen und den nicht-
manuellen, mimischen Kanälen bzw. deren Parameter (vgl. Abbildung 6.1) unterschieden.  
Manuelle Parameter 
Zu den manuellen Parametern der Gebärdensprache zählen die Handposition, die Bewegung, 
die Handform, die Handstellung und die Ausführungsstelle (vgl. Abbildung 6.2). Dabei 
werden die Hände nicht im Sinne einer pantomimischen Nachahmung eingesetzt, sondern es 
existieren feste Regeln, nach denen eine Gebärde gebildet wird. So sind innerhalb einer 
Gebärdensprache beispielsweise nur bestimmte Handformen zulässig. 
1. Handposition: 
Im Gegensatz zur Pantomime werden Gebärden in einem räumlich abgegrenzten 
Bereich, dem Gebärdenraum, ausgeführt. Die Position kann ebenso wie die 
Handbewegung durch den Kontext für identische Gebärden stark variieren, 
beispielsweise, wenn „geflüstert“ wird oder einer räumlich entfernten Person etwas  
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mitgeteilt werden soll. Innerhalb des Gebärdenraumes existieren anatomisch 
begründet bevorzugte Unterbereiche. Liddel und Johnson [LiJo89] unterscheiden 
zwischen 20 lexikalisch signifikanten Ausführungsstellen am Körper.  
2. Handbewegung: 
Die Handbewegung einer Gebärde gliedert sich prinzipiell in die drei Abschnitte 
Vorbereitung, Ausführung und Rückführung. Bei der kontinuierlichen Ausführung 
mehrerer aufeinander folgender Gebärden werden die Abschnitte ineinander 
verschliffen, was sich in sogenannten Koartikulationseffekten äußert, d.h. dass sich 
Ausführung und Rückführung nicht klar voneinander trennen lassen. Für die 
Grundbewegung einer Gebärde existieren praktisch keine Restriktionen. Je 
detaillierter die Handform bzw. –stellung ist, desto langsamer verläuft die Bewegung. 
Bei einhändigen Gebärden ist nur die sogenannte dominante Hand aktiv. Bei 
zweihändigen Gebärden führt die nicht-dominante Hand meist dieselbe oder die 
symmetrische Grundbewegung aus. Oftmals ist sie auch unterstützend statisch an 
einer Position.   
3. Handstellung: 
Die Handstellung ergibt sich aus der Konstellation von Hand-, Arm- und 
Schultergelenk. Durch die daraus resultierenden drei Freiheitsgrade lassen sich 
Richtungsangaben kodieren. Es existieren aber auch grundsätzlich verschiedene 
Gebärden mit gleicher Handform, Ausführungsstelle und Bewegung, die sich nur 
durch eine veränderte Handstellung voneinander unterscheiden lassen. 
4. Handform: 
Minimalpaare sind wichtige Repräsentanten einer Sprache, da aus ihnen signifikante 
Bausteine einer Sprache abgeleitet werden können. Analog zur Lautsprache (z.B. 
Degen/Regen) existieren auch in der Gebärdensprache Minimalpaare, die sich meist 
nur durch die Handform unterscheiden. Von den vielen möglichen Handformen 
werden in der Praxis nur wenige verwendet. Regionenunabhängig existieren sechs 
Grundhandformen. Alle Handformen lassen sich in noch kleinere Merkmale wie 
„schmal“, „breit“, “gekrümmt“ usw. zerlegen.  
 
Abbildung 6.1: Dargestellt ist die Klassifikation der Gebärdensprach-Parameter, die sich primär in 
manuelle und nicht-manuelle Kommunikationskanäle unterteilen lassen. 
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Nicht-manuelle Parameter 
Die nicht-manuellen Parameter der Gebärdensprache umfassen die Kopf- und Körperhaltung, 
die Blickrichtung, den Gesichtsausdruck und das Mundbild. Sie kodieren nicht nur Adjektive, 
sondern tragen auch elementar zur Grammatik und damit zur korrekten Übersetzung bei. In 
Abbildung 6.3 findet sich exemplarisch eine Darstellung der Gebärden „Now“ und „Offer“, 
die bedingt durch ihre identische Gestik ausschließlich durch die mimischen Parameter 
auseinander gehalten werden können. 
1. Oberkörperhaltung:  
Generell dient der Oberkörper als Referenzfläche des Gebärdenraums. Durch die 
Haltung des Oberkörpers können räumliche und inhaltliche Distanzen vermittelt 
werden. Gebärden wie beispielsweise „Ablehnen“ oder „Verführen“ zeigen eine 
leichte Neigung des Oberkörpers nach hinten bzw. nach vorn. Grammatikalische 
Aspekte wie beispielsweise die Indirekte Rede lassen sich ebenfalls durch die Haltung 
des Oberkörpers kodieren.  
2. Kopfhaltung: 
Die Kopfhaltung unterstützt ebenfalls die Semantik der Gebärdensprache. So werden 
Fragen, Bejahungen, Verneinungen und Konditionalsätze mit Hilfe der Kopfhaltung 
dem Gesprächspartner mitgeteilt. Aber auch Information bzgl. der Zeit kodiert die 
Kopfhaltung. Gebärden, die sich auf einen kurzen Zeitabschnitt beziehen, zeichnen 
sich durch eine minimale Änderung der Kopfhaltung aus. Bei Gebärden, die sich auf 
einen langen Zeitraum beziehen, wird der Kopf deutlich in die entgegengesetzte 
Richtung zur Gebärde gedreht. 
 
 
Abbildung 6.2: In vielen Fällen lassen sich Gebärden anhand der Gestik unterscheiden. Hier dargestellt 
sind die Gebärden „Afternoon“ (oben) und „Clothes“ (oben). 
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3. Blickrichtung: 
In der Regel besteht ein fester Blickkontakt während der Kommunikation zwischen 
zwei Gehörlosen. Eine kurzzeitige Veränderung der Blickrichtung kann jedoch 
eingesetzt werden, um auf die räumliche Bedeutung einer Gebärde hinzuweisen. 
Ebenfalls kann die Blickrichtung in Kombination mit der Oberkörperhaltung dazu 
eingesetzt werden, um indirekte Rede darzustellen, indem beispielsweise die 
Kommunikation zwischen zwei abwesenden Personen nachgestellt wird. 
4. Gesichtsausdruck: 
Der Gesichtsausdruck dient im Wesentlichen der Übermittlung von Gefühlen 
(lexikalische Mimik). Aber auch grammatikalische Aspekte werden durch ihn 
vermittelt, wie beispielsweise eine Änderung der Kopfhaltung, verbunden mit dem 
Heben der Augenbrauen, einem Konjunktiv entspricht. 
5. Mundbild 
Das Mundbild stellt das ausgeprägteste nicht-manuelle Merkmal dar. Dabei handelt es 
sich um eine Nachahmung visuell wahrnehmbarer, stimmloser Lippenbewegungen, 
die sich Wörtern der gesprochenen Sprache zuordnen lassen. Dabei unterscheidet es 
sich vom ausgesprochenen Wort dadurch, dass es häufig auf den Teil eines Wortes 
verkürzt wird. Mundbilder lösen Mehrdeutigkeiten auf (Bruder/Schwester), 
spezifizieren (Fleisch/Hamburger), betonen und stellen schließlich redundante 
Information zur Gestik dar, um ähnliche Gebärden besser voneinander differenzieren 
zu können.  
 
Abbildung 6.3: Die Gebärden „Now“ (oben) und „Offer“ (unten) lassen sich lediglich durch Hinzunahme 
der nicht-manuellen Parameter eindeutig voneinander unterscheiden. 
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6.2 Stand der Technik der Gebärdenspracherkennung 
Die Arbeiten auf dem Gebiet der automatischen Gebärdenspracherkennung stehen denen der 
vergleichbaren Lautspracherkennung um etwa 30 Jahre nach. Dies ist zurückzuführen auf den 
wesentlich höheren Komplexitätsgrad des zweidimensionalen Videosignals gegenüber dem 
eindimensionalen Audiosignal, aber auch auf die späte und noch immer nicht abgeschlossene 
linguistische Erforschung der Gebärdensprache. So gibt es zurzeit nur wenig Erkenntnisse 
über Syntax und Semantik, und es existiert kein dem Duden vergleichbares Lexikon. 
Fehlende nationale Medien, wie etwa Radio, Fernsehen oder Telefon für Hörende, 
begünstigen starke regionale Variationen. Eine einheitliche Aussprache ist oft nicht zu 
definieren. Erste Arbeiten zur Gebärdenspracherkennung finden sich in der Literatur mit 
Beginn der 90er Jahre. Die meisten der bekannten Systeme funktionieren annähernd in 
Echtzeit (near real-time) und benötigen nach Ablauf der Gebärde ca. 1 bis 10 Sekunden 
Verarbeitungszeit. 
Bei videobasierten Verfahren sind Informationen über die verwendete(n) Kamera(s) und 
deren Auflösung nur selten zu finden, so dass von professionellen Kameras, hoher Auflösung, 
niedrigem Rauschen und optimalem Bildausschnitt auszugehen ist. Das zur Erfassung der 
Gebärde verwendete Verfahren bestimmt die Qualität der Benutzerschnittstelle und stellt das 
grundlegende Kriterium zur Unterscheidung der Arbeiten dar. Die zuverlässigsten, exaktesten 
und zugleich auch einfachsten Methoden bieten hier die intrusiven Systeme: Mimik und 
Gestik werden mechanisch mittels Datenhandschuhen oder über optische oder magnetische 
Markierungen, die am Körper des Benutzers aufgebracht sind, abgetastet. Für den Benutzer 
ist dies unnatürlich und einschränkend. Datenhandschuhe sind darüber hinaus auch aufgrund 
der hohen Kosten für praktische Anwendungen ungeeignet. Als Informationskanal nutzen die 
bekannten Systeme fast ausschließlich manuelle Merkmale; lediglich eine Arbeit wertet 
mimische Merkmale aus, die im Folgenden kurz vorgestellt wird. 
Bei der Arbeit von Parashar werden erstmalig zur Erkennung von Gebärdensprache nicht-
manuelle Parameter berücksichtigt [Pa03]. Dabei dienen Bewegungen des Kopfes zur 
Erkennung von Verneinungen. Des Weiteren benutzt er Gesichtsausdrücke, um in Sätzen die 
Fehlerrate durch hinzugefügte oder ausgelassene Worte zu verbessern. Er nahm dafür 25 
Sätze mit 39 verschiedenen Gebärden in fünf Variationen auf. Ingesamt enthielten die Sätze 
65 Gebärden. Eine Kamera nimmt dazu den gesamten Gebärdenraum auf, eine weitere 
Kamera den Gesichtsbereich. Um die manuellen Merkmale zu kodieren, kommt ein 
statistisches Modell zum Einsatz, welches die Bewegungen in einen Wahrscheinlichkeitsraum 
transformiert. Bei diesem Konzept, das in der Personenerkennung bereits erfolgreich 
eingesetzt wird, bleiben insbesondere die Beziehungen zwischen den extrahierten Merkmalen 
erhalten, während weniger Wert auf deren Exaktheit gelegt wird. Mit Hilfe einer Principal 
Component Analysis werden die relevanten Eigenvektoren im Wahrscheinlichkeitsraum 
bestimmt, so dass nur 15 Merkmale übrig bleiben. Parashar legt eine elliptische Maske auf 
das Gesicht. Der maskierte Bereich wird ebenfalls mittels Principal Component Analysis 
transformiert, wonach die ersten 20 Eigenwerte pro Bild benutzt werden. Um die Verneinung 
eines Satzes mittels nicht-manueller Merkmale zu erkennen, wird die Bewegungs-Trajektorie 
des Kopfes benutzt. Bei der Erkennung sucht das System im Wahrscheinlichkeitsraum die 
ähnlichsten Gebärden zunächst anhand manueller Merkmale. Dabei werden auch die 
Wortgrenzen bestimmt. Aufgrund der Betrachtung ganzer Sätze gibt es zwei mögliche 
Fehlerarten. Zum einem können Gebärden ausgeschlossen werden, obwohl sie im Satz 
enthalten sind, zum anderen können Gebärden hinzugefügt werden, die im Satz nicht 
vorkommen. Der letztere Fehler ist weniger kritisch, da es durch eine spätere 
Grammatiküberprüfung möglich ist, diesen Fehler noch zu korrigieren. Bei den n 
wahrscheinlichsten Gebärden erfolgt anschließend eine Überprüfung der Ähnlichkeit anhand 
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der Mimik, wonach weitere Gebärden ausgeschlossen werden. Die Betrachtung der 
Kopfbewegungen für die Erkennung der nicht-manuellen Verneinung geschieht separat. Das 
System erkennt allein anhand manueller Parameter 88% der Gebärden unter den ersten sechs 
Gewinnern und 94,46% unter den ersten acht. Unter Hinzunahme der nicht-manuellen 
Parameter erhöht sich die Erkennungsrate unter den ersten sechs Gewinnern auf 92%. 
Probleme ergeben sich insbesondere dann, wenn sich der Kopf infolge nicht-manueller 
Verneinung stark bewegt. Um Verneinungen anhand der Bewegungs-Trajektorie zu erkennen, 
wird das System nicht trainiert, sondern ein statischer Schwellwert verwendet. Durch die 
Analyse der Kopfbewegung kann das System in 27 von 30 Sätzen eine Verneinung korrekt 
erkennen. In den verbleibenden 95 Sätzen wird 18 mal fälschlicherweise eine Verneinung 
detektiert.  
6.3 Systemkonzept 
Dieser Abschnitt erläutert den am Lehrstuhl für Technische Informatik entwickelten Ansatz 
zur videobasierten  Gebärdenspracherkennung [Ca01;CaDz02;CaEr03]. Der Aufbau des 
Systems kann grob in eine Merkmalsextraktions- und eine Klassifikationsstufe unterteilt 
werden kann. Dazu werden aus der Eingangsbildsequenz zunächst in zwei separaten Zweigen 
manuelle sowie mimische Merkmale extrahiert. Die Lokalisierung des Gesichtes erfüllt dabei 
mehrere Aufgaben. Zunächst dient sie als Referenzposition für die lokalisierten Hände. Da zu 
Beginn der Sequenzen die Hände stets in Ruheposition neben der Hüfte herabhängen, kann 
somit der Gebärdenraum abgeschätzt werden und die anschließend ermittelten 
Handpositionen auf die Körpermaße der Testperson normiert werden. Des Weiteren wird die 
Gesichtsregion zur Adaption eines Hautfarbmodells (vgl. 3.5.2) und zur Analyse der Mimik 
verwendet. Zur Extraktion der manuellen und nicht-manuellen Merkmale fließt jeweils a-
priori Wissen mit ein (Körpermodell bzw. Kopfmodell).  
Im weiteren Verlauf grenzt eine Vorklassifikation das in Frage kommende Vokabular ein, 
wodurch die erforderliche Gesamtrechenzeit drastisch gesenkt werden kann. Für die 
verbleibenden Gebärden des nun verkleinerten Suchraums erfolgt für Gestik und Mimik 
getrennt jeweils eine Klassifikation mittels Hidden Markov Modellen. Abschließend werden 
die Teilergebnisse fusioniert und ein Gewinner ausgegeben. 
Abbildung 6.4 zeigt schematisch den Aufbau des beschriebenen Systems. 
 
Abbildung 6.4: Aufbau des in der Arbeit verwendeten Systems zur videobasierten 
Gebärdenspracherkennung.  
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6.4 Extraktion und Analyse manueller Merkmale 
Die Extraktion und Analyse manueller Merkmale beruht auf einem am Lehrstuhl für 
Technische Informatik, RWTH Aachen entwickelten System [AkZi02; ZiKr04], welches 
innerhalb des EU-Projektes WISDOM (Wireless Information Service for Deaf people on the 
Move) entstand. Ziel dieses Projektes war es, Gehörlosen ein Mobiltelefon zur Verfügung zu 
stellen, welches speziell auf die Bedürfnisse von Gehörlosen ausgerichtet ist.  
Für die Lokalisation der Hände dient das Gesicht als Referenzpunkt. Aufgrund der starken 
Deformierbarkeit der Hände, die im zweidimensionalen Kamerabild zu einer Vielzahl 
möglicher Erscheinungsformen führt, sind Formmerkmale, wie sie beim Gesicht anwendbar 
sind, für die Handlokalisation ungeeignet. Aus diesem Grund stützt sich das 
Handverfolgungsmodul primär auf die Hautfarbe, die ein robustes, effizientes und invariantes 
Merkmal der Hände darstellt. 
Da eine gewöhnliche Webcam lediglich eine Auflösung von 320 x 240 Pixel für das gesamte 
Bild bzw. maximal ca. 25 x 30 Pixel für die Fläche einer Hand ermöglicht, die zudem stark 
verrauscht sind, ist die Erkennung der dreidimensionalen Handkonfiguration unter 
Verwendung von Oberflächen- und Texturmerkmalen in Echtzeit nicht zuverlässig möglich. 
Daher werden ansichtenbasierte Merkmale berechnet, die die geometrischen Eigenschaften 
der zweidimensionalen Projektion der Hand in die Bildebene beschreiben. Dies berücksichtigt 
implizit auch die Konfiguration einzelner Finger. Im Folgenden wird die Verarbeitungskette 
der manuellen Merkmalsextraktion beschrieben, die in Abbildung 6.5 dargestellt ist. 
In vielen Szenarien sind große Teile des Bildhintergrunds während der gesamten Gebärde 
statisch. Mit Hilfe einer Hintergrundmodellierung können diese Bereiche auf Pixelebene 
erkannt und ausgeblendet werden. Dies reduziert die zu verarbeitende Datenmenge und 
entfernt unbewegte Störobjekte wie z.B. hölzerne Möbel, deren Farbton oft im Bereich von 
Hautfarbe liegt.  
Nach der Eliminierung des Hintergrundes werden die Hände lokalisiert und verfolgt. 
Abbildung 6.6 zeigt eine typische Szene einer Gebärde (a) sowie die entsprechende 
Hautfarbsegmentierung (b). Hier wird deutlich, dass eine solche Beobachtung keinen 
unmittelbaren Rückschluss auf die reale Handkonfiguration zulässt. Es existieren vielmehr 
zahlreiche verschiedene Interpretationsmöglichkeiten bzw. Hypothesen. Auf der Grundlage 
 
Abbildung 6.5: Verarbeitungskette der manuellen Merkmalsextraktion 
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mehrerer heuristischer Plausibilitätskriterien wird jede dieser Hypothesen hinsichtlich ihrer 
Wahrscheinlichkeit numerisch bewertet. Hierzu dienen Informationen aus vorangegangenen  
Frames, wie z.B. Positions- und Formvorhersagen. Eine weitere wichtige Informationsquelle 
zur Evaluierung der Hypothesen ist ein biometrisches 2D-Modell des Oberkörpers 
(Abbildung 6.6c). Das entwickelte System verfolgt mehrere Hypothesen bzgl. der 
Handbewegung parallel und wählt erst am Ende der Gebärde, wenn sämtliche Informationen 
zur Verfügung stehen, eine Gewinnerhypothese aus (Abbildung 6.7). Somit stehen zu jedem 
 
Abbildung 6.6: a: Originalbild, b: Hautfarbsegmentierung, c: Körpermodell zur Evaluierung und 
Visualisierung von Hypothesen 
 
Abbildung 6.7: Hypothesen zur Abbildung 6.6. Position und Form der Hände sind durch 
verschiedenfarbige Ellipsen gekennzeichnet. Gewinnerhypothese ist (c). 
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Zeitpunkt effektiv sowohl Informationen aus vergangenen als auch aus zukünftigen Frames 
zur Verfügung. Vorübergehend favorisierte Hypothesen, die sich zu einem späteren Zeitpunkt 
als Fehler erweisen, können auch dann noch verworfen werden. Da pro Frame meist deutlich 
über 10 Hypothesen existieren, ergibt sich bei einer Gebärde von zwei Sekunden Dauer ein 
Hypothesenraum mit mehr als 1050 möglichen Verläufen. Effiziente Suchverfahren können 
den korrekten Gebärdenverlauf aus dieser Obermenge innerhalb der verfügbaren Rechenzeit 
zuverlässig ermitteln. Die resultierende Handverfolgung ist robust gegenüber den meisten bei 
mobilem Einsatz üblichen Hintergründen.  
Abschließend ist eine Überprüfung auf vorliegende Überlappungen zwischen Händen 
und/oder Gesicht erforderlich. Diese treten in der Gebärdensprache häufig auf und stellen für 
die automatische Erkennung ein Problem dar, da eine Merkmalsextraktion nicht mehr ohne 
weiteres möglich ist. Abbildung 6.8 zeigt eine Überlappung beider Hände mit dem Gesicht (a) 
sowie die entsprechende Hautfarbsegmentierung (b). Hier ist eine ausreichend präzise 
Bestimmung der Positionen von linker und rechter Hand nicht allein aufgrund der Hautfarbe 
möglich. Das System greift daher auf die letzte unüberlappte Ansicht im Originalbild (c) 
zurück und versucht, mittels Template Matching die entsprechenden Regionen im aktuellen 
Bild (a) zu finden. Da sich die Ansicht der Hand von Frame zu Frame nur leicht verändert, 
liefert diese Methode für die ersten 5 bis 10 Frames einer Überlappung gute Ergebnisse. 
Danach ist die gesuchte Ansicht oft nur noch stark verändert im aktuellen Bild zu finden. 
Durch die Anwendung desselben Verfahrens in zeitlich umgekehrter Richtung ist jedoch auch 
am Ende der Überlappung noch eine genaue Lokalisation möglich, die nachträglich, d.h. mit 
der ersten Ansicht nach der Überlappung, für die dann zurückliegenden Frames durchgeführt 
wird. Somit können Überlappungen von ca. 1 Sekunde Dauer aufgelöst werden, wobei das 
Alter des gesuchten Templates jeweils nur max. 0,5 Sekunden beträgt (Abbildung 6.8d). 
Abschließend werden die hautfarbenen Flächen der Hypothesengewinner durch Ellipsen 
angenähert. Zur Klassifikation finden deren Position, Bewegung, Orientierung sowie das 
Verhältnis von Höhe zu Breite Anwendung. Eine entscheidende Rolle spielt dabei die Größe 
und Position des Gesichtes, da diese der Normierung des Gebärdenraums dienen und 
zusätzlich die Fläche der Ellipse relativ zur Gesichtsgröße berechnet werden kann.  
 
Abbildung 6.8: a: Originalbild, b: Hautfarbsegmentierung, c: letzte Ansicht vor Überlappung, d: Ergebnis 
der Handlokalisierung (geschätzte Mittelpunkte). 
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6.5 Extraktion und Analyse nicht-manueller Merkmale 
Die Extraktion und Analyse der nicht-manuellen Parameter erfolgt prinzipiell wie bereits in 
Kapitel 5 beschrieben. Zusammenfassend wird im folgenden Abschnitt nochmals ein kurzer 
Überblick einschließlich der Änderungen gegeben, die sich durch den Kontext der 
Gebärdenspracherkennung ergeben. 
6.5.1 Extraktion nicht-manueller Merkmale 
Um den Einsatz in der Praxis zu sichern, basiert der vorliegende Ansatz auf einer 
monokularen Ansicht. Dies hat zur Folge, dass die Auflösung der Gesichtsregion sehr gering 
ist. Deshalb wird diese durch eine nicht-lineare Interpolation angehoben, was zu deutlich 
verbesserten Ergebnisse bzgl. der Graphanpassung führt. 
Die Auswahl der Gesichtsregion erfolgt mittels der Lokalisierung des Gesichtes, die wie 
zuvor beschrieben, auf einer Suchmaske erfolgt, welche auf der Hautfarbe basiert. Die 
Hautfarbbeschreibung wird bei diesem Vorgang adaptiv dem Benutzer angepasst. Nach der 
Reduzierung von Beleuchtungseinflüssen erfolgt die Erstellung eines dreikanaligen 
Fehlfarbbildes, welches der folgenden Anpassung eines Gesichtsgraphen dient. Dieser wird 
zuvor anhand synthetischer Ansichten eines 3D-Kopfmodelles des Benutzers trainiert. 
Abschließend werden zur Klassifikation der Gebärden die Kopfpose, die Bewegungen der 
Augenbrauen und das Mundbild analysiert. Die sich daraus ergebenden Merkmale werden 
dann der Klassifikation übergeben. 
Eine Darstellung des Konzeptes zur Extraktion mimischer Merkmale findet sich in 
Abbildung 6.9. 
 
 
 
 
Abbildung 6.9: Verarbeitungskette der manuellen Merkmalsextraktion 
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6.5.2 Überdeckungsauflösung 
Verdecken Teile der Hände das Gesicht, ist eine exakte Anpassung der Active Appearance 
Models meist nicht mehr möglich. Noch problematischer ist jedoch, dass oftmals bei 
Teilüberdeckungen trotzdem der Gesichtsgraph weitgehend exakt berechnet wird, da 
ausreichend Stützpunkte bzw. Polygone unverdeckt bleiben. Eine Ermittlung der Merkmale in 
den verdeckten Regionen ist dann jedoch nicht möglich.  
Deshalb wurde in der Arbeit ein zusätzliches Modul implementiert, welches alle einzelnen 
Regionen separat auf Überdeckungen durch die Hände bewertet.  
In Abbildung 6.10 sind zwei teilüberdeckte Ansichten des Gesichtes dargestellt. Da im links 
abgebildeten Fall ein Auge und der Mund verdeckt sind, werden die Merkmale des Gesichtes 
nicht zur Klassifikation miteinbezogen, während in der rechten Abbildung die Überdeckung 
nicht als kritisch eingestuft wird und die Gesichtsmerkmale somit zur Klassifikation 
hinzugezogen werden. 
Der Handtracker zeigt eine Überdeckung einer oder beider Hände mit dem Gesicht an, sobald 
sich die hautfarbenen Flächen berühren. Für diese Fälle wird untersucht, ob die Hände das 
Shape wesentlich beeinflussen, so dass es sich nicht mehr anpassen kann. Aus den manuellen 
Parametern wird eine Ellipse für die Hand berechnet. Außerdem wird um die Mundkontur des 
AAM Shape eine orientierte Boundingbox gezogen. Wenn die Handellipse in die Nähe der 
Boundingbox kommt, wird die Mahalanobisdistanz der Gesichtskontur betrachtet. Wenn 
diese zu groß ist, wird das Shape als ungültig markiert. Da die Mahalanobisdistanz des Shapes 
wesentlich vom trainierten Modell abh¨angt, wird hier nicht der Absolutwert benutzt, sondern 
eine prozentuale Verschlechterung. In Experimenten hat sich gezeigt, dass eine gute 
Überdeckungserkennung erreicht werden kann, wenn hierfür ein Wert von 25% verwendet 
wird.  
Sobald die Mahalanobisdistanz des aktuellen Shapes zum Modell wieder prozentual abnimmt 
oder keine der Hände sich mehr in der Nähe des Mundes befinden, ist die Überdeckung 
 
 
Abbildung 6.10: Bei einer Überdeckung der Hände mit dem Gesicht werden alle Regionen des Gesichtes 
separat bewertet. Links ist beispielsweise Mund und ein Auge überdeckt, so dass keine 
Merkmale des Gesichtes berücksichtigt werden. Rechts hingegen werden Augen und 
Mund ausreichend lokalisiert und zur Klassifikation verwendet. 
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beendet. Für die benötigte Verbesserung der Mahalanobisdistanz wird ebenfalls ein Wert von 
25% genommen. Bei der Klassifikation allein durch Ausnutzung der nicht-manuellen 
Merkmale konnte durch die Überdeckungserkennung eine Verbesserung der Erkennungsraten 
erzielt werden. Im Mittel verbesserte sich die Erkennungsrate bei personenabhängiger 
Klassifikation um etwa 5%. 
6.5.3 Verwendete nicht-manuelle Merkmale 
Zur Klassifikation werden, bedingt durch das vorhandene Videomaterial, nur besonders 
charakteristische nicht-manuelle Merkmale verwendet. Dabei handelt es sich um die 
Kopfhaltung, die Bewegung der Augenbrauen und das Mundbild.  
Aus der Lippenkontur wurden skalare Merkmale gewonnen, d.h. Merkmale, die untereinander 
nicht in irgendeinem funktionalen Zusammenhang stehen. Dies bedeutet nicht zwingend, dass 
die einzelnen Merkmale voneinander unabhängig sein müssen, obwohl dies den Idealfall 
darstellt. Bei den skalaren Merkmalen handelt es sich um folgende: 
Statische Momente 
Der Begriff der Momente ist ursprünglich aus der Mechanik bekannt. Durch die Annahme, 
dass die Objekte in einem 2-dimensionalen Bild infinitesimal dünn sind, können Momente 
auch als Merkmale für Mustererkennungsaufgaben genutzt werden [Hu62][Li92]. Für ein 
Moment  mp,q der Ordnung p, q gilt: 
, ( , )
p q
p q
x y
m x y f x y dxdy= ×ò ò   (6.1) 
wobei x, y die Bildkoordinaten und  f(x,y) den Funktionswert bezeichnet, sprich Grauwert, an 
der besagten Koordinate. Bei Einteilung des Bildes in Objekt und Hintergrund ist es 
zweckmäßig f(Hintergrund) = 0 und f(Objekt) = 1 zu setzen. 
Bei Subtraktion der Schwerpunktskoordinate von der aktuellen Koordinate der obigen 
Gleichung ergeben sich zentrale Momente. Zentrale Momente sind translationsinvariant, d. h. 
sie ändern sich nicht bei verschobener Objektlage. Für das zentrale Moment μp,q gilt: 
, ( ) ( ) ( , )
p q
p q s s
x y
x x y y f x y dxdym = - - ×ò ò   (6.2) 
Skalierungsinvariante Merkmale ergeben sich bei folgender Normierung der μp,q: 
,
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=   (6.3) 
In der Literatur (s.o.) wird gezeigt, wie die Merkmale ηp,q zu rotationsinvarianten Größen 
kombiniert werden können. Die Theorie zur Berechnung dieser im folgenden 
rotationsinvariante Momente genannten Größen ist aufwendig, daher werden hier nur die 
verwendeten Formeln angegeben. Details finden sich in den einleitend genannten Quellen. 
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Die so gewonnenen Merkmale φ1 bis φ7 sind invariant gegenüber Translation, Skalierung und 
Rotation. Sie sind damit für die Erkennung von Objekten geeignet, die sich bewegen, ihre 
Größe ändern (z. B. Bewegung zur Kamera hin und wieder weg) und um die Bildachse 
rotieren. 
Exzentrität 
Die Exzentrizität ist ein Maß für die Linienförmigkeit eines Objekts und kann Werte aus dem 
Intervall [0,1] annehmen. Sie beträgt 0 für kreisförmige und 1 für linienförmige Objekte. Die 
Exzentrizität E darf nicht mit der Rundheit R verwechselt werden. Die Berechnungsformel 
lautet: 
2 2
2,0 0,2 1,1
2
2,0 0,2
( ) 4
( )
m m m
E
m m
- +
=
+
  (6.5) 
Haupt- und Nebenträgheitsmoment 
In der Mechanik ist die Hauptträgheitsachse als diejenige Achse eines Objekts bekannt, bei 
der am meisten Energie aufgebracht werden muss, um das Objekt um diese Achse rotieren zu 
lassen. Die Nebenträgheitsachse steht senkrecht auf der Hauptträgheitsachse. Mit diesen 
Achsen sind die Trägheitsmomente j1, j2 (Haupt-/ Nebenträgkeitsmoment) verknüpft. 
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Orientierung 
Der Orientierungswinkel ist der Winkel zwischen der Hauptträgheitsachse eines Objekts und 
der Abszisse des Bezugskoordinatensystems. Berechnet wird er folgendermaßen: 
1,1
2,0 0,2
21 arctan
2
m
Ori
m m
æ ö
= ç ÷ç ÷-è ø
  (6.7) 
Die beschriebenen manuellen und nicht-manuellen Merkmale werden zur anschließenden 
Klassifikation eingesetzt, deren Beschreibung im folgenden Abschnitt erfolgt. 
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6.6 Klassifikation 
In der vorliegenden Arbeit kommt zur Klassifikation eine Kombination aus Hidden Markov 
Modellen und einem Neuronalen Netzwerk zum Einsatz. Um die 
Verarbeitungsgeschwindigkeit zu erhöhen, ist eine Vorklassifikation vorgeschaltet, die auf 
einem Prototypen Klassifikator basiert. Die eingesetzten Module werden im Folgenden 
beschrieben. 
6.6.1 Vorklassifikation 
Obwohl Hidden Markov Modelle als Klassifikatoren gute Erkennungsraten erzielen, haben 
sie den Nachteil, dass die zu klassifizierenden Merkmale gegen jedes trainierte Modell (hier 
äquivalent mit den zu erkennenden Gebärden) getestet werden müssen. Die Zeit, die zur 
Klassifikation benötigt wird ist dabei in etwa proportional zur Anzahl der trainierten Modelle. 
Um auch für große Vokabulare noch Echtzeitfähigkeit gewährleisten zu können, ist es 
erforderlich, die Anzahl der zu untersuchenden Modelle zu reduzieren. Eine Möglichkeit 
besteht darin, die Gebärden in logische Untereinheiten aufzuteilen, da deren Anzahl begrenzt 
ist. Diese Vorgehensweise wird z.B. von Bauer [Ba04], Fang et al. [FaMaRa00] und Vogler et 
al. [VoMe99] vorgeschlagen. Eine Schwierigkeit liegt in der Bestimmung der Untereinheiten, 
die auch als Chinema bezeichnet werden. Derzeit existiert leider keine Übersicht über die 
Phoneme, die in der Gebärdensprache auftreten können.  
Das von Liddell und Johnson entwickelte Movement und Hold Modell [LJ89] für die 
American Sign Language geht unter anderem davon aus, dass sich Gebärden aus Movements 
(Bewegungen) und Holds (Stillstand) zusammensetzen. Während eines Holds ändert sich kein 
Parameter der Gebärdensprache. Bei einem Movement ändert sich mindestens ein Parameter. 
Dieses Modell beschreibt damit den sequentiellen Charakter der Gebärdensprache. In der 
vorliegenden Arbeit wurden drei verschiedene Ansätze zur Erkennung von Movements und 
Holds wurden untersucht: 
· Um die Hände wird jeweils eine Box gezeichnet. Bleiben die Hände länger als 200 ms 
innerhalb der Box, so handelt es sich um einen Hold. Wird die Box verlassen ist dies 
bis zum nächsten Hold ein Movement. Während der Holds sind die Boxen etwas 
vergrößert, damit nicht durch Fehler bei der Extraktion der Hände sofort eine 
Bewegung detektiert wird. Eine Darstellung des Verfahrens findet sich in 
Abbildung 6.11. 
· In einem weiteren Ansatz werden die Wendepunkte in den Trajektorien der Hände 
untersucht. Ändert sich die Richtung der Bewegung, wird dies als Hold interpretiert. 
Diese Vorgehensweise lieferte jedoch zu ungenaue Ergebnisse und wurde deshalb 
verworfen. 
· Über ein Fenster von Bildern innerhalb einer Zeitspanne von 200 ms wird der Abstand 
der Positionen der Hände in Bildern aufaddiert. Überschreitet die Summe der Strecken 
einen Schwellwert wird dies als Bewegung gewertet. Liegt die Streckenlänge unter 
einem Schwellwert ist dies ein Hold. Auch dieser Ansatz wurde verworfen, da die 
Ausführungsgeschwindigkeit einer Gebärde zwischen verschiedenen Personen oftmals 
sehr unterschiedlich ist. 
In der vorliegenden Arbeit kommt deshalb der erste beschriebene Ansatz zum Einsatz. 
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Zur Vorklassifikation wurden alle Gebärden entsprechend der maximalen Anzahl von 
auftretenden Holds in acht Klassen eingeteilt. Während der Evaluierung wurde dann für eine 
zu untersuchende Gebärde jeweils das Untervokabular gewählt, welches die gleiche Anzahl 
von Holds besitzt. Dadurch konnte die Laufzeit der nachfolgenden Module von 
durchschnittlich 350 ms auf ca. 70 ms reduziert werden. 
6.6.2 Klassifikation der Parameter 
Die Klassifikation der manuellen und nicht-manuellen Parameter erfolgt jeweils mittels eines 
Hidden Markov Klassifikators. 
Bei Hidden Markov Modellen handelt es sich um stochastische endliche Automaten, die aus 
einer festen Anzahl von Zuständen und definierten Übergängen zwischen diesen besteht. 
Jedem Zustand ist eine Emissionsverteilung zugeordnet. Durch diese und durch die 
Übergangswahrscheinlichkeiten zwischen den Zuständen lassen sich eingangsseitig angelegte 
Beobachtungssequenzen bewerten. Dabei liefert ein HMM keine Information darüber, 
welcher Übergangspfad durchlaufen wurde (daher die Bezeichnung „hidden“), da es mehr als 
nur einen Pfad zur Bewertung einer Beobachtungssequenz gibt. Tatsächlich gibt es aber 
Untersuchungen die besagen, dass der Pfad mit dem höchsten Beitrag zur Gesamtbewertung 
mit dieser Gesamtbewertung selbst hoch korreliert ist [MeEp91]. Diese Tatsache wird zur 
vereinfachten beschleunigten Berechnung einer Näherungslösung der HMM-Bewertung 
ausgenutzt. 
Es existieren verschiedene Topologien für HMMs. Die hier verwendete Bakis-Topologie 
eignet sich besonders zur Modellierung von Signalen mit dediziertem Start- und Endpunkt, 
wie es Zeitsignale im Allgemeinen auch sind. Durch Übergänge auf einen Zustand selbst und 
Übergänge auf den nächsten und übernächsten Zustand sind verschiedene Skalierungen der 
Zeitachse implizit im Modell enthalten. Zeitliche Variationen werden somit in einem 
gewissen Rahmen automatisch mit modelliert. Die Information über die Variationen in der 
Beobachtung ist in den Zuständen und den Übergängen modelliert, die in einem vorab 
stattfindenden Trainingsprozess ermittelt werden.  
Bei den charakteristischen Größen eines HMMs handelt es sich um die 
Transitionswahrscheinlichkeiten ai,j, die Emissionswahrscheinlichkeiten bi(o) und die 
Einsprungswahrscheinlichkeiten πi.  
 
 
Abbildung 6.11: In der Arbeit werden Holds dahingehend definiert, dass die Handpositionen für 200 ms 
nur innerhalb einer fest definierten Region (gelbe Rechtecke) variieren. Alle übrigen 
Frames werden als Movement interpretiert. 
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Der Parametersatz λ legt ein HMM eindeutig fest und ist wie folgt definiert: 
{ }, ,A bl p=   (6.8) 
Für die Bakis-Topologie mit einer Einsprungswahrscheinlichkeit in nur den ersten Zustand 
lauten die HMM-Parameter: 
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Eine Darstellung einer Bakis-Topologie und der charakteristischen Parameter findet sich in 
Abbildung 6.12. Die Werte der Emissionsfunktionen bi(o) sind jeweils von der Beobachtung 
abhängig im Gegensatz zu den Transitions- und Einsprungswahrscheinlichkeiten, die stets 
konstant bleiben. Das bedeutet, dass sich ein konkreter Wert erst unter der Vorgabe der 
 
Abbildung 6.12: Zuordnung der Beobachtungen zu den Zuständen eines HMMs. 
6 Mimikanalyse im Kontext von videobasierter Gebärdenspracherkennung 
161 
Zuordnung zwischen Beobachtung und Zustand ergibt.  
Die Zuordnungsfolge lässt sich als Zustandssequenz Q wie folgt darstellen: 
{ }1 2 3 1: , , ,...,  mit ,...,k K k NQ q q q q q q z z= Î   (6.12) 
Die Zusammensetzung der Zustandssequenz kann als Ergebnis eines Zufallprozesses 
betrachtet werden, so dass sich die Wahrscheinlichkeit für das Eintreten von Q bei gegebenem 
HMM mit Parametersatz λ als Produkt aller Übergangswahrscheinlichkeiten ergibt: 
1 2 2 3 11
( | ) ...
K Kq q q q q q
P Q a a al p
-
= × × × ×   (6.13) 
Für eine gegebene Zustandfolge ergibt sich dann die gesamte Emissionswahrscheinlichkeit zu 
1 21 2
( | , ) ( ) ( ) ... ( )
Kq q q K
P O Q b o b o b ol = × × ×   (6.14) 
Die Verbundwahrscheinlichkeit aller Übergänge und Emissionen für eine bekannte 
Zustandsfolge lässt sich gemäß der Kettenregel folgendermaßen berechnen: 
( , | ) ( | , ) ( , )P O Q P O Q P Ql l l= ×   (6.15) 
Die gesamte Produktionswahrscheinlichkeit eines HMMs für eine Beobachtungsfolge O ist 
schließlich die Summe der Verbundwahrscheinlichkeiten aller Pfade: 
( | ) ( , | ) ( | , ) ( | )
Q Q
P O P O Q P O Q P Ql l l l
" "
= = ×å å   (6.16) 
Anhand dieses Bewertungsmaßes ist nicht feststellbar, welche Zustandsfolge welchen Beitrag 
liefert. Der Prozess der Zustandssequenzbildung innerhalb des HMMs bleibt für einen außen 
stehenden Beobachter verborgen. Diese grundlegende Eigenschaft von Hidden Markov 
Modellen wird durch den Namensbestandteil „Hidden“ (verborgen) bereits angedeutet. Von 
einem deterministischen Standpunkt aus betrachtet existiert jedoch eine ausgezeichnete 
Zustandsfolge Q*, welche nicht nur den höchsten Anteil am Gesamtergebnis hat, sondern mit 
diesem auch stark korreliert [MeEp91]. 
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Die Suche nach Q* lässt sich mit dem Viterbi-Algorithmus, effizient durchführen. Auf eine 
Beschreibung wird hier verzichtet und stattdessen auf die Literatur verwiesen [RaJu93, 
SchTa95].  
Als Zustandsanzahl wurde in der vorliegenden Arbeit die erwartete Anzahl von 
Beobachtungen gewählt. Dies entspricht der mittleren Bildanzahl aller Gebärden. Diese 
beträgt für die verwendete Gebärden-Datenbank (vgl. Anhang A) 35 Bilder. Als 
Basisfunktion für die Emissionen kommen multivariate Laplace Verteilungen zum Einsatz, da 
diese sich zum Zweck der personenabhängigen Gebärdenspracherkennung nachgewiesen 
eignen [Hi00].
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6.7 Evaluierung 
Zur Evaluierung der videobasierten Gebärdenspracherkennung wurden 145 Einzelgebärden 
betrachtet, die von vier Testpersonen jeweils fünfmal gezeigt wurden. Personenabhängig 
dienten vier der fünf Durchgänge der Generierung der HMMs. 
Dabei ergab sich für die Klassifikation anhand der manuellen Merkmale bereits eine 
Erkennungsrate von 94,8% bis 98%. Die sehr guten Ergebnisse liegen darin begründet, dass 
die Datenbank ursprünglich mit dem Ziel aufgebaut wurde, Gebärden allein mittels der 
Trajektorien der Hände klassifizieren zu können.  
Die nicht-manuellen Merkmale, die auf der Kopfhaltung, der Position der Augenbrauen und 
der Mundkontur basieren, erzielten Erkennungsraten zwischen 49,3% und 72,4%. Die großen 
Unterschiede der Resultate hängen dabei wesentlich von der Ausgeprägtheit des Mundbildes 
ab. Mit einer durchschnittlichen Erkennungsrate von 63,6% konnte jedoch erstmalig die 
besondere Bedeutung der Mimik für die videobasierte Gebärdenspracherkennung 
nachgewiesen werden.  
Durch die Kombination der manuellen und nicht-manuellen Merkmale war jedoch praktisch 
keine Verbesserung der Erkennungsrate möglich, da die Klassifikation der Gestik bereits eine 
außerordentlich hohe Erkennungsleistung ermöglichte. Deshalb wurden in einem zweiten 
Testverfahren die manuellen Merkmale künstlich verrauscht, indem die Positionsvektoren der 
Hände innerhalb der einzelnen Ansichten zufällig verschoben wurden. Die Verschiebung war 
zwar minimal (maximal eine viertel Gesichtsbreite), reichten jedoch aus, um die 
Erkennungsleistung anhand der manuellen Merkmale deutlich auf 68,2% bis 78,2% zu 
senken. Dies liegt darin begründet, dass bei der Erstellung der HMMs nun deutlich mehr 
Varianz mit einfloss.  
Bei der erneuten Kombination dieser Erkennungsergebnisse mit denen der nicht-manuellen 
Merkmale konnte gezeigt werden, dass diese sehr geeignet sind, die Erkennungsleistung 
signifikant zu erhöhen. Es ergaben sich hierbei Erkennungsraten zwischen 74,7% und  86,3%. 
Einen zusammenfassenden Überblick über die einzelnen Ergebnisse bietet Tabelle 6.1. 
 
Tabelle 6.1: Erkennungsergebnisse der videobasierten Gebärdenspracherkennung 
 Durchschnitt Ben Michael Paula Sanchu 
Manuelle Merkmale 96,68% 97,4% 94,8% 96,5% 98% 
Nicht-manuelle 
Merkmale 63,60% 64,4% 49,3% 72,4% 68,3% 
Kombinierte Merkmale 96,90% 97,4% 94,8% 97,4% 98% 
Manuelle Merkmale 
(verrauscht) 74,18% 74,3% 68,2% 76,0% 78,2% 
Kombinierte Merkmale 
(verrauscht) 81,90% 82,3% 74,7% 84,3% 86,3% 
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Kapitel 7  
Zusammenfassung und Ausblick  
Die vorliegende Arbeit befasst sich mit der nicht-intrusiven Mimikanalyse anhand einer 
monokularen Kameraansicht. Die Problematik der Aufgabenstellung liegt darin, einzelne 
Gesichtsmerkmale robust zu lokalisieren, da diese personenabhängig unter verschiedenen 
Posen und Beleuchtungen ihr Erscheinungsbild stark verändern. So können beispielsweise das 
Tragen eines Bartes oder einer Brille die Erkennungsleistung eines Systems zur 
automatischen  Mimikanalyse stark beeinträchtigen.  Eine weitere Zielsetzung des Verfahrens 
ist die Echtzeitfähigkeit der eingesetzten Verfahren, da dieses Kriterium für eine 
praxistaugliche Mensch-Maschine Schnittstelle unabdingbar ist. 
Der Lösungsansatz für die genannten Rahmenbedingungen besteht darin, das System in vielen 
Teilbereichen dynamisch an den Benutzer zu adaptieren, um so benutzerspezifische 
Eigenheiten berücksichtigen zu können. Generell besteht das vorgestellte System aus den drei 
Modulen „Gesichtsfindung“, „Merkmalsextraktion“ und „Merkmalsklassifikation“. Jede Stufe 
verwendet zur Verarbeitung zwei Arten von Wissen, die einander bedingen. Angewandtes 
Wissen besteht aus dynamisch anpassbaren Regeln und Algorithmen, die teilweise wiederum 
auf zuvor gewonnenen Erfahrungen basieren, die dem vortrainierten Wissen zugeordnet 
werden. 
Besonderen Wert wird auf die dynamische  Kalibrierung der Kameraparameter gelegt, so dass 
die akquirierten Bilder auch unter wechselnden Beleuchtungsverhältnissen stets optimal bzgl. 
der Helligkeit und des Weißabgleichs sind. Dazu dient ein modifizierter Simplex-
Algorithmus, der rekursiv aus Informationen über die Gesichtsregion auf die optimalen 
Kameraparameter zurückschließt. Eine anschließende Aufhellung von Schattenregionen 
verbessert zusätzlich die Bildqualität. 
Die Gesichtsfindung basiert auf einem Ada-Boosting Ansatz, der aus Gründen der Effizienz 
auf einer einschränkenden Suchmaske operiert. Diese kombiniert Informationen der 
Hautfarbe und der Bewegung im Bild. Sollte die Lokalisierung des Gesichtes scheitern, 
ermöglicht ein zusätzliches Modul durch die Verfolgung charakteristischer Punkte weiter die 
robuste Bestimmung der Gesichtsregion. Diese dient anschließend dazu, a-priori Wissen bzgl. 
der Hautfarbe in das System miteinfließen zu lassen und die nachfolgende Stufe zur 
Anpassung eines Gesichtsgraphen zu initialisieren. 
Um einzelne Gesichtsmerkmale zu lokalisieren, findet ein aus 70 charakteristischen Punkten 
bestehender Gesichtsgraph Verwendung, der auf einem Active Appearance Model basiert. 
Dieses vereint statistische Informationen bzgl. Geometrie und Textur des Benutzers. Neuartig 
ist dabei der Ansatz, dass das Model durch synthetisch generierte Ansichten trainiert wird. 
Dazu ist lediglich eine Frontalansicht des Benutzers erforderlich, anhand derer ein 
biomechanisches 3D-Kopfmodell erzeugt wird. Dieses ermöglicht, Ansichten aus 
unterschiedlichen Perspektiven unter variierenden Beleuchtungsverhältnissen zu simulieren. 
Zusätzlich können, verschiedene Gesichtsausdrücke synthetisch erzeugt werden. Durch diesen 
Ansatz ist es möglich, das System vollautomatisch an die benutzerspezifischen Eigenheiten 
anzupassen, wie beispielsweise das Tragen einer Brille oder eines Bartes. Dadurch wird eine 
deutliche Steigerung der Anpassungsleistung im Vergleich zu universellen Modellen 
ermöglicht. 
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Um die Rechenzeit des Gesamtprozesses gering zu halten, erfolgt die Graphanpassung auf 
Bildern mit geringer Auflösung. In einer zweiten Stufe werden die einzelnen 
Gesichtsmerkmale wie die Kopfhaltung, die Iris, die Augenbrauen und die Mundkontur mit 
einer hohen Auflösung analysiert. Dabei kommen bewährte Verfahren der Literatur zum 
Einsatz, die teilweise erweitert, teilweise neuartig miteinander verbunden werden.   
Zur Posendetektion kommt eine Kombination aus einem analytischem und einem holistischen 
Ansatz zum Einsatz. Das analytische Verfahren betrachtet die die Konstellation des Trapezes, 
das durch Augen- und Mundwinkel aufgespannt wird. Da dieser Ansatz keine eindeutigen 
Ergebnisse erlaubt und fehlerbehaftet gegenüber aus der Frontalansicht stark verdrehten 
Ansichten ist, wurde des Weiteren die ganze Gesichtsregion mittels einer Eigenwertanalyse 
ausgewertet. Neuartig ist dabei, dass ein Referenzdatensatz, anhand dessen ein Vergleich mit 
einer aktuellen Ansicht erfolgen kann, vollständig (wie schon zuvor zur Modellerstellung) 
anhand synthetisch generierter Ansichten erzeugt wird. Die Posendetektion erfolgt 
durchgehend zuverlässig und robust auch gegenüber verrauschten Ansichten. Nur für stark 
verdrehte Kopfhaltungen sind die Resultate leicht fehlerbehaftet.  
Die Analyse der Blickrichtung erfolgt durch eine modifizierte Variante der Circle Hough 
Transformation, die die Iris ohne zusätzliche Hilfsmittel, wie sie zumeist in der Literatur zum 
Einsatz kommen (beispielsweise Infrarotlichtquellen, Stereokameras), robust lokalisiert. Die 
anschließende Klassifikation der Blickrichtung erfolgt erstmalig in der Literatur durch einen 
Maximum-Likelihood Klassifikator, der die Intensitätsverteilung in Kreisbogenausschnitten 
um die Iris analysiert. Das vorgestellte Verfahren detektiert die Iris sehr robust und eignet 
sich hervorragend zur Bestimmung der Blickrichtung, wie anhand einer Evaluierung gezeigt 
werden konnte. 
Zur Lokalisierung der Augenbrauen wird ein Verfahren eingesetzt, welches auf der Color 
Watershed Transformation basiert und zuverlässig anhand des Farbkontrastes zwischen Haut 
und Augenbrauen deren Lage bestimmt. Durch den Einsatz einer zusätzlich nachgeschalteten 
Validierungs-Stufe, die den Füllgrad der Augenbrauenregion mitberücksichtigt, konnte eine 
fehlerfreie Lokalisierung der Augenbrauen erreicht werden 
Zur Detektion der Lippenkontur kommen in der vorliegenden Arbeit ein Punktverteilungs-
modell und ein Aktives Konturenmodell zum Einsatz. Dazu werden die Ober- und Unterlippe 
durch 44 Punkte modelliert. Eine besondere Schwierigkeit besteht darin, dass Konturenmodell 
geeignet zu initialisieren. Dazu werden im hier verwendeten Ansatz vier Merkmalskarten 
miteinander kombiniert und anschließend korrigiert. Zur Evaluierung wurden 3400 Bilder 
verschiedener Mundbilder von 24 Personen ausgewertet, wobei sich eine äußerst geringe 
mittlere Formabweichung von 0.4 Prozent ergab.  
Um die Leistung des Gesamtsystems besser beurteilen zu können, erfolgte eine weitere 
Evaluierung im Kontext der videobasierten Erkennung von Gebärdensprache, da in dieser 
nicht-manuelle Merkmale eine tragende Rolle bzgl. der Informationsübermittlung spielen. 
Dabei ergab sich personenabhängig für ein Vokabular von 145 Gebärden der Englischen 
Gebärdensprache allein anhand der nicht-manuellen Merkmale eine Erkennungsrate von 
durchschnittlich 63,6%. Die vielversprechenden Ergebnisse der Arbeit konnten auch unter 
realen Umgebungen in Form einer Sondersteuerung für Rollstühle bestätigt werden konnten. 
Im Vergleich zu allen bekannten Systemen aus der Literatur zur Mimikanalyse bietet das hier 
entwickelte System die umfassendsten Eigenschaften. Dies betrifft den durchgehend hohen 
Automatisierungsgrad, der von der Bilderfassung über die Gesichtserkennung, die 
Merkmalsextraktion der Mimik bis hin zur Klassifikation der Gesichtsausdrücke realisiert 
werden konnte. Des Weiteren handelt konnte erstmalig ein nicht-intrusiver Ansatz präsentiert 
werden, der durch seine Personen- und Umgebungsunabhängigkeit im hohen Maß reale 
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Rahmenbedingungen berücksichtigt. Die Echtzeitfähigkeit und die adaptive Anpassung des 
Systems an Umgebung und Benutzer sind weitere innovative Merkmale. Das System zeichnet 
sich durch seine Robustheit gegenüber Störeinflüssen aus. Auch unter Teilverdeckungen, die 
beispielsweise durch Überlappungen von Händen und Gesicht hervorgerufen werden, arbeiten 
die vorgestellten Verfahren zuverlässig.  
Einzigartig sind auch die sechs im Rahmen der Arbeit entstandenen Datenbanken, die erst 
eine objektive Bewertung der Erkennungsleistung des entwickelten Systems ermöglichen. 
Mehr als 60.000 Bilder wurden manuell segmentiert, für 98.000 weitere Ansichten erfolgte 
überwacht eine automatische Bestimmung der charakteristischen Gesichtsmerkmale. 
Als Ausblick in die Zukunft ist zunächst eine erweiterte Automatisierung der Adaption des 
Systems an den Benutzer zu nennen. Dies bedeutet, dass parallel zum Analyseprozess neu 
gewonnene Daten in die verwendeten Modelle (Gesichtsgraph und Lippenkontur) mit 
eintrainiert werden, statt wie beschrieben in einer vorgelagerten Trainingsphase. Dadurch ist 
eine Verbesserung des Gesamtsystems zu erwarten. So könnte beispielsweise das Ab- bzw. 
Aufsetzen einer Brille dynamisch berücksichtigt werden. 
In der vorliegenden Arbeit werden überwiegend einzelne Momentaufnahmen analysiert, 
wobei der zeitliche Zusammenhang der Bildsequenz verloren geht. Um eine verbesserte 
Validierung der einzelnen Teilergebnisse zu ermöglichen, bietet es sich an, den zeitlichen 
Verlauf zu berücksichtigen und somit die natürliche Kontinuität von Bewegungen innerhalb 
des Gesichtes in das System miteinfließen zu lassen. 
Da zur Erstellung des 3D-Modells für die synthetische Generierung von Benutzeransichten 
keinerlei Tiefeninformationen vorliegen, werden diese von einem fest definierten Prototypen 
einheitlich abgeleitet. Dies führt jedoch bei Verdrehungen des virtuellen Kopfes zu 
Abweichungen zwischen synthetischer und realer Ansicht. Bei deutlich von der 
Frontalansicht abweichenden Perspektiven leidet die Güte des Trainingsmaterials für das 
statistische Graphenmodell und somit die Genauigkeit der anschließenden Graphanpassung. 
Abhilfe könnte hier eine erweiterte Hardware schaffen, die beispielsweise mittels einer 
Stereokamera zusätzliche Tiefeninformation zur Verfügung stellt. 
Eine weitere Verbesserungsmöglichkeit besteht darin, verschiedene Posen durch 
unterschiedliche Gesichtsgraphen zu modellieren. Hierzu ist es erforderlich, geeignete 
Modellübergänge zu bestimmen, die mit einer äußerst robusten Posenerkennung einhergehen. 
Mit der so verminderten Varianz innerhalb der entsprechenden Modelle würde eine 
verbesserte Lokalisierung der einzelnen Gesichtsmerkmale ermöglicht werden. 
Zuletzt sei noch erwähnt, dass insbesondere für die Mensch-Maschine-Interaktion weitere 
Anwendungsszenarien denkbar sind. Die in der vorliegenden Arbeit gewonnenen 
Erkenntnisse der Analyse einzelner Gesichtsmerkmale bieten eine geeignete Grundlage, um 
beispielsweise in der medizinischen Diagnostik und im Automobilbereich Schnittstellen 
anzubieten, die automatisiert neue Interaktionsmöglichkeiten zwischen Computern und 
Menschen erlauben. 
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Anhang A  
Datenbanken 
A.1 Datenbank zur Gesichtsfindung 
Entscheidender Faktor in der Entwicklung von zuverlässigen Gesichtsfindungs-Systemen ist 
eine große Datenbank mit Gesichtsbildern für Training und Evaluierung. Im Face 
Recognition Technology (FERET) - Programm wurde 1996 dazu die weltweit anerkannte 
FERET Datenbank entwickelt [PhMoRaRi94].  
Das verwendete Datenmaterial entstammt den digitalisierten Aufnahmen einer 35-mm 
Kamera. Die erhaltenen Bilder besitzen eine Auflösung von 256 x 384 Pixel und liegen als 
Grauwertbilder verlustfrei im TIFF Format vor. Da jedoch in der Datenbank nur Links-
Rechts-Verdrehungen des Kopfes unter einer diffusen Beleuchtung berücksichtigt wurden, 
entstand für die vorliegende Arbeit eigens eine neue Datenbank. 
Die Datenbank zur Gesichtsfindung besteht aus neun Ansichten des Kopfbereiches von 30 
Personen. Drei Beleuchtungssituationen simulieren dabei die in der Praxis auftretenden 
Verhältnisse von diffusem und seitlichem Lichteinfall. Es wurden jeweils 20 Variationen 
aufgenommen, so dass die Datenbank insgesamt 16200 Bilder enthält. Aus den erhaltenen 
Ansichten wurden anschließend zum Training manuell die Gesichtsregionen extrahiert, die 
den Bereich der Augenbrauen bis zur Unterlippe umfassen. Mimische Variationen wurden 
nicht erfasst. 
Eine exemplarische Darstellung von 16 Ansichten und den entsprechenden, manuell 
segmentierten Gesichtsregionen findet sich in Abbildung A.1. In Abbildung A.2 findet sich 
eine Auswahl der Ansichten von neun Posen, die anschließend zum Training des 
Gesichtsfinders verwendet werden. 
 
 
Abbildung A.1: Links: 16 exemplarische Ansichten der Kamera, wobei die Testpersonen nach rechts oben 
schauten und diffus beleuchtet wurden. Rechts: Manuell segmentierte Gesichtsregionen 
der Testpersonen.  
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Abbildung A.2:  Exemplarische Zusammenstellung der Gesichtsregionen von neun verschiedenen Posen 
als Trainingsmaterial für den Gesichtsfinder. 
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A.2 Datenbank zur AAM-Modellbildung 
Zur Generierung einer erweiterten Datenbank, die wesentlich detailliertere Merkmale des 
Gesichtes zur Verfügung stellt, wurde mangels Verfügbarkeit eine eigene Erhebung 
durchgeführt. Unter Berücksichtigung verschiedener Hauttypen und personen-spezifischer 
Merkmale wie das Tragen von Brillen und Bärten wurden 24 Personen aufgefordert, 15 
Gesichtsposen einzunehmen. Da diese ohne weiteres nicht exakt reproduzierbar 
eingenommen werden konnten, wurde ein System aufgebaut, welches interaktiv die 
Probanden dazu aufforderte, die entsprechenden Posen einzunehmen, um anschließend die 
Gesichtsregion aufzunehmen. 
Dazu wurde am Kopf der Testpersonen ein Laserpointer mit einem Stirnband fixiert, mit dem 
diese projizierte Zielobjekte auf einer Leinwand anzuvisieren hatten. Eine Kamera, die hinter 
der Person die Projektionsfläche filmte, wertete den Rotkanal des Bildes aus und übermittelte 
bei Übereinstimmung von Zielobjekt und Abbildung des Laserstrahls ein Akquisitionssignal 
zur Kamera 2, welche von vorne den Kopf der Person in der entsprechenden Pose aufnahm. 
Ein Treffer wurde gemeldet, sobald der rote Punkt des Laserpointers längere Zeit in der 
Zielregion detektiert wurde. Diese Aufenthaltszeit und der Detektionsradius waren einstellbar, 
um eine ideale Anpassung an die Projektions- und Aufnahmeverzerrung zu erreichen. Da es 
aus technischen Gründen nicht möglich war, den kompletten Drehbereich des Kopfes und 
somit aller 30 Posen darzustellen, wurden die Posen vertikal gespiegelt. Durch die 
Verwendung von zwei regelbaren 500 Watt Strahlern war es möglich, drei unterschiedliche 
Beleuchtungsvariationen des Gesichtes zu simulieren, die Schattenbildung und Überleuchtung 
im Gesichtsbereich verursachten, wie sie außerhalb von Laborbedingungen in der Praxis 
auftreten. Eine Darstellung der Versuchsanordnung findet sich in Abbildung A.3. In einem 
äußerst zeitaufwendigen Prozess wurden anschließend 70 charakteristische Punkte von Stirn, 
Augenbrauen, Augen, Nase, Mund und Kinn manuell für jedes Bild bestimmt und in 
separaten Dateien abgespeichert. 
Exemplarische Ansichten der handsegmentierten Bilder finden sich in Abbildung A.4. 
 
 
 
Abbildung A.3: Der Versuchsaufbau zur Erfassung verschiedener Kopfposen und Gesichtsausdrücke. 
Kamera 1 analysiert den Laserstrahl auf der Leinwand. Trifft der Proband ein 
projiziertes Zielobjekt, speichert Kamera 2 eine Serie von Bildern. Anschließend wird das 
Zielobjekt verschoben und der Ablauf beginnt von neuem (vgl. Text). 
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Abbildung A.4: Eine Auswahl von Ansichten der AAM-Datenbank. Dabei wurden Pose, Gesichtsausdruck 
und Beleuchtung variiert. Grün markiert sind 70 manuell segmentierte charakteristische 
Punkte des Gesichtes. 
A Datenbanken 
187 
A.3 Datenbank zur Mundbild-Analyse 
Innerhalb des menschlichen Gesichtes handelte es sich bei dem Mundbild um den 
variationsreichsten und umfassendsten visuellen Kommunikationskanal. Beschränkt man sich 
auf das reine Lippenablesen, lassen sich Vokabulare von 250 Wörtern mit einer 
Erkennungsrate von bis zu 83% korrekt erkennen, wie in Kapitel 6 gezeigt werden wird. Da 
es sich bei den Lippenbewegungen um sehr kleine, individuell sehr unterschiedlich 
ausgeführte Minimalbewegungen handelt, wurde eigens eine Datenbank für Training und 
Evaluierung aufgebaut. Insbesondere für die automatische Erkennung von Gebärdensprache 
ist die aufgebaute Datenbank von großer Bedeutung, da bei der Gebärdensprache oftmals 
Worte zur besseren Differenzierbarkeit mitartikuliert werden. 
In diese Datenbank wurden 23 männliche Personen (davon sechs Bartträger) und eine 
weibliche Person aufgenommen. In der Literatur [LiLu99] wird davon ausgegangen, dass 12 
visuell unterscheidbare Mundformen (Kineme) existieren. Dabei handelt es sich in der 
deutschen Lautsprache um die Kineme „A(meise)“, „B(aum)“, „D(ach)“, „E(sel)“, „F(isch)“, 
„L(öwe)“, „N(ame)“, „O(ma)“, „P(apa)“, „S(onne)“, „Sch(aukel)“ und „U(hr)“. Da bei ersten 
Tests deutliche Unterschiede bzgl. der Ausführung der Kineme auffielen, wurden zusätzlich 
nach Konsultation einer gehörlosen Person die Laute „K(irche)“, „M(aus)“ und „Z(ahn)“ mit 
berücksichtigt. 
Unter zwei verschiedenen Beleuchtungssituationen (frontal und seitlich) wurden fünf 
Aufnahmen pro Person und Mundbild akquiriert. Anschließend erfolgte manuell eine 
manuelle Segmentierung von Oberlippe, Unterlippe, Zähnen und Mundraum. 
Einen exemplarischen Überblick über die Verarbeitungsschritte von der Kameraansicht bis 
hin zu den fertig segmentierten Masken der 15 Mundbilder geben Abbildung A.6 und 
Abbildung A.6. 
 
Abbildung A.5: links: Exemplarische Kameraansicht von 15 verschiedenen Mundbildern einer Testper-
son. rechts: Vergrößerte Teilansicht der Mundregion.  
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Abbildung A.6: Darstellung der manuell segmentierten Masken, wobei Ober- und Unterlippe, Zunge 
sowie Zähne für Training und Evaluierung der Mundbild-Analyse maskiert wurden. 
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A.4 FACS Datenbank 
Bei den in Abschnitt A.1 bis A.3 vorgestellten Datenbanken handelt es sich um 
Einzelaufnahmen ohne zeitlichen Zusammenhang. Gerade zur Analyse von 
Gesichtsausdrücken ist jedoch der zeitliche Verlauf von großem Interesse. Deshalb wurde 
eine weitere Datenbank aufgebaut, für die 21 Testpersonen unter zwei verschiedenen 
Beleuchtungssituationen (diffus, seitlich) 20 verschiedene Gesichtsausdrücke bzw. 
Gesichtsbewegungen ausführten (vgl. Abbildung A.8). Dabei wurde jede Action Unit von 
einem neutralen Gesichtsausdruck ausgehend angenommen und in diesem anschließend 
wieder zurücküberführt. Zusätzlich erfolgte die simultane Akquisition aus neun 
Kamerapositionen, indem neun zu einem Cluster verschaltete, zentral synchronisierte 
Notebooks zeitgleich die Ansicht einer jeweils zugeordneten Kamera speicherten. Einen 
Überblick über die Versuchsanordnung und eine exemplarische Ansicht der neun 
synchronisierten Kameras gibt Abbildung A.7. 
Tabelle A.1: Übersicht über die für die Datenbank ausgeführten Action Units nach Ekman 
Merkmal Aktion 1 Aktion 2 Aktion 3 Aktion 4 Aktion 5 Aktion 6 
Stirn Runzeln AU 9      
Augenbrauen Heben AU 1 
Senken 
AU 3     
Augenlider Blinzeln AU 41 
Schließen 
AU 43     
Augen Links AU 61 
Rechts 
AU 62 
Oben 
AU 63 
Unten 
AU 64   
Kopf Links AU 51 
Rechts 
AU 52 
Oben 
AU 53 
Unten 
AU 54 
l. neigen 
AU 55 
r. neigen 
AU 56 
Mund Breit AU 20 
Öffnen 
AU 27 
Spitzen 
AU 18 
Pressen 
AU 28   
 
 
Abbildung A.7: links: Versuchsaufbau bestehend aus neun Kameras, die jeweils von einem Notebook 
synchron zur Datenakquisition angesteuert werden. rechts: Exemplarisch neun 
zeitgleich akquirierte Kameraansichten zur Evaluierung der Mimikanalyse. 
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Abbildung A.8: Darstellung der 20 Action Units, die von jeder Person unter zwei verschiedenen 
Beleuchtungen akquiriert wurden. Die Abbildungen sind exemplarisch aus dem Mittelteil 
der jeweiligen Sequenz entnommen. 
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A.5 Virtual Reality-Datenbank 
Ein zentraler Punkt der vorliegenden Arbeit liegt in der Erstellung von statistischen 
Gesichtsmodellen durch synthetisch generierte Ansichten. Dazu wurden individuelle 3D-
Kopfmodelle von 24 Testpersonen angefertigt, die zuvor auch in der Datenbank zur AAM-
Modellierung (s. Abschnitt 4.2) mitgewirkt hatten. Screenshots der 3D-Modelle wurden in 19 
x 9 verschiedenen Posen unter sechs virtuellen Beleuchtungsverhältnissen gespeichert, wobei 
vier verschiedene Gesichtsausdrücke synthetisch „eingenommen“ wurden. 
Eine exemplarische Darstellung einiger Posen und Mundbilder einer Testperson unter 
variierenden Lichtverhältnissen zeigt die Abbildung A.9. Zu jedem Bild existiert eine 
Maskendatei, die 70 charakteristische Punkte des Gesichtes enthält. Diese Punkte wurden 
überwacht automatisch aus dem 3D-Modell gewonnen.  
 
Abbildung A.9: Dargestellt sind synthetisch generierte Ansichten eines 3D-Gesichtmodells. Dabei  
variieren die Beleuchtungssituationen und die Mundbilder. 
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A.6 Gebärden-Datenbank 
In Zusammenarbeit mit der British Deaf Agency (BDA) entstand am Lehrstuhl für 
Technische Informatik über zwei Jahre hinweg eine einzigartige Gebärden-Datenbank. Dazu 
führten vier Testpersonen 145 verschiedene Gebärden aus, die sie mindestens fünfmal 
wiederholten. Eine Gebärde wird durch 20-70 aufeinander folgende Bilder repräsentiert.  
Die Personen tragen dunkle Kleidung und stehen vor einem homogenen, blauen Hintergrund. 
Am Anfang und am Ende jeder Gebärde hängen die Hände neben der Hüfte entspannt herab. 
Die Testpersonen sind in Abbildung A.10 dargestellt. 
 
 
 
 
 
Abbildung A.10: Dargestellt sind die vier Personen mit neutraler Handstellung. Von links nach rechts: 
Ben, Michael, Paula, Sanchu. 
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Anhang B  
Lippen Evaluierung 
Die auf den folgenden Seiten dargestellten Tabellen, Diagramme und Abbildungen geben 
einen detaillierten Überblick über die aufgetretenen Fehler. Auf jeder Seite werden die 
Ergebnisse der Lippendetektion für eine Person dargestellt. Die beiden Tabellen präsentieren 
die Ergebnisse der Detektion unter Verwendung des asymmetrischen bzw. symmetrischen 
PDMs. Dabei werden in jeder Zeile die Ergebnisse für ein Bild mit der normierten 
Formabweichung, der tatsächlichen Formabweichung und der Mittelpunktabweichung 
vorgestellt. Sie zeigen außerdem die möglichen Fehler in den vier Mundbereichen (links 
beträgt die Toleranzschwelle 3 Pixel, rechts 6 Pixel) und die Richtung der falsch 
verschobenen Bildpunkte im jeweiligen Bereich an. 
Die Diagramme vergleichen die tatsächlichen Abweichungen in Pixeln (linkes Diagramm) 
sowie die Mittelpunktabweichungen (rechtes Diagramm) für jeweils vier Fälle:  
· Anwendung des symmetrischen PDMs auf ein Bild, das bei künstlicher Beleuchtung 
aufgenommen wurde (Bezeichnung: „sym.“). 
· Anwendung des symmetrischen PDMs auf ein Bild, das bei seitlicher Einwirkung des 
Tageslichts aufgenommen wurde (Bezeichnung: „sym. Schatten“).  
· Anwendung des asymmetrischen PDMs auf ein Bild, das bei künstlichen Licht 
aufgenommen wurde (Bezeichnung: „asym.“). 
· Anwendung des asymmetrischen PDMs auf ein Bild, das bei seitlicher Einwirkung des 
Tageslichts aufgenommen wurde (Bezeichnung: „asym. Schatten“). 
Die auf jeder Seite unten aufgeführten Bilder zeigen graphisch die Ergebnisse der Detektion 
bei Anwendung des asymmetrischen PDMs. Dabei markieren die blauen Punkte die 
Punktmenge, die die handsegmentierten Lippenkonturen darstellt. Die grünen Punkte 
markieren die Punktmenge, die die detektierten Lippenkonturen darstellt. Die roten Linien 
zeigen die Differenzen zwischen den korrespondierenden Punkten der oben genannten 
Punktmengen.  
Auf der folgenden Seite findet sich exemplarisch für eine Konturanpassung die Beschreibung 
der ermittelten Werte. 
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Bildname NFA TA MA O R U L O’ R’ U’ L’ 
CHRISTOPH_10 0,48 2,65 1,41 * * * → * * * * 
 
NFA Normierte Formabweichung 
TA Tatsächliche Formabweichung 
MA Mittelpunktabweichung 
 
O Oberlippenbereich (3 Pixel Toleranz) 
R Rechter Mundwinkelbereich (3 Pixel Toleranz) 
U Unterlippenbereich (3 Pixel Toleranz) 
L Linker Mundwinkelbereich (3 Pixel Toleranz) 
 
O’ Oberlippenbereich (6 Pixel Toleranz) 
R’ Rechter Mundwinkelbereich (6 Pixel Toleranz) 
U’ Unterlippenbereich (6 Pixel Toleranz) 
L’ Linker Mundwinkelbereich (6 Pixel Toleranz) 
 
* kein Fehler im entsprechenden Bereich 
↑ Abweichung nach oben 
→ Abweichung nach rechts 
↓ Abweichung nach unten 
← Abweichung nach links 
 
Abbildung B.1: Darstellung der handsegmentierten Kontur (blau), der automatisch 
ermittelten Kontur (grün) und der Abweichung (rot). 
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Anhang C    
FACS Evaluierung 
Auf den folgenden Seiten finden sich Ergebnisse der Merkmalslokalisierung. Dazu  werden 
für 18 Personen jeweils sechs Ansichten von verschiedenen Kameras (vgl. Anhang A – 
Datenbank FACS) unter unterschiedlichen Beleuchtungen dargestellt, wobei die Mimik der 
Testpersonen variiert. Visualisiert sind der Verlauf der Augenbrauen, die Iris und die 
Mundkontur. 
 
 
C FACS-Evaluierung 
220 
 
C FACS-Evaluierung 
221 
 
C FACS-Evaluierung 
222 
 
C FACS-Evaluierung 
223 
 
C FACS-Evaluierung 
224 
 
C FACS-Evaluierung 
225 
 
C FACS-Evaluierung 
226 
 
C FACS-Evaluierung 
227 
 
C FACS-Evaluierung 
228 
 
C FACS-Evaluierung 
229 

D Mimikgesteuerter Rollstuhl 
231 
Anhang D  
Mimikgesteuerter Rollstuhl 
Im Rahmen der Arbeit entstand zum Nachweis der Umgebungsunabhängigkeit ein 
innovatives Mensch-Maschine-Interface in Form eines elektrisch betriebenen Rollstuhls, der 
sich durch individuell anpassbare Mimikmerkmale steuern lässt [CaKr04;BlRoCa04]. Das 
Exponat wird im Folgenden beschrieben. 
Menschen, die aufgrund starker Einschränkung der Motorik nur noch über eine Kontrolle der 
Mimik und der Kopfhaltung verfügen, sind auf die Hilfe und Unterstützung durch ihre 
Umwelt angewiesen. Ist der Grad der Behinderung so hoch, dass der Betroffene nur noch über 
seine Mimik mit seiner Umwelt interagieren kann, ist meist auch kein selbstbestimmtes und 
autarkes Leben mehr möglich. Derzeitig existieren keine Lösungsansätze, die Bewegungen 
von Augenbrauen, Augen oder Mund als Informationskanäle nutzen. Der Behinderte ist dann 
trotz seiner geistigen Unversehrtheit weder in der Lage, einen Rollstuhl zu steuern, noch ist es 
ihm möglich, einfachste Aufgaben im Haushalt zu übernehmen oder moderne Medien wie das 
Internet aktiv zu nutzen. Eine Ganztagesbetreuung ist dann unvermeidbar und die aktive 
Teilnahme am gesellschaftlichen Leben weitgehend ausgeschlossen. Bei dem entwickelten 
Produkt handelt es sich um ein neuartiges Verfahren zur Analyse der Kopfhaltung und des 
Gesichtsausdrucks eines Benutzers. Eine frontal-positionierte Web-Cam tastet dazu 
permanent das Gesicht des Benutzers ab und analysiert die Bewegungen der Augenbrauen, 
der Augen, der Lider, des Mundes und des Kopfes. Abgestimmt auf die Anforderungen der 
Anwendung lassen sich hieraus Steuersignale für technische Applikationen ableiten. Die 
Funktionsweise des Systems wird in Abbildung D.1 dargestellt. 
Bevor eine Person das System verwendet, wird dieses einmalig mittels einer Frontalaufnahme 
speziell auf das äußere Erscheinungsbild trainiert, was lediglich eine Rechenzeit von ca. 5 
Minuten in Anspruch nimmt. Dabei wird ein 3D-Modell des Benutzerkopfes generiert, durch 
dessen Verwendung es möglich ist, synthetische Ansichten verschiedener Gesichtsausdrücke 
 
Abbildung D.1: Dargestellt ist der Aufbau des Mimik-gesteuerten Rollstuhls. Dabei werden aus den 
einzelnen Mimikmerkmalen Steuersignale hergeleitet, durch die Fahr- und 
Komfortfunktionen des Rollstuhls aktiviert werden können 
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aus unterschiedlichen Blickwinkeln unter variierenden Beleuchtungsverhältnissen zu 
erzeugen. Verändert sich das äußerliche Erscheinungsbild durch das Tragen eines Bartes oder 
einer Brille wird dieser Vorgang wiederholt. Durch das kurze Training mit den künstlich 
erzeugten Ansichten arbeitet das System bei der späteren Benutzung äußerst robust und exakt, 
so dass auch kleinere Veränderungen des Gesichtsausdruckes erkannt werden können. 
Das Exponat wurde auf der renommierten Fachmesse RehaCare 2004, Düsseldorf der 
Öffentlichkeit präsentiert und bewies dort die sehr gute Systemleistung der in dieser Arbeit 
entwickelten Verfahren auch unter schwierigen Rahmenbedingungen, wie beispielsweise 
ungünstigen Beleuchtungsverhältnissen, die durch lokale, äußerst helle Strahlern bedingt 
waren. Eine Darstellung des Exponats findet sich in Abbildung D.2. 
 
Abbildung D.2: Auf der Fachmesse RehaCare 2004, Düsseldorf wurde erstmalig der Öffentlichkeit ein 
Rollstuhl präsentiert, der sich allein durch Merkmale der Mimik steuern lässt. 
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