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In questo elaborato si propone una presentazione dei gruppi proniti, con particolare
attenzione al loro rapporto con la teoria di Sylow e di Hall. Formalmente i gruppi
proniti sono gruppi topologici deniti come limiti inversi di gruppi niti e non sono
essi stessi niti, a eccezione di casi banali. Tuttavia moltissime proprietà dei gruppi
proniti possono essere caratterizzate mediante lo studio dei loro quozienti niti ed
è quindi possibile estendere ad essi numerosi risultati validi nei gruppi niti, come i
celebri teoremi di Sylow e di Hall.
Il primo capitolo si concentra sulla denizione dei gruppi proniti e sul loro studio
in quanto gruppi topologici. A tal ne si propone in primo luogo uno studio dei limi-
ti inversi di generici spazi topologici, per poi enunciare e dimostrare alcuni risultati
tecnici utili per la comprensione e lo studio dei gruppi topologici e dei limiti inversi
di questi. Si presentano inoltre due risultati riguardanti i quozienti di limiti inversi
di gruppi topologici, di seguito sfruttati per fornire un'interessante caratterizzazione
dei gruppi proniti: questi sono tutti e soli i gruppi topologici compatti e totalmente
disconnessi.
Nel secondo capitolo sono presentati i teoremi di Sylow e di Hall per i gruppi
niti. Ricordando che il teorema di Lagrange aerma che l'ordine di un sottogruppo
divide l'ordine di un gruppo, la teoria di Sylow serve a fornire una risposta, seppure
parziale, alla domanda inversa, ovvero se, dato un divisore dell'ordine di un gruppo
G, esista un sottogruppo di ordine tale divisore. La risposta a questa domanda non
i
è sempre aermativa, tuttavia lo diventa in alcuni casi speciali. Il primo teorema di
Sylow aerma infatti che se il divisore dell'ordine di G è una potenza di un primo,
allora esiste sempre un sottogruppo con ordine tale divisore. In particolare, dato un
primo p che divide l'ordine di G, un p-sottogruppo di Sylow di G è un sottogruppo
il cui ordine è la più grande potenza di p che divide l'ordine di G.
Nel caso di gruppi risolubili è possibile generalizzare questi risultati. Hall ha infatti
dimostrato che se G è un gruppo risolubile di ordine mn con m e n coprimi, allora
esiste un sottogruppo di G di ordine m, detto π-sottogruppo di Hall, dove π è l'in-
sieme dei primi che dividono m.
Il terzo e ultimo capitolo consiste in una esposizione di come si possono estendere
i risultati sui sottogruppi di gruppi niti anche ai sottogruppi di gruppi proniti.
In primo luogo si generalizza il concetto di indice di un sottogruppo sfruttando i
numeri soprannaturali, dopodiché si dimostra un teorema analogo al teorema di
Lagrange per i gruppi proniti. Successivamente, si estendono ai gruppi proniti
anche i teoremi di Sylow e di Hall visti nel secondo capitolo. In conclusione viene
presentato il completamento pronito degli interi, si tratta di un importante esempio




I gruppi proniti sono gruppi topologici deniti come limiti inversi di gruppi niti
(considerati con la topologia discreta). Iniziamo questo capitolo con lo studio ge-
nerale dei limiti inversi di spazi topologici, dopodiché vedremo alcuni risultati sui
gruppi topologici e per nire studieremo i gruppi proniti, dei quali vedremo una
caratterizzazione di particolare interesse: i gruppi proniti sono tutti e soli i gruppi
topologici compatti e totalmente disconnessi.
1.1 Limiti inversi
Un insieme diretto è un insieme parzialmente ordinato I tale che per ogni i1, i2 ∈ I
esiste un elemento j ∈ I tale che i1 ≤ j e i2 ≤ j.
Denizione 1.1. Un sistema inverso (Xi, ϕij) di spazi topologici indicizzati da un
insieme diretto I consiste in una famiglia (Xi | i ∈ I) di spazi topologici e una
famiglia (ϕij : Xj → Xi | i, j ∈ I, i ≤ j) di mappe continue tali che ϕii è la mappa
identica per ogni i e ϕijϕjk = ϕik per ogni i ≤ j ≤ k.
Gli insiemi per cui non specichiamo la topologia saranno considerati con la to-
pologia discreta. Se ogni Xi è un gruppo topologico e ogni ϕij è un omomorsmo
continuo allora (Xi, ϕij) è un sistema inverso di gruppi topologici.
1
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Dati un sistema inverso di spazi topologici (Xi, ϕij) e uno spazio topologico Y , di-
ciamo che una famiglia (ψi : Y → Xi | i ∈ I) di mappe continue è compatibile se
ϕijψj = ψi per ogni i ≤ j. Equivalentemente si può esprimere questa condizione





Denizione 1.2. Un limite inverso (X,ϕi) di un sistema inverso (Xi, ϕij) di spazi
topologici (rispettivamente gruppi topologici) è uno spazio topologico (rispettiva-
mente gruppo topologico) X con una famiglia di mappe continue (rispettivamente
omomorsmi continui) compatibili (ϕi : X → Xi) con la seguente proprietà univer-
sale: se (ψi : Y → Xi) è una famiglia compatibile di mappe continue da uno spazio Y
(rispettivamente omomorsmi continui da un gruppo Y ), allora esiste un'unica map-
pa continua (rispettivamente omomorsmo continuo) ψ : Y → X tale che ϕiψ = ψi
per ogni i.






Mostriamo ora l'esistenza e unicità dei limiti inversi.
Teorema 1.3. Sia (Xi, ϕij) un sistema inverso indicizzato da I.
1. Se (X(1), ϕ(1)i ) e (X
(2), ϕ
(2)
i ) sono limiti inversi di un sistema inverso, allora
esiste un isomorsmo ϕ̄ : X(1) → X(2) tale che ϕ(2)i ϕ̄ = ϕ
(1)
i per ogni i.
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2. Indichiamo con C = Cr(Xi | i ∈ I) il prodotto cartesiano degli Xi e con πi le
proiezioni naturali da C a Xi per ogni i. Deniamo
X = {c ∈ C | ϕijπj(c) = πi(c) per ogni i, j ∈ I con i ≤ j}
e ϕi = πi|X per ogni i. Allora (X,ϕi) è un limite inverso di (Xi, ϕij).
3. Se (Xi, ϕij) è un sistema inverso di gruppi topologici e omomorsmi continui,
allora X è un gruppo topologico e le mappe ϕi sono omomorsmi continui.
Dimostrazione. 1. Per la proprietà universale di (X(1), ϕ(1)i ) applicata alla famiglia
di mappe compatibili (ϕ(2)i ) esiste una mappa ϕ






i per ogni i. Analogamente esiste una mappa ϕ
(2) : X(1) → X(2)
tale che ϕ(2)i ϕ
(2) = ϕ
(1)
i per ogni i. Sempre per la proprietà universale di
(X(1), ϕ
(1)
i ) esiste solamente una mappa ψ : X
(1) → X(1) tale che ϕ(1)i ψ = ϕ
(1)
i .
Tuttavia sia ϕ(1)ϕ(2) che la mappa identica hanno questa proprietà, quindi le
due coincidono. Analogamente anche ϕ(1)ϕ(2) coincide con la mappa identica.
Ne segue che ϕ(2) è un isomorsmo.
2. Poiché consideriamo C con la topologia prodotto e X con la topologia di sot-
tospazio, le mappe ϕi sono continue. Inoltre esse sono compatibili perché per
denizione di X si ha ϕijϕj = ϕi per ogni i ≤ j.
Sia (ψi : Y → Xi) una famiglia di mappe compatibili. Mostriamo che esiste
un'unica mappa (continua) ψ : Y → X tale che ϕiψ = ψi per ogni i. Consi-
deriamo la mappa ψ̄ da Y a C che manda un elemento y nel vettore (ψi(y)).
Questa è continua perché πiψ̄ = ψi per ogni i. Inoltre l'immagine di ψ̄ è
contenuta in X perché se i ≤ j allora
πiψ̄ = ψi = ϕijψj = ϕijπjψ̄
Possiamo allora denire la mappa ψ : Y → X con ψ(y) = ψ̄(y) per ogni y.
Questa è continua e ϕiψ = ψi per ogni i. Per dimostrarne l'unicità supponiamo
che ψ′ : Y → X sia una mappa tale che ϕiψ′ = ψi per ogni i. Abbiamo che
ϕi(ψ
′(y)) = ψi(y) = ϕi(ψ(y)) per ogni y e per ogni i, cioè ψ = ψ′.
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3. Se gli Xi sono gruppi topologici allora lo è anche C. Inoltre se le ϕij sono
omomorsmi allora X è un sottogruppo di C e quindi un gruppo topologico
con la topologia indotta.
Con questo teorema abbiamo vericato che, dato un sistema inverso (Xi, ϕij),
un (il) suo limite inverso esiste sempre ed è determinato a meno di isomorsmo. Lo
indicheremo con lim←−(Xi, ϕij) o più semplicemente con lim←−Xi. Sarà spesso conveniente
lavorare con il particolare limite inverso costruito nella dimostrazione, lo indicheremo
con s lim←−Xi.
Ricordiamo che uno spazio topologico è detto totalmente disconnesso quando ogni
suo sottospazio connesso ha al più un elemento.
Proposizione 1.4. Sia (Xi, ϕij) un sistema inverso indicizzato da I. Sia X =
lim←−Xi.
1. Se Xi è uno spazio di Hausdor per ogni i, allora X è uno spazio di Hausdor.
2. Se Xi è totalmente disconnesso per ogni i, allora X è totalmente disconnesso.
3. Se Xi è uno spazio di Hausdor per ogni i, allora s lim←−Xi è chiuso in C =
Cr(Xi | i ∈ I).
4. Se Xi è uno spazio di Hausdor compatto per ogni i, allora X è uno spazio di
Hausdor compatto.
5. Se Xi è uno spazio di Hausdor compatto non vuoto per ogni i, allora X è non
vuoto.
Dimostrazione. È suciente mostrare le tesi per il limite inverso X = s lim←−Xi. I
primi due punti seguono dal fatto che tali proprietà vengono conservate dal passaggio
a sottospazi e a prodotti di spazi.
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3. Usiamo il seguente fatto: se f, g : X → Y sono mappe continue e Y è uno





{c ∈ C | ϕijπj(c) = πi(c)}
dove le mappe πi e ϕij sono continue. Ne segue che X è un' intersezione di
chiusi e quindi è chiuso in C.
4. La tesi è conseguenza diretta dei punti 1 e 3 di questa proposizione, utilizzando
il teorema di Tychono e il fatto che i sottoinsiemi chiusi di uno spazio compatto
sono compatti.
5. Per ogni coppia i, j con i ≤ j poniamo Dij = {c ∈ C | ϕijπj(c) = πi(c)}.
Notiamo che C è compatto e Dij è chiuso, quindi se per assurdo s lim←−Xi =
∅, allora esistono i1, ..., in e j1, ..., jn in I, con ir ≤ jr, per ogni r tali che⋂n
r=1 Dirjr = ∅. Poiché I è un insieme diretto, esiste k ∈ I tale che jr ≤ k
per ogni r. Fissiamo un xk ∈ Xk, poniamo xl = ϕlk(xk) per ogni l ≤ k e xl
arbitrario per ogni altro indice di I. L'elemento (xi) del prodotto cartesiano C
appartiene a
⋂n
r=1Dirjr , contraddicendo quanto detto in precedenza.
Analizziamo ora la topologia dei limiti inversi.
Proposizione 1.5. Sia (X,ϕi) un limite inverso di un sistema inverso (Xi, ϕij) di
spazi di Hausdor compatti e non vuoti, indicizzato da I. Allora si ha:
1. ϕi(X) =
⋂
i≤j ϕij(Xj) per ogni i ∈ I.
2. Gli insiemi ϕ−1i (U), con i ∈ I e U aperto in Xi, formano una base per la
topologia di X.
3. Se Y è un sottoinsieme di X che soddisfa ϕi(Y ) = Xi per ogni i, allora Y è
denso in X.
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4. Se θ è una mappa da uno spazio Y a X, allora θ è continua se e solo se ϕiθ è
continua per ogni i ∈ I.
Dimostrazione. È suciente mostrare le tesi per il limite inverso X = s lim←−Xi. Siano
C = Cr(Xi | i ∈ I) e πi la proiezioni naturali da C a Xi per ogni i. Allora per
costruzione di s lim←−Xi abbiamo ϕi = πi|X per ogni i.
1. Abbiamo che ϕi(X) = ϕijϕi(X) ⊆ ϕij(Xj) per ogni i ≤ j, perciò ϕi(X) ⊆⋂
i≤j ϕij(Xj). Mostriamo l'inclusione inversa. Fissiamo a ∈
⋂
i≤j ϕij(Xj) e
i ∈ I. Per ogni j ≥ i poniamo Yj = {y ∈ Xj | ϕij(y) = a}. Notiamo
che Yj è chiuso in Xj perché è la retroimmagine di un chiuso, quindi Yj è
anche compatto. Se k ≥ j ≥ i e yk ∈ Yk allora ϕij(ϕjk(yk)) = ϕik(yk) = a,
perciò ϕjk(yk) ∈ Yk. Dunque {Yj | j ≥ i}, con le restrizioni delle mappe ϕij,
è un sistema inverso di spazi di Hausdor compatti e non vuoti. Sia allora
(bj) ∈ s lim←−i≤j Yj. Notiamo che bi = a e ϕjk(bk) = bj per ogni k ≥ j ≥ i. Se
l ∈ I e i 6≥ l allora prendiamo j ∈ I tale che j ≥ i, l e poniamo bl = ϕlj(bj).
Verichiamo che bl non dipende dalla scelta di j: prendiamo j′ tale che j′ ≥ i, l,
esiste k tale che k ≥ j, j′ e abbiamo
ϕlj(bj) = ϕljϕjk(bk) = ϕlj′ϕj′k(bk) = ϕlj′(b
′
j)
Poiché abbiamo costruito b = (bj) in modo che valga ϕjk(bk) = bj per ogni
k ≥ j, abbiamo che b ∈ s lim←−j∈I Yj ⊆ s lim←−Xi = X. Inoltre b è tale che
ϕi(b) = πi(b) = a, cioè a ∈ ϕi(X)
2. Gli aperti di X sono unioni di insiemi del tipo




dove i1, ..., in ∈ I e Ur è aperto in Xir per ogni r. Mostriamo che per ogni a =
(ai) ∈ P esiste un insieme ϕ−1k (U) con U aperto in Xk tale che a ∈ ϕ
−1
k (U) ⊆ P .
Fissiamo k tale che k ≥ i1, ..., ir. Poiché la mappa ϕirk è continua, ϕ−1irk(Ur)
è aperto in Xk, inoltre, per ogni k, ϕ
−1
irk
(Ur) contiene ak perché ϕik(ak) = ai.
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(Ur) è un intorno aperto di ak in Xk e
dunque che l'insieme ϕ−1k (U) è un intorno aperto di a in X.
Rimane da vericare che ϕ−1k (U) ⊆ P , cioè che se b = (bi) ∈ ϕ
−1
k (U), allora b ∈
π−1ir (Ur) per ogni r. Sia b ∈ ϕ
−1
k (U), allora bk ∈ U e quindi bir = ϕirk(bk) ∈ Ur
per ogni r, ovvero πir(b) ∈ Ur per ogni r.
3. Per ogni i e per ogni aperto non vuoto U di Xi abbiamo ϕi(Y )∩U 6= ∅, e quindi
Y ∩ ϕ−1i (U) 6= ∅. Ne segue, usando il secondo punto di questa proposizione,
che Y è denso in X.
4. Poiché le mappe ϕi sono continue per ogni i, se θ è continua allora anche le
composizioni ϕiθ sono continue per ogni i.
Viceversa se le mappe ϕiθ sono continue per ogni i, allora per ogni i e per ogni
aperto U di Xi l'insieme θ−1(ϕ
−1
i (U)) = (ϕiθ)
−1(U) è aperto. Ne segue, usando
il secondo punto di questa proposizione, che θ è continua.
È possibile dimostrare che ogni spazio di Hausdor compatto e totalmente discon-
nesso può essere visto come limite inverso dei suoi spazi quoziente discreti. Vedremo e
dimostreremo un risultato simile per i gruppi topologici, sui quali ora concentreremo
l'attenzione.
1.2 Gruppi topologici
Ricordiamo che un gruppo topologico è un gruppo G dotato di una topologia per la
quale la mappa (x, y) 7→ xy−1 da G×G (con la topologia prodotto) a G è continua.
Con il seguente lemma vediamo alcuni risultati sui gruppi topologici che ci saran-
no utili in seguito. Se G è un gruppo, g è un elemento di G e U, V sono sottoinsiemi
di G, allora usiamo le seguenti notazioni: Ug = {ug | u ∈ U}, gU = {gu | u ∈ U},
U−1 = {u−1 | u ∈ U} e UV = {uv | u ∈ U, v ∈ V }. Indichiamo l'elemento neutro di
un gruppo con 1.
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Lemma 1.6. Sia G un gruppo topologico.
1. La mappa (x, y) 7→ xy da G × G a G è continua e la mappa x 7→ x−1 da G a
G è un omeomorsmo. Per ogni g ∈ G le mappe x 7→ xg e x 7→ gx da G a G
sono omeomorsmi.
2. Se H è un sottogruppo aperto (rispettivamente chiuso) di G, allora ogni classe
laterale Hg o gH di H in G è aperta (rispettivamente chiusa).
3. Ogni sottogruppo aperto di G è chiuso, ogni sottogruppo chiuso di indice nito
è aperto. Se G è compatto allora ogni sottogruppo aperto di G ha indice nito.
4. Se H è un sottogruppo che contiene un sottoinsieme aperto non vuoto U di G,
allora H è aperto in G.
5. Se H è un sottogruppo di G e K è un sottogruppo normale di G, allora H è
un gruppo topologico rispetto alla topologia di sottospazio, e G/K è un gruppo
topologico rispetto alla topologia quoziente; inoltre la mappa quoziente q da G
a G/K manda insiemi aperti in insiemi aperti.
6. Il gruppo G è uno spazio di Hausdor se e solo se {1} è un sottoinsieme
chiuso di G. Se K è un sottogruppo normale di G, allora G/K è uno spazio di
Hausdor se e solo se K è chiuso in G. Se G è totalmente disconnesso, allora
G è uno spazio di Hausdor.
7. Se G è uno spazio di Hausdor compatto e C,D sono sottoinsiemi chiusi di G,
allora l'insieme CD è chiuso.
8. Se G è compatto e (Xλ | λ ∈ Λ) è una famiglia di sottoinsiemi chiusi con la
proprietà che per ogni λ1, λ2 ∈ Λ esiste un indice µ ∈ Λ per il quale vale Xµ ⊆




Dimostrazione. 1. Una mappa da uno spazio X a G × G è continua se e solo
se sono continue le sue composizioni con le mappe di proiezione. Quindi se
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θ : G → G e ϕ : G → G sono continue, anche la mappa x 7→ (θ(x), ϕ(x)) da
G a G×G è continua. Prendendo come θ la mappa costante x 7→ 1 e come ϕ
l'identità di G, otteniamo la mappa x 7→ (1, x); componendo quest'ultima con
la mappa continua c : (x, y) 7→ xy−1, otteniamo la mappa x 7→ x−1 che quindi è
continua e, in particolare, un omeomorsmo perché coincide con la sua inversa.
Ne segue che la mappa (x, y) 7→ (x, y−1) è continua, e quindi lo è anche la sua
composizione con c, ovvero la mappa (x, y) 7→ xy.
Prendendo invece come θ l'identità di G e come ϕ la mappa costante x 7→ g−1,
otteniamo la mappa x 7→ (x, g−1); componendo quest'ultima con c, ottenia-
mo la mappa x 7→ xg che quindi è continua. Lo stesso vale per la mappa
inversa x 7→ xg−1. Analogamente si mostra che anche la mappa x 7→ gx è un
omeomorsmo.
2. Segue direttamente dal punto precedente.
3. Abbiamo che G \ H =
⋃
(Hg | g /∈ H), e quindi se H è aperto, allora, per il
secondo punto di questo lemma, anche G \H è aperto, cioè H è chiuso. Se H
ha indice nito, allora G \H è unione di un numero nito di classi laterali di
H, perciò se H è anche chiuso, allora anche G \H è chiuso, cioè H è aperto.
Supponiamo che G sia compatto. Se H è aperto, allora gli insiemi Hg sono
aperti e disgiunti e la loro unione è G, cioè costituiscono un ricoprimento aperto
di G. Quindi per la compattezza di G, H deve avere indice nito.
4. Per il primo punto di questo lemma, Uh è aperto per ogni h ∈ H. Inoltre si ha
H =
⋃
(Uh | h ∈ H), quindi H è aperto.
5. L'aermazione su H è ovvia. Sia V un aperto di G, allora kV è aperto per
ogni k ∈ K, e quindi V1 = KV è aperto. Di conseguenza, poiché q(V ) = q(V1)
e q−1q(v1) = V1, si ha che q(V ) è aperto in G/K, cioè q manda aperti in aperti.
Rimane da mostrare che G/K è un gruppo topologico, ovvero che la mappa
m : G/K×G/K → G/K denita da (ξ, ζ) 7→ ξζ−1 è continua. Sia U un aperto
di G/K e sia (Kw1, Kw2) ∈ m−1(U). Poiché q e la mappa (x, y) 7→ xy−1 da
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G × G a G sono continue, esistono intorni aperti W1,W2 di w1, w2 tali che
W1W
−1
2 ⊆ q−1(U), e quindi q(W1)× q(W2) è un intorno aperto di (Kw1, Kw2)
contenuto in m−1(U).
6. Ricordiamo che i sottoinsiemi di uno spazio di Hausdor composti da un solo
elemento sono chiusi. Mostriamo che se {1} è chiuso allora G è uno spazio
di Hausdor. Siano a, b elementi distinti di G, per il primo punto di questo
lemma l'insieme {ab−1} è chiuso. Di conseguenza esiste un insieme aperto U
tale che 1 ∈ U e ab−1 /∈ U . La mappa (x, y) 7→ xy−1 è continua e quindi la
retroimmagine di U è aperta. Ne segue che esistono due insiemi aperti V,W
contenenti 1 e tali che VW−1 ⊆ U . Inoltre ab−1 /∈ VW−1, perciò aV ∩bW = ∅, e
quindi G è uno spazio di Hausdor perché aV e bW sono aperti. L'aermazione
su G/K segue direttamente.
Supponiamo che G sia totalmente disconnesso, mostriamo che {x} è chiuso per
ogni x ∈ G. Sia C la chiusura di {x}. Se C è l'unione di due aperti disgiunti A
e B con x ∈ A, allora A è chiuso in C e quindi è chiuso anche in X. Ne segue
che A = C, e quindi C è connesso. Perciò si ha C = {x} perché G è totalmente
disconnesso.
7. Poiché C e D sono chiusi nel compatto G, C e D sono anche compatti. Quindi
è compatta anche l'immagine di C×D tramite la mappa continua (x, y) 7→ xy,
ovvero CD. Poiché G è uno spazio di Hausdor, i suoi sottoinsiemi compatti
sono chiusi; in particolare CD è chiuso.
8. Abbiamo che (
⋂





Mostriamo il viceversa. Se g /∈ (
⋂
Xλ)Y , allora gY −1 ∩ (
⋂
Xλ) = ∅, e quindi,
poiché G è compatto e poiché gY −1 e gli Xλ sono chiusi, si ha che esistono
λ1, ..., λn ∈ Λ tali che gY −1 ∩Xλ1 ∩ ... ∩Xλn = ∅. Per ipotesi esiste µ ∈ Λ tale
che Xµ ⊆ Xλ1 ∩ ... ∩Xλn , e quindi gY −1 ∩Xµ = ∅, cioè g /∈ XµY .
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Lemma 1.7. Sia G un gruppo topologico compatto. Se C è un sottoinsieme chiuso
e aperto che contiene 1, allora C contiene un sottogruppo normale aperto.
Dimostrazione. Per ogni x ∈ C l'insieme Wx = Cx−1 è un intorno aperto di 1 tale
che Wxx ⊆ C. Poiché la moltiplicazione è una mappa continua da G × G a G,
esistono due aperti Lx, Rx contenenti 1 tali che l'immagine di Lx×Rx, ovvero LxRx,
è contenuta inWx. Poniamo Sx = Lx∩Rx, allora Sx è aperto e SxSx ⊆ Wx. Abbiamo
che C è compatto perché è chiuso in G che è compatto. Gli insiemi C ∩Sxx sono un












Wxixi ⊆ C, (1.1)
e quindi S ⊆ C.
Poniamo ora T = S ∩ S−1. Abbiamo che T è aperto, T = T−1 e 1 ∈ T . Poniamo
inoltre T 1 = T , T n = TT n−1 per ogni n > 1 e H =
⋃
n>0 T
n. Notiamo che H è
il gruppo generato da T e, essendo unione di insiemi del tipo Ty, è aperto. Per
induzione e per la formula (1.1) otteniamo che T n ⊆ C per ogni n > 0, e quindi
H ⊆ C. Per il terzo punto del Lemma 1.6, H ha indice nito in G, perciò ha un
numero nito di coniugati (si veda la Proposizione 2.2). L'intersezione di questi
coniugati è quindi un sottogruppo normale aperto contenuto in C.
Concludiamo la sezione con un risultato sui gruppi topologici compatti e total-
mente disconnessi. L'importanza di questa classe di gruppi sarà chiara al termine di
questo capitolo: mostreremo infatti che un gruppo topologico è pronito se e solo se
è compatto e totalmente disconnesso.
Se G è un gruppo topologico, scriveremo H ≤ G per indicare che H è un sotto-
gruppo chiuso di G e N O G per indicare che N è un sottogruppo normale aperto
di G.
Proposizione 1.8. Sia G un gruppo topologico compatto e totalmente disconnesso.
1. Ogni insieme aperto in G è unione di classi laterali di sottogruppi normali
aperti.
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2. Un sottoinsieme di G è sia aperto che chiuso se e solo se è unione di un numero
nito di classi laterali di sottogruppi normali aperti.










e l'intersezione dei sottogruppi normali chiusi di G è 1.
Dimostrazione. 1. Notiamo che G è uno spazio di Hausdor per il sesto punto del
Lemma 1.6.
Sia U un aperto non vuoto di G. Se x ∈ U , allora Ux−1 è un aperto che contiene
1. Poiché G è uno spazio di Hausdor totalmente disconnesso, gli aperti di G
sono unioni di insiemi ciascuno dei quali è sia aperto che chiuso, infatti, sia
V un aperto di G e sia a ∈ V , allora per ogni b ∈ G \ {a} esiste un insieme
Fb sia aperto che chiuso e che soddisfa a ∈ Fb e b 6∈ Fb, e quindi G è l'unione
dell'aperto V con gli aperti G \ Fb; per la compattezza di G esistono b1, ..., bn
tali che G = V ∪ (G \ Fb1) ∪ ... ∪ (G \ Fbn), e quindi l'insieme Fb1 ∩ ... ∩ Fbn è
sia aperto che chiuso e vale a ∈ Fb1 ∩ ... ∩ Fbn ⊆ V , cioè V è unione di insiemi
di questo tipo. Da questo segue, usando il Lemma 1.7, che Ux−1 contiene un
sottogruppo normale aperto Kx. Si ha dunque U =
⋃
x∈U Kxx
2. Se P è un insieme sia chiuso che aperto, allora per il primo punto di questa
proposizione è unione di classi laterali di sottogruppi normali aperti. Poiché P
è chiuso in G che è compatto, P è anche compatto, e quindi è unione di una
sottofamiglia nita di queste classi laterali. Viceversa, l'unione di un numero
nito di classi laterali di un sottogruppo normale aperto è chiaramente sia
aperta che chiusa.
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3. Se y /∈ X̄, allora y ha un intorno aperto disgiunto da X. Per il primo punto di
questa proposizione esiste un sottogruppo normale aperto N tale che Ny∩X =
∅, e quindi y /∈ NX. Passando ai complementari si ha la tesi.
1.3 Caratterizzazione dei gruppi proniti
Sia G un gruppo topologico, chiameremo base ltro una famiglia I di sottogruppi
normali di G quando per ogni K1, K2 ∈ I esiste un sottogruppo K3 ∈ I contenuto in
K1 ∩K2. Iniziamo con due risultati tecnici.
Proposizione 1.9. Sia (G,ϕi) un limite inverso di un sistema inverso (Gi) di grup-
pi topologici di Hausdor compatti, sia LO G. Allora kerϕi ≤ L per qualche i. Di
conseguenza G/L è isomorfo (come gruppo topologico) ad un quoziente di un sotto-
gruppo di qualche Gi. Inoltre se ognuna delle mappe ϕi è suriettiva, allora G/L è
isomorfo ad un quoziente di qualche Gi.
Dimostrazione. Poiché L è aperto e contiene 1, per la Proposizione 1.5 abbiamo che
ϕ−1i (U) ⊆ L per qualche i e qualche insieme U aperto in G e contenente 1. Ne segue
che kerϕi ≤ L per qualche i.
Per i teoremi fondamentali di isomorsmo abbiamo che G/L ∼= (G/kerϕi)/(L/kerϕi)
e anche G/kerϕi ∼= imϕi. Di conseguenza G/L è isomorfo ad un quoziente di imϕi.
In particolare se ϕi è suriettiva, G/L è isomorfo ad un quoziente di Gi.
Proposizione 1.10. Siano G un gruppo topologico e I una base ltro di sottogruppi
normali chiusi. Deniamo in I la relazione d'ordine  in questo modo: se K,L ∈ I
allora K  L se e solo se L ≤ K. Si ha che I con la relazione d'ordine  è un
insieme diretto, inoltre, al variare di K ∈ I, i gruppi G/K con gli omomorsmi
suriettivi qKL : G/L → G/K (deniti per K  L) formano un sistema inverso.
Poniamo (Ĝ, ϕK) = lim←−G/K. Allora esiste un omomorsmo θ : G → Ĝ il cui
nucleo è
⋂
K∈I K e la cui immagine è un sottogruppo denso di Ĝ. Inoltre ϕKθ è la
mappa quoziente da G a G/K per ogni K ∈ I. Se G è compatto allora θ è suriettiva;
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se G è compatto e
⋂
K∈I K = 1 allora θ è un isomorsmo di gruppi topologici (cioè
è un isomorsmo di gruppi e un omeomorsmo).
Dimostrazione. Il fatto che (G/K, qKL) sia un sistema inverso è una semplice verica.
Sia C = Cr(G/K | K ∈ I). Sia Ĝ = s lim←−G/K ovvero
Ĝ = {c ∈ C | qUV πV (c) = πU(c) per ogni U, V ∈ I con U  V }
dove le mappe πU : C → G/U sono le proiezioni naturali. Consideriamo la mappa
θ̄ da G a C denita da θ̄ : g 7→ (gK). Dal quarto punto della Proposizione 1.5
segue che la mappa θ̄ è continua, infatti componendola con le proiezioni naturali si
ottengono le mappe quoziente. Mostriamo che l'immagine di θ̄ è contenuta in Ĝ:
siano g ∈ G e U  V , si ha πU((gK)) = gU e qUV πV ((gK)) = qUV (gV ) = gU , quindi
πU((gK)) = qUV πV ((gK)) ovvero θ̄(g) = (gK) ∈ Ĝ.
Sia θ : G → Ĝ la mappa indotta da θ̄, che è continua perché lo è θ̄. Un elemento
g ∈ G appartiene al nucleo di θ se e solo se Kg = K per ogni K, cioè kerθ =
⋂
K∈I K.
Per ogni K ∈ I vale ϕK(θ(G)) = G/K, perciò dal terzo punto della Proposizione 1.5
segue che l'immagine di θ è densa in Ĝ.
Per il sesto punto del Lemma 1.6, per ogni K ∈ I si ha che G/K è un gruppo topolo-
gico di Hausdor, quindi anche C è un gruppo topologico di Hausdor. Supponiamo
che G sia compatto. Poiché θ è continua, anche θ(G) è compatto e quindi chiuso in
C. Ma dal momento che θ(G) è denso in Ĝ, si ha che θ(G) = G. Inne se
⋂
K∈I K = 1
allora θ è una biezione continua e quindi, essendo il dominio compatto e il codominio
di Hausdor, è un omeomorsmo.
Per classe di gruppi niti si intenderà una classe di gruppi niti chiusa rispetto
alle immagini isomorfe, cioè se F1 appartiene alla classe e F2 è isomorfo a F1 allora
anche F2 appartiene alla classe.
Sia C una classe di gruppi niti. Un gruppo F è detto C-gruppo se F ∈ C, un gruppo
G è detto gruppo pro-C se è un limite inverso di C-gruppi. Notiamo che un C-gruppo
è anche un gruppo pro-C, infatti lo si può vedere, ad esempio, come limite inverso
del sistema inverso composto soltanto dal gruppo stesso e indicizzato dall'insieme
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diretto I = {i}.
Diciamo che C è chiusa per sottogruppi (rispettivamente quozienti) se ogni sottogrup-
po (rispettivamente quoziente) di un C-gruppo è ancora un C-gruppo; diciamo che C
è chiusa per prodotti diretti se F1 × F2 ∈ C per ogni F1, F2 ∈ C. Alcune importanti
classi sono la classe di tutti i gruppi niti, la classe di tutti i p-gruppi niti per un
primo p ssato e la classe di tutti i gruppi ciclici niti. Un limite inverso di gruppi
niti si chiama gruppo pronito, un limite inverso di p-gruppi si chiama gruppo pro-p.
Vediamo ora l'equivalenza di alcune caratterizzazioni dei gruppi pro-C.
Teorema 1.11. Sia C una classe di gruppi niti (considerati con la topologia di-
screta) chiusa per sottogruppi e prodotti diretti. Sia G un gruppo topologico. Sono
equivalenti:
1. G è un gruppo pro-C;
2. G è isomorfo (come gruppo topologico) ad un sottogruppo chiuso di un prodotto
cartesiano di C-gruppi;
3. G è compatto e
⋂
(N | N O G, G/N ∈ C) = 1;
4. G è compatto e totalmente disconnesso, inoltre per ogni L O G esiste un
sottogruppo N O G tale che N ≤ L e G/N ∈ C.
Inne se C è chiusa per quozienti, allora il quarto punto si può sostituire con:
4'. G è compatto e totalmente disconnesso, inoltre G/L ∈ C per ogni LO G.
Dimostrazione.1⇒ 2. Segue dal terzo punto della Proposizione 1.4.
2⇒ 3. Supponiamo che G sia isomorfo ad un sottogruppo chiuso Ĝ di C = Cr(Gi),
dove Gi è un C-gruppo per ogni i. Sia Ki il nucleo della proiezione naturale da
C a Gi per ogni i. Notiamo che, per ogni i, Gi è un gruppo nito, perciò ciascun
Gi è compatto e quindi per il teorema di Tychono anche C è compatto. Ne
segue che Ĝ, essendo chiuso nel compatto C, è compatto. Poniamo Ni = Ki∩Ĝ
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per ogni i. Poiché KiOC, si ha NiO Ĝ, inoltre, poiché
⋂
Ki = 1, si ha anche⋂
Ni = 1. Per concludere mostriamo che
⋂
(N | N O Ĝ, Ĝ/N ∈ C) ≤
⋂
Ni,
ovvero mostriamo che Ĝ/Ni ∈ C per ogni i:
Ĝ/Ni ∼= ĜKi/Ki ≤ C/Ki ∼= Gi.
3⇒ 1. Sia I = {N O G | G/N ∈ C} e siano N1, N2 ∈ I. Consideriamo la mappa η
da G al C-gruppo G/N1 × G/N2 denita da g 7→ (N1g,N2g). Si verica facil-
mente che η è un omomorsmo continuo, inoltre il suo nucleo è N1 ∩N2 ≤ G.
Ma, poiché C è chiusa per prodotti cartesiani e sottogruppi, si ha che l'imma-
gine di η appartiene a C, quindi N1 ∩ N2 ∈ I. Osserviamo che i sottogruppi
appartenenti ad I sono aperti e quindi anche chiusi perciò, essendo I una ba-
se ltro di sottogruppi chiusi, applichiamo la Proposizione 1.10 e otteniamo
G ∼= lim←−N∈I G/N .
1⇒ 4. Per la Proposizione 1.4 il gruppo G è compatto e totalmente disconnesso. Il
resto della tesi segue dalla Proposizione 1.9, infatti per ogni L O G abbiamo
che L contiene il nucleo N di un omomorsmo continuo ϕ da G a un C-gruppo
H del sistema inverso di cui G è limite inverso, e quindi G/N ∼= imϕ ≤ H ∈ C.
4⇒ 1. Segue dalla Proposizione 1.8.
Inne supponiamo che C sia chiusa per quozienti. Per ogni L O G possiamo
trovare, nel modo descritto precedentemente in questa dimostrazione, un sottogruppo
N O G tale che N ≤ L e G/N ∈ C. Poiché G/L ∼= (G/N)/(L/N), concludiamo che
G/L ∈ C.
Se consideriamo come classe C la classe di tutti i gruppi niti, che ovviamente è
chiusa per quozienti, otteniamo la seguente importante caratterizzazione dei gruppi
proniti.
Corollario 1.12. Sia G un gruppo topologico. Sono equivalenti:
1. G è un gruppo pronito;
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2. G è isomorfo (come gruppo topologico) ad un sottogruppo chiuso di un prodotto
cartesiano di gruppi niti;
3. G è compatto e
⋂
(N | N O G) = 1;
4. G è compatto e totalmente disconnesso.
Il prossimo risultato descrive come un gruppo pronito, i suoi sottogruppi e i suoi
quozienti possano essere rappresentati come limiti inversi.
Teorema 1.13. Sia G un gruppo pronito. Se I è una base ltro di sottogruppi
normali chiusi tale che
⋂












Dimostrazione. Le prime due aermazioni seguono dalla Proposizione 1.10.
La famiglia J = (KN | N ∈ I) è una base ltro di sottogruppi normali aperti di G.






e quindi anche la terza aermazione segue dalla Proposizione 1.10.
Inne vediamo sotto quali condizioni si conserva la proprietà di essere un gruppo
pro-C.
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Proposizione 1.14. Se C è una classe di gruppi niti chiusa per sottogruppi e pro-
dotti diretti, allora sottogruppi chiusi, prodotti cartesiani e limiti inversi di gruppi
pro-C sono ancora gruppi pro-C.
Se inoltre C è chiusa per quozienti, allora quozienti di gruppi pro-C rispetto a sotto-
gruppi normali chiusi sono ancora gruppi pro-C.
Dimostrazione. Le aermazioni su sottogruppi chiusi e quozienti sono conseguenza
diretta del Teorema 1.13.
L'aermazione sui prodotti cartesiani si dimostra sfruttando la prima equivalenza del
Teorema 1.11, osservando che sottogruppi chiusi di sottogruppi chiusi sono ancora
chiusi e prodotti cartesiani di prodotti cartesiani sono ancora prodotti cartesiani.
Inne, supponiamo che C sia chiusa per quozienti. Per la Proposizione 1.4, i gruppi
pro-C sono gruppi topologici di Hausdor in quanto limiti inversi di gruppi con la
topologia discreta, e quindi, per la stessa proposizione, un limite inverso di gruppi
pro-C è isomorfo ad un sottogruppo chiuso del prodotto cartesiano di gruppi pro-C,
quindi è a sua volta un gruppo pro-C.
Capitolo 2
Teoria di Sylow e generalizzazioni nei
gruppi niti
Sappiamo che, per il teorema di Lagrange, l'ordine di un sottogruppo divide l'ordine
del gruppo. Ci chiediamo ora se sia vero anche il viceversa, ovvero se, dato un
intero m che divide l'ordine di un gruppo, esista un sottogruppo di ordine m. Si
può dimostrare che la risposta è aermativa nel caso dei gruppi abeliani ma non in
generale. Ricordiamo che il teorema di Cauchy aerma che se m è primo allora esiste
un sottogruppo di ordinem; in questo capitolo vedremo dei risultati che generalizzano
il teorema di Cauchy.
2.1 Teoremi di Sylow
Ricordiamo che un gruppo in cui ciascun elemento ha ordine una potenza (≥ 0) di
un primo p ssato è detto p-gruppo. Se H è un sottogruppo di un gruppo G e H è un
p-gruppo, allora H è detto p-sottogruppo di G. In particolare il sottogruppo banale
è un p-sottogruppo di G per ogni primo p perché ha ordine 1 = p0.
Usando il teorema di Lagrange e il teorema di Cauchy si può dimostrare facilmente
che un gruppo nito è un p-gruppo se e solo se il suo ordine è una potenza di p.
Iniziamo con una breve presentazione delle azioni di gruppo.
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Denizione 2.1. Un'azione di un gruppo G su un insieme S è una funzione G×S →
S, (g, x) 7→ gx tale che per ogni x ∈ S e per ogni g1, g2 ∈ G valgano 1x = x e
(g1g2)x = g1(g2x).
Quando si ha un'azione di G su S diciamo che G agisce su S. Vediamo ora due
esempi che ci torneranno utili in seguito.
Esempi:
1. Siano G un gruppo e H un suo sottogruppo. Un'azione del gruppo H sull'insie-
me G è data da (h, x) 7→ hx, dove hx è il prodotto in G. Questa azione è detta
traslazione sinistra. Se K è un altro sottogruppo di G e S è l'insieme delle
classi laterali sinistre di K in G, allora H agisce su S per traslazione sinistra:
(h, xK) 7→ hxK.
2. Siano G un gruppo e H un suo sottogruppo. Un'azione del gruppo H sull'in-
sieme G è data da (h, x) 7→ h−1xh. Questa azione è detta coniugio per h e
diciamo che l'elemento hxh−1 è coniugato a x. Se K è un sottogruppo qualun-
que di G e h ∈ H, allora h−1Kh è un sottogruppo di G isomorfo a K, e quindi
H agisce sull'insieme S dei sottogruppi di G per coniugio: (h,K) 7→ h−1Kh.
Diciamo che il gruppo h−1Kh è coniugato a K.
Proposizione 2.2. Sia G un gruppo che agisce su un insieme S. Dato x ∈ S,
poniamo x̄ = {gx | g ∈ G} e Gx = {g ∈ G | gx = x}. Allora |x̄| = [G : Gx].
Dimostrazione. Siano h, g ∈ G, abbiamo che
gx = hx⇐⇒ g−1hx = x⇐⇒ g−1h ∈ Gx ⇐⇒ hGx = gGx.
Ne segue che la mappa denita da gGx 7→ gx è biettiva, perciò |x̄| = [G : Gx].
Gli insiemi x̄ e Gx sono detti rispettivamente orbita di x e stabilizzatore di x.
Lemma 2.3. Siano p un primo e S un insieme nito. Sia H un gruppo di ordine pn
che agisce su S. Poniamo S0 = {x ∈ S | hx = x per ogni h ∈ H}, allora |S| ≡ |S0|
(mod p).
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Dimostrazione. Un'orbita x̄ contiene esattamente un elemento se e solo se x ∈ S0. Ne
segue che S si può vedere come la seguente unione disgiunta: S = S0∪x̄1∪x̄2∪...∪x̄n,
con |x̄i| > 1 per ogni i. Perciò |S| = |S0|+ |x̄1|+ |x̄2|+ ...+ |x̄n|. Notiamo che p | |x̄i|
per ogni i perché |x̄i| > 1 e |x̄i| = [H : Hxi ] divide |H| = pn. Quindi si ha |S| ≡ |S0|
(mod p).
Il lemma precedente e la notazione S0 verranno usate di frequente.
Ricordiamo che il normalizzante di un sottogruppo H in un gruppo G è denito come
NG(H) = {x ∈ G | xHx−1 = H}
Lemma 2.4. Se H è un p-sottogruppo di un gruppo nito G, allora [NG(H) : H] ≡
[G : H] (mod p).
Dimostrazione. Sia S l'insieme delle classi laterali sinistre di H in G. Abbiamo che
|S| = [G : H]. Consideriamo come azione di H su S la traslazione sinistra, allora
xH ∈ S0 ⇐⇒ hxH = xH per ogni h ∈ H
⇐⇒ x−1hxH = H per ogni h ∈ H ⇐⇒ x−1hx ∈ H per ogni h ∈ H
⇐⇒ x−1Hx = H ⇐⇒ x ∈ NG(H).
Quindi |S0| è il numero di classi laterali xH con x ∈ NG(H), ovvero |S0| =
[NG(H) : H]. Per il Lemma 2.3 si ha [NG(H) : H] = |S0| ≡ |S| = [G : H] (mod
p).
Corollario 2.5. Se H è un p-sottogruppo di un gruppo nito G e p divide [G : H],
allora NG(H) 6= H.
Dimostrazione. Abbiamo che 0 ≡ [G : H] ≡ [NG(H) : H] (mod p), perciò [NG(H) :
H] > 1. Ne segue che NG(H) 6= H.
Vediamo ora il primo teorema di Sylow.
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Teorema 2.6. Sia G un gruppo di ordine pnm, con n ≥ 1, p primo, e (p,m) = 1.
Allora G contiene un sottogruppo di ordine pi per ogni 1 ≤ i ≤ n, inoltre ogni
sottogruppo di G di ordine pi, con i < n, è normale in qualche sottogruppo di G di
ordine pi+1.
Dimostrazione. Per il teorema di Cauchy, poiché p | |G|, abbiamo che G contiene un
elemento a di ordine p. Di conseguenza il sottogruppo generato da a ha ordine p.
Procediamo per induzione. Supponiamo che H sia un sottogruppo di G di ordine pi,
con 1 ≤ i < n, allora p | [G : H]. Per il Lemma 2.4 e il Corollario 2.5 abbiamo che H
è normale in NG(H), H 6= NG(H) e 1 < |NG(H)/H| = |NG(H) : H] ≡ [G : H] ≡ 0
(mod p). Perciò p | |NG(H)/H| e quindi per il teorema di Cauchy NG(H)/H contiene
un sottogruppo di ordine p. Questo sottogruppo è della forma H1/H dove H1 è un
sottogruppo di NG(H) contenente H. Poiché H è normale in NG(H) si ha che H è
normale anche in H1. Si ha dunque |H1| = |H||H1/H| = pip = pi+1.
Un sottogruppo P di un gruppo G è detto p-sottogruppo di Sylow quando è
un p-sottogruppo massimale di G, cioè se H è un p-gruppo e P ≤ H ≤ G allora
necessariamente P = H. Osserviamo che i p-sottogruppi di Sylow esistono sempre,
tuttavia potrebbero essere il sottogruppo banale. Ogni p-sottogruppo è contenuto
in un p-sottogruppo di Sylow. Per il teorema precedente i gruppi niti hanno p-
sottogruppi di Sylow non banali per ogni primo p che divide l'ordine del gruppo.
Abbiamo inoltre il seguente risultato.
Corollario 2.7. Sia G un gruppo di ordine pnm, con n ≥ 1, p primo, e (p,m) = 1.
Sia H un p-sottogruppo di G.
1. H è un p-sottogruppo di Sylow di G se e solo se |H| = pn.
2. I sottogruppi coniugati a p-sottogruppi di Sylow sono ancora p-sottogruppi di
Sylow.
3. Se c'è solo un p-sottogruppo di Sylow P , allora P è normale in G.
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Dimostrazione. 1. Abbiamo che H è un p-sottogruppo se e solo se il suo ordine è
una potenza di p. Per il Teorema 2.6 esiste un sottogruppo di G di ordine pn,
perciò H è massimale se e solo se ha ordine pn
2. Segue dal punto precedente e dal fatto che due sottogruppi coniugati hanno lo
stesso ordine.
3. Segue direttamente dal punto precedente.
Vediamo inne il secondo teorema di Sylow.
Teorema 2.8. Se H è un p-sottogruppo di G e P è un p-sottogruppo di Sylow di G,
allora esiste x ∈ G tale che H ≤ x−1Px. In particolare due p-sottogruppi di Sylow
di G sono coniugati.
Dimostrazione. Sia S l'insieme delle classi laterali sinistre di P in G. Abbiamo
che |S| = [G : P ]. Consideriamo come azione di H su S la traslazione sinistra.
Per il Lemma 2.3 si ha |S0| ≡ |S| (mod p). Poiché p non divide [G : P ] allora
necessariamente |S0| 6= 0, quindi esiste una classe laterale xP ∈ S0.
xP ∈ S0 ⇐⇒ hxP = xP per ogni h ∈ H
⇐⇒ x−1hxP = P per ogni h ∈ H ⇐⇒ x−1Hx ≤ P ⇐⇒ H ≤ xPx−1.
In particolare se H è un p-sottogruppo di Sylow, allora si ha |H| = |P | = |x−1Px|
e quindi H = x−1Px.
2.2 Sottogruppi di Hall
In questa sezione presentiamo un teorema per i gruppi risolubili niti che generalizza
i teoremi di Sylow. Iniziamo con le denizioni di sottogruppo commutatore e gruppo
risolubile.
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Denizione 2.9. Sia G un gruppo. Il sottogruppo di G generato dall'insieme
{a−1b−1ab | a, b ∈ G} è detto sottogruppo commutatore di G e viene indicato con
G′.
Gli elementi del tipo a−1b−1ab con a, b ∈ G sono detti commutatori. I commu-
tatori generano solamente G′, quindi G′ potrebbe contenere elementi che non sono
commutatori. Notiamo che G è abeliano se e solo se G′ = 1. In un certo senso, G′
fornisce una misura di quanto G dierisca da un gruppo abeliano.
Dato un gruppo G, poniamo G(1) = G′ e G(i) = (G(i−1))′ per i ≥ 1. Il sottogruppo
G(i) è detto i-esimo sottogruppo derivato di G. Abbiamo una sequenza di sottogruppi
di G: G ≥ G(1) ≥ G(2) ≥ .... Si può vericare che G(i) è un sottogruppo normale di
G (e quindi in particolare di G(i−1)) per ogni i ≥ 1.
Denizione 2.10. Un gruppo G è detto risolubile se G(n) = 1 per qualche n.
Proposizione 2.11. Valgono le seguenti aermazioni.
1. I sottogruppi e le immagini tramite omomorsmi di gruppi risolubili sono an-
cora risolubili.
2. Se N è un sottogruppo normale di un gruppo G tale che N e G/N siano
risolubili, allora G è risolubile.
Dimostrazione. 1. Sia f : G→ H un omomorsmo. Si può vericare che f(G(i)) ≤
H(i). Supponiamo che f sia suriettiva e G risolubile, allora si ha che f(G(i)) =
H(i) e che, per qualche n, 1 = f(1) = f(G(n)) = H(n), cioè H è risolubile.
Per i sottogruppi è suciente notare che se H è un sottogruppo di G, allora
H(n) ≤ G(n) = 1.
2. Sia f : G→ G/N la mappa quoziente. Poiché G/N è risolubile, per qualche n
si ha che f(G(n)) = (G/N)(n) = 1. Perciò abbiamo G(n) ≤ Kerf = N . Quindi,
per il punto precedente di questa proposizione, G(n) è risolubile. Ne segue che,
per qualche k, G(n+k) = (G(n))(k) = 1, cioè G è risolubile.
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Per la dimostrazione della generalizzazione dei teoremi di Sylow per i gruppi ri-
solubili niti abbiamo bisogno delle seguenti denizioni e dei seguenti lemmi.
Un sottogruppo H di un gruppo G è detto caratteristico (rispettivamente pienamen-
te invariante) se f(H) ≤ H per ogni automorsmo (rispettivamente endomorsmo)
f : G → G. Notiamo che i sottogruppi pienamente invarianti sono anche caratte-
ristici e che i sottogruppi caratteristici sono anche normali, perché il coniugio è un
automorsmo.
Un sottogruppo normale minimale di un gruppo G è un sottogruppo normale non
banale che non contiene alcun sottogruppo proprio normale in G.
Lemma 2.12. Sia N un sottogruppo normale di un gruppo nito G e sia H un
sottogruppo di G.
1. Se H è un sottogruppo caratteristico di N , allora H è normale in G.
2. Ogni p-sottogruppo di Sylow normale di G è pienamente invariante.
3. Se G è risolubile e N è un sottogruppo normale minimale, allora N è un p-
gruppo abeliano per qualche primo p.
Dimostrazione. 1. Poiché a−1Na = N per ogni a ∈ G, il coniugio per a è un
automorsmo di N . Ne segue che a−1Ha ≤ H per ogni a ∈ G perché H è
caratteristico in N . Mostriamo che vale anche l'inclusione inversa e quindi che
H è normale in G. Per a−1 ∈ G vale aHa−1 ≤ H, perciò, dato x ∈ N , abbiamo
che x = a−1(axa−1)a ∈ a−1Na, e quindi N ≤ a−1Na.
2. Sia P un p-sottogruppo di Sylow normale di G e sia f un endomorsmo di G.
Per il secondo teorema di Sylow, se ci fosse un altro p-sottogruppo di Sylow
di G, questo sarebbe coniugato a P , e quindi coincidente con P perché P è





) = 1, cioè l'ordine di f(x) divide pn, e quindi il sottogruppo
generato da f(x) è un p-sottogruppo. Dal secondo teorema di Sylow segue che
f(x) ∈ P , e quindi f(P ) ≤ P .
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3. Si può vericare che N ′ è pienamente invariante in N e quindi, per il primo
punto di questa proposizione, N ′ è normale in G. Poiché N è un sottogruppo
normale minimale, o N ′ = 1 oppure N ′ = N . Tuttavia N è risolubile per
la Proposizione 2.11, quindi N ′ 6= N . Ne segue che N ′ = 1, cioè N è un
sottogruppo abeliano non banale. Sia P un p-sottogruppo di Sylow non banale
di N per qualche primo p. Poiché N è abeliano, P è normale in N , quindi, per
il secondo punto di questa proposizione, P è pienamente invariante in N . Di
conseguenza P è normale in G. Poiché N è minimale e P è non banale, allora
necessariamente P = N .
Lemma 2.13. Sia G un gruppo e siano H,K,N sottogruppi di G.
1. Se K è normale allora HK = {hk | h ∈ H, k ∈ K} è un sottogruppo di G.
2. È valida la seguente formula: |HK| = |H||K|/|H ∩K|.
3. Se N è normale e K ≤ H allora si ha [NH : NK] = [H : (N ∩H)K].
Dimostrazione. 1. Siano h1k1, h2k2 ∈ HK. Si ha h1k1h2k2 = h1h2h−12 k1h2k2.
Poiché K è normale, abbiamo che h−12 k1h2 = k
′ ∈ H, perciò h1k1h2k2 =
h1h2k
′k2 ∈ HK.
2. Sia n = |H ∩ K|. Mostriamo che per ogni coppia (h, k) ∈ H × K esistono
esattamente n coppie (a, b) ∈ H ×K tali che hk = ab, da cui segue n|HK| =
|H||K|. Per ogni t ∈ H ∩K si ha hk = (ht)(t−1k), perciò si hanno almeno n
coppie. Viceversa per ogni coppia (a, b), se hk = ab allora abbiamo un elemento
t = a−1h = bk−1 ∈ H ∩K, e quindi si hanno al più n coppie.
3. Costruiamo una biezione tra i due insiemi di classi laterali {(N∩H)Kh | h ∈ H}
e {NKh | h ∈ H} = {NKx | x ∈ NH}. Osserviamo che se y ∈ (N ∩ H)K
allora si ha NKyx = NKx perché (N ∩ H)K ⊆ NK. Possiamo dunque
denire la mappa suriettiva (N ∩ H)Kh 7→ NKh. Mostriamo che è anche
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iniettiva: se NKh1 = NKh2 allora h1h
−1
2 ∈ NK ∩ H = (N ∩ H)K, cioè
(N ∩H)Kh1 = (N ∩H)Kh2.
Teorema 2.14. Sia G un gruppo nito risolubile di ordine mn, con (m,n) = 1.
Allora si ha:
1. G contiene un sottogruppo di ordine m.
2. Due sottogruppi di G di ordine m sono sempre coniugati.
3. Se k | m allora ogni sottogruppo di G di ordine k è contenuto in un sottogruppo
di G di ordine m.
Dimostrazione. La dimostrazione procede per induzione su |G|. Ci sono due casi.
Caso 1: Esiste un sottogruppo normale proprio H di G il cui ordine non è divisibile
per n.
1. Sia m1n1 l'ordine di H, dove m1 | m, n1 | n e n1 < n. Abbiamo che G/H è un
gruppo risolubile di ordine (m/m1)(n/n1), con (m/m1, n/n1) = 1. Quindi per
ipotesi induttiva G/H contiene un sottogruppo A/H di ordine (m/m1), con A
sottogruppo di G. Abbiamo che |A| = |H|[A : H] = (m1n1)(m/m1) = mn1 <
mn, inoltre per il Teorema 2.11 A è risolubile, perciò per ipotesi induttiva A
contiene un sottogruppo di ordine m.
2. Supponiamo che B e C siano sottogruppi di G di ordinem. Poiché H è normale
in G, HB è un sottogruppo di G. Sia k l'ordine di HB, allora k | mn per il
teorema di Lagrange. Si ha che |HB| = |H||B|/|H ∩ B|, ovvero che k =
m1n1m/|H ∩ B|, perciò abbiamo k|H ∩ B| = m1n1m, quindi k | m1n1m.
Poiché (m1, n) = 1, esistono due interi x, y tali che m1x + ny = 1, quindi
mn1m1x + mn1ny = mn1. Ne segue che k | mn1. Per il teorema di Lagrange
si ha che m = |B| e m1n1 = |H| dividono k, e quindi, poiché (m,n) = 1,
abbiamo che mn1 | k. Di conseguenza k = |HB| = mn1 e, analogamente,
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|HC| = mn1. Quindi HB/H e HC/H sono sottogruppi di G/H di ordine
m/m1, e perciò per ipotesi induttiva sono coniugati, ovvero esiste x̄ ∈ G/H
tale che x̄−1(HB/H)x̄. Ne segue, prendendo le retroimmagini tramite la mappa
quoziente, che x−1HBx = HC, perciò abbiamo che x−1Bx è un sottogruppo
di HC. Poiché x−1Bx e C sono sottogruppi di HC di ordine m, per ipotesi
induttiva sono coniugati in HC, e quindi B e C sono coniugati in G.
3. Sia K un sottogruppo di G di ordine k, con k | m. Per il secondo teorema
di isomorsmo si ha che HK/H ∼= K/H ∩ K, e quindi l'ordine di HK/H
divide k. Poiché HK/H è un sottogruppo di G/H, il suo ordine divide anche
|G/H| = (m/m1)(n/n1). Abbiamo che (k, n) = 1 perché k |m, e quindi l'ordine
di HK/H divide m/m1. Per ipotesi induttiva esiste un sottogruppo A/H di
G/H di ordine m/m1 che contiene HK/H. Si ha che K è un sottogruppo di
A. Poiché |A| = |H||A/H| = m1n1(m/m1) = mn1 < mn, per ipotesi induttiva
K è contenuto in un sottogruppo di A (e quindi di G) di ordine m.
Caso 2: Ogni sottogruppo normale proprio di G ha ordine divisibile per n. Sia H
un sottogruppo normale minimale (ne esiste almeno uno perché G è nito), allora
per il Lemma 2.12 |H| = pr per qualche primo p. Poiché (m,n) = 1 e n | |H|,
abbiamo che n = pr, e quindi H è un p-sottogruppo di Sylow di G. Inoltre H è
l'unico p-sottogruppo di Sylow di G perché è normale. Osserviamo che H è l'unico
sottogruppo normale minimale di G, infatti se così non fosse avremmo n = pr e
n = qs con p, q primi distinti. Ne segue che ogni sottogruppo normale non banale di
G contiene necessariamente H.
1. Sia K un sottogruppo normale di G tale che K/H sia un sottogruppo normale
minimale di G/H. Per il Lemma 2.12 |K/H| = qs per qualche primo q diverso
da p, e quindi |K| = prqs. Sia S un q-sottogruppo di Sylow di K e sia M il
normalizzante di S in G. Mostriamo che |M | = m. Abbiamo che HS è un
sottogruppo di K perché H è normale in K, inoltre H ∩ S = 1. Ne segue che
|HS| = |H||S|/|H ∩ S| = prqs = |K|, e quindi K = HS.
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Poiché K è normale in G e S ≤ K, ogni sottogruppo coniugato a S in G è
contenuto in K. Inoltre questi sono coniugati a S anche in K perché S è un
sottogruppo di Sylow di K. Sia N = NK(S), il numero c di sottogruppi coniu-
gati a S in G è [G : M ] = [K : N ] per la Proposizione 2.2. Poiché S ≤ N ≤ K,
abbiamo K ≥ HN ≥ HS = K, e quindi K = HN e c = [G : M ] = [K :
N ] = [HN : N ] = [H : H ∩N ]. Se mostriamo che H ∩N = 1, allora abbiamo
c = |H| = pr e quindi |M | = |G|/[G : M ] = mpr = m. Per far ciò mostriamo
prima che H ∩N = Z(K) e poi che Z(K) = 1, dove Z(K) è il centro di K.
Siano x ∈ H∩N e k ∈ K. Poiché K = HS, abbiamo k = hs per qualche h ∈ H
e s ∈ S. Per il Lemma 2.12 H è abeliano, quindi, dato che x ∈ H, è suciente
mostrare che xs = sx per avere che xk = kx ovvero x ∈ Z(K). Abbiamo che
(xsx−1)s−1 ∈ S perché x ∈ N = NK(S). Abbiamo inoltre che x(sx−1s−1) ∈ H
perché x ∈ H e H è normale in G. Quindi xsx−1s−1 ∈ H ∩ S = 1, ovvero
xs = sx.
Si può vericare che Z(K) è un sottogruppo caratteristico di K. Poiché K
è normale in G, per il Lemma 2.12 Z(K) è normale in G. Supponiamo per
assurdo che Z(K) 6= 1. Allora Z(K) contiene necessariamente H. Di conse-
guenza, poiché K = HS, S è normale in K. Per il Lemma 2.12 S è pienamente
invariante in K e quindi normale in G, essendo K normale in G. Ne segue che
H ≤ S e questo porta a una contraddizione. Si ha allora Z(K) = 1.
2. Sia M come sopra e sia B un sottogruppo di G di ordine m. Abbiamo che
|BK| è divisibile per |B| = m e per |K| = prqs. Poiché (m, p) = 1, |BK|
è divisibile anche per prm = nm = |G|, e quindi BK = G. Di conseguenza
G/K = BK/K ∼= B/B ∩K, perciò |B ∩K| = |B|/|G/K| = qs. Per il secondo
teorema di Sylow B ∩ K è coniugato a S in K. Inoltre B ∩ K è normale in
B perché K è normale in G, e quindi B è contenuto in NG(B ∩ K). Si può
vericare che sottogruppi coniugati hanno normalizzanti coniugati. Ne segue
che NG(B ∩ K) e NG(S) = M sono coniugati in G, e quindi |NG(B ∩ K)| =
|M | = m. Poiché |B| = m e B ≤ NG(B ∩K), abbiamo che B = NG(B ∩K),
perciò B e M sono coniugati.
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3. Sia D ≤ G con |D| = k e k | m. Siano M e H come sopra. Si ha che
D ∩H = 1 e |DH| = |D||H|/|D ∩H| = kpr. Abbiamo inoltre che |G| = mpr,
M ∩H = 1 e MH = G perché |MH| = |M ||H|/|M ∩H| = mpr = |G|. Perciò
M(DH) = G e quindi |M ∩DH| = |M ||DH|/|MDH| = m(kpr)/mpr = k. Di
conseguenza, posto M∗ = M ∩ DH e applicando il secondo punto di questo
teorema al gruppo DH, si ha che M∗ e D sono coniugati, ovvero esiste a ∈ G
tale che aMa−1 = D. Poiché M∗ ≤M , D è contenuto in a−1Ma, ovvero in un
sottogruppo di ordine m.
Nelle notazioni del teorema, un sottogruppo diG di ordinem è detto π-sottogruppo
di Hall, dove π è l'insieme dei primi che dividono m. Nel caso di gruppi non riso-
lubili, i sottogruppi di Hall potrebbero non esistere. Ad esempio mostriamo che in
A5 non esiste un {2, 5}-sottogruppo di Hall. Supponiamo per assurdo che H sia un
{2, 5}-sottogruppo di Hall di A5, poiché |A5| = 60, H deve avere ordine 20, e quindi
[A5 : H] = 3. Considerando come azione di A5 sull'insieme delle classi laterali di
H la traslazione sinistra, otteniamo un omomorsmo ρ : A5 → S3 il cui nucleo è
incluso in H. Si ha perciò kerρ 6= A5 e, ovviamente, kerρ 6= 1, ovvero kerρ è un sot-
togruppo proprio normale e non banale di A5, che è assurdo perché A5 è un gruppo
semplice.
Capitolo 3
Estensione della teoria di Sylow ai
gruppi proniti
Riprendiamo ora con lo studio dei gruppi proniti per mostrare come i risultati visti
nel capitolo precedente possano essere estesi anche a questa classe di gruppi. Per
prima cosa vediamo le estensioni del concetto di indice di un sottogruppo e del teo-
rema di Lagrange. In questo capitolo sarà sottinteso che i sottogruppi di cui si parla
siano chiusi.
3.1 Sottogruppi di Sylow e di Hall
Un numero soprannaturale (o numero di Steinitz ) è un prodotto formale innito∏











se m(p) ≤ n(p) per ogni p. Possiamo quindi denire il minimo comune multiplo: sia
(ai | i ∈ I) una famiglia di numeri soprannaturali, con ai =
∏
pn(p,i) per ogni i,
deniamo
mcm(ai | i ∈ I) =
∏
ps(p), con s(p) = sup(n(p, i) | i ∈ I).
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Adottiamo le convenzioni standard riguardo ∞: ad esempio, s(p) = ∞ se solo se
n(p, i) =∞ per qualche i oppure gli n(p, i) sono niti ma non limitati. Osserviamo
che se (ai | i ∈ I) e (bj | j ∈ J) sono due famiglie di numeri soprannaturali, allora
(mcm(ai | i ∈ I))(mcm(bj | j ∈ J)) = mcm(aibj | i ∈ I, j ∈ J).
Denizione 3.1. Sia G un gruppo pronito. L'indice [G : H] di un sottogruppo
(chiuso) H di G è il minimo comune multiplo degli indici dei sottogruppi aperti di
G che contengono H. L'ordine |G| di G è [G : 1], e l'ordine di un elemento x di
G è l'ordine del sottogruppo generato topologicamente da x, ovvero la chiusura del
gruppo astratto generato da x.
Osservazione 3.2. L'indice di un sottogruppo H di G può essere equivalentemente
denito come mcm([G : NH] | N O G). Infatti mcm([G : U ] | U aperto, H ≤ U) ≥
mcm([G : NH] | NOG) perché gli NH sono particolari aperti contenenti H (NH è
aperto in quanto unione di aperti del tipo Nh), viceversa poiché ciascun sottogruppo
aperto U con H ≤ U contiene un sottogruppo normale aperto N (segue dal Lemma
1.7), si ha che |NH| divide |U | per il teorema di Lagrange per indici niti, e quindi
[G : U ] divide [G : NH].
Come conseguenza della Proposizione 1.9, un gruppo pronito G è un gruppo
pro-p se e solo se G/N ha ordine una potenza di p per ogni N O G. Ne segue che i
gruppi pro-p sono esattamente i gruppi proniti di ordine pn con n ≤ ∞.
Vediamo ora il Teorema di Lagrange per i gruppi proniti.
Teorema 3.3. Siano H,K sottogruppi di G tali che K ≤ H ≤ G. Allora [G : K] =
[G : H][H : K].
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Dimostrazione. Usiamo alcuni risultati riguardanti gli indici niti. Sia N O G,
allora NK è un sottogruppo aperto di G e quindi ha indice nito. Per il teorema di
Lagrange nel caso nito si ha dunque [G : NK] = [G : NH][NH : NK]. Inoltre per
il Lemma 2.13 abbiamo che [NH : NK] = [H : (N ∩H)K]. Di conseguenza si ha
[G : NK] = [G : NH][H : (N ∩H)K]. (3.1)
Inoltre N ∩H è un aperto normale nella topologia indotta in H, e quindi mcm([H :
(N ∩ H)K] | N O G) ≤ mcm([H : MK] | M O H) = [H : K]. Quindi, facendo
variare NOG nella formula (3.1) e usando l'Osservazione 3.2, si ottiene che [G : K]
divide [G : H][H : K].
Viceversa, siano N1OG e N2OH, allora N2 è l'intersezione con H di un insieme
aperto in G, perciò esiste M O G tale che M ∩ H ≤ N2. Poniamo N = M ∩ N1.
Abbiamo che [G : N1H][H : N2K] divide [G : NH][H : (N ∩ H)K] che, per la
formula (3.1), è uguale a [G : NK]. Quindi, facendo variare N1 O G e N2 O H
e considerando il minimo comune multiplo, si ottiene che [G : H][H : K] divide
[G : K].
Lemma 3.4. Sia (Hi | i ∈ I) una famiglia di sottogruppi tale che per ogni i, j ∈ I
esiste un indice k ∈ I con Hk ≤ Hi ∩Hj, allora vale
[G :
⋂
Hi] = mcm([G : Hi] | i ∈ I).
Dimostrazione. Per il Teorema 3.3 abbiamo [G :
⋂
Hi] = [G : Hi][Hi :
⋂
Hi] per
ogni i, quindi mcm([G : Hi] | i ∈ I) divide [G :
⋂
Hi]. Mostriamo che vale anche
il viceversa ovvero che [G :
⋂
Hi] = mcm([G : U ] | U aperto,
⋂
Hi ≤ U) divide
mcm([G : Hi] | i ∈ I). Se U è un sottogruppo aperto contenente
⋂
Hi, allora⋂




(Hiλ ∩ (G \ U)) = ∅
per qualche insieme nito {i1, ..., ir}. Perciò
⋂r
λ=1 Hiλ ≤ U . Prendiamo k ∈ I tale
che Hk ≤ Hiλ per λ = 1, ..., r. Di conseguenza si ha Hk ≤ U e quindi [G : U ] divide
[G : Hk].
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Vediamo ora il teorema di Sylow per i gruppi proniti.
Denizione 3.5. Sia G un gruppo pronito e sia p un primo. Un sottogruppo p-
Sylow di G è un sottogruppo P tale che |P | è una potenza (anche innita) di p e
[G : P ] è coprimo con p.
Notiamo che i sottogruppi p-Sylow sono sottogruppi pro-p massimali e, nel caso
nito, coincidono con i p-sottogruppi di Sylow.
Teorema 3.6. Sia G un gruppo pronito e sia p un primo.
1. G ha un sottogruppo p-Sylow.
2. Se P è un sottogruppo p-Sylow di G e T è un sottogruppo pro-p, allora si ha
g−1Tg ≤ P per qualche g ∈ G.
3. Ogni sottogruppo pro-p di G è contenuto in un sottogruppo p-Sylow.
4. Se P1, P2 sono sottogruppi p-Sylow di G, allora g−1P1g = P2 per qualche g ∈ G.
Dimostrazione. 1. Sia I l'insieme dei sottogruppi chiusi di G di indice coprimo
con p. Abbiamo che I è non vuoto perché G ∈ I, inoltre I è parzialmente
ordinato rispetto alla relazione d'ordine  così denita: A  B se e solo se
B ≤ A. Sia J una catena in I (cioè per ogni H1, H2 ∈ J si ha H1 ≤ H2 oppure
H2 ≤ H1), allora per il Lemma 3.4 si ha
⋂
(H | H ∈ J) ∈ I. Di conseguenza,
per il lemma di Zorn, I contiene un elemento minimale P . Si ha che [G : P ] è
coprimo con p, mostriamo che P è un gruppo pro-p. Supponiamo per assurdo
che P non sia un gruppo pro-p, allora per il Teorema 1.11 esiste M O P tale
che |P/M | non è una potenza di p. Di conseguenza, per il teorema di Sylow
sui gruppi niti, P/M ha un sottogruppo p-Sylow Q/M ≤ P/M . Poiché M è
aperto in P e Q è una unione nita di classi laterali di M , anche Q è aperto in
P . Ne segue che Q è chiuso in P e quindi anche in G. Inoltre per il Teorema
3.3 si ha [G : Q] = [G : P ][P : Q], perciò [G : Q] è coprimo con p. Questo
contraddice la minimalità di P .
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2. Sia N O G, allora N ∩ P O P e NP/N ∼= P/(N ∩ P ), perciò NP/N è un
p-gruppo. Inoltre [G : NP ] divide [G : P ], e quindi NP/P è un sottogruppo
p-Sylow di G/N . Analogamente NT/N è un p-sottogruppo di G/N . Poniamo
R(N) = {g | g−1(NT )g ⊆ NP}.
Questo insieme è non vuoto per il secondo teorema di Sylow sui gruppi ni-
ti. Inoltre la condizione g−1(NT )g ⊆ NP implica che per ogni x ∈ N vale
x−1g−1NTgx ⊆ x−1NPx = NP , cioè se g ∈ R(N) allora gN ⊆ R(N). Si ha
dunque che R(N) è un'unione di classi laterali di N , e quindi è chiuso. Usando
il terzo teorema di isomorsmo si può vericare che se M,N sono sottogrup-
pi normali aperti e M ≤ N , allora R(M) ⊆ R(N); perciò se N1, ..., Nr sono
sottogruppi normali aperti, si ha
R(N1) ∩ ... ∩R(Nr) ⊇ R(N1 ∩ ... ∩Nr) 6= ∅.
Dunque ogni famiglia nita di insiemi del tipo R(N) ha intersezione non vuota,
e quindi per la compattezza esiste un elemento g ∈
⋂
(R(N) | N O G). Per
ogni N si ha g−1Tg ≤ NP , e quindi usando il Lemma 1.8 si ha
g−1Tg ≤
⋂
(NP | N O G) = P.
Gli ultimi due punti seguono dai primi due osservando che un sottogruppo coniu-
gato a un sottogruppo p-Sylow è ancora un sottogruppo p-Sylow.
Concludiamo la sezione con la discussione sui sottogruppi di Hall nel caso pro-
nito. Sia π un insieme di primi. Un gruppo nito F è detto π-gruppo se ogni primo
che divide |F | appartiene a π; un gruppo pronito è detto gruppo pro-π se soddisfa
la stessa condizione o, equivalentemente, se è limite inverso di π-gruppi.
Un sottogruppo di Hall di un gruppo pronito G è un sottogruppo H tale che |H|
e [G : H] sono coprimi. Più precisamente, se π è un insieme di primi, un sottogruppo
H di G è detto sottogruppo π-Hall se |H| è divisibile solo per primi appartenenti a
π e [G : H] è divisibile solo per primi non appartenenti a π.
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Osserviamo che i sottogruppi π-Hall di un gruppo pronito sono sottogruppi pro-
π massimali, ma i sottogruppi pro-π massimali non sono necessariamente sottogruppi
π-Hall, anche nel caso nito. Inoltre se p è primo, un sottogruppo {p}-Hall di un
gruppo pronito è semplicemente un sottogruppo p-Sylow.
Teorema 3.7. Sia G un gruppo pro-risolubile e sia π un insieme di primi.
1. G ha un sottogruppo π-Hall.
2. Se P è un sottogruppo π-Hall e T è un sottogruppo pro-π, allora g−1Tg ∈ P
per qualche g ∈ G.
3. Ogni sottogruppo pro-π di G è contenuto in un sottogruppo π-Hall.
4. Se P1, P2 sono sottogruppi π-Hall di G, allora g−1P1g = P2 per qualche g ∈ G.
Poiché questi risultati valgono per i gruppi niti, la dimostrazione nel caso pro-
nito è analoga a quella del Teorema 3.6.
3.2 Un esempio
Consideriamo N∗ = N \ {0} con la relazione d'ordine r ≤ s ⇐⇒ r|s. Notiamo che
(N,≤) è un insieme diretto perché dati due numeri naturali positivi esiste sempre il
massimo comune divisore. Consideriamo ora la famiglia di gruppi topologici Z/nZ
dotati della topologia discreta, e, per ogni i, j ∈ N con i ≤ j, sia ϕij : Z/jZ→ Z/iZ
la mappa denita da [a]j 7→ [a]i; poiché vale ϕijϕjk = ϕik, abbiamo che (Z/nZ, ϕij) è




(Z/nZ) = {(xn)n∈N∗ | xn ∈ Z/nZ, xm = ϕnm(xn) per ogni n,m ∈ N∗}.
Ẑ è detto completamento pronito di Z, ed è un gruppo prociclico.
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(Z/pnZ) ≤ Cr(Z/pnZ | n ∈ N∗)
Mostriamo che Ẑ ∼= Crp∈P(Zp), dove P è l'insieme dei numeri primi.
Costruiamo un isomorsmo ϕ : Ẑ → Crp∈P(Zp). Osserviamo che gli elementi
di Ẑ sono successioni di classi resto modulo n con n ∈ N∗, ovvero sono del tipo
([an]n)n∈N∗ = ([a1]1, [a2]2, ...); invece gli elementi di Zp sono successioni di classi resto
modulo pn con n ∈ N∗. Risulta quindi naturale denire la mappa
ϕp : Ẑ→ Zp, ([an]n)n∈N∗ 7→ ([apk ]pk)k∈N∗ = ([ap]p, [ap2 ]p2 , ...).
Poniamo allora
ϕ : Ẑ→ Crp∈P(Zp), a = ([an]n)n∈N∗ 7→ (ϕp(a))p∈P .
Mostriamo che ϕ è iniettiva.
Siano a, b ∈ Ẑ tali che ϕ(a) = ϕ(b), cioè ϕp(a) = ϕp(b) per ogni p ∈ P . Questo
signica che i termini delle successioni a e b in posizioni corrispondenti a potenze di
primi coincidono. Fissiamo j ∈ N∗ e consideriamo la componente j-esima [aj]j di a;
siano p1, ..., pr ∈ P e k1, ..., kr ∈ N tali che j = pk11 ...pkrr . Per la compatibilità delle















[apkrr ]pkrr = ϕpkrr j([aj]j) = [aj]pkrr .
Per il teorema cinese del resto esiste un'unica classe resto modulo j, diciamo [cj]j, che
soddisfa il sistema, cioè [cj]j = [aj]j. Analogamente si mostra che [bj]j = [cj]j = [aj]j.
Mostriamo ora che ϕ è suriettiva.
Per fare questo, troviamo una funzione ψ : Crp∈P(Zp)→ Ẑ che sia un'inversa destra
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di ϕ, cioè tale che ϕψ = idCrp∈P (Zp).
Sia (([apn ]pn)n∈N∗)p∈P = (([a2]2, [a4]4, ...), ([a3]3, [a9]9, ...), ...) un elemento di Crp∈P(Zp),
deniamone l'immagine tramite ψ. L'immagine deve essere del tipo ([bn]n)n∈N∗ ∈ Ẑ.
Notiamo subito che, anché ψ sia inversa destra di ϕ, dobbiamo porre [bpk ]pk =
[apk ]pk per ogni p ∈ P e per ogni k ∈ N∗. Dobbiamo però anche denire l'immagine
in modo che questa sia eettivamente contenuta in Ẑ, ovvero che soddis le condizio-
ni di compatibilità. Sia j = pk11 ...p
kr
r ∈ N∗, deniamo [bj]j come l'unica classe resto











[bj]pkrr = [apkrr ]pkrr
la cui esistenza è garantita dal teorema cinese del resto. Così facendo si ha che se
l = pm11 ...p
mr






[bj]pmrr = [apmrr ]pmrr
cioè il sistema è risolto dalla classe resto [bj]l, ma per come abbiamo denito [bl]l,
anche questa risolve tale sistema, e quindi per unicità della soluzione si ha [bj]l = [bl]l.
Per concludere mostriamo che un sottogruppo p-Sylow di Ẑ è isomorfo a Zp.
Osserviamo prima che ã = ([an]n)n∈N∗ ∈ Ẑ ha ordine divisibile per un primo q se e
solo se ϕq(ã) 6= 0. Infatti se ϕq(ã) 6= 0 allora esiste k ∈ N∗ tale che [aqk ]qk 6= [0]qk ,
perciò [aqk ]qk ha ordine divisibile per q in Z/qkZ, e quindi anche a ha ordine divisibile
per q. Viceversa se ã ha ordine divisibile per q, allora esiste un intero positivo j tale
che [aj]j ha ordine divisibile per q in Z/jZ. Sia j = qtl, con t > 0 e (q, l) = 1. Poiché
l'ordine di [aj]j è j/(aj, j), abbiamo che qt non divide aj, e quindi [aj]qt 6= [0]qt . Per
la condizione di compatibilità di ϕqtj, si ha [aqt ]qt = [aj]qt 6= [0]qt , perciò ϕq[ã] 6= 0.
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Ne segue che l'insieme {ã ∈ Ẑ | ϕq(ã) = 0 per ogni primo q 6= p} ∼= Zp contiene
tutti e soli gli elementi di ordine una potenza (anche innita) di p, e quindi è un
sottogruppo pro-p massimale, cioè un sottogruppo p-Sylow di Ẑ; inoltre, poiché Ẑ è
abeliano, per il Teorema 3.6 non esistono altri sottogruppi p-Sylow di Ẑ.
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